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PREFACE 

This volume contains the invited papers and a transcript of the final panel discussion 
in the First Scientific Conference of the International Global Atmospheric Chemistry 
(lGAC) Project, held in Eilat, Israel from April 18-22, 1993. The conference was hosted 
by the Israeli Institute for Biological Research (IIBR) and was the 37th in the prestigious 
OHOLO Conference series in Israel. 

The conference was devoted to the subject of "Global Atmospheric-Biospheric 
Chemistry" and was a landmark event in this area. It provided the first comprehensive 
report of progress under IGAC toward improving our understanding of the chemical and 
biological processes that determine the changing composition of the earth's atmosphere. 
This work is an essential component of the comprehensive International Geosphere
Biosphere Program (lGBP) devoted to measuring and understanding global changes in the 
past and present, and predicting the future evolution of our planet. 

I want to devote this brief foreword to thanking several people who worked especially 
hard to make the conference a success and who helped to produce this volume as a record 
of the event. Paul Crutzen, Amram Golombek, Pamela Matson and Henning Rodhe did 
sterling service on the conference organizing committee. Special thanks go to Amram 
Golombek and Dr. Cohen, the Director of IIBR, who hosted the event in Israel. Anne 
Slinn did an excellent job in producing the Abstract book and helping with administrative 
matters. Alex Pszenny helped capably to critically review the Abstracts. Linda Kubrick 
worked tirelessly on travel arrangements and made sure that nobody got lost. 

Several organizations provided financial or other support for the First IGAC Scientific 
Conference, specifically the U.S. National Science Foundation, the IGAC Core Project 
Office, the U.S. National Oceanic and Atmospheric Administration, the International 
Geosphere-Biosphere Program, the Israel Institute for Biological Research (37th OHOLO 
Conference), the European IGAC Project Office, the U.S. Environmental Protection 
Agency, and the Israel Ministry of Tourism. I thank these organizations for their help and 
support, which enabled the conference to proceed so well. 

Finally, and most important, two people have played essential roles in producing this 
book: Alex Pszenny critically reviewed the papers enabling many substantive 
improvements, and very special thanks go to Anne Slinn who carefully checked each paper 
and produced the fmal page proofs. 

Ronald G. Prinn 
Cambridge, MA, 1994 
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GLOBALATMOSPHERIC·BIOSPHERIC CHEMISTRY 

ABSTRACT 

Ronald G. Prinn 

Massachusetts Institute of Technology 
Cambridge, MA 02139 USA 

International concerns about the possibility of detrimental future climate change rest to 
a significant degree on the documented fact that the atmospheric levels of a number of 
long-lived greenhouse gases are steadily rising. The underlying causes for the currently 
observed changes in atmospheric composition involve both natural physical, chemical and 
biological processes and vital human activities like energy and food production. There is 
also clear evidence for major changes in atmospheric composition over the last 160,000 
years contained in ice cores. The ice core data show us that atmospheric changes can be 
driven by natural processes alone so the current human processes need to be understood in 
terms of their perturbations to the natural biogeochemical cycles. Human activity is 
certainly a major contributor to the positive atmospheric trends of C<h, (0.4% per year), 
CH4 (1.2 down to 0.3% per year), and N20 (0.25% per year) in recent decades. Humans 
are in addition the sole contributor to the observed positive CF2Cl2 and CFCl3 trends (4.0% 
and 3.8% per year respectively in 1978-1988, 2.6% and 3.2% per year respectively in 
1989-1991) and probably also for the observed negative trends in stratospheric DJ (0.2% to 
3% per year depending on latitude). Tropospheric 0 3 appears to have increased at least in 
northern hemisphere midlatitudes over the last century and there are reasons to expect such 
an increase based on combustion-derived emissions. Similarly, S02 levels, while 
controlled in some industrially developed countries, are increasing in several industrially 
developing regions due particularly to increased coal combustion. All of these trends are 
important to radiative forcing of climate change: positive trends for C02, CH4, N20, 
CFCh, CF2Cl2, and tropospheric ozone produce a positive (warming) force while negative 
trends for stratospheric ozone and positive trends for S02 (and thus for the derived 
reflective sulfate aerosols) produce a negative (cooling) force. Biological processes in 
terrestrial ecosystems (cultivated or natural) play major roles in the budgets of CO2, CH4 
and N20 while marine biology plays a significant role in controlling remote marine 
atmospheric S02 levels and the flux of C02 between atmosphere and ocean. The 
International Global Atmospheric Chemistry (IGAC) Project of the International 
Geosphere-Biosphere Program (IGBP) is underway and devoted to understanding the 

Global Atmospheric-Biospheric Chemistry 
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2 Overview Global Atmospheric-Biospheric Chemistry 

complex coupled atmospheric and biospheric chemistry leading to currently observed 
changes in atmospheric composition and to improving our capability to predict future 
changes in atmospheric gaseous and particulate composition. 

INTRODUCTION 

The gaseous and particulate composition of the atmosphere is determined by a 
complex system involving both internal processes and exchanges with the hydrosphere, 
pedosphere, and biosphere. The metabolic activities of soil microbes and higher plants on 
land and phytoplankton in the oceans lead to emission and/or uptake of many chemically 
and radiatively important species. Fossil fuel and biomass combustion, land clearing, 
farming and agriculture are key human activities affecting surface fluxes. Most of the 
internal chemical processing occurs in either the troposphere or the stratosphere where 
ozone and nitrogen oxide and hydroxyl free radicals are key reactive species. In addition, 
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Figure 1. Concentration of C~ (parts per million by volume) measured at Mauna Loa Observatory, Hawaii 
(CD. Keeling, private communication). 
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reactions on and within aerosols and cloud droplets are important transformation and loss 
mechanisms for many gaseous constituents. 

Figures 1 and 2 show measurements of the concentrations of most of the climatically 
important gases at selected observing sites. The trends are all positive and current concerns 
about the possibility of detrimental future climate change rest to an important degree on 
this clear evidence of rises in several long-lived greenhouse gases. 

Methane, an important greenhouse gas, has major natural biological and anthropogenic 
sources and is destroyed largely by reaction with the hydroxyl radical in the troposphere. 
Both its sources and sink are strongly influenced by human activity. Nitrous oxide has a 
similar range of sources. Through its decomposition it plays a controlling function in the 
ozone layer and it is also a significant greenhouse gas. The chlorofluorocarbons are purely 
anthropogenic and playa similar controlling role in the ozone layer. However, the potency 
of both nitrous oxide and the chlorofluorocarbons as greenhouse gases is offset partially by 
the ozone they destroy. Ozone, a key chemical and protective ultraviolet shield, has a 
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Figure 2. Monthly mean concentrations of CF2 C12, CFCl3, CH 3CC13' CCI4 , CF2 ClCFCl2 , CH4, and N20 
measured in real time at the Cape Grim, Tasmania station of the GAGE network (R. Prinn, R. Weiss, P. 
Fraser, F. Alyea, D. Cunnold, P. Simmonds, private communication). 

complex chemistry influenced by many other trace species and is also an important 
greenhouse gas. Nitric oxide, nitrogen dioxide, hydrocarbons heavier than methane, and 
carbon monoxide, while not very important directly as greenhouse gases, playa key role 
through their influence on the ozone, hydroxyl radical, and methane concentrations. 
Gaseous sulfur compounds, both natural and anthropogenic, are efficiently oxidized to 
particulate sulfates, which can be very important contributors to the albedo, offsetting 
somewhat the influence of the greenhouse gases. 
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A major challenge before us is therefore to quantify the processes controlling aunospheric 
composition and the links between aunospheric chemistry and climate. The existence of 
these links is demonstrated by the remarkable record of trace gas composition in the ice 
cores and the temperature record that goes with it as shown in Figure 3 (Lorius et al., 
1990). The remarkable correlation seen on the glacial/interglacial time scale, and 
sometimes at shorter scales, between the concentrations of C02 and CH4 and the (high 
latitude) temperature is remarkable. But scientists still lack an acceptable theory to explain 
why C02 and CH4 should track temperature like this. On one hand, perhaps the 
greenhouse gases rose and that caused the temperature changes. But the direct radiative 
forcing due to these trace gas changes is only about a tenth of what is needed to explain the 
temperature changes. So for this explanation to work, there must exist a number of other 
positive feedbacks and also, since it is high latitude temperature that is recorded in the ice, 
perhaps low latitude temperature did not vary as much (Lorius et al., 1990). On the other 
hand, equally plausible is the hypothesis that climate changed for other reasons thus 
changing the source and/or sinks of the trace gases causing their levels to change. In this 
case the trace gases, because they rise with rising temperature, are a positive feedback but 
not a driver for climate change. Our present lack of understanding about why these 
climate-composition correlations occurred in the past is an indication of our present ability 
to predict the future and therefore the urgent need for research to understand the driving 
processes. 
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Figure 3. The concentrations of CO2 (parts per million by number) and CH4 (parts per billion by number) in 
air trapped in the Vostok, Antarctica ice core are shown along with the temperature change from present 
values CC) deduced from the isotopic composition of the ice. The ice at the bottom of this 2 kIn deep core is 
160,000 years old. Envelopes for gas concentrations denote uncertainty and temperature record has been 
smoothed (Lorios et al., 1990). 
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In this paper I will provide an overview of chemical, biological, and anthropogenic 
processes controlling atmospheric composition with an emphasis on those species 
important in determining the earth s radiation balance and thus its climate. Despite recent 
important advances it is very clear that there are many major questions to be answered if 
we want to understand the basic atmospheric and biospheric processes well enough to 
predict atmospheric composition. If we cannot do this task then we certainly cannot do the 
task of predicting climate since atmospheric composition is a fundamental input for the 
latter predictions. The International Global Atmospheric Chemistry (lGAC) Project was 
created in 1988 to try to answer these questions about the atmosphere and biosphere and to 
provide the needed predictive capability for atmospheric composition as its contribution to 
the International Geosphere-Biosphere Program (IGBP) and the World Climate Research 
Program (WCRP). This paper will also provide a brief overview of IGAC and some 
examples of its early accomplishments. 

ATMOSPHERIC CHEMISTRY OF CLIMATICALLY IMPORTANT SPECIES 

Most radiatively important gases emitted into the atmosphere undergo a series of 
(usually oxidizing) reactions that can occur in either the gas phase or in water droplets. 
Because the hydroxyl free radical (OH) is responsible for much of or most of the gas phase 
oxidation in the troposphere on local, regional and global scales its concentration is one 
important measure of the capacity of the troposphere to oxidize trace gases injected into it. 
In Figure 4 is a summary (with much simplification to help clarify) of the chemistry 
involved in production and removal of OH as we presently understand it. The chemistry is 
remarkable because it involves compounds that play roles in determining the radiative 
forcing of climate, atmospheric ozone concentrations, air pollution levels, and acid rain 
(RN03, H2S04) fluxes. The greenhouse gases shown here include H20, CO2, CH4 and 0 3 . 

Conservatively scattering aerosols, which can cool the earth by reflecting sunlight back to 
space, are represented here by sulfuric acid (H2S04) particles. Primary pollutants emitted 
mainly as a result of human activity (including fossil fuel combustion, biomass burning, 
and land use) include hydrocarbons (RH), carbon monoxide (CO) and nitrogen oxides (NO, 
N02). Reactive free radicals or atoms are in two categories: the very reactive species 
(0(1D), OH) and the less reactive ones (H02, 0, NO, N02). 

Several things need to be emphasized about the hydroxyl radical. Reactions with 
methane and higher hydrocarbons, carbon monoxide, N02 and S02 are collectively the 
primary OH sinks (Crutzen and Zimmerman, 1991; Donahue and Prinn, 1990). The 
primary OH source involves water vapor, which reacts with the very reactive singlet 
oxygen atom, (0(1 D». In tum, singlet oxygen comes from destruction of ozone by solar 
ultraviolet radiation. Typically, OH oxidizes other compounds either by donating oxygen 
or removing hydrogen leaving an H atom or organic free radical (R) which then attaches 
rapidly to molecular oxygen (02) to form hydroperoxy radicals (H02) or organoperoxy 
radicals (R02), which are relatively unreactive. If levels of NO and 03, which can react 
with H02 to reform OH, are kept low then levels of OH are also kept low. Adding the 
nitrogen oxides (NO and N02), which have many human-related sources, significantly 
changes this picture. Specifically, nitric oxide reacts with the H02 to form nitrogen dioxide 
(N~) and recycle OH. Ultraviolet sunlight then decomposes N02 to form N03 and to 
reform NO so the nitrogen oxides are not consumed in this reaction. For most polluted 
environments, it is this catalytic cycle that pumps the majority of the OH into the system. 
If the concentration of N02 gets too high its reaction with OH to form HN~ ultimately 
limits the OH concentration (Ehhalt et ai., 1991). So if we want to predict levels of OH, we 
cannot just consider the reduced compounds that we put into the air like methane and 
carbon monoxide. We also have to estimate how much of the nitrogen oxides we put in. 
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Figure 4. Simplified schematic outlining some of the important reactions involved in oxidation in air rich in 
nitrogen oxide free radicals (NO, N02). In remote marine air where NO and N02 are scarce, the major 
recycling ofH02 to OH occurs by reaction ofH02 with 0 3 or by formation and photodissociation ofH2~. 
A more complete schematic would also include reactions involved in oxidation of volatile organics (RH) by 
OH to form CO, organic acids, etc. and in oxidation of (CH3hS and S02 by OH to form sulfuric acid aerosols 
(Donahue and Prinn, 1990; Charlson et al., 1987; Crutzen and Zimmerman, 1991). 

Despite its importance, tropospheric OH is a difficult species to measure. It has a 
mixing ratio of about 10-14 in daylight and a lifetime of only about a second. Transport 
occurs on much longer time scales, so OH levels are determined locally and quickly and 
vary rapidly with changing sunlight, ozone, and nitrogen oxide levels. Low pressure laser
excited fluorescence (Hard et al., 1992) and long-path ultraviolet laser spectroscopy (Ehhalt 
et al., 1991) are promising techniques for measuring it directly. But even if OH is 
measured locally, it is so variable with time and over the globe that some integrating 
mechanism is needed. For determining the global removal rate of CH4 by OH there is a 
convenient industrial chemical, methyl chloroform (CH3CCI3), whose atmospheric 
oxidation process is very similar to methane. The methyl chloroform industry provides 
very accurate estimates of the emissions of this compound over the globe. Also, 
measurements of methyl chloroform have been made at five globally distributed stations 
over the last 15 years in the Global Atmospheric Gases Experiment (GAGE). To interpret 
these measurements (some of which are shown in Figure 2) the estimates of the emissions 
are used together with a global chemical transport model to determine what weighted 
global average concentration of the OH free radical will best explain the observations. To 
do this accurately a long-term record of measurements is needed so the natural circulation
induced variability in trace species concentrations can be understood. Table 1 (Prinn et al. , 
1992) summarizes the results obtained for OH. The deduced average OH concentrations 
are heavily weighted toward the lower atmosphere in the tropics where methyl chloroform 
(and methane) are predominantly destroyed. In addition, because the data record is 
sufficiently long, one can determine whether there is a trend in OH. The trend, remarkably, 
is positive: 1 ± 0.8% per year (Prinn et al., 1992). Table 1 also summarizes the results of 
taking methane measurements (Blake and Rowland, 1988) and the derived average OH 
concentrations to deduce the lifetime and global emissions of methane. Including the 
positive OH trend, these emissions are increasing at about 1.3% per year. If the positive 
OH trend is ignored, a smaller but still positive rate of emissions increase is deduced. 

A positive trend in OH means that the lifetime of methane is decreasing with time. We 
expect that increasing methane levels in the atmosphere, keeping everything else constant, 
should drive OH levels down. If that is currently not occurring, then what is happening at 
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the present time to drive (tropical) DB levels upwards? It is known that land disturbance 
can lead to increased nitrogen oxide emissions from tropical soils (Keller et al., 1991). 
Increased urbanization in the tropics also increases nitrogen oxide emissions from 
combustion. These emissions drive up tropospheric ozone (and thus the primary source of 
DB) and drive up the rate of recycling of B02 to DB (the secondary or catalytic source of 
DB). Increasing temperature by itself can do it. If the tropical oceans are increasing in 
temperature, we expect increased water vapor in the tropical lower troposphere. Because 
water vapor is a part of the primary source of DB, that also increases DB. Rising 
temperature also increases the rate of reaction of methyl chloroform and methane with DB 
thus lowering the lifetimes of both gases. And finally, decreasing stratospheric ozone can 
increase tropospheric DB. The singlet oxygen atom that reacts with water vapor to form 
DB is produced by wavelengths less than 310 nanometers. When stratospheric ozone is 
decreased, 310 nanometer fluxes are increased, and therefore DB production increases 
(Madronich and Granier, 1992). 

Table 1. Methyl chloroform and methane lifetime (Prinn et al., 1992). 

Methyl chlorofonn lifetime 
Weighted global average OH concentration 
Methane llfetimet 
Global methane emissions 
Rate of increase of methane emissions 

- including OH trend 
- excluding OH trend 

tIncludes correction for ocean sink for CH3 CCl3 

5.7 + 0.7 1-0.6 years 
(8.1 ± 0.9) x 1QS radical/cm3 

11.1 + 1.4/-1.1 years 
(470± 50) x 1012 gmlyear 

1.3% per year 
0.4% per year 

If stratospheric ozone changes influence tropospheric DB levels and the methane 
lifetime, then we also need to include chemicals affecting the stratosphere in our 
assessment of methane, and other species like it, which are removed by DB. Observed 
decreases in total ozone are of the order of 0.4 to 0.8% per year in the northern 
midlatitudes, less than 0.2% per year in the tropics, and largest trends are seen in the 
southern polar hemisphere associated with the Antarctic ozone hole (Stolarski et a!.. 1991). 
It is now known with considerable certainty that these current decreases in stratospheric 
ozone are linked very strongly to the rise of atmospheric chlorofluorocarbons (Rowland, 
1990). The average atmospheric trends ofCFCh and CF2Cl2 were respectively 4.0% and 
3.8% per year in 1978-1988 but they decreased to 2.6% and 3.2% per year in 1989-1991 
(Cunnold et al., 1994). Emissions controls on chlorofluorocarbons begun with the 
Montreal Protocol are clearly taking effect. This means, however, that the sequence of 
emissions of chlorofluorocarbons needs to be included in the predictions of the removal 
rates of many tropospheric gases. 

Figure 5 is a flow diagram (again highly simplified) summarizing how "source" gases 
like the chlorofluorocarbons and nitrous oxide are transported up to the stratosphere where 
they produce chlorine-, nitrogen-, and hydrogen-carrying free radicals that destroy ozone. 
As is well understood, nitrogen oxide free radicals are not only responsible for destroying a 
significant fraction of the ozone in the stratosphere but also produce ozone in the 
troposphere through the chemistry outlined in Figure 4. When the ratio of nitrogen oxide 
free radicals to ozone is low, as it is in the stratosphere, then the tendency is to destroy 
ozone, while if this ratio is high, as it is in much of the troposphere, then the tendency is to 
produce ozone (Crutzen, 1978). 
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Figure S. Simplified schematic showing how various "source" chemicals (N20. CFCI 3• etc.) are emitted at . 
the surface. transported through the troposphere into the stratosphere. and decomposed there by solar 
ultraviolet radiation (UV) to form destructive free radicals (NO. N02• CI. CIO. etc.). These free radicals can 
be converted into non-destructive "reservoir" chemicals (HN03• CION02 • etc.). which can be reconverted 
back to free radical forms by UV or by reactions on polar stratospheric ice particles. Long-lived reservoirs 
(HN03' H20. HCI) serve as "sinks" to return elements to the surface to complete the cycle. The various 
destructive free radicals catalyze the reaction between 0 3 and 0 or 0 3 and 0 3 to return 0 3 to its parent O2 
from which ozone was originally formed by UV dissociation. 

The source gases for the destructive free· radicals in the stratosphere are themselves 
greenhouse gases. as is stratospheric ozone itself. This is another coupling of which we 
need to take account. While increases in the concentrations of the source gases will 
increase radiative forcing of warming, these increases will at the same time lead to 
decreases in stratospheric ozone, which lowers the radiative forcing. Ozone, unlike the 
other gases, absorbs both solar ultraviolet and terrestrial infrared radiation and this must 
also be accounted for in calculations of radiative forcing. Calculations for the period 1979-
1990 show that at higher latitudes the decreased radiative forcing caused by ozone 
depletion is comparable to the increased radiative forcing by all the other gases 
(Ramaswamy et aI., 1992). We clearly need to take full account of the effect of each 
source gas on ozone, as well as its direct effect on radiative forcing, in order to determine 
its net radiative effect. 

Suspended particles (water droplets, ice crystals, aerosols) play significant roles in the 
chemistry and radiative balance of both the troposphere and stratosphere. Aerosols cool the 
earth by reflecting sunlight back to space or warm the air locally by absorbing radiation. 
The 1991 eruption of Mt. Pinatubo in the Philippines injected about 20 Teragram 
(1 Teragram [Tg] = 1012 gm) of sulfur dioxide into the stratosphere. The sulfur dioxide 
cloud spread out and reached hemispheric extent after about 20 or 30 days. Over this same 
time scale the sulfur dioxide was oxidized and combined with water vapor to form sulfuric 
acid particles. These particles efficiently reflected sunlight back to space. Calculations 
using climate models and the observed densities of the sulfuric acid aerosols show that the 
earth should cool for a few years by up to 6 tenths of a degree Kelvin (Hansen et al., 1992). 
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Indeed, such a global cooling has been observed since 1991. So there is little doubt that 
these aerosols formed by oxidation of volcanic S02 are an important but intermittent 
influence on the climate. 

Volcanoes are not the only source of sulfuric acid aerosols. When coal is burned 
without complete desulfurization (as it is in many developing countries) S02 is emitted into 
the lower atmosphere. In the lower atmosphere, the oxidation of the sulfur dioxide again 
produces sulfuric acid aerosols. These aerosols can reflect sunlight back to space as they 
do in the stratosphere but they can also provide condensation nuclei for clouds. If 
condensation nuclei are added to a fixed volume of cloud water, potentially more droplets 
can form out of the water, which makes the cloud more reflective. 

The radiative forcing (cooling) by these effects appears to be substantial. The radiative 
forcing due to aerosols produced from present-day anthropogenic sulfur dioxide sources 
(e.g., coal burning) adds to that from background aerosol produced from natural (e.g., 
oxidation of dimethyl sulfide derived from phytoplankton sulfur sources (Figure 4). The 
calculated cooling by anthropogenic aerosols in the northern hemisphere averages about 
1 watt per square meter, which, if correct, significantly offsets calculated warming by rising 
greenhouse gases (Charlson et al., 1991). There is still debate over the magnitude of the 
aerosol effect but there is little doubt that it is a cooling influence that has to be taken into 
account. Oxidation of S02 is achieved by the OH free radical in the gas phase and also by 
reactions in water droplets. The faster the oxidation rate of S02 the smaller the region over 
which the sulfuric acid particles are produced, and thus, in general, the smaller the potential 
effect on incoming sunlight. Also, other combustion-related pollutants (e.g., soot) can be 
incorporated into and darken the H2 S04 aerosols thus lowering significantly their 
reflectivity. We must therefore specify emissions of all gases affecting OH (and also 
emissions of aerosol-darkening substances) if we are to define the radiative effects of S02 
emissions. Biomass burning, as discussed in the next section, is another copious source of 
tropospheric aerosols whose role in radiative forcing also needs careful assessment. 

Particulates also playa very important role in polar ozone destruction. Research over 
the past several years indicates that winter-time temperatures in the meteorologically 
isolated air mass lying between 10 and 30 km altitude over the Antarctic become so low 
(less than 190K) that ice and nitric acid trihydrate crystals can and do condense there. 
Decomposition of some of the benign "reservoir" species, shown in Figure 5, occurs on and 
within these crystals producing CIO in the early Antarctic spring (Anderson et al., 1989). 
The CIO levels become very high because HN03 remains in the crystal phase and is 
therefore not available to contribute to the conversion of CIO back to one of its key 
reservoirs (CION02). The scarcity of 0 (formed from 03 photodissociation) in the 
Antarctic spring means that different catalytic cycles operate there, compared to those in 
extrapolar regions (specifically the Antarctic cycles catalyze the reaction 03 + 0 3 -7302; 
Molina et aI., 1987). There is now growing evidence that similar but less severe ozone 
destruction occurs in the Arctic spring and also that sulfuric acid aerosols may playa role 
in extrapolar ozone depletion. 

BIOSPHERIC CHEMISTRY OF CLIMATICALLY IMPORTANT SPECIES 

Biological processes playa major role in determining fluxes of climatically important 
species into and out of the atmosphere. This role is exemplified by biospheric controls on 
CH4, N 20, C02, and marine sulfuric acid aerosols. 

Methane is a very important greenhouse gas for three reasons: its large trend, its 
strong absorption and emission of infrared radiation, and the location of its absorption and 
emission bands at wavelengths where C02 and water vapor (H20) do not absorb (so-called 
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window regions). Figure 2 shows that there is a positive trend in methane. Based on these 
measurements, and those taken by others beginning before 1983 (Steele et al., 1992; Blake 
and Rowland, 1988), the methane concentration was increasing in the late 1970s at around 
1.2% per year, and now in the early 1990s it is around 0.3% per year. There has therefore 
been a remarkable deceleration in the rate of increase of methane, but notice that the time 
average trend is still about twice that for C02. Figure 2 also shows a very obvious CH4 
annual cycle. In the southern hemisphere the cycle is caused by annual variations in 
transport and in the OH sink for methane. Variations in both the OH sink and in surface 
sources contribute to the cycle in the northern hemisphere. 

Table 2. Estimated sources and sinks of methane (Tg CH4 per year) (IGBP, 1992). 

Sources 
Natural 

Wetlands 115 (100-200) 
Termites 20 (10- SO) 
Ocean 10 (5-20) 
Freshwater 5 (1-25) 
ffi 4 Hydrate 5 (0-5) 

Anthropogenic 
Coal Mining, Natural and Petroleum Industry 100 (70-120) 
Rice Paddies 60 (20-150) 
Enteric Fermentation 80 (65-100) 
Animal Wastes 25 (20-30) 
Domestic Sewage Treatment 25 ? 
Landfills 30 (20-70) 
Biomass Burning 40 (20-80) 

Sinks 
Atmospheric (tropospheric + stratospheric) Removal 470 (420-520) 
Removal by Soils 30 (15-45) 
Atmospheric Increase 32 (28-37) 

Table 2 (IGBP, 1992) gives a recent summary of current ideas on the global budget of 
methane. Note in the natural category that wetlands are a large source of methane. It is the 
metabolic activity of small microbes, methanogens, living in the oxygen-poor bottom 
environments in wetlands that produces the methane (Cicerone and Oremland, 1988). 
Methanogens in similar oxygen-poor environments in the intestines of termites and in the 
ocean are less important as natural sources. Among the anthropogenic emissions, leaks of 
fossil methane from the coal mining and natural gas industries are probably the leading 
ones, followed by methane from methanogens in rice paddies, enteric fermentation 
involving methanogens in cattle (the latter manifesting itself in methane emission by the 
belching and flatulation of the cattle), and methane produced by methanogens in garbage 
dumps and domestic sewage. Thus, there are a large number of sources related to simple 
microbes and rather basic human activities. The sources of methane are also 
geographically very patchy and linked to population. This is quite evident from estimates 
of methane emissions by animals (Lerner et al., 1988). The numbers of most of the 
(largely domesticated) animals are quite strongly linked to the global population and so 
global animal emissions are rising and should continue to rise. Similar conclusions about 
geographical patchiness and links to human population growth are reached about methane 
emission from rice paddies. 
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Humans are not the only drivers of change in methane emissions. Emissions can 
change, for example, because of a climate change affecting the areal extent, inundation 
cycle, and temperature of wetlands. Figure 6 (Whalen and Reeburgh, 1992) shows the 
results of some studies of methane emissions in Alaska over the years 1987 through 1990. 
Note that the flux changes by several orders of magnitude over the year. Also shown in 
Figure 6 is the soil temperature as a function of time, which is obviously correlated with the 
emission rates. But temperature alone does not explain the details of the changes in 
emissions evident here. Other important factors are the degree and history of inundation 
and aeration of the soil. 

II III IV II III IV 
1988 1989 

0= T4 
0= T5 
{j, = T6 

II III IV 
1990 

Figure 6. Net methane flux to the atmosphere (top panel, mglm2/day) and underlying soil temperatures 
(bottom panel, "C) for selected Alaskan tussock (1) sites (Whalen and Reeburgh, 1992). 

As mentioned above, nitrous oxide, through production of nitrogen oxide free radical 
catalysts, is at present the largest contributor to ozone destruction in the stratosphere. It is 
also a long-lived greenhouse gas (but ranking behind carbon dioxide, methane, and the 
chlorofluorocarbons; Ramanathan et al., 1985). It is naturally occurring in the atmosphere 
and is presently increasing at about 0.2% to 0.3% per year as evident from Figure 2 (Prinn 
et al., 1990). The best fit to the observed latitudinal gradient requires between 52% and 
68% of the emissions to be tropical, that is they emanate from latitudes between 300 N and 
300 S (ibid.). 

Table 3 (IPCC, 1992) shows a summary of emission sources compiled in this way. 
These emissions are compatible with the latitudinal gradients (Prinn et al., 1990) if one 
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allows for the uncertainties in Table 3, which are very large. Note the list of sources is as 
long as that for methane. It is a complex mix of natural and anthropogenic processes, some 
of which humans have a direct influence on, and others they do nol Some of the sources, 
for example nitrogen bacteria in soils (Firestone and Davidson, 1989), are known to be very 
dependent on climate, as was seen for some of the methane natural sources. But even more 
so than for methane, the uncertainty in the magnitude of the individual sources for nitrous 
oxide is too large to make a meaningful ranking of their importance. The major sink for 
nitrous oxide appears to be photodissociation in the stratosphere (Crutzen, 1978) but 
nitrogen bacteria in some soils illso consume this gas (as well as emit it) so there is 
uncertainty also in the total sink. To obtain the trend in the gas by subtracting the sinks 
from the sources in Table 3 leads to a trend so uncertain that we could not even deduce 
whether the trend is positive (as observed) or negative. Under these circumstances we need 
to entertain the possibility that the trend in nitrous oxide could change substantially due to 
source or sink processes not presently understood or recognized. We particularly need to 
understand better the relevant nitrogen microbial processes in both terrestrial and aquatic 
environments together with their aerial extent and temporal variations. 

Table 3. Estimated magnitude and latitudinal distribution of sources, and 
magnitudes of sinks of nitrous oxide (!pCC, 1992; Prinn et al., 1990). 

Sources (units Tg N per year) 
Natural 

Oceans 
Tropical Soils 
Wet Forests 
Dry Savannas 
Temperate Soils 
Forests 
Grasslands 

Anthropogenic . 
Cultivated Soils 
Biomass Burning 
Stationary Combustion 
Mobile Sources 
Adipic Acid Production 
Nitric Acid Production 

Source Distribution (units percentages) 
90·N -30·N 
30"N -0· 
O· -30·S 
30·S-90·S· 

Sinks (units Tg N per year) 
Removal by Soils 
Photolysis in the Stratosphere 
Atmospheric Increase 

1.4-2.6 
3.8-4.8 
2.2-3.7 
0.5-2.0 

=0.6 
0.05-2.0 

? 

0.03-3.0 
0.2-1.0 
0.1-0.3 
0.2-0.6 
0.4-0.6 
0.1-0.3 

22-34 
32-39 
20-29 
11-15 

? 
7-13 
3-4.5 

Carbon dioxide is essentially chemically inert in the lower atmosphere and is cycled 
between atmosphere, upper ocean, green vegetation, and soils on decadal time scales, and 
between the upper ocean and deep ocean on a time scale of a hundred years. It is currently 
increasing at a rate of about 0.34% per year and possesses a significant annual cycle driven 
by uptake of C02 by photosynthesizing vegetation in spring and summer, and release of 
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C02 by decaying vegetation in fall and winter (Figure 1). Classical ideas had the oceans 
playing the major role as a sink for carbon dioxide. A typical global carbon budget had the 
current fossil fuel combustion source (5300 Tg C/yr) opposed by an oceanic sink 
(2300 Tg C/yr) to yield the observed atmospheric increase (3000 Tg C/yr). The land 
biosphere was generally considered to be a small contributor to the budget, although 
estimates of the deforestation source ranged from 400 to 2600 Tg Clyr. 

However, comparison of the observed C02 latitudinal gradient with a global model 
containing only an ocean sink (Tans et al., 1990) showed poor agreement. A new, 
significant northern hemispheric sink is needed to fit the data, but the available ocean 
uptake estimates do not allow the northern hemisphere oceans to provide this sink. Tans et 
al. (1990) concluded therefore that a significant northern hemispheric continental sink 
(about 2700 Tg C/yr), augmented by a smaller oceanic sink (about 1000 Tg C/yr), was 
needed to balance the atmospheric accumulation (3000 Tg C/yr), the fossil fuel input 
(5300 Tg C/yr), and the deforestation input (1400 Tg Clyr). Thus the ocean sink and the 
net biospheric sink (2700 - 1400 = 1300 Tg C/yr) are comparable. If correct, this implies 
that northern hemispheric continental forest regrowth and soil carbon uptake will need to be 
understood and appropriately modeled. Efforts in this direction have already begun 
(Melillo et al., 1993). Of particular interest is the possibility of C02 fertilization. Perhaps 
related to this is the increasing amplitude of the C02 annual cycle in recent years 
(Figure 1), however there is still uncertainty since the available 13C/l 2C data do not indicate 
a biospheric sink of the size needed (Keeling et al., 1989). On the other hand, recent 
studies of C02 uptake in a Massachusetts forest (Wofsy et al., 1993) are not incompatible 
with a globally integrated temperate forest sink of 2000 Tg C/yr. The ocean sink for C02 is 
dominated by sinking of dense cold saline water in polar seas. This thermohaline 
circulation is dependent on rates of polar oceanic cooling and sea ice formation, and on 
high latitude rainfall, which lowers the density and inhibits sinking, so changes in the C02 
ocean sink with climate change need to be included also. 

Over the oceans the predominant source of cloud condensation nuclei (CCN) is either 
land-derived CCN and CCN precursors like S02 advected off the land, or the CCN 
precursor dimethyl sulfide (DMS), which is produced in the surface ocean itself by specific 
phytoplankton. For a fixed volume of cloud water, current cloud microphysical theory 
implies that the more CCN available, the greater the number of droplets, and the greater the 
cloud albedo. If this is correct, changes in DMS emissions ought to induce changes of the 
same sign in remote marine cloud albedo. Thus, climate changes that influence the 
populations of DMS-emitting plankton could lead to a feedback that could accelerate or 
decelerate the climate change (Charlson et al., 1987). The DMS is produced from 
dimethylsulfonium propionate (DMSP) in the tissues of a specific group of phytoplankton 
(prymnesiophytes) so the dependence of this group on environmental variables needs 
careful assessment as does the proposed atmospheric effects of the emitted DMS. 

ANmROPOGENIC PROCESSES 

Two anthropogenic activities, combustion and land use, play major roles as sources of 
climatically important species (or their precursors). Combustion of fossil, biomass, and 
detrital fuels are well recognized sources of C02, S~, NO, N02, and hydrocarbons, whose 
significance to climate has already been noted. Assessing the current and predicting the 
future emissions of these gases from such sources is a major challenge with the inventory 
of current emissions already underway. Land use and land use change are dominating 
factors in the CH4 budget (through rice and cattle production and land fills) and the N20 
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budget. The difficulties in determining even current regional emission for these latter two 
gases were discussed earlier. 

The influence of the short-lived pollutants from combustion are not just seen in the 
industrialized northern hemispheric midlatitudes. Tropospheric column ozone maps 
constructed by subtracting the stratospheric from the total atmospheric ozone columns, as 
measured from satellites, gave the first indication of very high ozone levels in the 
September to November period in the tropical central Atlantic (Fishman et al., 1991). The 
only serious candidate for the phenomenon is air advected off Africa and South America 
and containing copious ozone and/or its precursors (NOx , CO, etc.). The precursors are 
produced by biomass burning associated with land clearing and nomadic agriculture. A 
study of the distribution of fires over the globe, recently complied from Space Shuttle data, 
shows clearly the high frequency of fires in the tropics (Andreae, 1993). Also, the fires are 
quite seasonal, occurring in the dry season following the wet growth season. It is now clear 
that biomass burning, in addition to being very important to the land system itself, actually 
drives much of the tropical atmospheric chemistry. From the chemistry illustrated in 
Figure 4, the mixture of gases from fires are the very ingredients needed to pump up ozone 
and OH levels. Current research on biomass burning is tending to support a picture of 
seasonal burning in many tropical areas pumping chemicals into the air, which, through 03 
production, can increase the oxidizing capacity of the atmosphere. 

INTERNATIONAL GLOBAL ATMOSPHERIC CHEMISTRY PROJECT 

As noted in the introduction, the IGAC Project was created in 1988 with the goals to 
understand the atmospheric and biospheric processes controlling atmospheric composition 
and to provide the needed predictive capability for atmospheric composition as its 
contribution to the IGBP. Research in IGAC covers all of the areas discussed in this paper. 

The Activities of IGAC, which are summarized in Table 4, are collected in seven 
groups called Regional, Global, or Fundamental Foci (IGAC, 1992). The regional Foci are 
necessary because of the patchiness of both natural and anthropogenic sources (and 
sometimes sinks) over the globe. This patchiness makes it impossible to study just one part 
of the globe and expect to understand the atmospheric-biospheric chemistry of all the other 
parts. The Global Focus includes global modeling, global inventories, global networks for 
determining trends, and global surveys for determining chemical distributions (both 
aerosols and gases). The Fundamental Focus includes basic laboratory studies and 
calibrations that underpin all the measurements. The subsequent chapters in this book 
report on the status of several IGAC Activities already underway. The work is done by 
individuals and groups of scientists funded largely by national programs but cooperating 
internationally. So IGAC IS an international infrastructure for guiding, assessing, 
facilitating, and prioritizing the work. 

Because of the complexity of the surface chemical sources and the needed global 
models, some of the work in IGAC is done cooperatively with other projects. Figure 7 is 
an attempt to illustrate how the various parts of IGAC contribute to the broader IGBP and 
WCRP goal of predicting global changes. In IGBP, IGAC is already interacting with the 
Joint Global Ocean Flux Study (JGOFS), and the Global Change and Terrestrial 
Ecosystems Project (GCTE), and will as time proceeds work with several other projects. 
IGAC interacts with the WCRP for global transport modeling and the Global Atmosphere 
Watch (GAW) for global network measurements. It cooperates in field programs with 
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these projects and also looks to them to provide other data and models that are needed. For 
example, to predict atmospheric composition we need ecosystem models because changes 
in ecosystems will change the trace gas emissions from them. It is the IGAC (exclusive or 
shared) task to understand what the magnitudes of the emissions are for a given state of an 
ecosystem, but we look to GCTE and other projects for the predictive ecosystem models. 
Without strong cooperation we are not going to get the answers we need. 

Table 4. Current (1994) IGAC Steering Committee, Foci and Activities, and Convenors of 
the Coordinating Committees for each Activity. 

Steering 
Committee 

FOCUS 

Marine 

Tropical 

Polar 

Boreal 

Midlatitude 

Global 

Funda
mental 

R. Prinn (USA, Chair), P. Crutzen (Gennany, Vice Chair), P. Matson (USA, Vice Chair), 
H. Akimoto (Japan), G. Brasseur (USA), R. Conrad (Germany), R.I. Delmas (France), 
D. Ehhalt (Germany), I. Galbally (Australia), B. Huebert (USA), V. Isodorov (Russia), 
N. Owens (UK), P. Matrai (USA), H.-U. Neue (Philippines), S. Penkett (UK), 
H. Rodhe (Sweden), E. Sanhueza (Venezuela), M.-X. Wang (China). 
Liaison Members: J. Miller (WMO), S. Slanina (IUPAC). 

Activity (ACRONYM)t: Convenor(s) 

North Atlantic Regional Experiment (NARE) A: F. Fehsenfeld, USA & S. Penkett, UK 
Marine Aerosol and Gas Exchange (MAGE) A: B. Huebert, USA 
East AsianINorth Pacific Regional Experiment (APARE) A: H. Akimoto, Japan 

Biosphere-Atmosphere Trace Gas Exchange in the Tropics: Influence of Land Use Change 
(BATGE) A: M. Keller, USA & R. Delmas, France 

Deposition of BiogeochemicaUy Important Trace Species (DEBITS) A: G. Ayers, Australia 
Biomass Burning Experiment: Impact on the Atmosphere and Biosphere (BIBEX) A: 

M.O. Andreae, Germany 
Rice Cultivation and Trace Gas Exchange (RICE) A: R. Sass, USA & H.U. Neue, Philippines 

Polar Atmospheric and Snow Chemistry (PAS C) A: L. Barrie, Canada & R.I. Delmas, France 

High Latitude Ecosystems as Sources and Sinks of Trace Gases (HESS) A: W. Reeburgh, USA 

Midlatitude Ecosystems as Sources and Sinks for Atmospheric Oxidants (METRO) P: 
W. Chameides, USA 

Trace Gas Exchange: Midlatitude Terrestrial Ecosystems and Atmosphere (TRAGEX)A: 
K. Smith, UK & G.P. Robertson, USA 

Global Tropospheric Ozone Network (GLONET)A: J. Miller, Switzerland & V. Mohnen, USA 
Global Atmospheric Chemistry Survey (GLOCHEM) A: D. Ehhalt & O. Schrems, Germany & 

E.Atlas,USA 
Global Tropospheric Carbon Dioxide Network (GLOCARB) A: C. Keeling, USA 
Multiphase Atmospheric Chemistry (MAC) A: T. Bates, USA & J. Gras, Australia 
Global Emissions Inventory Activity (GEIA) A: T. Graedel, USA 
Global Integration and Modeling (GIM) P: G. Brasseur, USA 

Intercalibrations-Intercomparisons (JCIC) 
Methane and Halocarbons Intercalibration Experiment (MEHALICE) A: P. Fraser & 

P. Steele, Australia 
Non-Methane Hydrocarbon Intercomparison Experiment (NOMHICE) A: 1. Calvert & 

F. Fehsenfeld, USA 
Carbon Dioxide Intercalibration Experiment (CARBlCE) A: C. Keeling & P. Tans, USA 
Atmospheric Chemistry Education in Global Change (ACE) P: J. Winchester, USA 

t A = Activity already begun, P = Activity in planning phase 



16 Overview 

National 
Programs 

IGBP 
WCRP 

Global Atmospheric-Biospheric Chemistry 

Global Change 
Models 

(WCRP, IGBP) 

Figure 7. Schematic showing the organizational plan of IGAC. The five regional (boreal, midlatitude, 
tropical, marine, polar), the fundamental, and the global foci provide laboratory and field data and submodels 
to contribute to and test the integrating aerobiochemical models. ·The aerobiochemical models provide 
predictions of atmospheric composition for use in global (climate and biospheric) change models. The latter 
global change models in tum predict future environmental variables (temperature, precipitation, ecosystem 
state, etc.) for use (ideally interactively) in the aerobiochemical models. National programs are the basis for 
funding, with IGAC playing an international role for prioritizing, cooperating, and integrating. Cooperation 
with other IGBP projects and with WMO programs is an essential element of IGAC. 

In Figure 7, I call the end-product of the IGAC effort "aero biochemical" models. 
These are models which, given climate and ecosystem information, will predict the gaseous 
and aerosol composition of the atmosphere going into the future. These are the models that 
IGAC can provide to the physical climate modelers. I made the point earlier, however, that 
the cooperation does not finish there. The predictions of changes in temperature and 
precipitation made in the climate models are going to require running the aerobiochemical 
and physical climate models interactively, because the surface fluxes of trace gases like 
methane, carbon dioxide, and nitrous oxide will change as climate changes. It is 
unfortunate that it is that complicated, but the complexity needs to be included if we are to 
have any chance of getting accurate predictions of future atmospheric composition. 

I end with a cautionary note. When understanding is incomplete, as it presently is, we 
need also to be ready for surprises. Atmospheric chemists were not smart enough to predict 
the existence of the Antarctic ozone hole. Prior to the discovery of this phenomenon the 
researchers were not including reactions on stratospheric particles in their models. It is 
these reactions, together with the special nature of polar meteorology, which cause the 
ozone hole. We need to be cognizant of the possibility of similar critical gaps in our 
current knowledge of the troposphere, and the probability of surprises and discoveries, 
which may alter present perspectives and approaches. 
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The North Atlantic Regional Experiment (NARE) Activity of IGAC seeks to study 
chemical processing and transport over the North Atlantic Ocean of pollutants emitted from 
the surrounding continents. It has various components with research activities based on 
measurements of aerosol composition, and of ozone and its precursors. 

The results obtained on the chemical composition of aerosols over the past several 
years clearly show that the entire North Atlantic atmosphere is heavily impacted by 
anthropogenic sources. For example, mean aerosol ND3- concentrations are 5 to 17 times 
higher than those measured in the remote South Pacific; non-seasalt-S042- values are 2 to 7 
times higher. High concentrations of aerosols (and some gases) can be clearly related to 
the transport of pollutants from continental sources. The measured concentrations of 
sulfate aerosols equal or exceed those used in recent calculations that suggest that 
anthropogenic aerosols could have a significant cooling effect on climate in the northern 
hemisphere (Langner and Rodhe, 1991; Charlson et al., 1992). Nonetheless, at some 
locations at various times of year, natural sources do play an important role in the cycles of 
a number of important aerosols, gases and precipitation constituents. 

Ozone is produced photochemically from anthropogenic pollution in North America 
and is transported to the North Atlantic. To evaluate the significance of this transport, 
ozone and carbon monoxide (CO) levels were measured during 1991 and 1992 at sites on 
the Atlantic coast of Canada. A strong positive summertime correlation between carbon 
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monoxide and ozone was attributed to photochemical production of ozone from 
anthropogenic emissions. In contrast, during the winter when ozone is titrated by NO and 
other anthropogenic emissions, carbon monoxide and ozone were anti-correlated. The 
measured relations between the concentrations of ozone and carbon monoxide provide the 
basis for an estimate of ozone exported from North America: approximately 100 billion 
moles of ozone per summer. This amount is greater than that reaching the lower 
troposphere in this region from the stratosphere, the primary natural source of ozone. This 
conclusion supports the contention that ozone derived from anthropogenic pollution has a 
hemisphere-wide effect at northern temperature latitudes. 

Observations of ozone at two locations in the free troposphere at an altitude of -3 kIn 
over the North Atlantic (Izania [-25°N] and off the west coast of Scotland [50°N]) show a 
marked seasonal oscillation, with a maximum of about 55 ppbv in late spring (May-June) 
and a minimum of about 35 ppbv in winter (December-January). The same seasonal 
pattern is exhibited by the hydrocarbon chemical precursors of ozone. These results 
suggest that the increase in ozone between January and May is in part due to increased 
production from photochemical processes within the troposphere. A further feature of 
interest, which comes from close examination of the Atlantic free tropospheric hydrocarbon 
data, is that the distribution of hydrocarbons, particularly with respect to the ratios of the 
"normal" to the "iso" isomers of pentane, hexane, heptane and octane, can be interpreted in 
terms of an efficient N~ chemistry preferentially removing the "iso" isomer during winter 
months. 

INTRODUCTION 

The North Atlantic Regional Experiment (NARE) was established by the International 
Global Atmospheric Chemistry (IGAC) Project to study the chemical processes that are 
occurring in the remote marine environment of the North Atlantic. The rationale behind 
NARE is that the industrial regions on the continental rim of the North Atlantic are major 
global sources of gases that influence the oxidizing capacity and the radiative balance of 
the earth's atmosphere. In this region, the gases move from the continental coastal areas 
into the marine environment where they are processed to form both gaseous and aerosol 
products (see Figure 1). This combination of a well defined source region enclosing a vast, 
relatively source-free area, provides an excellent regime for the study of the mechanisms 
involved in the chemical processing of many compounds, and the factors affecting the 
persistence of these compounds and their oxidative products in the marine atmosphere. 

The NARE experiment takes place against a background of an increasing trend in 
tropospheric ozone, evidence for the presence of products of industrial emissions such as 
sulfate and nitrate aerosols at remote Atlantic sites, the presence of ozone precursors in the 
Atlantic free troposphere, and the co-presence of ozone and carbon monoxide in air being 
transported from North America into the Atlantic. 

The goals of NARE are: 
• To assess the long range transport of photochemically active compounds and/or 

their products and determine the impact of this transport on hemispheric air 
qUality. 

• To ascertain the effect of these compounds on the oxidative properties and 
radiation balance of the atmosphere. 

• To estimate the amounts of these compounds that are deposited in this marine 
environment and to determine the impact of this deposition on surface sea-water 
chemistry and marine biological processes. 



S.A. Penkett, F.e. Fehsenfeld and J.M. Prospero 21 

A proposed additional goal of NARE is to study the impact of in-situ emissions from 
subsonic aircraft on the oxidizing capacity of the atmosphere over the North Atlantic. 

In achieving these goals, NARE can only provide part of the answer on a global scale, 
and close links will be established between other regional experiments investigating the 
atmospheric chemistry of mid to high latitudes of the northern hemisphere (see Figure 1). 

Figure 1. Map showing the proximity of the North Atlantic region to sunounding continents (land masses 
shaded gray) and to its sister IGAC marine activity, the East AsianlNorth Pacific Regional Experiment 
(APARE). 

EVIDENCE FOR ANTHROPOGENIC PERTURBATIONS TO GLOBAL 
TROPOSPHERIC OZONE 

The initial focus of NARE is to determine the impact of emissions of pollutants that 
lead to the production of tropospheric ozone. The research needed to meet this objective 
involves measurements of the distribution and trends of ozone and its precursors in the 
North Atlantic region, the determination of the sources of this ozone, and the elucidation of 
the processes responsible for its formation on a hemispheric scale. 

Elevated ozone levels have been observed in summer over urban and large rural areas 
in western Europe (Cox et al., 1975; Guicherit et al., 1977; Grennfelt and Schjoldager, 
1984), in central and eastern U.S. (Vukovich et al., 1977, 1985), and in other industrialized 
countries. Observational and modeling studies show that high level rural ozone is the 
product of long-range transport of ozone precursors and multi-day photochemical 
production and accumulation of ozone (Vukovich et al., 1977; Isaksen et aI., 1978). 
Figure 2 illustrates the latitudinal and seasonal distribution of the tropospheric residual 
amounts derived from measurements made from the TOMS and SAGE satellites of the 
total atmospheric column ozone and stratospheric ozone, respectively (Fishman et al., 
1990). These figures indicate that the ozone concentrations in the tropics are about a factor 
of 2 less than in the northern hemisphere midlatitudes and about a factor of 1.4 lower than 
in the southern hemisphere midlatitudes. This distribution suggests that there is probably 
greater stratospheric ozone injection and greater photochemical ozone production at 
midlatitudes, and greater photochemical ozone loss in the tropics. Integrated throughout 
the entire year, there is about 40% more ozone in northern hemisphere midlatitudes than at 
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southern hemisphere midlatitudes. The asymmetry could be explained in two ways: the 
northern hemisphere stratospheric input flux is greater than the southern hemisphere flux, 
or there is a larger photochemical production of ozone in the northern hemisphere as a 
result of anthropogenic emissions of ozone precursors. 

In addition there is a seasonal variation in the ozone distribution at midlatitudes in both 
hemispheres, with a significant increase in ozone column density in the respective springs 
in each hemisphere. In the northern hemisphere midlatitudes there is an additional increase 
in the summer that could be rationalized as a result of ozone production from ozone 
precursors of anthropogenic origin. The spring ozone increase has been observed over 
many remote stations and is generally attributed to increased stratospheric flux (Fabian et 
al., 1968; Chatfield and Harrison, 1977). For example, seasonal variations of ozone have 
been observed to coincide with variations of 90Sr and 7Be, which are of stratospheric origin 
(Fabian et al., 1968; Chatfield and Harrison, 1977). However, Penkett and Brice (1986) 
observed concurrent spring peaks of ozone and peroxyacetyl nitrate (PAN), leading them to 
suggest a photochemical origin for the spring ozone increase in the northern hemisphere. 
The spring ozone increase in the northern hemisphere could be associated with an 
accumulation of anthropogenic ozone precursors over winter (Penkett, 1987) and increased 
ozone lifetime in the winter and spring (Liu et ai., 1987). In addition, there is evidence 
supporting anthropogenic origin for the austral spring ozone maximum at southern 
hemisphere midlatitudes associated with the widespread biomass burning in the tropical 
and subtropical regions of Africa, and probably South America, during the dry season from 
July to October. (Fishman et al., 1991; Fehsenfeld and Liu, 1993). However, a significant 
contribution from stratospheric ozone intrusion to the springtime ozone increase in both 
hemispheres is also likely. 

Identification of the origin of the springtime ozone increase has profound implications 
for understanding the impact on tropospheric ozone of anthropogenic activities. If the 
origin is entirely natural, such as that due to stratospheric intrusion, then the only 
significant anthropogenic impact is the summertime increase at northern hemisphere 
midlatitudes. This would imply that photochemical production from anthropogenic 
precursors would account for only approximately 5% of the annual average ozone produced 
over the globe. On the other hand, if the origin is anthropogenic in both spring and 
summer, then the impact on tropospheric ozone due to human activities may be greater than 
30% globally, and much more on a sub-hemispheric scale. Therefore, it is essential to 
design an effective research strategy to understand the seasonal variation of tropospheric 
ozone, and its cause. 

Although most of the northern hemisphere appears to be significantly affected by 
anthropogenic ally produced ozone (Figure 2), the sparsity of observations prevents us from 
estimating the trends with certainty. However, there are some tantalizing indications in the 
data that are available. An interesting comparison can be seen in Figure 3, which shows 
measured ozone mixing ratios at Montsouris1, a rural site in France where measurements 
were made in a period between 1876-1886 (cf., Volz and Kley, 1988), and modern-day 
observations at Arkona, a site near the Baltic coast (cf., ibid.). As the figure indicates, 
present-day ozone mixing ratios recorded at Arkona are a factor of 2 to 3 times higher than 
the measurements at Montsouris made in the late nineteenth century. 

A further indication of an increase in the average tropospheric ozone mixing ratio in 
the northern hemisphere can be inferred from the data shown in Figure 4. This figure 
depicts the ozone trend derived from ozone sonde measurements between 2 to 8 km 

1 The Montsouris measurements and the potential interferences to the method used to made those 
measurements were critically evaluated and the results re-analysed (Volz and Kley, 1988). On this basis the 
results from these very valuable measurements are deemed to be reliable. 
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Figure 2. The climatological distribution of the integrated tropospheric residual amounts of ozone (Dobson 
units) divided into four periods (Fishman et aI., 1990). 
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Figure 3. Average seasonal variation of ozone at Montsouris (1876-1986, southwest sector only) and at 
Arkona Montsouris was located on the outskirts of Paris which could be characterized as a rural station at 
that time. Arkona is a remote station on the island of Riigen in the Baltic Sea (cf., Volz and K1ey, 1988). 
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Figure 4. Deviation (in percent) from layer-mean ozone mixing ratios between 2 to 8 kID altitudes in the north 
temperate latitudes from 1967-89 as derived from ozone sonde measurements (Fehsenfeld and Liu, 1993). 
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Figure S. Vertical distribution of the trend in ozone (in percent per year) at Resolute and Hohenpeissenberg. 
The horizontal bars give the 90% confidence interval for the trend at each level. The shaded area shows the 
range of tropopause heights through the year. 

altitudes in the north temperate latitudes from 1967 to 1989 (Angell, private 
communication). Likewise, Figure 5 shows the vertical distribution of the trend in ozone at 
Resolute, Canada and Hohenpeissenberg, Germany. Except near the surface, the two 
stations give a consistent picture of 1 to 2% per year increase in ozone in the troposphere 
and a gradual shift to a small decreasing trend in the lower stratosphere. This shift is, in 
general, consistent with current understanding of ozone trends in the troposphere and 
stratosphere. 
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INDICATIONS OF ANTHROPOGENIC POLLUTION OVER THE NORTH 
ATLANTIC FROM AEROSOL MEASUREMENTS 

An objective of the Air-Ocean Chemistry Experiment (AEROCE) is to characterize the 
chemical climatology of a number of important chemical species over the North Atlantic, 
and to assess the relative importance of their various natural and anthropogenic sources. 
Other objectives focus on the study of the transport, transformation and removal processes, 
and on the possible impact of the deposition of these materials to the ocean. To these ends, 
a network of permanent coastal stations was established in the North Atlantic Ocean 
(Figure 6): Barbados; Bermuda; Mace Head, Ireland; Miami, Florida; and at Izania on 
Tenerife in the Canary Islands. A protocol of continuous measurements was begun in 
mid-1988 in a cooperative program involving scientists from universities and government 
laboratories in the U.S. and other countries. A wide range of chemical species and tracers 
are measured in the gas, aerosol and precipitation phases. Trends involving aerosols are of 
particular interest because recent model estimates suggest that anthropogenic aerosols, in 
particular those composed primarily of non-seasalt sulfate (nss-S042-), could have a 
significant impact on climate in the northern hemisphere, especially in the North Atlantic 
(Charlson et aI., 1991; Langner and Rodhe, 1991; Lelieveld and Heinzenberg, 1992) . 

• AEROCE 
' AEROCE/ OAA CGCP 

Figure 6. Map of the North Atlantic showing the slations of the AEROCE network and those used in 
conjunction with and/or supported by the NOAA Climate and Global Change Program (NOAA CGCP). 

The annual mean concentrations obtained at the AEROCE sites over a several year 
period are presented in Figure 7 along with means from remote islands in the Pacific and 
the coastal Antarctic where anthropogenic impacts should be minimal (Savoie et aI., 1989; 
1992a). The North Atlantic values are clearly much higher. Nitrate concentrations are as 
much as 17 and 71 times greater than the American Samoa and Mawson means, 
respectively, while nss-S042- values are as much 7 and 28 times higher. 

Pollution impacts are also indicated by the high concentrations of certain trace metals. 
At Bermuda, high nss-S042- concentrations are associated with sharp increases in Sb and 
Se (Arimoto et at., 1992; Ellis et at., 1993), elements that have major pollution sources; the 
concentrations and their ratios measured in Bermuda are consistent with those measured in 
the northeast U.S., suggesting fossil fuel combustion sources. It is notable that the average 
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Sb concentrations over the North Atlantic is 200 to 1000 times greater than at Samoa 
(Savoie et aI., 1993). This extremely large difference is indicative of the strong impact that 
the transport of material from continental sources has on the atmospheric chemistry over 
the entire North Atlantic Ocean. In fact, there was not even one sample from the entire 
AEROCE data set that had an Sb concentration as low as that at Samoa. 

Although the pollution sources are clearly dominant in the samples from all sites, 
natural sources are also important, especially in the atmospheric sulfur cycle. At all sites, 
the concentration of aerosol methanesulfonate (MSA), an oxidation product of 
dimethylsulfide (DMS), shows a strong seasonal cycle that peaks in May-June and reaches 
a minimum in the December-January time period (Savoie et al., 1994). This seasonal 
cycle conforms to the annual cycle of primary productivity in the oceans and, hence, 
reflects the changes in the emission of DMS to the atmosphere. Thus, the seasonal activity 
of the oceanic source of DMS is rather consistent over a large area of the tropical to 
midlatitude North Atlantic Ocean. 

The AEROCE data can be used to estimate the relative contribution of natural and 
anthropogenic sources of sulfur over the North Atlantic on the basis of the concentration of 
MSA and Sb (Savoie et aI., 1994). At Barbados, the anthropogenic component is about 
50% and it appears to be derived largely from Europe. At Bermuda, it is 70%, largely from 
North America. At Mace Head, the anthropogenic fraction is about 80-90%, mostly from 
Europe. Thus, the aerosol data suggest that the entire North Atlantic is impacted by 
continental anthropogenic sources for a major fraction of the year. 

AEROCE (North AlI.nUc) Tropical C'o~ste.1 

2.0 Soulh Pacific Antarctica 

M 
I 
E 1.5 

Oil 

2. 
V 1.0 
~ 

'" ... 
~ 

Z 0.5 

0.0 
... .~ ... C) 

'" 
~ 

'" Q) '" '" III :::a III :::a !! :::a 

M 
AEROCE (North AU.nUe) Tropical Coaslal 

2.5 Soulh Pe.c:Ulc Anl.!.rc::l1ca 
I 
E 2.0 
CO 

2. 
Q) 

1.5 
~ 

.e! 
1.0 '3 

en 
If) 0.5 en 
Z 

0.0 
... '" ... <.> 

'" 
J:: E ... ~ 

'" :i V '" ;:l '" '" '" III III :::a !! "- If) P:: :::a 

Figure 7. Bar chart showing the mean concentrations of nitrate and non-sea-salt (nss) sulfate at five stations 
in the in the North Atlantic (Bar = Barbados; Mia = Miami; Ber = Bermuda; Mac = Mace Head, Ireland; and 
lza = lzania, Tenerife) and, for comparison, those at three stations in the tropical South Pacific 
(Fun = Funafuti; Sam = American Samoa; and Rar = Rarotonga) and at one in coastal Antarctica 
(Maw = Mawson). 
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OZONE EXPORT FROM NORTH AMERICA OVER THE NORTH ATLANTIC 

Ozone has both natural and anthropogenic sources in the troposphere. The primary 
natural source is injection from the stratosphere. The anthropogenic source is 
photochemical production from precursors emitted by industrial and transportation 
combustion sources. To understand the budget, and hence the effects of ozone, it is 
important to quantify and to compare the magnitude of these two sources (Parrish, 1993; 
Parrish et al., 1993). The heavily polluted eastern coast of North America is a particularly 
large source of ozone and its precursors, which can be transported to the temperate North 
Atlantic Ocean. During summer the atmospheric circulation in the temperate North 
Atlantic region is dominated by the Bermuda High, with flow to the northeast along the 
Atlantic Seaboard. To evaluate the significance of this transport, ozone and carbon 
monoxide levels were measured during 1991 and 1992 at sites on the Atlantic coast of 
Canada spaced at approximately 500 kIn intervals downwind from the northeastern urban 
corridor of the U.S. (see Figure 6). 

Carbon monoxide is an anthropogenic pollutant that is relatively unreactive (lifetime 
about 1 month in the summer) and has been used as an effective tracer of anthropogenic 
pollution. The measured relations between the concentrations of ozone and carbon 
monoxide in the air advected over the North Atlantic, coupled with the inventoried 
emissions of carbon monoxide in eastern North America, provide the basis to estimate the 
amount of ozone exported from North America (parrish et aI., 1993). 

Measurements were made at three sites from mid-July to mid-September, 1991. Five 
minute average ozone and carbon monoxide concentrations were calculated. At each of the 
three sites the data (Figure 8) are characterized by generally constant, low levels of ozone 
and carbon monoxide interrupted frequently by episodes of correlated, elevated levels of 
both species. Linear regression analyses of the data yield relatively large correlation 
coefficients, which indicate that approximately one-half to three-quarters of the variance in 
the ozone levels at each site can be captured by a simple linear relation between ozone and 
carbon monoxide levels. The similarity of the derived slopes indicates that the relation 
between ozone and carbon monoxide levels is approximately constant over the 1000 km 
distance spanned by the sites. 

The strong, positive correlation between ozone and carbon monoxide observed at 
Sable Island in August 1991 is reproduced in Figure 9 (Parrish, 1993). The linear 
correlation coefficient indicates that more than three-quarters of the variance in the 
measured ozone during this single summer month can be captured by a linear relationship 
between ozone and carbon monoxide. This suggests summertime photochemical 
production of ozone from anthropogenic ozone precursors emitted from the source regions 
on the North American continent. By contrast, in the winter at Sable Island, the data were 
characterized by high carbon monoxide levels and even lower ozone levels, which result in 
significant negative correlation between ozone and carbon monoxide. Figure 9 also 
presents the December data. For this month more than half of the variance in the measured 
ozone can be captured by a linear relationship. This indicates the chemical titration of 
ozone by anthropogenic ally emitted nitric oxides and volatile organic compounds (VOCs) 
in the absence of photochemical production. 

Figure 10 summarizes the monthly linear correlations for the full data sets from the 
three sites (Parrish, 1993). Strong positive correlations were found at all three sites for the 
summer months. At Sable Island the correlation disappeared as fall progressed, and a 
negative correlation developed in the winter. This negative correlation in tum disappeared 
as spring progressed, followed by the reappearance of the positive correlation. 
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Figure 8. Relation between 0 3 and CO levels at each of three sites. Each point indicates a five minute 
average. For each site, the slope and the square of the linear correlation coefficient (R2) are given. At Seal 
Island, Sable Island and Cape Race, the measurement period was July 22 to September 22, July 8 to 
September 21, and July 13 to September 16, respectively, all in 1991 (Parrish, 1993). 
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Figure 9. Relation between 0 3 and CO at Sable Island in August and December. Each point indicates a five 
minute average. For each month, the slope from a linear, least squares fit and the square of the linear 
correlation coefficient (r2) are given (Parrish, 1993). 
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Figure 10. Summary of the linear regression analyses of the monthly data sets. The abscissa gives the square 
of the linear correlation coefficient, and the ordinate gives the derived slope. The different symbols indicate 
the different sites, and the months are labeled. The data from the three months at Seal Island were combined 
in one analysis, since the time coverage was relatively poor at this site. 

The slopes of the linear regressions in Figure 8 and Figure 10 provide an indication of 
the amount of ozone photochemically produced from the precursors that were emitted into 
the air masses with the carbon monoxide. That is, the amounts of ozone and carbon 
monoxide in these transported air masses were at a molar ratio of about 0.3 to 1. Because 
the amount of carbon monoxide emitted over North America is approximately known from 
emission inventories, and because the fraction of this carbon monoxide that is transported 
to the North Atlantic can be estimated, it is possible to estimate the quantity of ozone 
photochemically produced from the precursors and transported to the North Atlantic: 
approximately 100 billion moles of ozone per summer (Parrish et aI., 1993). This amount 
is greater than that reaching the lower troposphere in this region from the stratosphere 
(WMO, 1986), the primary natural source of ozone. This conclusion supports the 
contention that ozone derived from anthropogenic pollution has a hemisphere-wide effect at 
northern temperate latitudes. 

LARGE-SCALE OZONE TRANSPORT TO THE NORTH ATLANTIC 

Some insights into the question of ozone transport on a larger scale over the Atlantic 
can be obtained by examining ozone data in the context of tracers for specific source 
regions or source types. In this regard, the data from the Spanish Meteorological 
observatory at Izania, Tenerife, are especially interesting. Izania serves as a Baseline Air 
Pollution Monitoring (BAPMoN) station and it hosts the activities of both the Tropospheric 
Ozone Research (TOR) program and AEROCE. The station is located at an elevation of 
2367 m, which places it above the top of the marine inversion most of the time. Gas and 
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aerosol sampling are carried out at night under downslope wind conditions and hence the 
data should be representative of free tropospheric air. 

At Izania, ozone concentrations have a well-defined seasonal cycle with monthly 
means of about 40 ppbv in the winter and increasing rapidly in the spring to mean values of 
about 55 ppbv in April, May and June and about 50 ppbv in July (Schmitt et al., 1988). It 
has been suggested that the persistence of high ozone concentrations in the summer could 
be due to the transport or ozone from Europe, which often experiences high ozone 
concentrations at that time of year. Recent AEROCE and TOR research (Prospero et aI., 
1993) shows that day-to-day ozone concentrations can change substantially (Figure 11) and 
coherently during the summer in response to meteorological factors. However, as shown in 
Figure 11, ozone concentrations are highly correlated with 7Be (half life 54 days), a 
radionuclide produced by cosmic rays in the stratosphere and upper troposphere (Brost, 
1991). Conversely, ozone is negatively correlated with 21OPb, a radionuclide that is 
produced from the decay of 222Rn from soils and which is, hence, an excellent tracer for air 
parcels that have recently been in the continental boundary layer (Feichter et al., 1991). 
These correlations (positive and negative) are especially strong during the summer months. 
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Figure 11. Comparative time series plots of 7Be (top panel) and ozone and 210Pb (bottom panel) and ozone at 
Izania, Tenerife, Canary Islands during July. August and September 1991 (Prospero et al .• 1993). 

The seasonal cycle of ozone at Izania is similar to that for aerosol nss-S042- and N03-
(Le., with maximum monthly means in the spring and summer). This similarity could be 
interpreted as supporting an anthropogenic source for ozone. However, on a day-to-day 
basis, ozone is strongly anti-correlated with aerosol N03- and nss-S042- (Prospero et al., 
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1993). Indeed, during periods of high ozone concentrations, the concentrations of 
nss-S042- are usually about a few tenths of a microgram per cubic meter of air, 
concentrations that are comparable to those in the remote South Pacific (Figure 7); during 
periods of low ozone concentration, nss-SO 4 2- values are typically about ten times higher. 

The high coherence between the ozone time series and that for 7Be, and the negative 
relationship with that for 21OPb, suggests a strong free troposphere signature for the ozone 
source over the remote Atlantic. Because ozone concentrations tend to be low in the 
presence of high concentrations of N~ - and nss-S042- (and 210Pb), it would appear that in 
many cases a significant fraction of the ozone, which might have been generated in polluted 
air masses, could have been destroyed during transport to Izania. Indeed, the isentropic 
trajectories for air samples having high concentrations of nss-S04 2-, N03- and 210Pb (and 
low concentrations of ozone and 7Be) generally pass over North Africa and trend towards 
Europe. Conversely, events with high ozone and 7Be (and otherwise low aerosol 
concentrations) tend to come from the direction of the high latitudes in the middle and 
upper troposphere. In this regard, the results that we obtained at Izania are similar to those 
obtained in the marine boundary layer at Barbados (Savoie et al., 1992b), where high ozone 
events (and low aerosol concentrations) are associated with transport from the mid to high 
latitudes and the middle and upper troposphere; conversely, air masses with high 
concentrations of aerosols (including 21OPb) had relatively low ozone concentrations and 
the trajectories went back to Africa (and possibly Europe). 

The fact that we do not observe the direct transport of ozone from pollution sources 
during the summer at Izania does not necessarily mean that the ozone could not be derived 
from processes involving anthropogenic materials. Indeed, it is noteworthy that at Izania 
the concentration of aerosol N03- during high ozone events is relatively high and that the 
ratio of NO 3- to nss-S042- is also very high compared to that in polluted air masses. Thus 
it is conceivable that the ozone observed in the high ozone events could have been 
produced by reactions involving reservoir species in the free troposphere. 
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Figure 12. Seasonal variation of free tropospheric ozone over the North Atlantic Ocean. 
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HYDROCARBON MEASUREMENTS OVER mE NORm ATLANTIC 

The increase in ozone between January and May observed at Izania, and shown in 
Figure 12 for the Atlantic free troposphere at 56°N off the west coast of Scotland, is most 
intriguing. Its cause may be an increased flux of ozone from the large concentrations 
present in the lower stratosphere in the spring months, or possibly increased production 
from photochemical processes within the troposphere, which become more active as the 
light intensity increases (Penkett 1987; Liu et al., 1987). 

Evidence for this second explanation comes from aircraft measurements of many 
hydrocarbons in the free troposphere over the Atlantic made simultaneously with the ozone 
measurements shown in Figure 12 (Penkett et al., 1993). Figure 13 shows the seasonal 
variation of total carbon in the form of reactive hydrocarbons, such as C2H2, C2H6, C3Hg, 
C4HlO, CSH12, C6H6, C7Hg, etc., in free tropospheric air with a maritime polar origin 
reaching the west coast of Scotland. The amplitude of this variation in the reactive carbon 
is surprisingly constant from year to year, as demonstrated for C2H6 and C2H2. Thedata in 
Figure 14 show ~he seasonal variation between 1987 and 1989, but these values are very 
similar to ones collected over the whole period for which the experiment was conducted 
(1981 to 1990). 
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Figure 13. Seasonal variation of reactive carbon in the form of nonmethane hydrocarbons over the North 
Atlantic Ocean. 

The latitudinal extent of this reservoir of about 20 ppbv of reactive carbon in the 
northern hemisphere (at least in the Atlantic region) is shown in Figure 15 for one 
hydrocarbon, ethane (Penkett, 1992). These measurements were made at sea level in 
November, 1982, and are typical for many hydrocarbons in that a large reduction to levels 
typical of the southern hemisphere occurs between 200 N and the equator. The contrast in 
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the hydrocarbon concentration of air between latitudes in the region of 60oN, and in the 
region of 30o N, is also shown clearly in Table 1. Two aircraft flights, J124 and J125, were 
made in a similar location and altitude within four days of each other in January, 1989. 
The large contrast in concentration for free tropospheric hydrocarbons is entirely due to air 
mass origin. J124 took place in tropical maritime air with a temperature at 700 mb of 5°C, 
while J125 took place in maritime polar air with a temperature at 700 mb of -12°C. The 
respective free tropospheric ethane concentrations shown in Table 1 agree extremely well 
with those shown at the surface in Figure 15. 

This large reservoir of reactive carbon is capable of generating an equivalent amount 
of ozone, on a mixing ratio basis, when it is oxidized in the atmosphere between the months 
of February and May, provided sufficient nitric oxide is co-present Unfortunately, there is 
very little published data on nitrogen oxide concentrations in the Atlantic region for 
comparison. One of the objects of NARE is to fill that gap. 
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Figure 15. Latitudinal transect of ethane over the Atlantic from 400N to 7YS (Penkett, 1992). 

Table 1. Hydrocarbon concentrations measured in North Atlantic background flights 

Il24, Jan. 6, 1989 Il25, Jan. 10, 1989 

Free Tropospheric Low Alt Free Tropospheric Low Alt 
Hydrocarbon Soecies Average SD. AveI1U(e Average S.D. Average 

Ethane 1384 268 2253 2591 158 2442 
Ethylene 607 396 542 543 149 454 
Propane 336 107 790 1079 76 950 
Propene 28 24 34 24 9 26 
i-Butane 96 19 258 271 16 272 
Acetylene 311 35 818 663 23 665 
n-Butane 116 46 456 536 32 476 
trans -2-Butene 9 5 7 10 2 11 
I-Butene 8 5 11 10 4 4 
i-Butene 96 54 83 5 7 70 
cis-2-Butene 2 3 1 <d.l. 3 
i-Pentane 39 11 171 211 10 193 
n-Pentane 30 16 135 185 9 169 
l-Pentene 5 2 5 5 3 4 

n-Hexane 11 5 54 78 6 69 
1-Hexene 5 1 5 4 2 3 
n-Heptane 16 6 37 47 7 48 

Benzene 90 8 231 263 8 262 

n-Octane 8 3 12 19 4 15 

Toluene 72 20 181 156 20 151 

m+p-Xylene 16 7 56 46 9 44 

·o-Xylene 12 9 29 18 11 22 

CFC-11 275 2 286 272 3 265 

CFC-113 58 2 70 59 3 54 

GI3CCl3 157 5 173 166 4 164 

CCl4 121 3 128 129 3 124 

C2Ci4 74 20 167 17 4 15 

Ozone, ppbv 38 31 

In parts per 1012 by volume. S.D. = Standard Deviation; < d.l. = below detection limit. 



S.A. Penkett, F.e. Fehsenfeld and J.M. Prospero 35 

A further feature of interest comes from a close examination of the hydrocarbon 
composition of air over the Atlantic Ocean when contrasted with air close to sources of 
major pollution. The relative abundance of the "iso" isomers (i.e. branched chain), for 
pentane, hexane, heptane and octane versus the "normal" isomers (i.e. straight chain) in the 
Atlantic samples is much lower than in air close to a major source, such as London. A 
possible explanation is the presence of a substantial source of these compounds other than 
motor vehicle emissions of typical western European or American origin. Alternatively the 
explanation could be removal from the atmosphere at differential rates for the "normal" and 
"iso" isomers of these hydrocarbons. This would be the case if the N03 radical played a 
significant role in the chemical removal of the atmospheric trace gases. Perhaps the most 
likely explanation is a combination of the two. 

Resolving the many uncertainties concerning the source of the ozone observed in 
"clean" air over the North Atlantic, and by inference, the surrounding continents, and the 
nature of hydrocarbon oxidation processes, in addition to hydroxyl radical chemistry, are 
two of the major objectives of NARE. 

The link between NARE objectives and IGAC-APARE (East Asian/North Pacific 
Regional Experiment) objectives is obvious from an inspection of the map shown in 
Figure 1. Given the nature of atmospheric circulation and the long lifetimes of ozone and 
its precursor molecules in winter, the same type and degree of chemical processing will 
probably occur in the North Pacific region and in the North Atlantic region. 

FUTURE RESEARCH CAMPAIGNS 

1993 Summer Intensive of NARE 

Additional studies of ozone photochemistry in environments influenced by man-made 
pollution are required to understand better the key processes that control ozone production 
in the North Atlantic. Important insights into the chemistry of ozone production in the 
North Atlantic have been gained from the surface measurements conducted under NARE in 
1991-1992. In 1993 a summer intensive is planned. The goals of the study are an 
improved understanding of the processes that determine the budget of ozone in the North 
Atlantic troposphere. Separate but coordinated measurements will be carried out in the 
western, mid, and eastern Atlantic areas. These studies will utilize both ground-based and 
airborne measurements. In addition, this activity will study the distribution of 
anthropogenic and co-transported secondary pollutants, in order to understand better the 
oxidizing capacity of the North Atlantic troposphere and the reactive nitrogen balance. 
Vertical profiles of ozone and meteorological parameters will be measured to determine if 
the surface measurements give an accurate picture of the transported species. These 
measurements will be supported by vertical wind profiles and additional surface ozone 
measurements associated with a variety of sites located throughout the North Atlantic 
region. The data base will be subjected to comparisons with model simulations by several 
coupled chemical-meteorological models that are being developed in North America and 
Europe to simulate the chemistry, meteorology, and transport that shape the ozone 
distribution of the region. 

Winter Studies (1993-1994) 

Detailed studies of the composition of air north and south of the polar front will be 
carried out over the Atlantic Ocean using a Hercules C 130 aircraft. These studies will 
provide essential data on the concentration of reactive nitrogen compounds co-present with 
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reactive carbon compounds. This information is needed to access the potential for ozone 
production during the transition from winter to spring or the transport of air from behind 
the polar front to more southerly latitudes where ozone production can proceed rapidly. 

Winter/Spring Intensive (1995-1997) 

During the past two decades considerable progress has been made toward identifying 
the principal features of gas phase photochemistry. However, nocturnal chemistry and 
heterogeneous chemistry have not been so fully developed. Oxidation of the ozone 
precursors, NOx and most reactive carbon compounds, occurs rapidly (on the order of a day 
or less) during summer. During winter however, and particularly at high latitudes, the 
oxidation proceeds much more slowly, allowing NOx to be transported over large distances. 
This is expected to give enhanced NOx levels in the Arctic during winter months. 
Likewise, measurements of the other major ozone photochemical precursors, the 
nonmethane hydrocarbons, which have been made in polar maritime air, show a significant 
and systematic seasonal variation with pronounced winter maxima. 

This seasonality is attributed to seasonal variations in the concentration of the OH 
radical, which is expected to be the major sink for these compounds in the troposphere. 
The decreasing solar flux over autumn and winter months lowers OH sufficiently to allow a 
large reservoir of these compounds to form in the troposphere. This reservoir, which 
covers a substantial fraction of the northern hemisphere, is calculated to hold significant 
reservoirs of reactive carbon and nitrogen at the January peak levels. The seasonality is 
also probably associated with the position of the polar front in winter; it can act as a barrier 
to dispersion of polluted air toward the tropics. 

The large enhancement of these ozone precursors is expected to lead to efficient ozone 
production over large areas of the North Atlantic during spring. These nonmethane 
hydrocarbons are expected to play an important role in ozone production, and may partially 
explain the observed spring ozone maximum. Given the relatively long lifetime of ozone, 
the importance of this springtime northern latitude photochemical source must also be 
considered in connection with the traditional summer photochemical ozone production. 

The importance of N03 as a primary oxidant must be determined and the role of 
heterogeneous chemistry investigated. In the northern polar regions during the winter 
copious quantities of N03 are probably formed. The cold temperatures attendant to this 
period promote association reactions and are conducive to the formation of aerosols. In the 
former case the reaction of N03 with hydrocarbons may tend to produce relatively large 
quantities of organic nitrates. In this regime the rate of conversion of S02 to sulfate is 
unknown. These processes will require both field measurements as well as laboratory 
investigation of the basic kinetic mechanisms. 
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It is becoming clear that the global climate system is controlled by numerous links 
between the biosphere and the atmosphere. The objective of IGAC's Marine Aerosol and 
Gas Exchange: Atmospheric Chemistry and Climate (MAGE) Activity is to quantify those 
links through interdisciplinary multinational research on air/sea exchange and its biological 
controls and impacts. We seek to bring together scientists from a variety of disciplines to 
study the interfaces between them. Wherever possible, we encourage collaborative work 
between marine scientists who look up at the interface from the water column and 
atmospheric chemists, whose work in the atmosphere has frequently treated the ocean's 
surface as a featureless source or sink. 

Several problems require this interdisciplinary approach. Marine biological 
productivity in some areas is controlled by the supply of nutrients from the atmosphere. In 
certain nitrogen-rich regions, for instance, the supply of iron from atmospheric aerosols 
may limit productivity. In other areas, the wet and dry deposition of atmospheric nitrate 
and ammonium may bea significant source of fixed nitrogen to biological communities. 
MAGE helped to organize an international group of scientists who studied the effect of 
atmospheric iron on biological productivity, phytoplankton speciation, and DMS 
production as a part of the Equatorial Pacific JGOFS (Joint Global Ocean Flux Study) 
experiment in the spring of 1992. A second MAGE/JGOFS cruise studied the fluxes of 
biogenic gases through the air/sea interface in the same region. 
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To quantitate the impact of marine biota on atmospheric aerosols, cloud properties, and 
climate, one must precisely measure (and then parameterize for use in models) the emission 
of trace gases from the ocean's surface. MAGE is seeking to develop new strategies for 
measuring some of these elusive fluxes. During the Atlantic Stratocumulus Transition 
Experiment (ASTEX) in June of 1992, MAGE organized scientists from five countries to 
study air/sea fluxes, their biological forcing, and their atmospheric effects. Three aircraft, 
two ships, two islands, and a dozen constant-density balloons were used to test a 
Lagrangian strategy for studying two airmasses. By repeatedly sampling the same air, we 
hoped to reduce the perennial problem of deconvoluting transport and chemistry so that we 
can clearly understand processes and fluxes. In this way we will improve our 
understanding of the marine nitrogen budget (including both ammonia emissions and 
nitrate deposition), as well as the climatically-important sulfur cycle and DMS emissions. 

INTRODUCTION 

The composition of the marine atmosphere is strongly influenced by sources and sinks 
at the ocean's surface. At present, these sources and sinks are poorly characterized relative 
to the needs of climate modelers. MAGE seeks to understand these interactions more fully, 
so that useful predictive descriptions of air/sea exchange can be included in climate and 
marine biological models. 

There are numerous ways in which the air/sea exchange of gases and aerosols affects 
the earth's climate. MAGE is studying several: 

1. Since atmospheric input of iron and fixed nitrogen may control primary 
productivity in certain marine ecosystems, the ocean's ability to produce biomass 
and bury atmospheric CO 2 is in part limited by the quantity of nutrients the 
atmosphere delivers to remote marine regions (Duce, 1986). Thus we have to 
understand atmospheric processes such as transport and surface deposition of non
carbon substances to model the C02 cycle and the greenhouse effect. 

2. Numerous biogeochemical cycles are affected by surface fluxes: ammonia may be 
redistributed between regions by emission to the atmosphere and conversion to 
aerosol, followed by deposition to other locations (Liss and Galloway, 1993). 
Air/sea exchange is a critical part of balancing the budget of reduced nitrogen in 
surface water and using the Redfield ratio to predict the potential burial of 
atmospheric carbon (Duce, 1986). 

3. The production of cloud condensation nuclei (CCN), which control cloud radiative 
properties (Albrecht, 1989), is thought to be the result of marine dimethyl sulfide 
(DMS) emissions (Andreae, 1986; Charlson et at., 1987). Both this indirect impact 
of aerosols on the earth's radiation budget and the direct scattering of sunlight by 
particles (Charlson et at., 1992) are thus strongly influenced by air/sea exchange. 

4. The mechanisms that form and remove marine aerosols cannot be studied without 
knowing the rates of supply and removal of reactants and products (Langner et at. , 
1993). The importance of S02, for instance, as a precursor to sulfate aerosol, 
depends heavily on knowing how much S02 is dry-deposited to the ocean's surface 
before it can be oxidized (Huebert et at., 1993). 

Existing methods for estimating surface fluxes are inadequate for many of the intended 
uses. In the case of DMS, for instance, some authors consider the uncertainties from thin
film flux estimates to be a factor of two or three (Andreae, 1986). But in view of the 
importance of marine aerosols to the earth's radiation budget, we need to know their source 
strength to at most tens of percent, not factors of several (Penner et at., this volume). 
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MAGE has sponsored two field programs and is planning another. In the Equatorial 
Pacific Ocean in early 1992, MAGE conducted two shipboard studies alongside the U.S. 
JGOFS program. One group focused on gas emissions from the ocean and their effect on 
atmospheric chemistry, the other group focused on the deposition of aerosol particles to the 
ocean and their affect on ocean biological productivity. In June of the same year, MAGE 
used two ships and three aircraft to develop a Lagrangian observing strategy during the 
ASTEXIMAGE program near the Azores. Although it is still too early to report significant 
scientific results from those programs, some early insights are discussed below. MAGE 
has paid particular attention to the potential for doing Lagrangian experiments in the 
atmosphere, to isolate surface exchange processes from the confounding effects of 
horizontal advection. To further this goal MAGE is cosponsoring an Aerosol 
Characterization Experiment (ACE-I) in the vicinity of Cape Grim, Tasmania, in January 
and February of 1995. 

JGOFSIMAGE 

Many of today's most pressing problems cannot be understood without truly 
interdisciplinary research. MAGE helped organize two teams of atmospheric chemists and 
biologists, who took advantage of the U.S. Equatorial Pacific (EQPAC) JGOFS cruises in 
the spring of 1992 to work alongside the oceanographic community's best carbon-cycle 
researchers. The JGOFS and MAGE programs are quite complementary in that they share 
a common reservoir, the surface ocean. Whereas JGOFS focuses on the exchange of 
biogenic elements between the surface ocean and deep ocean, MAGE focuses on the 
exchange between the surface ocean and atmosphere. Both processes depend on the 
biology, chemistry and physics in the surface ocean. The biology and chemistry of the 
surface ocean in tum, depend on inputs of nutrients from the atmosphere and deep ocean. 
Together the two programs are beginning to quantify the important biogeochemical 
processes in the surface ocean that influence the earth's climate. 

RIV Vickers Cruise 

The first MAGE/JGOFS cruise took place during February and March of 1992 aboard 
the RIV Vickers. The main focus of this cruise was to: 

1. Study the cycling of trace gases in the upper water column using measurements of 
key species as a function of depth and microbiological/photochemical rate studies. 

2. Calculate the air-sea exchange of these trace gases using shipboard measurements 
of the important seawater and atmospheric species, air sea exchange models and 
micro -budget flux estimates. 

3. Compare the atmospheric gas phase and aerosol phase chemistry over a wide 
variety of oceanic regimes. 

The measurements included sulfur, halogen, nitrogen and carbon compounds in both 
biologically productive and oligotrophic waters along l400W in the equatorial Pacific 
(Figure 1). Although the data from the cruise are still being analyzed there are already 
several interesting results. 

Seawater dimethylsulfide (DMS) concentrations, and hence the flux of DMS to the 
atmosphere was much higher in the southern hemisphere than the northern hemisphere 
(Figure 2). The high concentrations of DMS were likely a result of lower microbial 
consumption rates. The entire seawater sulfur cycle in the equatorial pacific near 12°S was 
quite different from expected, based on previous measurements (Bates et ai., 1993) in 
temperate latitudes (48°N). At 12°S dimethyl-sulfoxide (DMSO), a photochemical 
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Figure 1. IGAC-MAGE Equatorial Pacific Field Study: Cruise tracks for the RN Vickers and RN Wecoma. 
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Figure 2. Seawater DMS concentrations along the Vickers cruise track. These data from the southbound leg 
were essentially identical to the values obtained during the return northbound leg. This implies that the 
features observed here were stable on the time-scale of one to two weeks. 
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Figure 3. Seawater sulfur cycle at 12'S. 135'W. Note that the particulate DMSP burden was only about 10% 
of the total particulate organic sulfur burden and was approximately equal to the DMS burden. In this region 
the major sinks for DMS (air-sea exchange. biological consumption. and photochemical oxidation) are all of 
the same order of magnitude. (Data from R. Kiene. D. Kieber and P. Matrai. private communication.) 

oxidation product of OMS, was the dominant sulfur species (Figure 3) and 
dimethylsulfoniopropionate (DMSP), the precursor of OMS, was present at concentrations 
similar to OMS. In contrast, OMSP concentrations were 25 times higher than OMS 
concentrations at the temperate latitude site. At 12°S air-sea exchange, photo-oxidation and 
biological consumption were all important sinks for OMS. Some of the extensive 
biological and chemical measurements from the JOOFS work may help explain why the 
biological consumption of OMS is so low in this region. These data will be described in 
more detail in a manuscript by R. Kiene and coworkers. 

A time-series station at 12°S provided an opportunity to obtain a detailed picture of the 
atmospheric diurnal cycle of several trace gases. OMS concentrations, for example, 
markedly decreased during the day as a result of photochemical oxidation (Figure 4). This 
diurnal cycle can be coupled to an atmospheric photochemical model to estimate the OMS 
air-sea exchange rate needed to maintain the atmospheric OMS concentrations. This 
calculation, based on atmospheric OMS concentrations and an atmospheric photochemical 
model, is totally independent from the more traditional air-sea exchange calculations based 
on seawater OMS concentrations and a wind speed/transfer velocity relationship. At this 
12°S station both methods produced nearly identical results with OMS fluxes in the range 
of 10 to 20 Ilmole/m2/day. The details of this study will be described in a manuscript by S. 
Yvon and coworkers. 

The gases that are emitted from the ocean affect the chemical composition of the 
atmosphere, the oxidative capacity of the atmosphere and the production of aerosol 
particles. OMS, for example, is the major natural source of sulfur to the atmosphere and is 
the primary precursor to aerosol particles in the remote marine atmosphere. The number 
and size distributions of aerosol particles are a functions of precursor source strength (OMS 
emissions), the existing aerosol size distribution, relative humidity, temperature and 
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Figure 4. Atmospheric DMS concentrations at 12"S, 135"W. Time is shown in GMT. DMS concentrations 
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diameter and were active CCN at 0.65% supersaturation. (Data from D. Covert and V. Kapustin, private 
communication.) 
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atmospheric circulation. The detailed aerosol chemical, physical and optical measurements 
collected aboard Vickers will provide a valuable data set for modeling aerosol formation 
and growth. Many of the processes important to aerosol formation and growth were 
evident along the Vicker's cruise track. For example, at the northern end of the cruise track 
along 1400 W the aerosol particles were present in primarily a single mode with diameters 
around 20 to 30 om (Figure 5). This size distribution is likely a result of subsidence from 
the free troposphere. Further south the aerosol size distribution was tri-modal suggesting a 
mixture of freshly formed aerosol and more aged boundary layer aerosol. The details of the 
aerosol physical measurements will be a manuscript by D. Covert and coworkers. 

For up-to-date information on the above RN Vickers manuscripts and others, contact 
Dr. Tim Bates, NOANPMEL, 7600 Sand Point Way, Seattle, WA 98115. (Phone: 206-
526-6248, Internet: bates@pmel.noaa.gov.) 

Wecoma Cruise: FeLINE II 

The input of atmospheric material to the ocean has been suggested as a mechanism for 
limiting primary production in nutrient rich open ocean surface waters (Duce, 1986; Martin 
et aI., 1991). There is growing evidence, for instance, that eolian iron is particularly 
important as a limiting micronutrient (Young et al., 1991). In three regions of the Pacific 
Ocean the input of eolian iron may regulate production in surface waters. These are the 
high latitude open ocean in the Gulf of Alaska and the Southern Ocean, and the band of 
nutrient rich surface water that exists in the central and eastern equatorial Pacific. 

The equatorial Pacific (0, 1400 W) was chosen as the study site for the 1992 MAGE 
FeLINE-II cruise (Figure 1). The main objectives of FeLINE-II included the study of: 
aerosol iron input, phytoplankton productivity and photosynthesis, dimethyl sulfide (DMS) 
production, dissolved organic carbon (DOC) production and consumption, photochemical 
cycling of iron and hydrogen peroxide in surface waters, and the oceanic vertical 
distribution of trace metals (primarily Fe and Zn). 

Over a dozen shipboard incubation experiments (enrichment experiments) were 
completed during the cruise, evaluating the roles of iron (in several chemical forms), 
aerosol particles and leachate, nitrate, photosynthetically active radiation (PAR) and UV 
light, cobalt and vitamin B12 on phytoplankton productivity. Most of these factors were 
also measured in samples collected during conductivity-temperature-depth (CTD) casts and 
in trace metal clean samples collected using 30-liter GoFlo bottles deployed on Kevlar line. 

Most of the experiments conducted during this cruise were collaborations between 
groups, which resulted in a much stronger and more flexible research program than would 
have resulted if the groups had worked independently. Highlights of the individual groups' 
efforts are summarized below. 

The Moss Landing Marine Laboratories group examined the photochemistry of iron in 
surface waters and its implications to iron bioavailability. Their decktop incubation 
experiments showed enhanced growth from all of the iron additions, with the most dramatic 
enhancement in carboys enriched with atmospheric aerosol particles (Figure 6). They also 
observed clear diurnal patterns in iron levels, with a maximum at midday. This is 
consistent with a model involving the reductive dissolution of colloidal iron, its subsequent 
oxidation, and the uptake of dissolved iron (III). These results indicate that photochemical 
reactions can produce sufficient bioavailable iron (from what was previously unavailable 
colloidal iron) to support primary production in the euphotic zone in this area (Johnson et 
al.,I993). 

A University of Rhode Island (URI) team studied the influence of ultraviolet radiation, 
photo-chemical cycling, and rain events on the distribution of iron and hydrogen peroxide, 
and the speciation and bioavailability of iron. They: 
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1. quantified the air-sea fluxes of peroxides and cathodic-stripping voltammetric 
(CSV) labile iron during a rain squall (Figure 7), and documented the influence of 
such a rain event on the horizontal and vertical distribution of labile iron and 
peroxides in the surface waters of the region (Figure 8), 

2. compared the effects of iron-containing rainwater additions on phytoplankton 
growth in nutrient-rich and nutrient-depleted surface waters, 

3. determined CSV labile iron vertical distributions in euphotic and deeper waters, 
4. characterized the temporal and latitudinal variability in the spectral distribution of 

downwelling ultraviolet and photosynthetically active radiation in euphotic waters, 
5. examined the importance of natural UV levels to iron availability, phytoplankton 

growth and the photo-redox cycling of iron and peroxides (Hanson et al., 1993) . 
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Figure 6. Nitrate (top panel) and chlorophyll (bottom panel) concentrations measured over time in carboys 
containing seawater collected at OON, 140oW. Seawater in Carboy #1 was fIltered and 0.22 ~ FeNH4(S04n 
was added to a fmal concentration of 10 nM. Carboy #3 contained unfiltered seawater with 10 nM 
FeNH4(S04n. Carboy #4 was similar to #3, except that the enzyme catalase was added every day to keep 
H2~ concentrations less than 5 nM as compared to ambient concentrations near 25 to 30 nM. Seawater in 
Carboy #5 was unfiltered and contained 10 nM Fe added as sodium ferric ethylenediamine 
di-(o-hydroxyphenyl) acetate. Seawater in Carboy #6 was unfiltered and approximately 10 nM iron was 
added in the form of aerosol particles collected on Oahu, Hawaii. (Data from Johnson et al., 1993.) 
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Figure 7. Time course of precipitation observations during the squall. (top panel) Average rain rate in cm 
per hour for the time period of collection (horizontal bars); (middle panel) concentIations of dissolved iron 
(open squares) and peroxides (open circles) in the precipitation; and (bottom panel) calculated wet 
depositional fluxes of dissolved iron (open squares) and peroxides (closed circles). (Data from Hanson et al., 
1993.) 

The University of East Anglia group (G. Malin, S. Turner and P. Liss) studied the 
transfer of volatile DMS from the surface waters to the atmosphere. This link: between the 
atmosphere and ocean is made through the action of phytoplankton which synthesize 
DMSP (the dissolved, non-volatile precursor to DMS) as an osmolyte and cryoprotectant. 

Another URI effort involved deckboard incubation experiments in which surface 
waters were enriched with aerosol leachate, inorganic iron, cobalt, nitrate and vitamin B12. 
The results indicated that the addition of cobalt alone does not influence phytoplankton 
growth. However, the addition of cobalt and iron together may have allowed more rapid 
growth (as indicated by the increase in chlorophyll) than was observed in a solely iron 
stimulated population. For iron stimulation to be observed, nitrate had to be present (in 
situ, or added). Again, enhanced growth was seen in deckboard enrichment experiments 
with the addition of natural aerosol material (D. Swift, private communication). 
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Figure 8. Time course observations of seawater during the squall. (top panel) Salinity of surface (closed 
circles) and water at 5 m depth (open circles); (middle panel) concentration of total peroxides in seawater 
samples collected from the surface (closed circles) and 5 m depth (open circles); and (bottom panel) the 
concentration of dissolved iron as determined by ACSV in sea surface samples. (Data from Hanson et al., 
1993.) . 

The persistence of high nutrient, low biomass waters along the equatorial Pacific at 
140·W is thought to result from some form of resource sub-utilization. The two hypotheses 
put forth to explain this phenomenon involve either resource limitation or grazing pressure. 
R. Greene, Z. Kolber, and P. Falkowski (Brookhaven National Laboratory) examined the 
variability in the quantum yield of chlorophyll fluorescence using a fast repetition rate 
fluorometer. The parameter derived (denoted -hm) is a quantitative measure of 
photochemical energy conversion efficiency in photosystem II. They found that -hm was 
relatively low throughout the nutrient-rich equatorial waters (and higher in more 
oligotrophic waters) indicating greater physiological limitation of the photochemical 
energy conversion efficiency in the natural phytoplankton populations at the equator. 
Shipboard enrichment studies (Figure 9) showed that -hm increased following addition of 
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nanomolar concentrations of inorganic iron and aerosol dust leachate. This response 
suggests that iron (rather than relaxed grazing pressure) increased the photosynthetic 
efficiency of the phytoplankton, resulting in increased productivity in the shipboard 
enrichments. The Brookhaven results indicate that low iron availability limits 
photochemical energy conversion efficiency and is the principle mechanism controlling 
rates of photosynthesis in these nutrient-rich equatorial Pacific waters. 
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Figure 9. Changes in ChI a UJ-g L -1, panels A and D), inorganic nitrogen (pM, panels B and E), and the 
quantum yield of fluorescence (A9l1ID panels C and F) in shipboard incubations. The panels on the left show 
results from experiments initiated on March 23, 1992 with addition of inorganic Fe to a fmal concentration of 
4.5 nM Fe (depicted as +Fe). The panels on the right show results from experiments initiated on March 28, 
1992 with addition of inorganic FeS04 (4.5 nM Fe final concentration) and Fe as aerosol dust leachate 
(2 nM Fe final concentration, depicted as +aerosol). Control bottles were natural samples without 
enrichment (Data from Greene et al., 1993.) 

Several links between the marine sulfur cycle, atmospheric iron availability and 
non-seasalt sulfur in ice cores emphasize the climatic significance of OMS. Preliminary 
results indicate that the production of both OMS and OMSP, in the dissolved and 
particulate phase, is enhanced in the presence of added iron. Although preliminary in 
nature, there is also strong evidence that the production of chloroiodomethane is also 
dramatically increased in the presence of iron. 

J. Martin's group (Moss Landing Marine Laboratory) conducted iron enrichment 
experiments on both the FeLINE-II and JGOFS-EQPAC cruises. Dissolved iron 
concentrations in the equatorial Pacific were extremely low (less that 0.03 nM) in the 
surface waters, in contrast to the 10 nM concentrations found in coastal waters. Results 
from their enrichment experiments indicated enhanced growth in both addition treatments 
and controls although the treatments usually showed greater growth more quickly. The 
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subsequent growth in the controls remains a mystery. Several explanations may account 
for this observation: (1) an increased Fe source, (2) contamination of the controls, or (3) 
reduced grazing pressure as a result of enclosure. Although the evidence for increased Fe 
deposition during this time is positive, it is highly tentative and requires further 
examination (see below). Recently several investigators have suggested that phytoplankton 
growth may be controlled by a balance of factors including nutrients, Fe limitation, and 
grazing. It is possible that containment alone was responsible for some of the observed 
effects under the conditions of this oceanographic regime. This points to the need for an 
uncontained iron enrichment experiment. 

The atmospheric group of N. Tindale and B. Duce from Texas A&M University 
collected both air imd rain samples on station and underway, in order to measure the 
concentration and flux of aerosol particles during a transect through the Intertropical 
Convergence Zone (ITCZ). Portions of aerosol and rain water samples were provided to 
the other groups for use in their enrichment experiments on both the FeLINE and JGOFS 
cruises. Aerosol concentrations in this region were extremely low, especially south of the 
ITCZ in southern hemisphere air. Preliminary results indicate there was a higher 
atmospheric concentration of aerosol iron in the EQPAC region in 1992 than in an earlier 
cruise in 1990, yet these differences are small and are not yet completely resolved. It is 
unclear whether the difference in atmospheric concentrations would lead to a significant 
difference in the flux of iron from the atmosphere to the ocean surface. 

For up-to-date information on the R1V Wecoma cruise results, contact Dr. Neil Tindale 
at the Department of Meteorology, Texas A&M University, College Station, TX 77843 
USA. (Phone: 1-409-862-4401, Internet: tindale@ariel.tamu.edu.) 

ASTEXlMAGE: Lagrangian Measurements 

To quantitate the impact of marine biota on atmospheric aerosols, cloud properties, and 
climate, one must precisely measure (and then parameterize for use in models) the emission 
of trace gases from the ocean's surface (Bates and Cline, 1985; Langner et a/., 1993). 
MAGE is trying to develop new strategies for measuring these fluxes. During the Atlantic 
Stratocumulus Transition Experiment (ASTEX) in June of 1992, MAGE organized 
scientists from five countries to study air/sea fluxes and their atmospheric effects. 
ASTEXIMAGE was a large boundary-layer, cloud, and radiation experiment conducted in 
the region of the Azores. 

Surface fluxes and atmospheric reaction rates are often very difficult to derive from 
Eulerian observations (at a fixed point). Following one parcel of air and observing its 
changes over time (the Lagrangian reference frame) would make the rates much easier to 
deduce. The difficulty is that one must first know where an air parcel is moving and then 
follow it with a large suite of analytical instruments. It took the combined efforts of two 
research ships (the Woods Hole R1V Oceanus and NOAA's R1V Malcolm Baldrige), three 
aircraft (NCAR's Electra, the UK C-130, and the Univ. of Washington's C-131), 12 GPS
tracked balloons, real-time trajectory predictions, and the cooperation of literally hundreds 
of scientists from several countries to test a Lagrangian strategy during ASTEXIMAGE. 

The analysis of Lagrangian data is based on a continuity equation, which has 
previously been used in various forms for evaluating fluxes of heat, momentum, and ozone 
in the marine boundary layer (Lenschow et a/., 1981; Kawa and Pearson, 1989). For a 
substance S in a Lagrangian parcel, 

Jl <S> = Jo (S) - Jh(S) + F(S) - D(S) 
dt (1) 
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Here, J 0 is its surface flux, Jh is the flux at top of the mixed layer (i.e. entrainment of free 
tropospheric air), F is the column formation rate (from chemical reactions), D is the column 
destruction rate, and <S> is the column concentration of S. Implicit in this equation is the 
Lagrangian assumption that transfer through the sides of the parcel is not causing 
significant concentration change. Although neither advection nor dispersion appears in the 
budget equation above, they will contribute to the uncertainty in quantities derived from 
Equation I, and must be explicitly included in a propagation of errors analysis. 

To track the air's movements, we tagged our airmasses with constant-density balloons 
and inert perflourocarbon tracers. After being launched from the Oceanus (upwind of 
Santa Maria Island) the balloons floated with the air and radioed their GPS-derived 
positions to the aircraft, which were flying nearby. By using a continuous relay of the three 
aircraft, the airmass was under continual observation for about 42 hours. The Malcolm 
Baldrige, positioned to intercept the air as the balloons floated out of aircraft range 
downstream, did a detailed characterization of its gases and aerosols for comparison with 
the upstream values. 

Two Lagrangian experiments were attempted during ASTEXIMAGE, with varying 
degrees of success. The first took place in extremely clean marine air. Cloud condensation 
nuclei (CCN) counts of less than 50 cm- 1 ensured that cloud formation would generate a 
small number of large droplets, with the result that drizzle was frequently observed. While 
air which maintains its low aerosol concentrations by drizzling is an interesting case, the 
addition of just 0.1 mm of water on each balloon's top was enough to drop it to the surface, 
drowning the transmitter. 
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11-14 (one every 12 hours). 
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The second Lagrangian was a perfect contrast to the first: the air was heavily polluted 
by European aerosols, which suppressed precipitation and maintained high particle 
concentrations. We followed one balloon for the entire 42 hour observational period. 
Seven coordinated aircraft flights (four of which are diagrammed in Figure 10) generated 
an unmatched set of observations on how boundary layers decouple and develop over time. 

We learned important lessons about how to conduct a Lagrangian experiment: 
1. High-quality long range communications between all platforms is essential. 
2. The balloons must be robust, so that they can withstand drizzle and modest 

downdrafts without loss. Protocols need to be established for how each platform 
would respond to the loss of one or more balloons. 

3. The launch point of the balloons needs to be selected with some knowledge of the 
homogeneity of the airmass. Working on a boundary between airmasses 
(Figure 11) makes it harder to isolate the chemistry in either airmass from the 
effect of dynamics. 

4. The best possible meteorological data and predicted trajectories need to be used to 
position ships and aircraft, to ensure that the aircraft can reach the starting and 
ending points of the tagged trajectory. 

5. Even though advective effects are minimized, several techniques should be used to 
characterize the remaining atmospheric transport processes (entrainment, surface 
fluxes, and dispersion), so that chemical conversions can be isolated from these 
(inescapable) dynamic effects. 

6. Natural and manufactured tracers should be used to confirm the extent to which the 
original airmass is still intact at the end of the experiment. The ability to analyze 
tracer samples in real-time (preferably on the aircraft) is essential for optimizing 
experimental strategies. 

7. Extreme care must be used to avoid sampling contaminants from the ships and 
aircraft used in the study. The experimental plan should include measurements of 
the exhaust impact 

8. It is essential that 10 to 20% of the flight hours and ship days be devoted to 
instrument intercomparisons between platfonns, to ensure that observed 
differences can be interpreted. 

During most of the AS1EXlMAGE experiment, the deep marine boundary-layer was 
decoupled, meaning that a secondary inversion divided the moist air into a surface layer 
and one largely isolated from the ocean. Significant differences in chemistry between the 
layers created concentration gradients within the boundary layer (Figure 12). Some of the 
variability in the measurements of NSS vs. time (Figure 13) was due to the fact that the 
filter samplers collected material from altitudes where the concentrations differed. 
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Figure 11. Condensation nuclei data along one boundary layer sampling leg. The CN gradient results from 
our sampling on the boundary between clean marine and polluted continental air. (Data from T. Clarke, 
private communication.) 
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Figure 12. DMS concentrations versus altitude for Electra flight 7. A secondary inversion between 400 and 
800 m decoupled the surface mixed layer from the upper boundary layer. This stratification produced vertical 
gradients of many chemical species. (Data from B. Blomquist, A. Bandy and D. Thornton, Drexel University, 
private communication.) 
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Figure 13. Evolution of non-seasalt sulfate concentrations during Lagrangian #2. The squares represent 
Electra samples. On each of the first three flights, one pair of samples was collected simultaneously with 
parallel samplers. The triangles indicate measurements from the RN Malcolm Baldrige as the Lagrangian 
parcel passed over. (Malcolm Baldridge data from A. Pszenny, private communication.) 

We could have modified our sampling strategies to account for the vertical gradients, 
had we been sufficiently aware of their impact. This is one of many lessons learned during 
ASTEXIMAGE that will improve our ability to separate dynamics and chemistry on 
subsequent Lagrangian experiments. We learned that the balloons can be ballasted 
differently to reduce their chances of being dunked, and that we should use a few "smart" 
balloons (which can adjust their buoyancy in flight) to ensure balloon survival. We also 
learned that satellite data and a pre-Lagrangian survey flight should be used to avoid 
starting the experiment in a region of sharp horizontal concentration gradients. 
ASTEXIMAGE brought us much closer to implementing a practical Lagrangian strategy. 

Although the data from ASTEXIMAGE are still being analyzed, preliminary results 
suggest that the Atlantic Ocean near the Azores was a net source of ammonia vapor during 
the second Lagrangian experiment. To maintain the (relatively constant) ammonium 
aerosol concentrations in the presence of rapid dilution by clean free-tropospheric air, the 
ocean's surface had to be emitting tens of micrograms of ammonia nitrogen per square 
meter per day. This calls into question the idea that precipitation ammonium is a new (as 
opposed to recycled) fixed-nitrogen source to the oceans (Duce, 1986). Similar analyses of 
other species budgets are now underway. 

Lagrangian observations can play an important role in the study of atmospheric 
chemistry, marine aerosol dynamics, boundary layer dynamics, and cloud/climate 
interactions. They offer a unique way of constraining fluxes and reaction rates by 
observing the effect of those processes on a parcel of air. Their implementation, however, 
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requires cooperation on an international scale: MAGE is involved because such 
experiments are beyond the capabilities of anyone group, discipline, or nation working 
alone. 

For further information about ASTEXIMAGE, contact Barry Huebert, Department of 
Oceanography, University of Hawaii, Honolulu, HI 96822 USA (phone: 1-808-956-6896, 
Internet: huebert@okika.soesthawaii.edu). 

Future MAGE Experiments: ACE-l 

Under the umbrella of the International Global Atmospheric Chemistry Program 
(IGAC) , MAGE and a sister project Multiphase Atmospheric Chemistry (MAC) are 
planning to employ a Lagrangian experiment to study OMS, aerosols, clouds, and climate 
during the Aerosol Characterization Experiment (ACE-I) in the vicinity of Cape Grim, 
Tasmania in early 1995. The new NCAR C-130 will support an even comprehensive 
chemical experiment, and one or two ships will be used to study the surface water forcing 
of air/sea exchange. 

Anyone interested in learning more about ACE-l should contact either Barry Huebert 
(the MAGE Convenor), or the MAC Co-convenors, Tim Bates or John Gras (Division of 
Atmospheric Research, CSIRO, Private Bag 1, Mordialloc, Vic. 3195, Australia. Phone: 
61-3-586-7666, Internet: jlg@dar.csiro.au). 
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While it has been known for over a century that atmospheric aerosol particles are an 
important factor governing the interaction of solar radiation with the earth, both through 
direct influences on solar radiation and indirectly as cloud condensation nuclei, the large 
degree of variability in both aerosol composition and concentration precluded all but crude 
global appraisals of the actual climate forcing (W m -2). The advent of global chemical 
reaction/transport/removal models, including parameterizations of heterogeneous 
processes, has made it possible to estimate the direct climatic forcing for sulfate aerosol and 
for condensed organic materials from biomass combustion. Thus the study of multiphase 
atmospheric chemistry has made possible a species-by-species and mechanism-by
mechanism approach to assessing these physical effects. Examination of the generalized 
heat balance equation for the earth suggests that there must be numerous other important 
aerosol species and several more mechanisms by which climate is affected. To date, the 
assessment of effects by anthropogenic sulfate and smoke from biomass combustion 
indicate that these aerosols cause a climatic forcing that, when averaged over the northern 
hemisphere, is comparable in magnitude but opposite in sign to the "greenhouse" forcing 
by CO2, CH4, chlorofluorocarbons, etc. Three steps are involved in these coupled 
chemicaVradiative transfer models: simulation of the geographically, time and height 
dependent aerosol formation process, prediction of the microphysical properties as 
functions of the source processes or species characteristics, and coupling of these to 
geographically dependent radiative transfer calculations. We first present a description of 
the main aerosol production mechanisms and resultant physical properties. Subsequently 
we address the direct and indirect (CCN-cloud albedo) radiative forcings, leaving open the 
important questions of influence of aerosol particles on cloud amount and cloud-droplet 
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longevity. Furthermore, we discuss multiphase chemical processes that affect the 
abundance of tropospheric °3, the latter being a potent greenhouse gas. We will emphasize 
the importance of the open scientific questions, concluding that it is not yet possible to 
quantify climate forcing by anthropogenic or natural aerosols fully. Finally, we describe 
the approach of the IGAC Multiphase Atmospheric Chemistry (MAC) Activity to improve 
the understanding of these issues. 

INTRODUCTION 

It has long been known that aerosol particles and clouds must play important roles in 
the radiative balance and climate of the earth. Tyndall (1861) made observations of both 
aerosol light scattering and infrared light absorption by the atmosphere. Bergeron (1928) 
·identified air masses by their content of "opalescent haze." Angstrom (1929) began 
measurement of the amount of solar radiation reaching the ground under clear skies and 
defined the "turbidity coefficient" as a quantitative measure of the clear-sky attenuation of 
the solar beam. More recently Flowers et al. (1969) and Ball and Robinson (1982) showed 
that the non-cloud aerosol over the industrialized eastern U.S. caused an average loss of 
solar irradiance of several percent. However, in all instances, the large (factor of ten) 
temporal variability of atmospheric extinction of sunlight, coupled with large (also factor of 
ten) geographic variability precluded any extrapolation to the larger hemispheric to global 
spatial scales. Bolin and Charlson (1976) attempted a global extrapolation from regional
scale turbidity data, incorrectly concluding that industrial haze, dominated by sulfate, was 
of marginal importance to global heat balance but was only important regionally (here the 
underestimate was due to a lack of geographical coverage by the measurement network). 

It also has been known since the time of Aitken (1880-1881) and Kohler (1926) that 
the formation of cloud droplets requires the presence of a nucleus around which water 
could condense at low supersaturation (less than a few percent); it was implicitly 
recognized that the entire hydrologic cycle depends on clouds and thus on these aerosol 
particles acting as cloud condensation nuclei (CCN). More recently, Twomey (1977) 
presented calculations suggesting that the population of CCN (cm·3) actually influenced 
cloud albedo and, hence, the heat balance and climate as well. Charlson et al. (1987) 
estimated that a change of CCN of ±30%, acting only on marine stratus clouds would 
change the heat balance of the entire planet by -1 W m-2• Because this quantity approaches 
the magnitude of today's greenhouse gas forcing (-2.1 to 2.4 W m·2), even relatively small 
changes in CCN could be important to climate. However, just like the optical effects of 
aerosol, the CCN concentrations are enormously variable both in space and time, making it 
difficult to ascertain the factors controlling them. 

Most importantly, over the course of these historical developments, it has been 
increasingly recognized that multi phase atmospheric chemical processes are an important 
controlling factor influencing all atmospheric aerosol particles, and are the very source of 
most CCN and of much of the world light scattering aerosol. Currently, increased attention 
is being paid to these multiphase atmospheric chemical processes, due to improved 
understanding and the increasing role of anthropogenic aerosol, both optically and as CCN. 
In particular, anthropogenic perturbation of the global sulfur cycle and of organic aerosol 
substances from biomass combustion are calculated to have altered radically the totality of 
atmospheric aerosol and its effects over perhaps the past one to two centuries (Charlson et 
a!., 1991, 1992; Penner et al., 1992, 1993). Substantial evidence exists to suggest that the 
growing abundances of these particles, taken together, may result in a northern hemisphere 
average forcing of -1 to -2 W m .2, possibly counteracting greenhouse gas forcing on a 
regional scale. This may have masked the detection of global warming due to the changes 
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in other gas phase constituents of the atmosphere. Indeed, this juxtaposition of different 
climate forcing factors provides a starting point for an objective survey of climatic 
implications of multiphase atmospheric chemistry in the context of the numerous 
identifiable forcings. 
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Figure 1. Major terms in the equation for the changing heat (Q) balance of the earth as a function of time. 

MECHANISMS OF CLIMATE FORCING 

Figure 1 presents a generalized equation for the time rate of change of the radiative 
balance of the surface of the globe in the form of a chain-rule expansion of its time 
derivative, dQ/dz, including the major terms known to depend on atmospheric composition. 
If we take the thermal emission from the surface to be a purely dependent variable in the 
climate system, and disregard solar variability as being relatively small, all the remaining 
terms can in principle be dependent in some way on the chemical composition of the 
atmosphere, and all but the greenhouse gas terms are expected to demonstrate a connection 
to multiphase atmospheric chemical processes and properties. It is even likely that one of 
the potent greenhouse gases, ozone, depends to some extent on reactions on the surfaces of 
clouds and aerosol particles and on liquid phase chemistry. 

Table 1 summarizes the mechanisms by which aerosol particles directly or indirectly 
influence the heat balance of earth, including the aerosol sources and types that are relevant 
to each mechanism, the known or possible anthropogenic forcing and the status of scientific 
understanding of each. Several points emerge from this list and recent literature: 

• There are many chemical species in aerosol form that are known to be involved. 
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Table 1. The influence of aerosol pruticles on the heat balance of the earth. 

Mechanism Relevant Aerosol Sources 

A.DIRECT: 

Global 
Anthropogenic 

Forcing 
Status of Scientific Knowledge 

Reflection and absorption of solar radiation by tropospheric aerosol 

(CH3nS (DMS) ~S04= small effect 

Industrial S02 ~ S04 = -0.3 to -1.2 W m -2 amenable to reduction of uncertainty 
Volcanic S02 ~ S04 sporadic large events rishort duration 
Soot from combustion approachable in principle 
Biomass combustion -0.2 to -1 W m-2 amenable to observation and 

Reflection of solar radiation by stratospheric aerosol 

OCS ~ S04= 
Volcanic S02 ~ S04= 

Absorption of terrestrial radiation by tropospheric aerosol 
Wet seasalt aerosol 

Mineral dust from soils ? 

B. INDIRECT: 
Physical 

Dependence of cloud albedo on CCN number concentration 
Marine DMS ~ S04= 

Industrial S02 ~ S04= possibly -IWm-2 

organic condensates 
soil dust 
seasalt 

? 

Dependence of cloud droplet lifetime or cloud cover on CCN 

reduced uncertainty 

large events, ca - 2 to -3 W m-2 

difficult due to sporadic nature of 
dust storms 

substantial supporting evidence 
potentially large regional effects 

small effects due to small 
number concentration of coarse 

particles 

same potentially large totally open question 
Dependence of water vapor lifetime on CCN 

same 
Nucleation of cirrus clouds 

Chemical 

? 
aircraft exhaust 

Loss of 03 on aerosol and in clouds 

all 

Loss Of NO", change in 0 3 

potentially large 

potentially large 

? 

H20 vapor is the main greenhouse gas 

amenable to direct observation 

amenable to exploratory 
observation and modeling 

• Anthropogenic perturbation is known to exist or is likely for many of these 
aerosols. 

• The magnitude of anthropogenic climate forcing currently can only be estimated 
for sulfates and biomass combustion aerosol due to a lack of adequate data on other 
aerosol types. 

• The magnitude of forcing by anthropogenic sulfate particles and biomass 
combustion aerosols is comparable, at least regionally in the source areas, to 
forcing by greenhouse gases, but it is opposite in sign. 

• The uncertainty of these estimated forcings is large but not large enough to allow 
the possibility that these forcings are negligible. 
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• There is great variability in the level of understanding of the different aerosol 
types, but several of them are amenable to study with known methods and 
instruments. Sulfate and biomass burning smoke offer the possibility of local, 
column and regional to global closure (internal consistency) experiments. 

• Indirect forcing via anthropogenic changes in cloud microphysics is potentially 
large, as are changes from the natural variability ofCCN. 

• Volcanic and anthropogenic indirect forcing may result from changes in ozone due 
to chemical reactions on the surfaces of aerosol and/or in cloud particles. 

This general background, along with the fact that much of the aerosol mass and most 
of the aerosol number concentration are produced by chemical reactions in the atmosphere, 
also suggest that it is necessary to understand the role of multiphase atmospheric chemical 
processes as determinants of the climatically relevant properties of the aerosol particles. 
Included are the formation mechanisms, rates of reaction, physical transformations (e.g., 
phase changes), removal processes and biogeochemical fluxes due to multiphase processes. 

As noted in Table I, there is great variation in the status of understanding of various 
aspects of these processes. In general, processes related to the direct radiative forcing of 
climate by the products of gas-to-particle conversion reaction have been studied much 
more extensively and successfully than the processes controlling the number concentration 
of particles. Investigations on direct radiative forcing of climate have provided many well 
posed questions and opportunities for quantifying and minimizing uncertainties. In 
contrast, the indirect forcing is only approachable in a limited way, and in some cases, there 
is no approach yet evident, for example in studying the possibility that surface-active 
organic species may alter the lifetimes of droplets and hence cloud longevity, cloud cover, 
the lifetime of water vapor in the atmosphere or the exchange of gases with droplets. 

CHARACTERISTICS OF THE ATMOSPHERIC AEROSOL 

While the atmospheric aerosol is chemically very inhomogeneous and has particles 
ranging in size from several nm to over 10 !lm, some general statements can be made based 
on the mechanism of controlling processes: 

• Coarse particles with diameters, d, greater than about I !lm are in general 
produced mechanically; e.g., wind-blown soil dust or seasalt. 
These particle surfaces are often basic and may be the site of reactions with gases, 
e.g., S02. 

• Fine particles, d ::;; 1 !lm, are in general produced by either low or high temperature 
condensation of materials from the gas phase, e.g., sulfates from the oxidation 
products of S02, organic species from material volatilized in biomass combustion 
or soot (impure elemental carbon) from certain types of combustion, especially of 
fossil fuels. Figure 2 illustrates some examples of aerosol-forming chemical 
reactions. 

• Transformation processes occur during the residence time of the particles in the air. 
This includes mixing of particles by Brownian motions and coagulation, growth by 
the addition of condensable species into or onto the surfaces of particles, 
modification while the particles are dissolved into the liquid phase of cloud 
droplets, and, possibly, particle to gas conversion if OH removes organic matter 
from the condensed phase. 

• Removal of aerosol particles occurs to a small extent by sedimentation and 
Brownian deposition to the earth's surface and to a much larger extent by particles 
acting as CCN and coalescing into falling hydrometeors. 
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Figure 2. Examples of aerosol forming chemical reactions. (A) Dimethyl sulfide/sulfur dioxide pathway to 
aerosol sulfate. (B) Cyclohexene ozonolysis. Note: seven molecular forms appear in aerosol particles from 
one precursor molecule. 
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Figure 3. Example marine aerosol size distribution. (A) Number distribution. (B) Surface distribution. 
(C) Volume (mass) distribution. 

This complex set of processes results in distribution of particle number concentration, 
area and mass concentration being distributed over a large range of sizes. Figure 3 (Covert, 
1993) shows an example of measured number, surface and volume distribution functions, 
and illustrates the usual systematic difference of particle morphology above and below 
d"" 1 Ilm. It is known that different chemical species dominate these three different 
moments of the size distribution. 
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MUL TIPHASE CHEMICAL PROCESSES 

Perhaps the best understood aerosol constituents, and often the ones dominating mass, 
surface area and number concentration below -1 !lm diameter, are sulfates ranging in 
composition from H2S04 to (NH4hS04. A small fraction of this S04= is produced during 
nyW particle formation. However, most oxidation of sulfur dioxide into sulfate in the 
troposphere takes place in the liquid phase in cloud and rain droplets. On a global scale, 
about 80% of the sulfate formation occurs within clouds, mainly through the rapid reaction 
between S02 and H202 in solution (Hegg, 1985; Langner and Rodhe, 1991). When the 
H202 is depleted, or within clouds with a relatively high pH, the aqueous phase reaction of 
S(h with 0 3 can become important, a reaction that may also account for some S02 
oxidation in seasalt aerosol in the marine boundary layer (Sievering et al., 1992). 
Heterogeneous oxidation into sulfate adds to the mass of pre-existing particles, notably 
those that have previously served as CCN, with the implication that only the relatively 
small remaining amount of S02 that is oxidized by OH in the gas phase yields H2S04 
molecules that can cluster into new nuclei. The low available aerosol particle surface in the 
upper troposphere makes it possible that new particle formation is enhanced at high altitude 
(Raes, 1992). Thus, only relatively small fractions of the anthropogenically emitted S02 
and the naturally produced S02 from (CH3hS (DMS) contribute to new particle formation, 
which is relevant for potential changes in CCN number concentrations. It should be 
stressed, however, that gas phase S02 concentrations are a direct function of S02 and DMS. 
emISSIOns. In fact, S02 concentrations in the anthropogenically perturbed lower 
troposphere may be enhanced by several orders of magnitude compared to the natural 
atmosphere, which greatly increases the potential for new particle nucleation (see Figure 4). 

It may be important to distinguish between S02 oxidation in stratiform and convective 
clouds. In convective clouds relatively high water vapor supersaturations occur, so that not 
only large but also relatively small particles are activated as CCN (Twomey, 1977). 
Aqueous phase S02 oxidation adds to the aerosol mass, as larger and more efficient CCN 
are released after convective cloud evaporation, thus effectively enhancing the number of 
CCN for subsequent stratiform cloud formation, which occurs at much lower 
supersaturations. Note that most clouds evaporate rather than precipitate and that the 
reflective properties of stratiform clouds are calculated to be most sensitive to changes in 
CCN number (Charlson et al., 1987). Note also that we do not argue that clouds are 
sources of new particles. The potential importance of different cloud types can be 
estimated by using the global data sets in the NCAR cloud atlases (see Lelieveld, 1993). 
Stratiform clouds cover a volume fraction of about 5% of the global troposphere, while 
cumuliform clouds cover only about 0.3%. On the other hand, the relatively short turnover 
times of convective clouds cause them to "process" air at an approximately 5 to 10 times 
higher rate than stratiform clouds. If we assume, to a first approximation, that all S02 is 
converted into sulfate in all cloud types, it follows that the amount of S02 to sulfate 
oxidation in stratiform clouds is only about twice as large as in convective clouds, so that in 
the latter up to about 70 Tg sulfate is formed annually, of which most occurs in the 
continental northern hemisphere (Lelieveld, 1993). This amount of sulfate, of which only a 
small fraction (=10%) is directly removed by precipitation (Pruppacher and Klett, 1980), 
plus some liquid water mass collected by deliquescence, could contribute significantly to 
the growth of CCN in the relatively small geographical areas where most sulfur pollution 
accumulates. 

Aqueous phase sulfate formation and the subsequent release of the dry aerosol by 
cloud evaporation appear to also influence the particle scattering properties (Lelieveld and 
Heintzenberg, 1992). Through in-cloud S02 oxidation the sulfate is deposited on the 
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particles that have been activated as CCN. The preferential growth of particles in the size 
range 0.05 to 0.2 ~m, which coincides with the minimum radii for CCN (Twomey, 1977), 
strongly increases the aerosol scattering efficiency. This effect is particularly pronounced 
for sulfate pollution of the order of 0.5 to 2 ~ g m -3, which may occur on regional to 
hemispheric scales (Langner and Rodhe, 1991), enhancing the particle scattering efficiency 
by a factor of 2 to 4 compared to sulfate formation in cloud-free environments. One of the 
difficulties in quantifying this anthropogenic aerosol perturbation, required to estimate the 
climate cooling forcing, is to define the properties of the unperturbed aerosol. Time series 
of sulfate concentrations in southern Greenland derived from ice core analyses confirm that 
sulfate pollution occurs on a hemispheric scale (Mayewski et at., 1990). Studies of the 
pristine aerosol should therefore concentrate on the southern hemisphere. Nevertheless, the 
relatively high scattering efficiency of sulfate aerosol as observed in the contemporary 
atmosphere in roral parts of Europe and the U.S. (Charlson et at., 1992) can be explained 
by model calculations that account for the cloud "processing" of aerosol particles in the 
antbropogenically sulfur enriched lower troposphere (Lelieveld and Heintzenberg, 1992). 

Heterogeneous cloud and aerosol related processes also affect tropospheric ozone and, 
indirectly, the atmosphere's oxidation efficiency. For example, photochemical 03 
formation, which occurs in nitrogen oxide (NO) containing cloud-free air is reversed into 
03 destruction within clouds (Lelieveld and Crotzen, 1990). Dissolution of soluble peroxy 
radicals (notably H02) in the cloud droplets arrests the most important gas phase 03 
production reaction with NO, as the latter is very insoluble; thus the reactants are separated. 
Moreover, 02-, the dissociated form of H02, destroys 03 in the aqueous phase. 
Furthermore, the methane and higher hydrocarbon oxidation reaction intermediate 
formaldehyde, an important source of radicals in the atmosphere through its 
photodissociation, is quite reactive in the aqueous phase, contributing to ~ breakdown. As 
a consequence of the reduction of 03 and radical abundances the atmospheric oxidation 
efficiency is decreased. Cloud droplets also provide a reactive surface in tropospheric 
nighttime chemistry. In the absence of photodissociation reactions nitrogen oxides and 
ozone react into N03 and subsequently N20S. The latter is effectively converted into nitric 
acid within clouds (Platt et at., 1984), which is an important sink for reactive nitrogen 
(NOx), in tum reducing daytime photochemical ozone formation. 

Heterogeneous removal of N03 and N20S on sulfate or seasalt aerosol particles or on 
cloud droplets, mostly during nighttime, is an additional NOx sink, in particular in the 
aerosol-rich anthropogenically influenced part of the atmosphere (Dentener and Crotzen, 
1993). The N20S reactions both on clouds and aerosols, the former particularly in the 
relatively clean background atmosphere (southern hemisphere), the latter more importantly 
in the continental northern hemisphere, account for most of the NOx removal in the winter. 
Photochemical NOx destruction by hydroxyl radicals (OH) predominates in the summer 
and tropics. In fact, owing to these two complementary NOx oxidation mechanisms, nitrate 
deposition rates are generally quite uniform throughout the year (Dentener and Crotzen, 
1993). Recently, laboratory work has indicated that significant nighttime aqueous-aerosol 
chemistry may also be initiated by N03 radicals (Herrmann et at., 1992), which could add 
to the loss of NOx and 03. Furthermore, metal-ion catalyzed reactions may play an 
important role in heterogeneous daytime radical chemistry (Behra and Sigg, 1990). We 
emphasize that the study of heterogeneous tropospheric chemistry is still in its infancy. 
Many potentially important reactions need to be investigated in the laboratory and 
evaluated for their atmospheric significance in numerical models. Also, the representations 
of clouds and aerosols in these models require considerable improvements (Ogren and 
Charlson, 1992). 
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Figure 4. Calculated global geographical distribution of: (A) 900 mb S02 concentration in pptv, including 
natural and anthropogenic sulfur; (B) column burden of SO 4= aerosol resulting from multiphase atmospheric 
chemical processes (mg m-2 ); and (C) resultant forcing CW m-2 ). 
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QUANTITATIVE EXAMPLE: DIRECT FORCING BY AEROSOL SULFATE 

In order to demonstrate that climate forcing indeed does derive from multiphase 
atmospheric chemical processes, the example of direct forcing by anthropogenic sulfate can 
be given. Briefly summarizing the numerous published calculations of the direct effect of 
sulfate, it is critically important to note that this is only part of one term in Figure 1. It does 
not include other chemical forms of tropospheric aerosol, nor does it include stratospheric 
aerosol or the longwave (IR) effects of particles. 

Figure 4 shows the results of model calculations based on the work of Langner and 
Rodhe (1991) for the gaseous aerosol precursor S02 (anthropogenic plus natural), column 
burden of sulfate aerosol, and radiative forcing due to the anthropogenic S02-derived S04= 
alone. Several features of this system deserve to be mentioned. First, there is substantial 
anthropogenic enhancement of the radiative forcing, with regional maxima around a few 
Watts per square meter. Second, the S02, S04= and forcing fields are geographically 
complex with the anthropogenic influence appearing almost everywhere over the industrial 
regions of the northern hemisphere. Third, the horizontal spatial scale of the calculated 
geographical variation is of magnitude comparable to the spatial scale of synoptic weather 
systems. 

CONCLUSION: THE ROLE OF IGAC 

Research over the past decade, some of which is reflected in the examples in this 
paper, has significantly altered the singular view of dominance of the climatic role of 
atmospheric composition by infrared absorbing gases. Additionally, the view of the 
atmospheric aerosol as a static "background" has changed to one dominated by multiphase 
chemical processes. Indeed, the role of aerosol particles in directly and indirectly 
influencing radiative balance poses one of the largest uncertainties in the forecast of global 
climatic changes. The consequence of these new developments is clear; it is necessary to 
develop a thorough and workable understanding of the source, transport, transformation 
and sink processes that control the properties and effects of the atmospheric aerosol. 

IGAC has developed the Multiphase Atmospheric Chemistry Activity (MAC) in order 
to integrate the chemical and physical studies that are needed to gain the understanding of 
factors that control the influence of aerosols on climate. Here the focus is indeed general, 
but there is a clear emphasis on delineating the anthropogenic departures from a natural 
system. The research focus of MAC is the role of multiphase atmospheric chemical 
processes as determinants of those aerosol properties which are relevant for climate. The 
goals of MAC are: 

• Identification: To develop a chemical and physical characterization of aerosol 
particles in the key air masses (i.e., clean vs. polluted marine air; clean vs. polluted 
continental air; and upper tropospheric air). 

• Dynamics: To understand the physical and chemical factors that produce aerosol 
particles and control their evolution and relevant physical properties. 

• Spatial extrapolation: To evaluate the means to utilize and interpret remote sensing 
to extend local aerosol concentration measurements to larger geographical areas. 

• Modeling: To develop improved aerosol and cloud parameterizations in order to 
relate the factors controlling the radiative and cloud nucleating properties of 
aerosol particles to the sources of aerosols and aerosol precursors and to the large 
scale processes and variables addressed in climate model calculations. 

It is fully intended that this research will be carefully integrated with purely physical 
radiation and meteorological research on the one hand, and with modeling on the other. 
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The first experiments under MAC, the Aerosol Characterization Experiments (ACE), are 
intended to provide an opportunity for the international community to bring together their 
measurement and modeling capabilities. ACE-l will be conducted near Tasmania in early 
1995 with a focus on the relatively unperturbed marine aerosol system. ACE-2 will follow 
as an investigation of anthropogenic perturbation of this same system over the North 
Atlantic region. 
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The East Asian Continental Rim region is characterized by high and rapidly growing 
anthropogenic emissions of NOx , S02, hydrocarbons, and other air pollutants due to its 
high and growing population density and, in some regions, intensive industrial 
development. Emissions of NOx and S02 from the East Asian region have been growing at 
a rate of about 4% per year in the last decade, which is in marked contrast to the trends in 
Western Europe and North America where those emissions have been stabilized or started 
to decline after 1980. The main focus of the IGAC-APARE (East AsianlNorth Pacific 
Regional Experiment) is to understand the increasing human impact on the chemical 
processes occurring in the atmosphere of the East Asian Northwest Pacific Ocean. 
Scientists from Pacific Rim countries (China, Taiwan, Hong Kong, Japan, South Korea and 
Russia) as well as the U.S. and Australia have joined to steer the APARE activity. 

The first intensive APARE field study was completed in September-October 1991, by 
the cooperative leadership of the U.S. National Aeronautics and Space Administration 
(NASA) and the Japanese National Institute of Environmental Studies (NIES). NASA's 
initiative, named PEM-West (Pacific Exploratory Mission), consisted of airborne 
measurements using the NASA DC-8 and ground-based studies. The DC-8 flew across the 
Pacific ocean and intensive data flights were conducted from operational bases established 
in Japan, Hong Kong and Guam. Data were obtained over a wide range of selected 
geographical areas and meteorological conditions. NIES organized a study called 
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PEACAMPOT (Perturbatioxn by East Asian Continental Air Mass to the Pacific Oceanic 
Troposphere), which consisted of airborne measurements using a CESSNA-404 and 
ground-based studies. The CESSNA-404 sampled the air in a selected area of the East 
China Sea, Yellow Sea and Japan Sea. Ground stations were situated on the eastern coast 
of China, and in Japan, Korea, Taiwan and Hawaii, as well as on several remote Pacific 
islands, and scientists from these involved countries joined the study. 

The PEM-West measurements provided an extensive characterization of air masses 
over the western North Pacific Ocean including clean oceanic air, continental outflow, 
stratospheric air, equatorial marine air and southern hemispherical marine air. The major 
greenhouse gases,· ozone and its precursors, sulfur species, and continental and marine 
aerosols were measured, and the airborne remote lidar system provided a two-dimensional 
mapping of the atmospheric ozone and aerosol distributions along the entire set of flight 
tracks. Unique results were obtained concerning the transport of trace gases in a major 
typhoon. The PEA CAM POT measurements characterized the air masses near the 
continental rim of East Asia. 

INTRODUCTION 

The main focus of IGAC' s East AsianINorth Pacific Regional Experiment (AP ARE) is 
to study chemical processes and long-range transport over the Northwest Pacific Ocean and 
to estimate the magnitude of impact of anthropogenic emissions (e.g., NOx , S02, 
hydrocarbons), and other air pollutants on the oceanic atmosphere over this area. 

The study of seasonal variations of aerosol composition at several remote islands in the 
Pacific revealed that sulfate, nitrate and mineral dust of Asian continental origin are 
transported as far as 5,000 km to Midway during the spring (Prospero and Savoie, 1989). 
Meanwhile, significant increase of tropospheric ozone between 1968 and 1990 have been 
observed at three Japanese island sites near the Asian Continent (Akimoto et at., 1991). 
The latter authors have suggested that the ozone increase might be due to an increase in the 
emissions of NO x and other species from anthropogenic sources in East Asia. If confirmed, 
these observations would indicate that the impact of human activity has already influenced 
the chemistry of the oceanic atmosphere in the Northwestern Pacific region. 

Despite the obvious urgent need to make a systematic survey of the characteristics of 
the atmosphere in this area, there have been no intensive field experiments conducted in 
this region up to the time of the AP ARE program initiative. Clearly, the task of quantifying 
emissions, chemical transformations, and the transport of atmospheric constituents in this 
region necessitates international cooperation of scientists from the Pacific Rim Nations 
including those from China, Taiwan, Hong Kong, Japan, South Korea, U.S., Australia and 
Russia. All of the above countries have now joined in a common effort in pursuing the 
goals of the AP ARE program. 

Specific tasks that have been defined to achieve the goals of AP ARE include: 
1. develop an emission inventory of the region, 
2. conduct surface measurements of environmentally important trace gases, 
3. organize and carry out intensive field sampling programs, and 
4. establish a ground monitoring network. 
Concerning activity (1), emission inventories of S02 and NOx derived from fuel 

combustion and industrial activities in Asia on a country-by-country base have been 
reported by Kato and Akimoto (1992). This is an ongoing study which is now focused on 
developing a latitude-longitude mesh data base with lOx 10 resolution. 

The first intensive APARE field study was completed in September-October 1991, 
under the cooperative leadership of the U.S. National Aeronautics and Space 
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Administration (NASA) and the Japanese National Institute for Environmental Studies 
(NIBS). NASA's initiative, named PEM-West (A) (Pacific Exploratory Mission), 
consisted of both an airborne measurement component using the NASA DC-8 and ground
based study. A second field study organized by NIES called PEACAMPOT (Perturbation 
by East Asian Continental Air Mass to the Pacific Oceanic Troposphere) utilized a 
CESSNA-404 to make airborne measurements in conjunction with ground based studies. 
The CESSNA-404 sampled air in the East China Sea, Yellow Sea and Japan Sea. 

This paper discusses emissions of S02 and NOx from East Asian countries, and 
presents selected preliminary results from PEM-WEST (A). 

ANTHROPOGENIC EMISSIONS OF S02 AND NOx IN EAST ASIA 

Table 1 shows the emissions of S02 and NO x in East Asian Northwest Pacific Rim 
regions in 1980 and 1987. Briefly, the emissions were calculated by an energy balance 
method based on: (1) the fuel consumption data taken from the energy balance tables of 
the Organization of Economic Cooperation and DevelopmentlInternational Energy Agency 
(OECDIIEA) (lEA, 1990), (2) the production of non-ferrous metals, (3) the estimated sulfur 
content in fuels in each country, (4) the estimated retention factor of sulfur, and (5) selected 
emission factors of NOx in each economic sector. A more detailed description of the 
methodology used in this analysis has been describe by Kato and Akimoto (1992). As 
shown in Table 1, total emissions of S02 and NO x have increased from 9.10 to 
11.68 Tg S/yr, and from 2.46 to 3.28 Tg N/yr respectively, from 1980 to 1987. Thus, both 
have increased by nearly a factor of 1.3 in seven years. It should be noted, however, that 
the emission rate of S02 has decreased in Taiwan, Hong Kong, Japan and South Korea 
during this period of time; whereas the emission rate of NOx has continued to increase 
except for Japan. Emissions of S02 and NOx in China have increased by a factor of -1.5 
during the same period. The molar ratio of sulfur to nitrogen varies between 4.46 in China 
to 0.84 in Japan. While these differences might affect the atmospheric composition and 
chemistry in different areas of the Northwest Pacific Rim Region, the overwhelming 
emission rate from China may be the major factor which defines the chemical composition 
of air transported into the northwest Pacific basin. 

Table 1. Emissions of S02 and NOx in East Asian Northwest Pacific Rim region. 

S02 (Gg Styr) NO. (Gg Ntyr) 
1980 1987 1980 1987 

China 6686 9995 1493 2243 
Taiwan 518 302 68 99 
Hong Kong 83 75 21 41 
Japan 720 493 649 589 
North Korea 136 166 117 143 
South Korea 959 647 111 169 

TOTAL 9102 11678 2459 3284 

Table 2 presents province-based emissions of S02 and NOx in China in 1980 and 
1987. From these data it can be seen that the highest emission rates of S02 are centralized 
in inner land, Sichuan, and in the southeastern and coastal region along the Yellow Sea and 
East China Sea, Shangdong, Jiangsu, Liaoning, Hebei and Henan. High emissions of NOx 
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are seen in the same coastal regions and in the south eastern part of China. The high S02 
emission rate relative to NOx in Sichuan province appears to be due to the use of coal with 
a very high sulfur content. The relatively high and rapidly growing S02 and NOx 
emissions along the coastal areas of China now appear to be one of the most important 
factors influencing the atmospheric chemistry in the oceanic troposphere in the Northwest 
Pacific Rim region. 

Table 2. Province-based emissions of S02, and NOx in China. 

S02 (Gg S/yr) No., (Gg N/yr) 
1980 1987 1980 1987 

1. Beijing 198 208 69 81 
2. Tianjing 139 147 43 50 
3. Hebei 375 533 107 157 
4. Shanxi 268 419 71 118 
5. Neimenggu 196 325 39 67 
6. Liaoning 400 499 136 177 
7. Jilin 145 176 61 80 
8. Heilonjiang 220 291 84 122 
9. Shanghai 294 326 78 91 

10. Jiangsu 492 804 86 149 
11. Zbejiang 116 207 31 60 
12. Anhui 156 251 43 71 
13. Jujian .75 123 19 34 
14. Jiangxi 131 227 29 48 
15. Shang dong 611 987 104 172 
16. Henan 350 491 91 130 
17. Habei 196 287 55 83 
18. Hunan 200 275 56 82 
19. Gnandong 162 264 44 80 
20. Guanxi 142 229 24 37 
21. Sichuan 848 1289 81 120 
22. Guizhou 218 376 22 35 
23. Yunnan 219 374 23 40 
24. Xizang 0.6 1.0 0.5 0.8 
25. Shaanxi 306 509 37 60 
26. Gansu 88 135 23 37 
27. Qinghai 19 30 7.5 12 
28. Ningxia 47 107 7.1 17 
29. Xinjiang 73 105 21 32 

IDTAL 6685 9995 1492 2243 

The accuracy and consistency of emission inventory data is of great concern to a good 
understanding of atmospheric chemistry of the Pacific basin as well as to the trans boundary 
air pollution problem. Table 3 compares the results of this study with other recent reports. 
From these data it can be seen that the S02 emission in China reported by Wang et al. 
(1993) is about 20% lower than our value. This difference most likely can be ascribed to 
the difference in the assumed average sulfur content in coal; they assumed 1.12% in weight 
as compared to our assumption of 1.35%. If we take into account this difference, the 
agreement is excellent. For Taiwan, our value is in excellent agreement with that reported 
by Liu et al. (1993) in spite of the latter authors using a totally different methodology, i.e. 
the former is based on an energy balance method and the latter on an individual source 
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Table 3. Comparisons of the anthropogenic emissions of S02 and NOx as reported in 
literature sources. 

This Study Literature Value (Year) Reference 
S02 (Tg S/yr) 

China 10.00 9.22 (1988) Wang et al. (1993) 
9.00 (1989) Shen et al. (1992) 
9.45 (1986) Foell and Green (1990) 

Taiwan 0.30 0.30 (1988) Liu et al. (1993) 
0.43 (1986) Foell and Green (1990) 

Hong Kong 0.Q75 0.14 (1986) Foell and Green (1990) 
Japan 0.49 0.47 (1986) FEA(1987) 
North Korea 0.1 0.30 (1986) Foell and Green (1990) 
South Korea 0.65 0.80 (1991) Park (1993) 

0.61 (1986) Foell and Green (1990) 

NOx (Tg N/yr) 

China 2.24 2.39 (1988) Wang et al. (1993) 
2.33 (1986) Foell and Green (1990) 

Taiwan 0.10 0.12 (1988) Liu et al. (1993) 
0.10 (1986) Foell and Green (1990) 

Hong Kong 0.021 0.033 (1986) Foell and Green (1990) 
Japan 0.59 0.40 (1986) JEA(1987) 
North Korea 0.14 0.19 (1989) Foell and Green (1990) 
South Korea 0.17 0.27 (1991) Park (1993) 

0.20 (1986) Foell and Green (1990) 

method. Agreement between our value for South Korea and that reported by Park (1993) is 
also satisfactory if we take into account the difference in the year of estimation. 

Concerning NOx, the level of agreement for China and Taiwan is satisfactory, whereas 
the agreement between our value for Korea and that by Park (1993) is not satisfactory and 
cannot be reconciled even taking into account the difference in the year of estimation. The 
reason for the discrepancy is not clear presently. The disagreement between the value 
reported in this study and by JEA (1987) for Japan is mainly due to different methodologies 
used in estimating emissions from automobiles. Data reported by Foell and Green (1990) 
are in general consistent with our values for both S02 and NOx although a large 
discrepancy exists for values of Hong Kong and North Korea. For these regions, there is 
no detailed report available and the accuracy of this estimation cannot be evaluated at this 
time. 

PEM-West (A): Overview ofField Campaign and Initial Results 

The DC-8 flight component of the PEM-West (A) program was initiated on September 
16,1991. The primary and secoridary scientific objectives of this program were: 

• To investigate the atmospheric chemistry of 03 and its precursors (NOx, CO, C~, 
and NMHCs) over the Western Pacific, and to examine the natural budgets of these 
species and the impact of anthropogenic sources. 

• To investigate some important aspects of the atmospheric sulfur cycle over the 
Western Pacific with emphasis on the identification of the relative importance of 
continental and oceanic sources. 
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As shown in Figure 1 the mission originated from NASA Ames Research Flight 
Center in San Francisco, California. Over the time period of September 16 to October 21, 
1991, a total of 18 missions were flown, which involved 119 flight hours. Eight of these 
missions were "survey" type missions in which the aircraft was moving from one base of 
operation to another. The remaining ten flights were "intensive" missions in which specific 
aspects of the aforementioned scientific objectives were examined. The central staging 
sites for these "intensive" missions were: Yokota, Japan, Hong Kong, Guam, and Hawaii. 
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Figure 1. Right tracks for the DC-8 aircraft during the PEM-West (A) mission. 

To better understand the influence of anthropogenic emissions during the time of the 
airborne phase of PEM-West (A) and to get an improved picture of the "representativeness" 
of the airborne data, a series of ground-based stations were also operated before, during, 
and after the DC-8 flight operation. The ground based component, shown in Figure 2, 
utilized both the existing,APAREJPEACAMPOT sampling network as well as several new 
stations that helped develop a more complete emissions picture for the PEM-West (A) 
overflight region. 

Shown in Tables 4 and 5 (in the Acknowledgment section) is a listing of the chemical 
and meteorological parameters recorded on the DC-8 as well as those at several of the 
ground-based stations operated during PEM-West (A). Also presented is a listing of 
principal investigators (PIs) and their respective institutions. Of considerable importance in 
regard to the aircraft program are the indicated instrument time resolutions. Most of these 
were ~5 min and many were operated at 1 Hz. Even in the case of the hydrocarbon grab 
samples, typically more than 140 samples were taken per flight. These data recording rates 
proved especially useful on the DC-8 in performing detailed horizontal and vertical 
profiling of trace gas species. In the case of ozone and aerosol scattering measurements, 
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the in situ aircraft data were augmented by an on-board differential absorption lidar 
(DIAL), which extended the measurements of these species/parameters vertically upward to 
the stratosphere and downward to the ocean surface. The latter technique provided an 
extremely valuable assessment of mixing/transport processes occurring near the 
atmospheric boundary layer and near the tropopause. 

From a meteorological perspective, PEM-West (A) provided an opportunity to 
examine the chemical characteristics of several different air mass types. Included in these 
were: midlatitude stratospheric air, midlatitude maritime, subtropical maritime, tropical 
maritime, subtropical typhoon, midlatitude modified continental outflow, subtropical 
continental outflow, and SUbtropical "convective" continental outflow. As expected during 
the PEM-West flight series, clear cases were found of both clean marine as well as polluted 
continental air. However, in many cases the meteorological picture was complex because 
of the widespread incidence of convection over much of the sampling region. 
Nevertheless, considerable consistency was found in most cases between chemical 
signatures and the likely path of the large-scale air mass motion based on isentropic 
trajectory analysis. 

Although the analysis of the PEM-West (A) data base is still actively under way, those 
analyses completed to date already have led to several significant provisional findings. 
These are summarized below under several sub-topical headings. 

CheJu, Korea 

I 
Lin An, China 

I 

... . . , ..... -- - ~ 

Shemya, Alaska 

• Midway Island 

Oahu, HawaII • 

Mauna Loa, 
HawaII 

200Sr---1-----t--r-------+----~~--------~------+_------4_--~ 

Figure 2. Locations of collaborative ground-based sites during APARElPEM-West (A) mission. 
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Characterization of background Western Pacific air 

By combining trajectory analysis with a photochemical signature derived from 
hydrocarbons and other species, the characteristics of background marine air have been 
contrasted with relative fresh outflow from the Asian continent. As expected, the contrast 
in the concentration levels of species observed in one to two day old continental air versus 
well-aged background Pacific air was quite dramatic in some cases. For CO the median 
value was 97 ppbv for the former and 72 ppbv for the latter; whereas, for C2H2, having a 
much shorter lifetime, the corresponding median ranged from 150 to 25 pptv. Similarly, 
the change in the median value for the long-lived species CH4 was 1755 to 1685 ppbv; by 
contrast, C6H6 was found to range from a median value of 35 to 7 pptv. Compounds that 
had both significant photochemical sources and sinks (e.g., 0 3, NOx and H202) were not 
found to exhibit any clear tendency after a time period of -2 days. For background free
tropospheric Pacific air NOx (NO + N02) and 0 3 mixing ratios averaged 40 pptv and 27 
ppbv, respectively. By comparison, the median mixing ratio values for these same species 
for 1 to 2 day old air were significantly higher at 80 pptv and 55 pptv, respectively. 

Evaluate the impact of a major typhoon on the transport and redistribution 
of trace gases 

On September 27,1991 the DC-8 aircraft made a flight to study the role of Mireille, a 
level IV typhoon, in the transport of trace gases. Observations made during this flight 
indicated that very substantial amounts of DMS, H20, and other trace species were 
entrained from the boundary layer and then transported into the upper troposphere, 
particularly in the eye wall region of the typhoon. On the other hand, contrary to a recent 
study (Rodgers et al., 1990), no evidence was found for any downward intrusion of 
stratospheric air near the eye region. 

Evaluate the relative contributions of different ozone sources in the Western Pacific 

Using large-scale distributions of ozone and aerosols, as measured remotely via lidar 
techniques and augmented by in situ measurements of trace gases, seven major air mass 
types were observed and characterized during the PEM-West (A) field mission as related to 
0 3. For example, air that contained enhanced ozone due to stratosphere-troposphere 
exchange was observed in the upper troposphere (within 5 kIn of the tropopause) nearly 
45% of the time for the latitude region of 20° to 400N and approximately 70% of the time 
for the region of 40° to 600N. Thus, the downward transport of stratospheric air observed at 
mid and highlatitudes was found to be a major source of 0 3 over the Western Pacific. At 
lower latitudes, 03 enhancements due to this exchange process occurred infrequently. 

A second source of enhanced ozone was related to the eastward advection of 
continental air over the Western Pacific. In this case pollution sources with 
photochemically enhanced ozone were observed in association with aerosol-enhanced 
plumes directly advected over the ocean in the lower troposphere (typically below 6 kIn) 
and with low aerosol plumes in the mid to upper troposphere. Overall, continental outflow 
was found to be a major source of 03 below 5 km in nearly 37% of the observations in the 
region 20° to 400N and in approximately 21 % of the observation in the region 0° to 200N. 
Collectively, these results showed that the contributions of different air mass types to the 
tropospheric ~ budget is a very strong function of latitude and altitude in the Western 
Pacific. 
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Estimate the regional sources and sinks of the major greenhouse gases: C02, 
CH4, and N2 0 

The high data collection rates for C02, CH4, N20, and CO permitted a statistically 
meaningful analysis of the correlations among these species. Positive correlations were 
found among CO, CH4, and N20, suggesting sources from generally common land areas. 
By contrast, C02 was anti-correlated with these gases, suggesting a terrestrial biogenic sink 
for this gas during the fall time period. The slopes of these correlation profiles were found 
to be proportional to the relative source strengths and sinks of these gases. 

Estimate the impact of Pinatubo eruption on upper tropospheric levels of S02 and 
S042- via stratospheric intrusions 

Several observations involving air masses showing a significant influence of 
stratospheric air were found to have elevated levels of both S02 and S04 2-. These sulfur 
species were found to be correlated with stratospheric tracers such as 03 and anticorrelated 
with tropospheric tracers such as CH4, N20 and H 20. These observations show that three 
months after the eruption of Mt. Pinatubo, the amount of downward transported sulfur was 
approximately equivalent to that of NO y transported from the stratosphere. This suggests 
that following a major volcanic eruption, the stratospheric flux of sulfur into the upper 
troposphere may have a significant influence on the levels of sulfur species observed at 
high altitudes. 

Evaluate the effect of convective processes on the vertical profiles of trace gases 

Observed vertical profiles of trace species strongly associated with land sources were 
frequently (more than 50% probability) found to exhibited higher mixing ratios in the upper 
troposphere (above 6 km) than the middle troposphere (2 to 6 km). Species showing these 
trends include CO, CH4, N 20, and most of the hydrocarbons and halocarbons. It was 
concluded that the observed vertical profiles are the result of major convective events over 
land followed by transport by strong westerly flow into the Western Pacific basin. Both 03 
and NOy exhibited vertical profiles similar to the above trace gases; however, their 
gradients were significantly greater, indicating an additional source or sources in the upper 
troposphere or a greater sink in the lower troposphere. 

Estimate the oxidizing capacity of the Western Pacific 

Based on the results from approximately one thousand independent observations, 
photochemical box modeling calculations were used to explore the oxidizing characteristics 
of the Western Pacific. By filtering the observations according to a fixed zenith angle 
range (e.g., 30· to 55·), meaningful latitudinal and altitudinal trends were assessed for 
model estimated levels of OH as well as values for the ozone tendency, P(03). These 
results showed that the highest levels of OH occurred at high latitudes (20· to 40·N) and 
low altitudes (0 to 3 km). By comparison, OH levels from O· to 20·N, for the same altitude 
range, were nearly a factor of 3 times lower. Also, at all latitudes for the highest altitudes 
sampled (10 to 12 km), the average OH level was nearly a factor of 3 lower than those in 
the 0 to 3 km range. The trends in OH tend to reflect the distribution of the critical 
photochemical species 03, NO and H2O. 

A similar analysis of the P(03), showed a somewhat similar trend to OH as related to 
latitude; but, with the exception of a small sub-set of data collected in the polluted marine 
boundary layer near the coast of Japan and China, the altitudinal trend in P(03) was found 
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to be completely out of phase with that for OH. For example, with the exception of the 
coastal data, P(03) was on average negative at all latitudes for altitudes less than 6 kIn. 
However, for the latitude range 20° to 400 N and altitudes above 6 kIn, P(03) was nearly 
always positive. Between 0° to 200 N and above 6 kIn, P(DJ) was found to be much lower 
in magnitude and to oscillate between negative and positive values. Overall, one of the 
most significant P(DJ) results was the observed trend that positive values of this calculated 
parameter increased with latitude and altitude. Correlations with other photochemical 
species/parameters revealed that the mixing ratio for NO was the single most important 
factor controlling the sign and magnitude of P(DJ). This rmding is in general consistent 
with previous studies (Liu et aL, 1980; Chameides et aL, 1987; Carroll et al., 1990). 

Table 4. PEM-West (A) DC-8 Measurements. 

Species or Technique Sample Principal Investigator, Co-P.I. Institution 
Parameter FreQuenc~ 

NO LlF 3 min. John Bradshaw, Scott Sandholm Georgia Tech. 
NO ChemiLum. -I min. Yutaka Kondo Nagoya Univ. 
N~ PFILIF 3 min. John Bradshaw, Scott Sandholm Georgia Tech 
NOy CCILIF 3 min. John Bradshaw, Scott Sandholm Georgia Tech 
NOy CC/Chemi Lum. -I min. Yutaka Kondo Nagoya Univ. 
~ ChemiLum. <1 min. Gerald Gregory, Brace Anderson NASA (LaRC) 
CO,N2O,CH4 IDL <1 min. Glen Sachse NASA(LaRC) 
~ (Remote) UVDial <1 min. Edward Browell NASA (LaRC) 
H2O Frost Pt. Hygrometer <1 min. OC-8 Support NASA (ARC) 
H2O Lyman Flour. <I min. Kenneth Kelly NOAA 
H2~ EnzymeLum. I min. Brian Heikes U. of Rhode Island 
Aerosol (Size, Nollenberg P. <I min. Gerald Gregory, Brace Anderson NASA (ARC) 
No., Disttib.) 
Aerosol (Remote) Lidar <1 min. Edward Browell NASA (ARC) 
R02H EnzymeLum. 10 min. Brian Heikes U. of Rhode Island 
DMS, COS, GClQMS 5 min. Alan Bandy, Donald Thornton Drexel Univ. 
S02,CS2 
PAN GCIFID 5-10 min. Hanawant Singh NASA (ARC) 
HN03,RC02H Mist Chamber -20 min. Robert Talbot U. New Hampshire 
Aerosol (Comp.) High Vol. Filter -20 min. Robert Talbot U. New Hampshire 
NMHC Grab Sample 1-20 min. Fumio Sakamaki NIES 
NMHC Grab Sample 1-20 min. Sherry Rowland, Donald Blake U. of Cal., Irvine 
ffi2 IR Absorption <1 min. Bruce Anderson NASA(LaRC) 
UV Radiation Eppley Radiometer -I min. John Barrick NASA (LaRC) 
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Table 5. Collaborating Ground-based Measurements during APAREIPEM-West (A). 

Species or Parameter Location PrinciQal Investigator Institution 

CliMATE AND AIR QUAliTY TAIWAN STATION (CATS) 
Aerosol Composition: Ken-Ting, Taiwan J.C. Wu Gaston Nat'l Taiwan Normal U. 
S04,N03,Cl 
C214, C2~' C3Hs, C4HIO, Ken Ting, Taiwan Tai-LyTso Nat'! Tsing Hua Univ. 
C3~' C4Hs, CSH12' CO 
C6H14, C6~, C7H16, Ken-Ting, Taiwan Jiunn-Guann Lo Nat'l Tsing Hua Univ. 
C7Hs, CSH1S' CSHIO' S02 
~,NOx Ken-Ting, Taiwan MartinBuhr NOAA 

GloriaHsu Nat'! Tawan Univ. 
Surface Meteorology Ken-Ting, Taiwan Chung-Ming Liu Nat'! Taiwan Univ. 

PEACAMPOT 
CO,03 Old, Japan Hajime Akimoto NIES 
~ Okinawa, Japan Hajime Akimoto 
~ Tsushima,Japan Hajime Akimoto 
NO,NOy Old, Japan Daniel Jaffe Univ. of Alaska 
CHINA STATION 
0 3, S02' NO, NOx, NOy, Lin An, China Michael Rodgers Georgia Tech. 
HN0 3, N03, S04 
S02' 0 3 , NO, N02, NOx, Lin An, China ZhouXiuji Academy of Met. Sci. 
Black Carbon, Surface Met. 

PEM-WEST (A) 
Aerosol Composistion Cheju, Korea Richard Arimoto Univ. of Rhode Island 
AI, Br, Ca, Cl, Cu, I Kat-O, Hong Kong 
Mg,Mn,Na, V Ken-Ting, Taiwan 
Aerosol Composition Midway Island Joseph Prospero Univ.ofMiami 
Cl, N0 3, S04, Na, NSS, Okinawa, Japan 
S04, MSA, NH4 Shemya, Alaska 

MWPEX-ll 
Halocarbons/RONO 2 Mauna Loa, Hawaii Elliot Atlas NCAR 
CN, Nephelometer Mauna Loa, Hawaii Barry Bodhaine NOAAlCMDL 
GI20 Mauna Loa, Hawaii Teresa Campos NCAR 
R02 Mauna Loa, Hawaii Chris Catrell, Jack Calvert NCAR 
GI4 Mauna Loa, Hawaii Ed Dlugokencky NOAAlCMDL 
OH Mauna Loa, Hawaii Fred Eisele, David Tanner Georgia Tech. 
CC4, CFC-ll, CFC-12, Mauna Loa, Hawaii Tim Elkins NOAAlCMDL 
GI3Cl3,N2O 
CO,NMHC Mauna Loa, Hawaii J.Greenberg,S.Schauffler NCAR 
Formaldehyde, Peroxides Mauna Loa, Hawaii Brian Heikes, Brian Univ. of Rhode Island 

McCully 
GeIMS Mauna Loa, Hawaii Deiter Helmig, Walt NCAR 

Pollock 
Dpt., T, Winds Mauna Loa, Hawaii Gary Hebert NOAAlCMDL 
Trajectories Mauna Loa, Hawaii P.Hess, K.Mosher, NCAR 

S.Madronich 
NOy,S02 Mauna Loa, Hawaii Gerhard Hziibler NOAAlClRES 
Peroxides (cont. HPLC) Mauna Loa, Hawaii Greg Kok, Tom Staffelbech NCAR 
HN0 3,N03 Mauna Loa, Hawaii John Lind, Teresa Campos NCAR 
Dpt., T, Winds Mauna Loa, Hawaii Denise Montzka, Jim NCAR 

Walega 
GI20 coil method Mauna Loa, Hawaii X.Zhou Brookhaven Nat'l Lab. 
Aldehyde catridge method Mauna Loa, Hawaii Y.-N.Lee Brookhaven Nat'l Lab. 
Carbonyls in precipitation Mauna Loa, Hawaii K.Mopper Washington State U. 

(continued on next page) 
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Species/Parameter 

HN03, N03, Org. Acids 
0) 

~ 
MN,PAN 
MO,N02,03 
j(N02) actinometer 
j(N02) radiometer 
j(03) actinometer 
UVbiometer 
0)2 
ffi 20,HOOH 
Eppley UV Radiometer 
Radon, Thoron 

Atmospheric Chemistry of the East Asian Northwest Pacific Region 

Table 5. (continued) 

Location Principal Investigator 

Mauna Loa, Hawaii Dick Norton 
Mauna Loa, Hawaii Paul Novelli 
Mauna Loa, Hawaii Sam Oltmans 
Mauna Loa, Hawaii Brian Ridley 
Mauna Loa,.Hawaii Brian Ridley, Jim Walega 

Rick Shetter 
Chris Cantrell 

Mauna Loa, Hawaii Pieter Tans 
Mauna Loa, Hawaii Gervase Mackay, D. Karecki 
MaunaLoa, Hawaii Jim Walega 
Mauna Loa, Hawaii Stewart Whittleston 

Institution 

NOAAlAeronomy Lab. 
NOAAlCMDL 
NOAAlCMDL 
NCAR 
NCAR 
NCAR 
NCAR 

NOAAlCMDL 
Unisearch 
NCAR 
ANSTO 

NCAR = National Center for Atmospheric Research (U.S.); ANSTO = Australian Nuclear Science and 
Technology Organization; NOAA = National Oceanic and Atmospheric Administration (U.S.); CMDL = 
Climate Modeling and Diagnostics Laboratory (NOAA); CIRES = Cooperative Institute for Research in 
Environmental Sciences (NOAA); NIES = National Institute for Environmental Studies (Japan) 
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Biomass burning is now recognized as a major source of important trace gases, 
including C02, N02, CO and CH4, and of aerosol particles. It takes on many forms: 
burning of forested areas for land clearing, extensive burning of grasslands and savannas to 
sustain grazing lands, burning of harvest debris, and use of biomass fuel for heating. 

The emissions from biomass burning represent a large perturbation to global 
atmospheric chemistry, especially in the tropics. Here, satellite observations have shown 
high levels of 03 and CO over vast areas of Africa, South America, and the tropical 
Atlantic and Indian Oceans. Recent studies have linked this phenomenon to biomass 
burning plumes, and demonstrate that pyrogenic emissions affect regional ozone 
concentrations and the oxidative characteristics of the tropical atmosphere. The 
particulates affect regional global radiation budgets by their light-scattering effects and 
their influence on cloud microphysical processes. 

Global Atmospheric-Biospheric Chemistry 
Edited by R.G. Prinn, Plenum Press, New York, 1994 83 
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Fire also has both short- and long-term effects on trace gas emissions from affected 
ecosystems which, for instance in the case of CO2 and N20, may be more significant than 
their immediate release during the fire. Fire also alters the long-term dynamics of the 
cycling and storage of elements within terrestrial ecosystems, thereby altering their 
significance as sources or sinks of various trace gases. Finally, deposition of compounds 
produced by biomass burning on pristine tropical ecosystems may affect their composition 
and dynamics. 

The importance of biomass burning is well recognized in IGAC, and one of the initial 
IGAC Activities, Biomass Burning Experiment: Impact on the Atmosphere and Biosphere 
(BIBEX), is focused on this phenomenon. It is aimed at quantifying the extent of the 
temporal and spatial distribution, dynamics, species emissions, and atmospheric 
consequences of biomass burning .. 

The first large, coordinated program being conducted under BIBEX is the Southern 
Tropical Atlantic Regional Experiment (STARE), an aircraft and ground-based 
measurement program to investigate the sources of trace gases, their atmospheric transport, 
and the chemical processes in the atmosphere, which lead to elevated levels of ozone, CO, 
and other trace gases over the southern tropical Atlantic Ocean. During August-October 
1992, the first STARE field campaign took place successfully. Approximately 160 
researchers from 14 nations participated in the field experiments, using eight aircraft and 
numerous ground-based measurement systems. Some measurement sites have remained in 
operation in order to investigate the seasonal and longer-term trends in the distribution of 
pyrogenic emissions and ecosystem behavior. High levels of 03, CO, NOx, and other trace 
gases, as well as aerosol particles were found in the entire region from South America to 
southern Africa, and could be related to forest and savanna fires on the two continents. 
Initial results are presented in this paper, together with a discussion of plans for future 
BIBEX experiments. 

INTRODUCTION 

Research conducted mostly during the last decade has shown that large-scale 
vegetation burning has considerable effects on the characteristics of the atmosphere and 
consequently on regional and global climate (Crutzen and Andreae, 1990; Andreae, 1993; 
Crutzen and Goldammer, 1993; Lacaux et aI., 1993). As a result, environmental scientists 
have become increasingly interested in the effects of biomass burning on the global 
environment. Since the second half of the 1980s, the threat to tropical forests has been 
brought to the public's attention, and has become increasingly a subject of international 
environmental politics. Fire is used primarily in the conversion of tropical forests into 
other types of land-use, whether it is used for the traditional but rapidly increasing practice 
of clearing with fire employed by farmers in preparing new fields when their old ones have 
been exhausted, or whether it is for large scale clearing to create pasture for cattle ranching 
or fields for plantations. 

Besides using fire to clear forested areas, local populations set fires regularly and over 
large areas in several vegetation types. These are primarily the savannas (tree, bush, and 
grass) of the tropics and subtropics that comprise an area worldwide of 2.6 billion hectares 
(-16 million km2), and which are burned every 1 to 5 years on average (Table 1). Fire is 
also used extensively in agriculture, especially in the tropics, for example to bum rice straw 
and sugar cane residue. 

Within IGAC's Effects of Biomass Burning on the Global Atmosphere (BIBEX) 
Activity, an international team of scientists is currently investigating the impact of biomass 
burning on the atmosphere and climate through integrated field measurement campaigns. 
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Starting in 1990, burning in the tropics, especially Africa, was targeted, and beginning in 
1993, fires in the boreal forests of Siberia are also being investigated. Results from the 
1990 FOSIDECAFE (Fire of SavannaslDynamicque et Chimie Atmospberique en Foret 
Equatoriale) experiment, which took place in C6te d'Iviore, have been published recently 
(Lacaux et al., 1993a, b). In 1993, the measurement campaign FIRESCAN (FIre RESearch 
Campaign Asia-North) focused on forest fires in Siberia. Thirty participants from eight 
nations studied fire behavior and emissions from a fire in a Siberian pine forest 
(FIRESCAN Science Team, 1993). 

Table 1. Global estimates of annual amounts of biomass burning and of the resulting 
release of carbon to the atmosphere (Andreae, 1993). 

Biomass Burned (Tg dmIyr) Carbon 
Burning Source Trop!cal Extratrol!ical Total Released (!gla) 

Forest 1260 1150 2410 1080 
Savanna 3690 3690 1660 
Biomass Fuel 1720 220 1940 880 
Charcoal 20 1 21 82 
Agricultural Waste in Fields 420 420 850 380 

World Total 7110 1790 8910 4080 

The goal of these international measurement campaigns is to conduct research on the 
effects of fire in the various ecosystems, and simultaneously to determine the composition, 
amount, and fate of emissions from these fire events. Sampling and measurement of 
emissions takes place on the ground, as well as from research aircraft flying at various 
altitudes above the fires and at various distances from the fires. This strategy allows not 
only the amount and chemical composition of the gaseous and particulate emissions to be 
measured, but also the transport and potentially their further fate, such as chemical 
reactions within the atmosphere. A long term goal is to be able to determine the area and 
type of vegetation burned through remote sensing measurements. This is essential, 
because, while the areas of forest and scrub land burned in Europe and North America are 
relatively accurately reported, the reports from the rest of the world are only projected 
estimates that require verification. Consequently, the estimates of savanna burned yearly 
range from about one half to one billion ha per year. Data from the former Soviet Union 
are also very inaccurate, ranging from 1 to 10 million ha per year. 

From August to October of 1992, after two years of preparation, the first field 
measurements were conducted in South America and southern Mrica in the context of the 
BmEX project Southern Tropical Atlantic Region Experiment (STARE). This project had 
two subcomponents, TRACE-A (Transport and Atmospheric Chemistry near the Equator
Atlantic) and SAFARI-92 (Southern Mrica Fire/Atmosphere Research Initiative). STARE 
was inspired by a large-scale phenomenon: the concentrations of ozone, carbon monoxide, 
and other pollutants that build up annually in the troposphere over the South Atlantic 
(Fishman et ai., 1991), which had been discovered by satellite remote sensing. In contrast 
to the ozone hole that develops seasonally over the poles in the stratosphere, these 
seasonally strongly elevated ozone concentrations in the tropics occur in the troposphere. 
The highest values of tropospheric ozone, up to 50 Dobson units, were found in what had 
once been thought of as "pristine air," without industrial influence, over the South Atlantic 
between South America and southern Mrica. With increasing knowledge about the use of 
fire in tropical land ecosystems the hypothesis that the "ozone high" over the South 
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Atlantic and the surrounding countries is a result of biomass burning in the Amazon and of 
savanna fires in southern Africa has gathered strength. In recent years, experiments in 
Brazil, the Congo, and Cote d'Ivoire have shown that in the areas of high fire activity 
photochemical smog is formed which contains high levels of ozone (Andreae et al., 1988, 
1992, 1993; Cros et al., 1988, 1992; Kirchoff et at., 1989). 

STAREITRACE-NSAFARI-92 was the first intercontinental, international, and 
interdisciplinary fire experiment. This campaign was intercontinental because the effects 
of forest and savanna fires in South Mrica and South America on the atmosphere over and 
between the two continents were studied. TRACE-A involved some 200 scientists from the 
following nations: Brazil, Congo, South Mrica, U.S. and Great Britain, and had as its main 
objective the exploration of the large-scale atmospheric composition of the region 
extending from Brazil over the South Atlantic to southern Mrica. Its research was centered 
around the NASA DC-8 instrumented research aircraft. 

The international character of SAFARI-92 was reflected in the participation of over 
150 scientists from 14 nations, its interdisciplinary character through the comprehensive 
representation of many scientific disciplines. Besides research groups from 
biogeochemistry, atmospheric chemistry and fire ecology, there were research groups 
representing the disciplines of forestry, meteorology, climatology, soil science, pasture 
science, and microbiology. Researchers from Germany, Swaziland, South Africa, 
Zimbabwe, Zambia, Namibia, Congo, Brazil, Belgium, France, Great Britain, Canada, and 
the U.S. participated. 

An important focus for the measurement campaign was South Mrica, where controlled 
bums took place within the Kruger National Park in savannas whose history and ecology 
has been well documented by local scientists. The climax of the experiments in September 
1992 was the execution of two controlled savanna fires each in the size of about 2000 ha. 
This size of experimental savanna fire is a typical size for naturally occurring lightning 
induced fires, and for "management" fires that have been set by Africans for millennia. 
Such large fires made possible, besides the ecology work at ground level, the measurement 
of emissions on the ground and from research aircraft. Emission measurements were also 
made over sugar cane fields in Swaziland, where, before harvest, large fields are regularly 
burned creating thick smoke plumes. Emission measurements were also made in the 
plumes from many savanna "fires of opportunity," which were encountered by the 
instrumented DC-3 aircraft on its atmospheric measurement flights over southern Mrica. 
The primary purpose of these flights was to assess the impact of biomass burning on the 
regional atmospheric composition over the subcontinent. These measurements were 
supplemented with measurement series conducted at several ground sites. In Etosha 
National Park, Namibia, a group of researchers from the U.S. and South Africa recorded 
the vertical distribution of ozone, temperature, and humidity, and the composition of dust 
aerosols. At a similar station in Victoria Falls in Zimbabwe, a group from Germany, 
Zimbabwe and South Africa measured the ozone concentration, aerosols, and the 
meteorology of the atmospheric boundary layer. The following sections contain a brief 
discussion of some initial results from STAREffRACE-NSAFARI-92. 

THE EFFECT OF VEGETATION AND SOILS ON FIRE REGIME AND 
PYROGENIC EMISSIONS IN SOUTHERN AFRICA 

To understand the role of fires on the atmospheric environment, a quantitative 
understanding of the fire regime on the African continent is essential. The term "fire 
regime" refers to the frequency, season and intensity of fires that prevail in a region. It is 
related to the basic pattern of vegetation distribution in southern Africa, which is controlled 
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by the interaction of climate and soils. This pattern ultimately controls fire frequency, fuel 
load and fuel type, which in tum determine the nature, amount, timing and distribution of 
emissions. Natural fires are caused by lightning, but with expanding human populations, 
the relative importance of humans as a source of ignition is increasing. The reasons for 
setting fires, and the areas involved, are poorly quantified at present. 

The frequency of occurrence of fire is proportional to the rate of fuel accumulation, 
which depends on the primary productivity of the area, which in tum is linked to rainfall. 
The climates of southern Africa range from very wet near the equator, to very arid in the 
southwestern part of the subcontinent Rainfall seasonality is generally strong, and the 
prolonged dry season is the primary reason for the widespread occurrence of fire. Rainfall 
in the equatorial region is only weakly seasonal, and the vegetation there seldom bums 
naturally. A small part of the southern Cape receives winter rainfall, and supports a 
species-rich fire-dependent vegetation type called fynbos. 

The soils of southern Africa can be broadly classified into fertile and infertile types. 
This is partly due to their geological origin, but is mostly a consequence of the erosional 
history of the subcontinent. Soils on the ancient erosion surfaces of the high interior of the 
continent are generally infertile, while the soils of the younger surfaces around the edges 
are fertile. The widespread occurrence of infertile soils is the second reason for the large 
pyrogenic emissions: grasses growing on these soils are indigestible for cattle and wildlife, 
and are therefore burned to promote new and more palatable growth. 

Savannas are the most extensive vegetation type supporting fire in Africa. Frequent 
intense fires, on the other hand, are the primary reason for the occurrence of savannas as a 
vegetation type. The savannas on infertile soils, especially in the higher-rainfall areas of 
central Africa, accumulate large amounts of grass fuel. They burn annually to biennially, 
and provide most of the pyrogenic emissions. The fertile savannas are also more arid, and 
the grass, once mature, is mostly eaten by cattle and wildlife, so fires are less frequent. In 
savanna fires the principal fuel is dry grass, plus a small amount of tree leaf litter and fallen 
wood. 

In savannas, most combustion takes place in the flaming phase, so emissions of 
methane and carbon monoxide are low relative to fires in forested biomes. The nitrogen 
content of the grass is very low, especially in infertile savannas, resulting in relatively low, 
but ecologically very significant nitrogen emissions. Grasslands make up the second 
largest burned area, and again those on infertile soils bum most frequently and intensely. 
Burning is part of the cropping system in infertile savannas and on the forest fringe, but the 
total areas under cultivation are small. Much of the interior and west of the southern part of 
Africa consists of arid shrub lands and desert grasslands, which seldom bum. The fynbos 
is confined to mostly very infertile soils in winter rainfall areas, but occurs also in high 
mountain regions elsewhere. It burns once every 10 to 40 years with a high fuel load of 
woody material. 

Areas with higher rainfall can burn annually, whereas areas with low or erratic rainfall 
bum much less frequently, sometimes only once in 10 years. A geographical quantification 
of fire frequency is needed. Fires occur in the dry season, which varies geographically. 
For example, fires occur along the southern fringe of the Sahara in January, in central 
Africa in June, and in east Africa in September (Cahoon et al., 1992). In southern Africa, 
savanna and grassland fires are concentrated in the southern winter (July-September). 
while fynbos fires occur in summer (December-February) (van Wilgen et al., 1990). 

Fire intensity is important for atmospheric dynamics, since it is directly related to the 
rate of energy release and thus the combustion chemistry. Fire intensity is related to fuel 
type (the structure of the vegetation) and moisture content, its continuity in space, and the 
weather conditions under which fires would bum. 
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Finally, the size of fires is also important. Highly settled areas, or intensively managed 
areas, are characterized by smaller fires. Fires in sparsely settled areas can be very 
extensive, covering tens of thousands of hectares per fire. The SAFARI initiative has 
started to shed light on these issues, but more is needed, and will follow as the program 
develops. 

FUELS AND FIRE BEHAVIOR DYNAMICS ON LARGE-SCALE 
SA VANNA FIRES 

The SAFARI-92 Experiment was the first major investigation of atmospheric 
emissions from biomass burning that included a ground component to analyze fuel 
characteristics and fire dynamics, thereby recognizing the important link between fire 
behavior/impact and emissions to the atmosphere. As a part of the SAFARI-92 ground 
component, fuels and fire behavior parameters were documented on two large (>2000 ha) 
experimental fires carried out in the arid savannas of Kruger National Park in northeastern 
South Africa. Pre-fire fuel loads and distribution, fuel consumption, fire spread rates, flame 
zone characteristics, and in-fire and perimeter wind field dynamics were measured to 
determine total energy release rates for each fire. This information was combined with 
atmospheric profile data to project convection column dynamics in support of airborne 
trace gas and particulate measurements. 

Hand ignition of both fires followed the same pattern, with backfires being set along 
the leeward side of each block, followed immediately by headfire ignition along the 
windward edge. Grass fuel loads averaged approximately 4 tonslha on each fire, with 92% 
of this being consumed during flame front passage. Grass moisture content levels for each 
fire were in the 8-9% range. Headfire spread rates, measured over runs 1-3 km in length, 
were higher on the second fire (5.8 kmIh) than the first (2.3 kmIh), due primarily to a slight 
variation in the ignition pattern sequence between the two fires. Flame lengths often 
exceeded 4-5 m in wind gusts, and strong in-fire horizontal and vertical wind speeds were 
recorded. Energy release rates, as determined through the calculation of frontal fire 
intensities, averaged 4000 kW/m for the first fire and 11,000 kW/m for the second. Despite 
upper air conditions that were favorable· for convection column development, the low 
energy release-rates on the first fire translated into a weak and poorly-defined smoke 
plume, while the more vigorous second fire created a well-developed, 2500 m high column 
with a capping cumulus top . 

. The ground based studies of the savanna fires were made more difficult due to an 
extreme drought within the region, which was declared the most intense in a hundred years. 
In contrast to years with normal precipitation, very little grass had grown in most of the 
savannas of South Africa, Mozambique, southern Zambia, Zimbabwe, Botswana, and 
Namibia. Consequently, significantly less fuel was available to bum than in normal years. 
Under these conditions neither the experimental fires nor the otherwise normally occurring 
fires in southern Africa could spread as evenly or as extensively as they would in a non
drought year. In some areas, there was not enough biomass to even sustain a fire. 

REMOTE SENSING 

There is an increasing awareness of the role that satellite data might have in 
monitoring fire activity and contributing to improved regional to continental scale estimates 
of trace-gas emissions (Justice et al., 1992; Cahoon et al., 1992). Daily satellite data can 
provide information on the distribution and timing of fires as well as on the basis for 
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estimating the areal extent of the burning. The SAFARI-92 Experiment was used to 
improve our understanding of current capabilities for satellite fire detection and to examine 
how satellite data can contribute to regional trace gas emission estimates. Advanced Very 
High Resolution Radiometer (A VHRR) I kIn data from the NOAA-II satellite and data 
from the Landsat Thematic Mapper were collected by the South African ground receiving 
station at Hartebeeshook during the SAFARI-92 field program. Data from the Operational 
Linescan System of the Defense Mapping Satellite Program (DMSP), which provides 
night-time information on light sources including fires, were also collected during this 
period. Research groups at the University of Maryland, University of Virginia, NASA
Goddard Space Flight Center and NASA-Langley Research Center are currently analyzing 
these satellite data to develop and test algorithms for fire detection. Daily data on fire 
distributions for southern Africa during the SAFARI-92 Experiment are being used as an 
input to transport modeling studies. One of the two large controlled bums in the Kruger 
National Park during SAFARI-92 was detected by the AVHRR satellite and provides a 
useful calibration point (Figure 1); the other was obscured by cloud. 

Figure 1. NOAA! A VHRR derived active fues in Transvaal province (S . Africa) and southwestern 
Mozambique on 18 September 1992. The high temperature active fires are identified using the middle and 
thermal infrared channels of the A VHRR instrument. The fires, shown in white overlay, are super-imposed 
on data from the near-infrared channel. (The large white area in the bottom center represents clouds). 
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EMISSIONS OF TRACE GASES AND AEROSOLS 

Trace gas emissions from the experimental fires in Kruger National park were 
analyzed by ground-based sampling and measurement directly at the fire front by teams 
from the Universities of Toulouse and Paris, and by aircraft at different heights in the fire 
plume, using a helicopter (NASA), a Cessna 310, and an instrumented DC-3 (both from 
Max Planck Institute for Chemistry). The DC-3 was also used to measure the emission 
characteristics of numerous savanna and grassland fires set by the local population in South 
Africa, Zambia, Zimbabwe, and Angola, as well as the composition of smoke from sugar 
can fires in Swaziland. Measurements by the NASA DC-8 in large smoke plumes over 
northern Zambia complemented these data sets. 

The large number of investigators and the diversity of research platforms involved in 
STARE/TRACE-NSAFARI-92 made possible the most comprehensive analysis of fire 
emissions made in any field experiment to date. The gaseous and particulate chemical 
species analyzed in the fresh smoke are listed in Table 2. 

The emissions showed the characteristics typical of highly efficient combustion, 
dominated by the flaming phase, and with relatively little smoldering. The CO:C02 

emission ratio was low (-0.05) similar to previous observations from savanna regions 
(Ward et al., 1991; Lacaux et al., 1993a, b). Consequently, the emission ratios for the 
hydrocarbons were also as low, and the NOx:hydrocarbon ratio relatively high, providing a 
basis for efficient ozone production. An extremely complex mixture of hydrocarbons and 
partially oxidized hydrocarbons was observed in the smoke. For the first time, the 
emissions of methyl bromide and methyl iodide, as well as several minor hydrocarbons 
from fires could be quantitated in the field. Figure 2 shows the correlation between methyl 
chloride and carbon monoxide observed in the smoke from the Kruger Park savanna fires. 

Table 2. Gaseous and particulate species measured during STAREITRACE-NSAFARI-92. 

Gases Particulates 

aromatics alkanes NO ex:> 2 ~ H2 total carbon total mass 
aldehydes alkenes N~ ex:> aI 30 H2~ black carbon soluble ions 
carbonyls alkynes NOy COS aI 3Br H2O carbon isotopes number size distribution 

organic acids alcohols NH3 PAN aI 31 RN0 3 nitrogen isotopes volume size distribution 
various halocarbons S02 PPN aI4 trace elements 
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Figure 2. Methyl chloride (CH 3Cl) versus carbon monoxide (CO) in smoke and background air samples 
collected during the experimental bums in Kruger National Park, South Africa. 
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Figure 3. Aerosol particle size distributions in fresh smoke from an experimental fIre in Kruger National 
Park, South Africa, and in background air outside of the smoke plume. 

Aerosol particle number/size distributions showed a maximum at about 0.2 11m 
diameter in the fresh smoke, which increased slightly with aging of the plume (Figure 3). 
The aerosols were highly enriched in carbon, potassium and chlorine, typical characteristics 
of pyrogenic emissions. 

Besides the emission measurements taken at the Kruger Park in South Africa, a 
collaborative program of field measurements was undertaken in Zambia by scientists from 
the U.S. Forest Service, Oregon State University, the University of Maryland and the 
University of Zambia. Emission factors from representative vegetation types were 
measured during controlled bums along with the biomass before and after the bums. These 
data are being used together with daily satellite data and an emissions model developed by 
the South African Forestek as part of a research program to develop regional estimates of 
trace gas emissions for southern Africa. 

SOIL EMISSIONS 

Biogenic emissions resulting from microbial soil processes are an important global 
source of the nitrogen oxides, nitric oxide and nitrous oxide. Several years ago, it was 
discovered that following burning, soil emissions of these two gases in midlatitude 
ecosystems were significantly enhanced. As part of the SAFARI-92 ground component, 
scientists from the NASA Langley Research Center, in collaboration with South African 
scientists, obtained the very first measurements of biogenic soil emissions of nitric oxide in 
southern Mrican savannas. These flux chamber measurements were obtained before and 
after burning, and before and after artificial wetting of the flux sites. These measurements 
showed that wetting and burning have a very significant impact on the biogenic soil 
emissions of nitric oxide from the Mrican savanna grasslands. Measurements of biogenic 
soil emissions of nitrous oxide were also attempted. One of the surprises of SAFARI-92 
was the lack of a measurable flux of nitrous oxide, either before or after wetting and 
burning. The lack of a detectable nitrous oxide flux means that the flux was less than 
2 nanogram of nitrogen per square meter per second (ng N m-2s-1), which is the minimum 
detectability of the instrumentation. 
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The pre-bum emissions of nitric oxide ranged from 1 to 2 ng N m-2s-1 from the dry 
sites to 5 to 12 ng N m-2s-1 from the wetted sites. Mter burning, the nitric oxide emissions 
from the dry sites ranged from 5 to 18 ng N m-2s-I , and from the wetted sites ranged from 
35 to 75 ng N m-2s-l • The post-bum emissions of 75 ng N m-2s-1 from the wetted sites are 
among the highest emissions ever measured from natural sites and are comparable to 
emissions from agricultural lands right after fertilization. 

Among the two most interesting results from the SAFARI-92 soil flux measurements 
are the lack of measurable emissions of nitrous oxide and the very strong post-bum 
emissions of nitric oxide. Both results may be related to the very severe drought 
experienced in South Africa preceding the SAFARI-92 Experiment. Since these 
measurements represent the first ever obtained in the savanna grasslands of South Africa, 
additional measurement during non-drought conditions are needed. 

Indirect evidence of high emissions of NO from savanna soils was obtained during two 
of the regional atmospheric chemistry survey flights on the instrumented DC-3 aircraft (see 
below). High concentrations of nitrogen oxides were found at low altitudes (<100 m) over 

(CI1W' 'O~" R "O nAJfC TOR If' I $I1HI "f ' HOD, 
IMI HAl ' 111£ : I9g2 - 0g - 1S- 12UT 

4S· N 

I--+---+---+----+.+--I---P>L-~~-+''"'_t--+_-_+-__j 30· N 

1--~-~I_-4--~--+_-.r--r_~~~~--~~_t~~ lso N 

~--~_.hd~-~--+--+_-r_+--hT~rr-~--~-_t~~ N.O 

k-_~-~_4~~--+--+_-+t~~~_7~9_~r_-~-_t-~ lSoS 

30' S 

4SoS ~-~_~-~--4_--+--+_-_+--~-_r-~~r.-

60· S I--~-_.l--+---+--+--_+--r_-+-__ir_-~-_t-~ 60· S 

Figure 4. Airmass forward ttajectories showing ttansport from southern Africa towards the Indian Ocean. 
Note that air parcels may initially leave Africa over the Atlantic coast, but then change direction and move 
toward the Indian Ocean. The ttajectories originate at Victoria Falls (Zimbabwe) at 1200lITC on 15 
September 1992. The figure shows a collection of 5 (starting at the surface, 850, 800. 700 and 500 mb) 
lO-day 3-D forward ttajectories. which were calculated by P. KAilberg at the Swedish Meteorological and 
Hydrological Institute using ECMWF flow field analyses. 
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the savanna in northern Namibia, with a sharp decrease of NO concentrations with altitude. 
These high NO levels were not correlated with tracers of fossil fuel or biomass burning 
emissions, such as CO, excluding a pyrogenic or fossil fuel origin for the NO. Since rains 
had occurred in this area in the days preceding the flights, it is likely that water-stimulated 
soil emissions caused the high NO levels observed. 

Soil emissions of CO and C02 were investigated by a team from the U.S. 
Environmental Protection Agency. They found that emissions of C02 from the soils were 
not influenced by burning, but showed a dramatic increase following a simulated rain 
event. CO emission, on the other hand, increased strongly after a fire, especially when 
water was added to the soil. This effect disappeared again after a few days, however. CO 
fluxes in Kruger Park were considerably larger than values that had been previously 
reported from savanna sites. There was not significant methanogenic or methanotrophic 
activity in the soils before or after fires, even when they were wetted. This is attributed to 
low bacterial populations due to drought. During the rainy season following the 
experiment, the soils consumed methane at a rate of 1 to 2 mg CH4 -C m-2d- I . 

ATMOSPHERIC CIRCULATION AND TRANSPORT OVER SOUTHERN AFRICA 

The meteorological environment over southern Africa was investigated using standard 
meteorological data obtained from the Weather Service, augmented by detailed 
investigations at several sites, especially at Etosha Park, Namibia, and Victoria Falls, 
Zimbabwe. At these sites, the thermodynamic structure of the boundary layer was studied 
as well as the wind regimes and transport mechanisms for pyrogenic emissions in the 
troposphere. 

From early winter (May) to spring (October) the circulation fields over southern Africa 
are dominated by anticyclonic flow. During SAFARI -92 anticyclonic circulation 
dominated 60% of the time. By October 1992 westerly based troughs were increasing in 
frequency. These dominant anticyclonic circulation fields resulted in three typical transport 
patterns in the lower (surface to 3 km) and middle (3 to 6 km) troposphere: (1) Indian 
Ocean transport (Figure 4; air from the African continent is ejected over the Indian Ocean), 
(2) continental gyre (Figure 5; air is being recirculated over the continent), and (3) Atlantic 
transport (Figure 6; air is being ejected over the Atlantic Ocean). 

Mixed modes of transport that consisted of more than one of the above circulation 
modes being present, at either different levels in the lower troposphere or at different 
locations on the subcontinent, occurred more than 50% of the time on any given day. On 
more than half of these occasions, air parcels exited at either different levels or different 
locations into both the Indian Ocean and the Atlantic Ocean. Air parcels entering the 
oceans on these trajectories therefore (1) originated at locations well removed from the 
points of exit and do not reflect only input at the immediate point of exit, and (2) are 
chemically aged and have been subjected to chemical reactions and transformations over a 
period of days in an environment of high solar insolation. 

For about one-third of the time during SAFARI-92, air parcels, after spending 5 to 10 
days in an anticyclonic gyre over the subcontinent, exited the subcontinent on the east coast 
into the Indian Ocean. The remaining roughly 20% of the trajectories crossed the 
subcontinent from west to east entering the Indian Ocean, and spending as little as 24 hours 
over land. Only a few trajectories during SAFARI-92 followed a direct E to W path from 
the continent into the Atlantic Ocean. Eastward and westward transports were at times 
quite protracted reaching eastward almost around the southern hemisphere in 10 days and 
westward into the Amazon Basin. Exit from the subcontinent, however, tended to 
concentrate over Angola and over central and northern Natal. 
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REGIONAL ATMOSPHERIC CHEMISTRY 

Despite the drought in southern Africa and the resultant reduced biomass, researchers 
found very high concentrations of ozone, carbon monoxide, oxides of nitrogen, 
formaldehyde, and smoke particles. These atmospheric pollutants originated in the smoke 
plumes of the large and numerous savanna fires that were burning primarily in southern 
Africa, particularly in countries such as Zaire, Zambia, Angola, and Tanzania. The smoke 
aerosols were often so thick that the ground was difficult to identify from an altitude of 2 to 
3 km. Ozone concentrations of up to 100 ppb were encountered up to 4 km, the maximum 
flight altitude of the unpressurized DC-3 (Figure 7). Later flights with the NASA DC-8 
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Figure S. Ainnass fOlWard trajectories showing recirculation over southern Africa. The trajectories originate 
at Victoria Falls, Zimbabwe, at 1200UTC on 7 September 1992. 

confirmed these results and extended the altitude to which measurements were made to 
12 km. Long-term measurements at stations at Victoria Falls, Zimbabwe, and at Etosha 
Park, Namibia, showed that these observations were typical for the entire season 
investigated. In flights made with the DC-8 over the South Atlantic, similar high values 
were recorded. Such widely distributed atmospheric pollutant concentrations were 
previously thought to be limited to the anthropogenically burdened regions of Europe and 
North America. 

The data from the field measurements in combination with data from remote sensing 
show that the vegetation fires in southern Africa and in South America have a considerably 
strong influence on the atmospheric environment and climate. The influence on climate is 
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Figure 6o Airmass forward trajectories showing transport from southern Africa towards the Atlantic Ocean 
and eventually South America. (The trajectories originate at Victoria Falls, Zimbabwe, at 1200lITC on 
1 October 1992.) 
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Figure 7o Ozone vertical distribution in the tropics. The profile over the equatorial Pacific shows no 
influence from biomass burning, while the profile over the Pacific off S. America suggests ozone enhance
ment due to long-range transport from the tropical continents (Fishman, 1988). The ozone profiles over the 
Brazilian coast at Natal and over the Congo show high ozone concentrations due to photochemical production 
in biomass burning plumes documented in earlier studies (Andreae et al., 1988; Kirchoff et al. , 1991). The 
SAP ARI-92 data are the highest regional ozone levels observed in the tropics and subtropics to date. 
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very complex, since it contains both warming components due to the greenhouse gases 
emitted in the smoke, and a cooling effect due to the aerosol particles that reflect sunlight 
back into space andalter the properties of clouds. 

OZONE STUDIES BY REMOTE SENSING AND IN SITU MEASUREMENTS 

In preparing for STARFITRACE-NSAFARI-92, the NASA-Goddard group improved 
the method for deriving TOMS (Total Ozone Mapping Spectrometer) total 03 in regions of 
persistent marine stratocumulus clouds, such as the eastern tropical South Atlantic 
(Thompson et al., 1993). At the same time, Hudson and Kim (1993) developed a method 
for deriving the tropospheric component of the 03 column in these regions from TOMS. 
Much of the near-Africa Atlantic 03 maximum lies over marine stratocumulus clouds, so 
that TRACE-A and SAFARI-92 flights in these regions presented excellent validation 
opportunities for the TOMS products. Using real-time TOMS processing it was possible to 
transmit both TOMS 0 3 products to the TRACE-A Science Team in Africa to assist in 
flight planning. Examples of TOMS maps for the DC-8 flight that took place on 18 
October 1992 (Flight #15) are shown in Figure 8a-c. Also shown is the flight track along 
with locations of two 03 profiles taken from the DC-8. Integrating the 03 profile to obtain 
an estimate for tropospheric 0 3 gives values in fairly good agreement with the TOMS 0 3 

method. 
The TOMS algorithm obtains a total 03 column by adding up contributions from 

standard (climatological) profiles, usually taken from ozonesondes. There are very few 
ozonesonde observations for the tropics and southern hemisphere. Thus, the large body of 
remotely sensed and in situ 03 observations collected on TRACE-A and SAFARI-92 are 
being used to enhance that climatology. These include ozonesondes launched at 
Brazzaville (Congo), Ascension Island, Pretoria (South Africa) and Etosha Park (Namibia). 
During TRACE-A, the DC-8 measured roughly a dozen ozone profiles off southern Africa 
over the persistent marine stratocumulus as well as serving as a platform for upward- and 
downward-looking UV-DIAL ozone. Integrated 03 profiles from these instruments will be 
compared to TOMS~. In addition, in situ ozone measurements from aircraft and ground
based measurements from the German and South African groups taken during SAFARI-92 
are being studied to obtain better profiles for the TOMS algorithm during the biomass 
burning season. 

THE TRACE-A CAMPAIGN IN SOUTHERN AFRICA 

As part of the TRACE-A Experiment, the NASA DC-8 was based in southern Africa 
from 4-20 October, flying six missions (46 flight hours) out of Johannesburg and 
Windhoek. One of these flights was from Johannesburg to northern Zambia to characterize 
the emissions from widespread burning taking place there on 6 October 1992. Numerous 
fires were observed near 100 S, 300 E, and the DC-8 penetrated several plumes down to a 
flight level less than 300 m above the ground. Even en route to the primary region of 
burning, concentrations of many trace gases associated with biomass burning were above 
the detection limit at the flight altitude of 10 km. For example, methyl chloride rose from 
near 600 to above 700 ppt from South Africa through Zimbabwe and southern Zambia. 
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Figure Sa. Total ozone in lRACE-A study region from corrected Nimbus-7 TOMS gridded data for 
18 October 1992. 
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Figure 8b. Reflectivity measurements used to correct ozone data. Right trace (Hight #15) on the same day 
is shown. Integrating aircraft 0 3 observations from two airborne 0 3 sensors taken during the flight gives 
tropospheric ozone estimates in very good agreement with the satellite-derived estimate of tropospheric 0 3, 



98 BIBEX Biomass Burning in the Global Environment: 1st Results from a Field Campaign 

Tropospheric Column Ozone (D.U.) from High-Dens i ty TOMS 
on October 18. 1992 
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Figure 8. (c) Tropospheric 0 3 over marine stratocumulus region obtained from high-density TOMS data. 
Integrating aircraft 0 3 observations from two airborne 0 3 sensors taken during the flight gives tropospheric 
ozone estimates in very good agreement with the sateUite-derived estimate of tropospheric 0 3• 

Within the plumes CH3ClIeveis exceeded I ppb at 300 m. Similarly, ethane increased at 
flight level from O.S to 1.2 ppb. Concentrations as high as 3.5 ppb were measured during 
plume penetration. These observations at 10 km show that some of the emissions are 
efficiently carried to relatively high altitudes over the continent. Some very short-lived 
hydrocarbons such as ethene remained below detection limit at flight level until we 
descended into northern Zambia. In the intense plumes, concentrations exceeded 5 ppb. 

The oxides of nitrogen showed some interesting behavior. The DC-S had two low 
passes during the 6 October flight. During the first low pass, NO concentrations exceeded 
1.1 ppb whereas the maximum N02 concentration was about 0.6 ppb. During the second 
low altitude pass, NO concentrations averaged about 0.2 ppb, whereas N02 concentrations 
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were considerably higher at values ranging between 1.0 and 1.2 ppb. Both penetrations 
were within one hour of solar noon, so their ratio should not have been affected by widely 
varying photolysis rates. Nitric acid levels peaked at about 2.6 ppb during the first pass and 
somewhat higher at concentrations approaching 3.5 ppb during the second pass. The 
reasons for these different nitrogen ratios are yet to be found, but differences between types 
of vegetation and intensity of burning cannot be ruled out. The first plume also showed 
lower concentrations of formic acid and acetic acid compared with the second one. 
Representative concentrations of formic acid were 6 and 9 ppb, respectively. For acetic 
acid, the concentrations for the two plumes were 6 and 12 ppb, respectively. 

Within the two plumes, formaldehyde concentrations rose to 3.0 and 4.5 ppb, whereas 
hydrogen peroxide concentrations were fairly close to 5 ppb for both plumes. PAN and 
PPN were also measured during TRACE-A. At the 10 kIn flight level, PAN increased from 
approximately 0.1 ppb to nearly 1 ppb and then rose sharply during both low level 
excursions to concentrations near 4 ppb. PPN generally stayed below detection limit at 
10 kIn during the entire flight, but rose to 100 to 140 ppt during plume penetrations. 

Out over the Atlantic Ocean, relatively high concentrations of ozone were the rule as 
the DC-8 flew parallel to the coasts Namibia and Angola. Throughout the troposphere, 
ozone concentrations of 60 to 110 ppb were commonplace. The structure of these plumes 
was very heterogeneous and nearly every time enhancements in ozone were observed, 
corresponding increases in carbon dioxide and methane were also seen. Because both C02 
and CH4 were measured with high response instruments (> 1 Hz), detailed structure could 
be seen, and sharp variations in these trace gases very often paralleled similar variations in 
ozone. Carbon monoxide concentrations did not increase every time an increase in ozone 
was observed, suggesting that some air encountered was very aged. Again, a complete 
explanation of these findings must await further analysis. 

FUTURE PLANS 

The preliminary findings of this measurement campaign were presented at the 1993 
Fall Meeting of the American Geophysical Union. Further studies are currently being 
evaluated by the participating institutions, and subsequently, they will be published in the 
form of a special issue of the Journal of Geophysical Research and a synthesis monograph. 
A major component of the analysis phase will consist of the application of various types of 
modeling approaches to the data set. 

Planning for future campaigns is simultaneously underway. The measurement 
campaign is anticipated to continue in 1994 with a study of the atmospheric chemistry and 
circulation over southern Africa outside the fire season (SA' ARI-94: SAFARI without the 
Fire). Also during 1994-95, BIBEX will study the behavior and emissions from fires in the 
wooded savannas of Zambia and Zimbabwe, ecosystems with vegetation and fuel 
characteristics quite different from the South African savannas. A subsequent campaign 
(probably 1995) will investigate the large-scale distribution of fire impacted air masses 
over southern hemisphere Africa with emphasis on the east Africa/Indian Oceans 
(WINDOS: Western Indian Ocean Study). The BIBEX community is also currently 
preparing for the measurement campaign SEAFIRE (South East Asian Fire Experiment) 
planned to take place in Southeast Asia in the second half of the 1990s during which forest 
clearing fires in Borneo and burning of rice fields in the whole of Southeast Asia will be 
measured. 
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Tropical soils and vegetation represent globally significant sources of a range of 
atmospheric gases, including C02, CO, N 20, NO, CH4, and volatile organic compounds. 
Conversion of tropical forests to agriculture and other uses, and intensification of 
agricultural practices in both forest and savanna areas are occurring very rapidly; yet the 
impacts of these land use practices on biogeochemical cycles, trace gas emissions, and 
atmospheric chemistry are not well understood. We present early results of IGAC's 
Biosphere-Atmosphere Trace Gas Exchange in the Tropics (BATGE) Activity that evaluate 
the importance of tropical land use change on fluxes of a number of gases. 

Soils are important sources and sinks for trace gases, especially for oxides of nitrogen. 
On-going studies in Brazil, Costa Rica, Puerto Rico, and Mexico suggest that conversion of 
forest to pasture results in elevated soil emissions of nitrogen oxides in the first decade or 
less after clearing, but that older pastures, unless intensively managed, have lower fluxes 
than forests. Forest conversion to pasture also diminishes the soil sink strength for 
methane; in some cases the direction of the flux is reversed and pasture soils become 
methane sources. Likewise, results from a number of tropical regions suggest that 
agricultural sites recently converted from native vegetation have elevated fluxes of nitrogen 
and carbon gases, but that high emissions of nitrogen oxides and reduced uptake of 
methane in older agricultural systems are maintained only with intensive management and 
fertilizer use. Moreover, the magnitude of fluxes occurring in response to fertilization 
depends on soil type and management considerations such as crop type, fertilizer type, 
application rate, and application methods. The great spatial and temporal variability in 
trace gas responses to tropical agricultural practices complicates estimates of their 
importance at regional and global scales. 

Few attempts have been made to study vegetation sources and sinks for trace gases in 
the tropics. It is clear that tropical vegetation can produce large quantities of volatile 
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organic compounds. Forests may be strong sinks for oxidants and odd-nitrogen 
compounds. Changes in the species composition and structure of vegetation will almost 
certainly change these system properties; but our ability to predict the magnitude of these 
changes is severely hampered by a dearth of relevant data. 

INTRODUCTION 

Tropical terrestrial ecosystems cover approximately 42% of global land area. This 
region supports lush tropical rain forests with the highest levels of biological diversity on 
earth as well as a variety of other important terrestrial ecosystems with markedly different 
characteristics. Tropical forests and woodlands cover 25 x 106 km2, 17% of earth's land 
surface, and account for over 40% of terrestrial net primary production (Rodin et al., 1975). 
Tropical wetlands cover nearly 2 x 10 6 km2 , representing 36% of global wetlands 
(Matthews and Fung, 1987). Tropical savannas cover 19 x 106 km2 (Bolin et al., 1979). 

Within these broad vegetation categories, there is great variation. Wet and humid 
tropical forests (rain forests) account for nearly 50% of all tropical forests and are among 
the most productive terrestrial systems with net primary production (NPP) in these systems 
of 13 to 28 Mg ha-1yr-l) (Murphy and Lugo, 1986). Seasonally dry tropical forests and 
woodlands receive far less attention than rain forests, but they once covered approximately 
40% of the original forest area in the tropics. They are less productive systems (NPP 
ranging from 8 to 21 Mg ha-1yr-1 (Murphy and Lugo, 1986) than are the humid forests, but 
they have been much more intensively cleared and managed (Janzen, 1988). These 
different tropical forest types are defined by the amount of precipitation, evapo
transpiration, and the length of the dry season they experience. Within each climatic zone 
there are important variations in soil chemical and physical characteristics that lead to 
enormous differences in productivity and biogeochemical characteristics (Richter and 
Babbar, 1991; Vitousek and Sanford, 1986; Sanchez, 1981). Similarly, tropical wetlands 
and tropical savannas also differ in well-characterized ways as functions of climate and 
soils (Gore, 1983; Huntley and Walker, 1982). Such variations in climate and soil result in 
major variations in ecosystem biogeochemical cycling (Vitousek and Sanford, 1986). A 
growing number of studies suggest that these variations also affect the exchange of trace 
gases between terreslrial ecosystems and the atmosphere. Ecological variations have been 
used as the basis for regional and global extrapolations of trace gas fluxes (e.g., Matson and 
Vitousek, 1990; Sanhueza et al., 1990; Bartlett et al., 1988; Bartlett and Harriss, 1993). 

In addition to the naturally occurring components of variation, land use changes 
resulting from human activity have become an increasingly important force in the tropics. 
Large areas of the humid tropics are being converted from forest to pasture, agriculture, or 
other land uses. The FAO estimates that an average of 1.7 x lOS km2 of tropical closed and 
open forest were cleared annually from 1980 to 1990 (FAO, 1991). A greater proportion of 
the dry tropical forests has undergone conversion to human-dominated systems already 
(Janzen, 1988). Savanna ecosystems are widely managed for grazing (especially by regular 
burning) and are increasingly being converted to more intensive agricultural use. Given 
that the human population is likely to double by 2100 (with nearly all growth occurring in 
the developing world) and that a significant proportion of existing cropland is already 
subject to degradation due to erosion, salinization, and desertification in dryland areas 
(Crosson and Rosenberg, 1990), the demand for conversion of natural tropical systems to 
agricultural land will increase (Meyer and Turner, 1992). At the same time, intensification 
of tropical agriculture through the use of fertilizers, irrigation, herbicides, and other 
management practices is inevitable (Meyer and Turner, 1992; Naylor and Matson, 1993). 
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The effects of tropical land conversions on the biogeochemical cycling of carbon and 
in particular on carbon dioxide (C02) exchange between terrestrial ecosystems and the 
atmosphere have been the subject of intense analysis (e.g., Houghton et at., 1987, 1991; 
Detwiler and Hall, 1988; Crutzen and Andreae, 1990). The effects of these conversions on 
cycling and emissions of other gases have received much less attention (Keller et al., 1991). 
Likewise, the effects of tropical agricultural practices on trace gas fluxes have been largely 
unstudied (Vitousek and Matson, 1993), with the exception of rice agriculture, which has 
received considerable attention with respect to methane emissions (see Neue and Sass, this 
volume). 

Because of the increasing importance of tropical land use change, including both 
conversion of natural to managed lands and intensification of managed land use, IGAC's 
Biosphere-Atmosphere Trace Gas Exchange in the Tropics (BATGE) Activity focuses on 
the exchanges of gases and the physical and biological factors that control them both in 
undisturbed ecosystems and in those undergoing change. The goals of BATGE are to: 

• determine the fluxes of trace gases between tropical biomes and the atmosphere, 
• determine the factors that control these fluxes, 
• assess the effects of land use change on the exchange of trace gases, and 
• develop the ability to predict the impact of both climate and land use changes on 

these fluxes. 
The BATGE Activity excludes from its scope studies of wetland rice agriculture, 

carbon storage in tropical soils and vegetation and the direct effects of biomass burning. 
These problems are covered by the IGAC-RICE and BIBEX Activities and the IGBP
GCTE Core Project, but with appropriate communication with BATGE. In the following 
sections, we discuss the state of knowledge regarding tropical contributions to the budgets 
of the long-lived trace gases methane (CH4) and nitrous oxide (N 20) and the biological 
sources and sinks of short-lived trace gases such as nitric oxide (NO), ozone (03) and 
volatile organic carbon compounds (VOC). We present early data from several BATGE 
studies that address the importance of land use change in forested systems and describe a 
study illustrating the importance of 40 years of land use change in a tropical forest region. 

LONG LIVED GASES 

Methane 

Natural tropical wetlands are a globally significant source of methane. In a recent 
review of methane emissions from natural wetlands, Bartlett and Harriss (1993) estimated 
that tropical wetlands (200N to 300S) emit 66 Tg yr-1 versus total releases from natural 
wetlands of 109 Tg yr-1 or the total source of 400 to 500 Tg yr-1 (1 Tg = 1012 g) (Cicerone 
and Oremland, 1988; Vaghjiani and Ravishankara, 1991; Fung et aI., 1991). Natural 
tropical wetland area is relatively limited, accounting for about 1.9 x 1()6 km2 (Matthews 
and Fung, 1987). However, average methane fluxes from these areas are very high, 148 to 
233 mg CH4 m-2 d-1 (Bartlett and Harriss 1993). High fluxes of methane from sediments to 
the atmosphere are especially common in tropical areas. High temperatures and biological 
productivity promote the formation of methane bubbles in sediments. Bubbles may escape 
directly to the atmosphere bypassing oxidation at the sediment water interface (Keller and 
Stallard, 1993; Martens and Klump, 1980). Plants that inhabit permanently or seasonally 
inundated areas possess adaptations to bring oxygen to their roots. These structures and 
associated active and passive transport mechanisms also serve as efficient conduits for 
methane emissions to the atmosphere (Dacey, 1981; Chanton and Dacey, 1991). 
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Knowledge of methane emissions from tropical wetlands has been increasing rapidly 
through field studies in the basins of the worlds largest rivers, the Amazon and Congo (e.g., 
Bartlett et al., 1988; Tathy et al., 1992). Other important wetland habitats in the tropics 
have received little or no study. These include some of the world's most extensive 
wetlands such as the Pantanal of South America, the Okavango and Sudd of Africa and the 
peat-forming swamp-forests of Malaysia and Indonesia (Thompson and Hamilton, 1983; 
Breunig, 1990). The latter areas with an extent of 2 x lOS km2 are under considerable 
pressure for timber extraction. 

As with other tropical habitats, wetland areas are subject to pressure from 
development. Wetland areas are being created, destroyed and modified. In densely 
populated South Asia and South East Asia (mainly tropical) over 8 x lOS km2 are planted to 
wetland rice. While much of this area may result from conversion of natural wetland 
habitats, over 35% is irrigated (Neue, 1992). The methane source from rice is discussed in 
an accompanying paper in this volume (Neue and Sass). Drainage of wetlands for 
agriculture or flooding of large areas due to hydroelectric projects and other water 
management schemes may provoke considerable changes in wetland areas and hence 
methane emissions. The trend towards increased hydroelectric development appears to be 
accelerating. For example, Brazil's hydroelectric capacity increased by 57% from 1980 to 
1985 (Shea, 1988). In dams planned for areas of low relief such as the Amazori Basin, 
large areas may be flooded for small power returns. The Balbina dam alone floods over 
1,500 km2 even though it yields only 85 megawatts of power (Fearnside, 1989). Shallow 
waters of tropical reservoirs can emit large amounts of methane. In Gatun Lake, Panama, 
the reservoir that forms the Panama Canal, methane emissions from shallow waters «6 m) 
average 195 to 1302 mg CH4 m·2 d-l (Keller and Stallard, 1993). Average emissions from 
deeper waters are an order of magnitude lower. An estimate of the current and future 
methane sources from tropical reservoirs requires information regarding their hypsography. 

There is little information regarding the effects of human disturbance and water 
management from tropical wetlands. Some examples from the temperate and sub-tropical 
areas point to important considerations for future studies. Wetland methane emissions can 
correlate with primary productivity as demonstrated for South Florida marshlands by 
Whiting et al. (1991). The productivity effect on methane emissions may explain why 
methane emissions from flooded forests in the South East U.S. increase at sites receiving 
sewage effluents (Harriss and Sebacher, 1981). The effects of water management may be 
complex. Harriss et al. (1989) evaluated the effect of drainage and agricultural and urban 
development for the Everglades wetland area of South Florida. Surprisingly, they found 
that although large areas of the wetland were drained, overall annual methane emissions for 
the region increased. A major cause for this increase was the creation of high biological 
productivity water impoundments that remained flooded permanently. 

Well-drained soils typically consume methane. In most upland environments, methane 
consumption is limited by rates of diffusion of atmospheric methane into the soil. The best 
global estimate for soil methane consumption based on diffusivities for soils classified in a 
digitized global soil database is 29 Tg CH4 yr-l, about 7% of the current estimates of the 
annual methane source (Dorr et al., 1993). Methane uptake, about 1 mg CH4 m-2 dol, has 
been found in a range of tropical forest and savanna habitats (e.g., Seiler et al., 1984; Keller 
et al., 1986; Delmas et al., 1992). A number of measurements of dry soils from 
Venezuelan savanna sites have shown small methane emissions (Hao et al., 1988) The 
source of these emissions remains mysterious. 

The conversion of natural soils to agricultural use generally results in a diminished 
capacity of these soils to consume methane (Mosier et al., 1991). The conversion of 
tropical forest to pasture and agriculture in Panama resulted in a 3-fold decrease in soil 
methane consumption (Keller et al., 1990). In pastures, soil compaction impedes drainage. 
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Wetter soils have lower gas diffusivities and hence lower methane uptake. Unpublished 
studies in Costa Rica (Keller, private communication) show that conversion of forest to 
pasture may even reverse the direction of methane flux, i.e. a small sink becomes a small 
source. Fertilization also diminishes methane consumption in temperature environments 
(Steudler et al., 1989; Mosier et al., 1991). The mechanism for this inhibition has not been 
unambiguously identified for any site nor has this fertilization effect been observed at 
tropical field sites. 

Nitrous Oxide 

Early budgets for nitrous oxide (McElroy and Wofsy, 1986; Keller et al., 1986) 
concluded that tropical forest soils (as they were prior to human disturbance) are the single 
most important source of nitrous oxide to the atmosphere. Since then, many more flux 
measurements (e.g., Goreau and de Mello, 1988; Matson and Vitousek, 1987; Keller et al., 
1988; Matson et al., 1990) and alternative regional budgets (e.g., Matson and Vitousek, 
1990; Sanhueza et aI., 1990) have generally supported the early conclusions, although in 
later budgets the magnitude of the tropical forest source has been reduced. The importance 
of the undisturbed tropical forest source for nitrous oxide can be explained in the context of 
nitrogen biogeochemistry. In most lowland tropical forests, rates of nitrogen 
transformations in the soil and cycling through the vegetation are much greater than in most 
temperate or boreal forests (Vitousek and Sanford, 1986; Vitousek and Matson, 1988). 
Nitrogen functions as an excess nutrient, and losses via gas flux appear to be quantitatively 
and proportionally larger than in higher latitude forests. 

We have found that while tropical forests as a whole may be the most important source 
of nitrous oxide, fluxes vary significantly among tropical forest types. Matson and 
Vitousek (1987) and Matson et al. (1990) reported a strong positive relationship between 
soil nitrogen cycling rates and nitrous oxide fluxes across a range of tropical soil types; 
they used the areal extent and distribution of those soil types to develop a tropical budget 
for nitrous oxide (Matson and Vitousek, 1990). Seasonally dry tropical forests have 
significantly lower annual fluxes than humid forests (Garcia-Mendez et al., 1991; Matson 
and Vitousek, 1993), and exhibit variation within the climatic type as well (Vitousek et aI., 
1989). 

The early McElroy and Wofsy (1986) budget was essentially a balanced budget; in it, 
N20 from fossil fuel combustion accounted for the annual atmospheric increment of 
3.5 Tg. It is now clear that combustion accounts for less than 10% of the annual increase in 
tropospheric nitrous oxide (Watson et al., 1990). A number of other possible sources for 
the increase have been identified, including biomass burning, degassing of irrigation water, 
agricultural activity, emissions from natural systems receiving large inputs of 
anthropogenic nitrogen deposition, and specialized industrial processes (cf., Vitousek and 
Matson, 1993). Even assuming the upper limits on the ranges of each of these sources, it is 
difficult to account for the global sink and accumulation (Watson, 1990). There are a 
number of reasons why tropical land use change and intensification of tropical agriculture 
may be significant contributors to the missing source. 

While most soils lose carbon and nitrogen after conversion from natural vegetation to 
agriculture, loss rates in tropical soils are particularly rapid. Matson et al. (1987) estimated 
that 20 to 25 Tg of nitrogen are lost annually by tropical land-clearing, not including the 
amount lost in biomass burning. There are relatively few studies on the pathways by which 
this nitrogen is lost, but some have reported increased nitrous oxide emissions following 
disturbance (Keller et al., 1986; Matson et al., 1990). Luizao et al. (1989) reported 
elevated nitrous oxide fluxes from tropical pastures ranging in age from 3 to 10 years 
following forest clearance and estimated a 3-fold greater annual flux from pastures than 
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forests. Assuming that all tropical pastures of all ages had similar increases over forest 
fluxes, Matson and Vitousek (1990) estimated that tropical forest conversion could account 
for one-fourth to one-half of the annual global increase in N 20. 

In a more recent study of forest lands converted to pasture in Costa Rica, Keller et al. 
(1993) found that young pastures (under 10 years old) had significantly elevated fluxes 
over forests, but that fluxes in older pastures were lower than those in forests. Luizao et al. 
and Keller et al. 's studies were both done in humid tropical areas on relatively fertile soils. 
Garcia-Mendez et al. (1991) measured N20 fluxes in pastures converted from seasonally 
dry tropical forest, and found that upland pastures did not have elevated fluxes. More 
research spanning the range of climate and soils in the tropics will be necessary to 
accurately estimate the global importance of forest conversion to pasture. 

The effects of agricultural practices (especially nitrogen fertilization) on nitrous oxide 
emissions has received considerable attention, but only in the temperate zone (Eichner, 
1991). The concentration of studies in the temperate zone is not surprising, considering 
that less than 20 years ago nearly all fertilizer N was applied in temperate zone agriculture. 
Now, however, nearly half of the approximately 80 Tg N applied each year is used in the 
developing world, including most of the tropics. This trend of increasing use in the 
developing world and stable use in the developed world is projected to continue (FAO, 
1985; EPA, 1990). As Vitousek and Matson (1993) point out, even the current amount of 
fertilizer N nearly doubles the amount added to terrestrial ecosystems via natural processes. 
Such an alteration of the global budget of nitrogen is likely to affect all the fluxes of the 
nitrogen cycle, including fluxes out of terrestrial systems to the atmosphere. 

Current estimates based on temperate zone data suggest that direct losses of N20 
related to fertilization may account for 0.5 to 1.0 Tg N 20-N yr- l . If tropical agricultural 
systems function as tropical forests do, then a greater proportion of the total quantity of N 
cycled between soil and plants (and applied in fertilizer) is likely to be emitted as N20 in 
tropical systems than is measured in temperate systems (Vitousek and Matson, 1993). 
There have been very few studies of nitrogen gas flux from tropical agricultural systems. 
Garcia-Mendez et al. (1991) measured N20 fluxes from maize and sorghum and from a 
managed pasture; they found fluxes elevated over forest both in maize (in the first season 
after forest clearing) and in fertilized pastures, but lower fluxes in sorghum that had not 
received fertilizer or organic matter inputs for many years. Matson (private communi
cation) measured large pulses of nitrous oxide immediately after fertilization events in 
tropical sugar cane systems; the proportion of the fertilizer N lost as N20 was very small 
(<1 %) in fields using sub-surface irrigation/fertilization, but much higher in fields receiving 
broadcast applications of nitrogen. Keller (private communication) measured N 20 losses 
of as great as 20% of the applied N in palm plantations in Costa Rica where ammonium 
nitrate fertilizer was broadcast. However, N20 losses varied greatly among fields. It 
appears that management practices (and not just quantity or type of N applied) are critical 
to the control of nitrous oxide flux. Clearly, there is need for more research on trace gas 
fluxes in tropical agriculture before conclusions can be drawn concerning the importance of 
the tropical agricultural systems as sources of N 20. 

REACTIVE GASES 

Nitric oxide 

Nitric oxide (NO) is a short-lived, reactive gas; thus, its global budget is not well 
constrained by atmospheric measurements, in contrast to the budgets for nitrous oxide, 
methane or carbon dioxide. Moreover, estimates of NO flux at the soil-air interface do not 
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necessarily equate to inputs to the atmosphere because NO can react and be deposited in 
plant canopies. Internal deposition within the forest was the fate of about 80% of the soil 
NO emission observed in forests during the wet season in forest near Manaus, Brazil 
(Bakwin et al., 1990a, b). Despite the uncertainties in the global budget of NO, it does 
appear that undisturbed tropical forests and savannas are stronger sources than are 
temperate systems (Johansson et al., 1988; Johansson and Sanhueza, 1988; Kaplan et al., 
1988; Sanhueza et al., 1990; Williams et al., 1992; Muller, 1992). 

In temperate systems, NO flux is positively correlated with inorganic nitrogen 
concentrations in the soil (Williams and Fehsenfeld, 1991), and agricultural systems tend to 
have higher fluxes than do undisturbed ecosystems (Williams et al., 1992). Data on flux of 
NO from managed tropical soils, whether in pasture or agriculture, are extremely limited. 
Davidson et al. (1991) reported elevated NO fluxes from a fertilized pasture and maize 
field in Mexico where Garcia-Mendez et al. (1991) also found elevated N20 fluxes. 
Likewise, Matson (private communication) found concomitant increases in NO and N20 
after fertilization of sugar cane fields, although the proportional increase in NO was less 
than that of N 20. Because the plant canopy is at times absent or limited in agricultural 
systems, it is likely that a larger fraction of emitted NO reaches the atmosphere in 
agricultural systems than in forests. Thus, it is probable that the increase of nitrogen 
fertilization in the tropics will increase nitric oxide fluxes. Likewise, the biomass burning 
associated with tropical land clearing represents a very significant source of NO, and 
represents one of the important ways tropical land use change effects a whole range of 
reactive gases (Crutzen and Andreae, 1990; Lobert et al., 1990). 

Vegetation Emissions of Reactive Gases 

Terrestrial vegetation emits more volatile organic carbon compounds (VOC) to the 
atmosphere than industrial processes (Muller, 1992). These compounds are important to 
regulating atmospheric oxidants at global and regional levels, balancing the global carbon 
cycle, and producing organic acids that contribute to acidic deposition in remote areas 
(Fehsenfeld et aI., 1992). Isoprene and the monoterpene compounds have been 
investigated most extensively and a variety of emission algorithms have been developed to 
relate fluxes to environmental conditions, the most critical being light intensity and 
temperature (Guenther et al., 1991). Both temperature and light intensity are higher in the 
tropics versus the temperate and boreal zones. Accordingly, tropical emissions probably 
account for more than half of global emissions of isoprene (Rasmussen and Khalil, 1988). 
Oxygenated hydrocarbons are also found in abundance in rural air; their sources, which 
may be biogenic, are poorly understood (Fehsenfeld et aI., 1992). 

Investigation of the vegetation emissions of VOC to the atmosphere in the tropics is 
exceedingly limited. Data collected as part of the Brazilian-American Amazon Boundary 
Layer Expedition (ABLE-2A) in forest outside Manaus, Brazil may be the only 
measurements of VOC emissions that permit area flux estimation. Based on data collected 
at the ABLE experimental sites, isoprene emissions are estimated in the range of 25 to 
38 mg m -2 d-1 and monoterpenes at about 6 mg m-2 d-1 (Zimmerman et al., 1988; Jacob and 
Wofsy, 1988). We do not know of published estimates for vegetation VOC emissions from 
tropical dry forests or tropical savannas. 

We cannot estimate the effects of land use change in the tropics on vegetation 
emissions of VOC. Replacement of natural vegetation with pastures and crops certainly 
leads to lower leaf areas. Taken alone, the reduction of leaf area would lead to lower fluxes 
were VOC emissions independent of species. However, VOC emissions are highly species 
dependent and may vary within species depending upon growing conditions such as 
nutrient availability or herbivory by insects (Lerdau, 1991). 
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Vegetation also emits carbon monoxide through light dependent and light-independent 
pathways (Liittge and Fischer, 1980; Siegel and Siegel, 1987). The importance oi'this 
emission from tropical vegetation is unknown. Measurements of boundary layer CO 
concentrations in tropical forest as part of ABLE-2B indicate the presence of a strong 
source,4 x 1011 molecules cm-2 s-l, for this gas (Kirchhoff and Marinho, 1990). This CO 
source cannot be explained by hydrocarbon oxidation in the model of Jacob and Wofsy 
(1990). The effects of land use ·change on the vegetation source of CO is unknown. 

Deposition of Reactive Gases 

Although there are few measurements, it appears that tropical forests may be strong 
sinks for ozone. A summary of measurements of canopy-level ozone deposition for 
tropical forests is given in Table 1. The measured deposition velocities are at the high end 
of the range of deposition velocities measured for ~ over vegetation surfaces (Finlayson
Pitts and Pitts, 1986). Given the expression for deposition velocity recommended by 
Baldocchi et al. (1987), 

(1) 

we recognize three "resistances" to trace gas deposition: the aerodynamic resistance (ra), 
the boundary layer resistance (rb), and the net-canopy resistance (rc). Two of these terms, 
ra and rc, are likely to change both from day to night and from wet season to dry season. 
Fan et al. (1990) showed that changes in stomatal resistance (part of the term rd could 
explain the day to night differences in 03 deposition observed at the Ducke tower site 
outside of Manaus Brazil. In comparison to the wet season results, dry season nighttime 03 
deposition velocities measured at a nearby site by Kaplan et al. (1988) are quite large. 
Andreae et al. (1992) found a similar deposition velocity for nighttime measurements over 
forest in the Congo Basin. These results cannot be explained by changes in stomatal 
resistance; stomata close at night increasing stomatal resistance. Greater nighttime 
deposition velocities for 03 in the dry season probably results a from smaller aerodynamic 
resistance (ra), a function of wind speed, atmospheric stability, and surface roughness. 

Deforestation would change the resistance to 03 deposition through changes to r a and 
rc. Leaf area would decrease as a result of deforestation leading to a greater canopy 
resistance term. Using the boundary-layer model of Jacob and Wofsy (1990), Fan et al. 
(1990) calculated that halving the leaf area index leads to a 16% decrease in 03 flux to the 
canopy. Changes in aerodynamic resistance had a proportionally greater effect. Doubling 
ra resulted in a 30% decrease in 03 flux while halving ra caused a 40% increase in 03 flux. 
The effect of deforestation on r a is an open question. 

Table 1. A summary of mean values for canopy level ozone deposition velocities (V ()) and 
fluxes (F) at a given reference height (zr) at tropical forest sites. 

Location Time Season Vd 7r F Source 
(paylNight) (WetlDry) ems-l m molec. em-2 s- l 

Brazil Night Dry 1.8 6 5.6 x 1011 Kaplan et al. (1988) 
Brazil Day Wet 1.8 39 2.3 x 1011 Fan et al. (1990) 
Brazil Night Wet 0.3 39 22 x 1010 Fan et al. (1990) 
Congo Night Dry 1.2 n.s. 1.5 x 1011 Andreae et al. (1992) 

n.s. = Reference height is not specified. 
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One study indicates that tropical forests may also be a strong sink for reactive nitrogen 
compounds. Bakwin et al. (1990b) observed that the forest outside of Manaus, Brazil was 
a net sink for NOy (8 x 1()9 molecules cm-2 S-l). Deposition was greater during the daytime 
than at night. It is unclear whether stomatal or aerodynamic resistance has the greater 
effect on this diel pattern. 

TROPICAL LAND USE CHANGE AT A REGIONAL SCALE: A CASE STUDY 

For long-lived trace gases such as methane and nitrous oxide, soil-atmosphere fluxes 
are often not sufficiently large to cause measurable perturbations in local and regional 
atmospheric concentrations. Therefore it is difficult to make areal or regional estimates for 
fluxes of these gases without resorting to some extrapolation scheme (Stewart et al., 1989). 
Generally, small scale chamber measurements «1 m2) are used to quantify soil-atmosphere 
flux (Mosier, 1989). The simplest approach may be to sample an area randomly and to 
estimate the areal flux based upon the random sample. Because trace gas fluxes can be 
highly variable in space and time, a large numbers of samples may be required to achieve 
an estimate with an acceptable level of error (Folorunso and Rolston, 1984). A 
modification of this approach requires stratifying the study area according to parameters 
that control trace gas fluxes (Matson et aI., 1989). The resulting sub-units may then be 
sampled randomly and greatest effort may be placed in sub-units of greatest flux or greatest 
variability in order to reduce the absolute error of the areal flux estimate. Areal flux (F) is 
then estimated as 

F=LAjfj (2) 

where Ai represent the areas of sub-units and fi are the flux estimates for those areas. Land 
cover may be an appropriate criterion for choosing areal sub-units since controlling 
variables such as soil moisture or soil fertility will be associated with a land cover class. 
Remote sensing provides a technique for classifying land cover (Matson et al., 1990). 

We apply the approach described above to the Sarapiqui Canton of Costa Rica, a rain 
forest area subject to rapid development. We use data from the Costa Rican agricultural 
census (Censo Agropecuario, 1983) for classification of the Sarapiqui Canton according to 
land use. Available data span three decades, from 1963 through 1983. Sarapiqui was 
almost entirely forested prior to colonization in the 1950s (Hall, 1984). We have 
extrapolated land use trends to the present decade. The agricultural census divides land use 
according to three categories: forest, pasture, and crops. We sub-divided the pasture 
category into young and old pastures. Young pastures are those that have been converted 
from forest use less than 10 years prior to a given date. Old pastures were converted more 
than 10 years ago. To simplify our analysis further, we assume that the use of land passes 
from forest directly to pasture and that old pastures are converted to crop land (Figure 1). 
Except in limited cases such as the banana expansion of the 1960s (cf., Veldkamp et aI., 
1992), capital requirements limited the pace of agricultural development. In the Sarapiqui 
Canton, as in other parts of Latin America, cattle raising is a preferred economic activity as 
a result of a complex of factors including cultural heritage, government incentives, land 
tenure requirements, and low capital and labor requirements (Hecht, 1992). Land use 
distributions for five decades based upon census data and our assumptions are presented in 
Table 2. 

Fluxes for given land uses were determined using chamber techniques. For forest and 
pasture we conducted monthly surveys of flux over at least one year at four forest sites and 
10 pastures covering a range of ages from 2 to 35 years. All sites were on similar 
inceptisols, which cover most of the Sarapiqui Canton. Details of sampling and analysis 
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are described by Keller et al. (1993). We use unpublished data based on 8 crop sites 
(bananas, palms, manioc) on inceptisols and andisols to estimate flux from the crop 
category. These sites are heavily fertilized; these crops generally receive more than 
200 kg-N annually in the form of ammonium nitrate and urea. Farmers apply fertilizer 4 to 
6 times per year. Average annual fluxes for methane and nitrous oxide according to land 
use type are compiled in Table 3. 

Figure 2 presents the results of this flux x area extrapolation. In the first decade of 
colonization, nitrous oxide emissions for the Canton jump to 3 times forest levels. By 
1993, emissions of nitrous oxide are still double pre-development levels owing to the 
substantial areas of crops and a small area of new pastures. In the case of nitrous oxide, 
fluxes from young pastures dominate the balance. For methane, a weak soil sink is 
converted to a nearly negligible level as pasture areas become predominant 

Figure 1. The pattern of land use change observed in the Sarapiqui Canton of Costa Rica from 1953 to 1993. 

Table 2. Land use in Sarapiqui Canton of Costa Rica from 1953 to 1993. Percentage of 
area is shown for each land use category. 

Year Forest Young Pasture Old Pasture Crops 

1953 100 0 0 0 
1963 70 24 0 6 
1973 50 20 22 8 
1983 32 18 38 12 
1993 24 8 52 16 

Table 3. Estimates of methane and nitrous oxide fluxes from soil to the atmosphere from 
four land use categories in Sarapiqui Canton of Costa Rica. Positive fluxes indicate net 
transfer of a gas from the soil to the atmosphere (emission from soil). Negative fluxes 
indicate net transfer of a gas from the atmosphere to the soil (consumption by soil). 

Land use 

Forest 
Young Pasture 

OIdPasture 
Crops 

-1.22 
-+0.65 
-+0.65 
-1.22 

6.78 
48.95 

2.20 
29.00 
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This preliminary analysis of land use change is necessarily simplistic. A more 
comprehensive analysis would use process-based models to estimate fluxes from a database 
of soil and management characteristics. Soil-atmosphere exchange of methane and nitrous 
oxide also represents a simple case because these long-lived gases are not lost rapidly by 
atmospheric reaction or uptake on vegetation surfaces. However, even from this 
preliminary regional analysis we learn that we must take a dynamic view of the role of land 
use change in atmospheric processes. In the near-term, and even in the long-term, tropical 
land use change will contribute significantly to changing the composition of the 
atmosphere. 
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Figure 2. Auxesof(a, upper panel) N20(ng-N cm-2 h-l ) and (b, lower panel) CH4 (mgm-2 d-l ) for the 
Sarapiqui Canton of Costa Rica from 1953 through 1993. Net transfers of a gas from soil to the atmosphere 
are indicated as positive fluxes. Net transfers of a gas from the atmosphere to the soil are indicated as 
negative fluxes_ . 
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Wetland rice cultivation is considered to be one of the larger sources of atmospheric 
methane, a gas which is an important potential driver of global warming. The atmospheric 
methane concentration is increasing at about 1 % per year and it is an unanswered question 
as to how much of this increase is due to increased emissions from wetland ricefields. 
Objectives in current research are to reduce uncertainties concerning how much methane 
and other climatically active trace gases are annually emitted from irrigated, rainfed, and 
flood prone rice ecosystems at present, to predict future emissions for given management 
scenarios, and to develop feasible rice technologies that will reduce emissions and yet will 
meet the required increase in rice production. 

Recent global estimates of methane emission from ricefields range from 20 to 
100 Tglyr corresponding to 6 to 30% of total anthropogenic methane emission. A part of 
the methane emitted from naturally flooded ricefields may not be considered 
anthropogenic. Because of the limited number and locations of comprehensive seasonal 
flux measurements, global extrapolations of emission rates from ricefields are still highly 
uncertain and tentative. They do not account for varying floodwater regimes, soil 
properties, organic amendments, cultural practices, and rice cultivars. Irrigated ricefields 
seem to be the major potential source for increased methane emission. Methane emissions 
are lower and highly variable in rainfed rice because of periodic droughts during the 
growing season. Flood prone rice may also emit less methane because of deep flooding or 
tidal influence. Upland rice is not a source of methane because it is grown like wheat on 
aerobic soils. 

Flooding a ricefield cuts off the oxygen supply from the atmosphere causing an 
anaerobic fermentation of organic matter in the soil. Methane is a major end product of this 
process. Zero to over 90% of the methane produced may be oxidized in the soil depending 
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on flood condition and time of growing season. Methane is released to the atmosphere by 
diffusion, ebullition, and through rice plants. A well developed vascular system, common 
to wetland plants, provides an effective vent to supply atmospheric oxygen to the rice roots 
for respiration and to release methane from the soil. Methane fluxes are influenced by: 
temperature; water regime; low molecular carbon supply from decomposing soil organic 
residues and root exudates; soil physical, chemical and biological properties; plant 
physiology; rice cultivars; and cultural practices. Methane emissions from ricefields show 
distinct diurnal and seasonal variations. Diurnal variation strongly correlates with soil 
temperature while seasonal variation seems to be more influenced by plant development. 

The world's annual rice production must increase by 65% in the next 30 years to feed 
the expected population. With present agronomic practices, such increased production will 
lead to further increases in methane emission. Promising mitigation candidates that are in 
accord with increased production are: shortening of flooding periods through direct 
seeding and multiple-drainage aeration, minimizing application of easily decomposable 
organic matter, use of sulfate-containing fertilizer, application of chemicals that inhibit 
nitrification and methane formation at the same time, breeding of rice cultivars with a lower 
methane emission potential, and cultural practices that cause less soil disturbance. 

INTRODUCTION 

Recent atmospheric measurements indicate that concentrations of greenhouse gases are 
increasing. The present atmospheric methane (CH4) concentration of 1.72 ppmv is more 
than double its pre-industrial value of about 0.8 ppmv (Khalil and Rasmussen, 1987). Data 
from polar ice cores indicate an approximately exponential increase in tropospheric 
methane concentrations over the past 300 years (Khalil and Rasmussen, 1989). The 
resulting effect on global temperature is highly significant because the warming efficiency 
of methane is up to 30 times that of carbon dioxide (Dickinson and Cicerone, 1986). 
Carbon dioxide contributes currently about 50% and methane 20% to increased radiative 
forcing of global warming (US-EPA, 1990). The total annual global emission of methane 
is estimated to be 420 to 620 Tglyr (Khalil and Rasmussen, 1990). Isotope measurements 
of atmospheric methane show that 70 to 80% is of biogenic origin (Wahlen et aI., 1989; 
Manning et al., 1990; Quay et aI., 1991). Flooding a soil causes anaerobic decomposition 
of organic matter that leads to the formation and emission of various trace gases not found 
in well aerated upland soils. These gases include methane, ammonia, hydrogen sulfide, 
mercaptans, and dimethyl sulfide (Neue and Scharpenseel, 1984; Kanda et aI., 1992). 
Wetland rice soils that are alternately flooded and drained emit significant amounts of N20 
(Reddy and Patrick, 1986). With CH4 emissions up to 100 Tglyr flooded rice fields are 
probably one of the largest agricultural sources of atmospheric methane, aside from 
ruminant enteric digestion (up to 100 Tglyr), biomass burning (up to 80 Tglyr), and animal 
wastes (up to 30 Tglyr) (Bouwman, 1990; IPCC, 1992). Projected global population levels 
indicate that the demand for rice will increase by 65% over the next 30 years, from 
460 Tg/yr today to 760 Tg/yr in the year 2020 (IRRI, 1989). The growing demand has 
most likely to be met through intensifying rice production on the existing 144 million ha of 
harvested riceland, especially in irrigated and rainfed rice ecologies of Asia. This will 
likely increase methane fluxes to the atmosphere from wetland rice agriculture if current 
technologies are continued. 

Recent estimates provide a fairly good overall balance between sources, sinks and 
atmospheric accumulation of methane. But global emission rates from many individual 
sources, including rice fields, are still quite uncertain. The rate of growth of the 
atmospheric concentration of methane has slowed during recent years from 20 ppbv per 
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year (about 1.3% per year) in the late 1970s to a rate of about 13 ppbv (about 0.75% per 
year) in 1989 (IPCC, 1992). Whether the declining growth rate is due to decreasing 
emissions or to increasing atmospheric oxidation of methane is not known. More 
information and mechanistic understanding of fluxes of methane from individual sources, 
and of its fate in the atmosphere are needed to reduce uncertainties of current and future 
emissions and to provide a reliable basis for mitigation. This paper discusses trace gas 
emissions from rice fields with special emphasis on methane. International research in this 
area is coordinated by the IGAC Rice Cultivation and Trace Gas Exchange (RICE) 
Activity. 

RICE ENVIRONMENTS 

Rice is cultivated under a wider variety of climatic, soil, and hydrological conditions 
than any other crop. Rice is grown from the equator to as far as SOON and 40o S, and from 
sea level to altitudes of more than 2500 m. The temperature may be as low as 4°C during 
the seedling stage and as high as 40"C at flowering. Rice is irrigated in arid areas and is 
grown in rainfed areas with only 500 mm rain/yr. Rice is cultivated like wheat on upland 
soils and in soils that are submerged more than 1 m. Rice is the major crop grown on 
wetland soils. 

Neue (1989) subdivided ricelands into wetlands and uplands. Applying floodwater 
source hierarchically and floodwater depth as diagnostic criteria he discriminated three 
major rice ecologies (irrigated rice, rainfed rice and upland rice) with a total of seven 
subecologies (Table 1) .. Further differentiation was done by modifiers related to climate, 
landform, floodwater regime, soil, and cropping system. Wetland rice soils are submerged 
for at least the major part of one rice growing season. Free water may occur naturally or 
may be retained by field bunds, puddled plow layers, or traffic pans from rainfall, run-off, 
or irrigation sources. Wetland rice fields may be without surface water, moist, or dry in 
other seasons and may therefore alternately support wetland rice and upland crops. The 
boundary between wetland and upland is often gradual and may fluctuate from year to year 
depending on variations in precipitation. If water (drainage and irrigation) can be fully 
controlled it is within farmers' discretion to establish wetlands or uplands. But in most 
cultivated wetlands of the tropics drainage capacities are insufficient to prevent prolonged 
soil submergence during rainy seasons. 

Table 1. Classification of rice ecologies. 

floodwater source Irrilmtion Pluvial, phreatic, surface flow or tidal 

floodwater depth (em) 1-5 5-25 0-25 25-50 50-100 >100 <0 
Rice ecologies Irrigated rice Rainfed rice Upland rice 
Subecologies Shallow Medimn Shallow Medimn Deep YeryDeep Upland rice 
Land ecosystem Wetland Wetland Upland 

The development of high-yielding rice cultivars, large investments in irrigation 
schemes, and improved soil, water, and crop management dramatically increased rice 
production since the 1960s. Access to irrigation water and shorter growth duration of 
modem cultivars enabled the growth of 2 to 3 rice crops per year. But expansion of 
residential and industrial areas as well as diversification of rice cropping systems resulted 
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only in a slight increase of the harvested rice area (Neue and Roger, 1993). Though many 
factors will determine the relative contribution of each rice ecology to rice supplies in the 
future, irrigated areas will continue to dominate rice production. At present, about 50% of 
the harvested area is devoted to irrigated rice but it contributes about 70% to total 
production. The distribution of harvested ricelands by rice ecologies is given in Table 2. 

Table 2. Distribution of harvested ricelands (million ha) by rice ecologies (FAO, 1988). 

Region Irrigated Rainfed Deep-water Upland Total area Yield Rough rice 
{tIha} DCOduction ITt!} 

EastAsiaa 34.0 2.8 36.8 5.4 200.0 
Southeast Asia b 13.9 13.7 3.75 4.65 36.0 2.9 102.5 
SouthAsiac 19.4 20.0 73 6.7 53.4 2.0 105.5 
NearEastd 1.25 1.25 33 4.1 
South/Central American 2.5 0.5 0.4 5.65 9.05 2.9 26.5 

Canibean and U.S. 
Africa 0.9 1.95 2.70 5.5 1.8 9.9 
USSR 0.66 0.66 4.1 2.7 
Europe 0.42 0.42 5.4 2.3 
Oceania 0.12 0.12 6.6 0.79 
Australia 0.11 0.11 7.1 0.76 

World Total 73.26 38.95 11.45 19.70 143.36 3.2 455.05 

achina, Taiwan, Korea, DPR, Korea, RP, Japan 
bBurma, Cambodia, Indonesia, Laos, MalaYSia, Philippines, Thailand, Vietnam 
CBangladesh, Bhutan, India, Nepal, Pakistan, Sri Lanka 
d Afghanistan, Iran, Iraq 

Irrigated rice has the highest potential to produce CH4 because flooding and, 
consequently, anoxic conditions are assured and controlled. The potential for CH4 
production in rainfed rice should widely vary in time and space since floodwater regimes 
are primarily controlled by rainfall within the watershed. Periods of severe droughts and/or 
floods during the growing season are characteristic for rainfed rice. The potential of upland 
rice for methane production is not significant since upland rice is never flooded for a 
significant period of time. Emission rates and harvested area of each rice ecology 
determine the global methane emission. 

WETLAND RICE SOILS 

Flooding an air-dried cultivated soil drastically changes the hydrosphere, atmosphere, 
and biosphere of that soil. Flooding highly limits diffusion of air into the soil. The 02 
supply cannot meet the demand of aerobic organisms and facultative and anaerobic 
organisms proliferate using oxidized soil substrates as electron acceptors in their 
respiration. Consequently, the redox potential falls sharply according to a sequence 
predicted by thermodynamics, and C02 and HC03- concentrations increase to very high 
levels. As a result, the soil pH of acid soils increases while that of sodic and calcareous 
soils decreases, stabilizing between 6.5 and 7.2. Flooding and puddling render most soils 
an ideal growth medium for rice by supplying abundant water, buffering soil pH near 
neutral, enhancing N2 fixation, and increasing diffusion rates, mass flow, and availability of 
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most nutrients. In less favorable soils, flooding may result in toxicities of Fe, H2S, or 
organic acids, or deficiencies of Zn or S. The chemistry and biology of wetland rice soils 
have been reviewed frequently (Ponnamperuma, 1972, 1981, 1984a, 1985; Patrick and 
Reddy, 1978; De Datta, 1981; Patrick et al., 1985; Watanabe and Roger, 1985; Yu, 1985; 
Roger et al., 1987; Neue, 1991). 

The major gaseous end products of anaerobic fermentation in submerged soils 
produces an array of organic substances, many of them transitory and not found in aerobic 
soils. The major gaseous end products are C02, H2S, and CH4. Methane formation mainly 
takes place in the reduced topsoil where easily degradable organic substrates are enriched. 
If the subsoil is saturated with water (aquic moisture regime) the B horizon may also 
become a source of methane. But in general, carbon contents of B horizons are low and 
their organic matter is less degradable. If only the topsoil is saturated with water (epiaquic 
moisture regime) methane oxidation may predominate in the B horizon. Methane oxidation 
also takes place in the floodwater-soil interface (Bont et al., 1978) and in the rice 
rhizosphere (Sass et al., 1991a). Methane may also be oxidized in shallow floodwater since 
it is often oversaturated with 02 due to assimilation of the aquatic flora. In deepwater rice 
fields, the deeper layers of the floodwater may also become anoxic during the crop cycle 
(Whitton and Rother, 1988). Methanogenic bacteria are strict anaerobes and intolerant of 
02 exposure for growth, although they may not be killed by some exposure (Knowles, 
1993). Twenty genera of methane-producing bacteria have been described but only a few, 
including Methanobacterium and Methanosarcina have been isolated from rice soils 
(Rajagopal et al., 1988). Methanospirillum, and Methanocorpusculum, which were 
isolated from freshwater sediments, as well as methanogens found as endosymbionts in 
sapropelic amoebae should also be present in wetland rice fields (Neue and Roger, 1993). 
Most described species are hydrogenotrophs and use formate or acetate while 
methy10trophs use l--C compounds such as methanol or methylated amines (Garcia, 1990). 
Most can fix CO2 and need H2 as their electron donor (energy source) even if they use 
acetate as a C source (Knowles, 1993). In wetland rice soils, the major substrates for CH4 
production are acetate and H2--C02. The microbiology, biochemistry, taxonomy, and 
ecology of methanogens have been reviewed frequently (Zeikus, 1977; Daniels et al., 1984; 
Winfrey, 1984; Oremland, 1988; Conrad, 1989; Garcia, 1990; Boone, 1993; Neue and 
Roger, 1993). 

Aerobic methanotrophs oxidize CH4 in wetland rice soils at the interface of aerobic 
and anaerobic environments (floodwater-soil interface and rice rhizosphere) where both of 
the required methane and oxygen are abundant. Several reviews have been published on 
methane-oxidizing bacteria and aerobic methane oxidation (Whittenbury et aI., 1970a, b; 
Anthony, 1982; Higgins et al., 1981; Crawford and Hanson, 1984). All aerobic 
methanotrophs sequentially oxidize CH4 to C02 via methanol, formaldehyde, and formate. 
Oxygen is essential for the growth of methane-oxidizing bacteria but the required partial 
pressure may be low (Cicerone and Orem1and, 1988). There is evidence that certain, 
mostly sulfate-containing habitats exist in which anaerobic oxidation of methane occurs 
(Hanson, 1980; Alperin and Reeburgh, 1984; Iversen et al., 1987). The process has also 
been reported to occur in freshwater systems (Panganiban et al., 1979), but the organisms 
responsible have not been isolated yet. 

Soils can be classified into four groups according to methane produced during 
anaerobic incubation for some weeks (Neue et at., 1993; Wang et at., 1993b). Each group 
has a distinct pattern of methane formation and differs significantly in the total amount of 
CH4 produced (Figure 1). Differences are probably more related to substrate (hydrogen, 
acetate) limitation rather than to soil conditions. No general simple correlation between 
any property, except electrical conductivity (EC), of air-dried soils and methane production 
was found. The rate of reduction and the Eh and pH of reduced soils are significantly 
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Figure 1. Effect of soil properties, Eh and pH on methane production (IRRI, 1992). 

correlated to methane production (Neue and Roger 1993, Neue et al., 1993; Wang et aI., 
1993b). Total organic carbon and, especially, water soluble carbon are correlated with 
methane production if other limiting factors are mitigated (Wang et al., 1993b). Since 
methane formation requires a redox potential lower than -150 mY, N03-, Mn4+, Fe3+ and 
S042- in the soil must be reduced (Patrick and Reddy, 1978). As long as a soil contains 
significant amounts of active oxidants methane formation is restricted and more 
decomposable carbon may be mineralized to C02. Methane production is limited in sandy 
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soils if water percolation and the resultant redox potential are high. Reduced sandy soils 
high in organic carbon produce more methane than clay soils with similar carbon contents 
(Neue and Roger, 1993; Neue et al., 1993). The negative impact of clay-like texture on 
methane production may be due to formation of organo-mineral complexes. Sandy soils 
show lower entrapped methane (Wang et al., 1993b) because their pore size distribution 
enhances ebullition and diffusion (Neue et al., 1993). Methane fluxes in clay-like soils 
may also be reduced because entrapped methane may be oxidized before it can escape to 
the atmosphere. Increasing the soil bulk density of flooded soils retards organic matter 
decomposition, increases the concentration and residence time of organic acids, and 
reduces the speed of Eh and pH changes as well as methane formation. Neue et al. (1990) 
amalgamated conditions for high methane production in wetland rice soils into six crucial 
parameters: water regime, Eh/pH buffer, carbon supply, temperature, texture and 
mineralogy, and salinity. They suggested that Oxisols, most of the Ultisols, and some of 
the Aridisols, Entisols, and Inceptisols are less favorable to methane production when 
flooded. Rice soils that are prone to methane production mainly belong to the orders of 
Entisols, Inceptisols, Alfisols, Vertisols, and Moillsois. 

TEMPERATURE 

Rice is grown under widely differing tempeJ;ature regimes. The temperature of flooded 
rice soils at planting may range from 15°C in" northern latitudes to 40°C in equatorial 
wetlands. The soil temperature of flooded soils varies in response to the meteorological 
regime acting upon the atmosphere-floodwater and floodwater-soil interfaces. Changing 
properties of soil and floodwater (i.e. temporal changes in reflectivity, heat capacity, 
thermal conductivity, temperature of rain and irrigation water, and water flow) as well as 
vegetation, interact with these external influences. Hackman (1979) reported that 
floodwater temperatures are above the minimum air temperature but below the maximum 
air temperature if diurnal amplitudes of air temperature are high, like in subtropical regions 
or at high altitudes in the tropics. Floodwater temperatures are above maximum air 
temperatures if diurnal fluctuations are low as in tropical lowlands. The temperature of the 
puddled topsoil layer (0 to 15 cm) closely follows the temperature of the floodwater and 
decreases with depth. The high thermal conductivity of flooded and puddled topsoils, in 
which the soil bulk density may be reduced to only 0.2 to 0.5 g cm-3, enhances the 
downward conduction. Diurnal amplitudes reached up to 8°C and decreased to less than 
1°C in and below the dense plow pan (Neue, 1991). In tropical rice soils maximum soil 
temperatures occur mostly early in the afternoon and minimum soil temperatures are found 
early in th~ morning. Schntz et al. (1990) found that the diurnal soil temperature pattern of 
flooded soils in Italy changed with depth and maximum temperatures showed an increasing 
phase shift to later daytime probably because of time-dependent heat transport. Rice soils 
in the U.S. also reveal maximum temperatures in the later afternoon Sass et al. (1991a). 

Variations in CH4 production and emission from natural and agricultural wetlands 
have been correlated to soil temperature by a number of researchers (Crill et al., 1988; 
Conrad, 1989; Bouwman, 1990; Schntz et al., 1990; Sass et al., 1991a). At soil 
temperatures found in flooded tropical soils, C02 and CH4 formation occur sooner and in 
larger amounts than in cooler climates (Tsutsuki and Ponnamperuma, 1987). Holzapfel
Pschorn and Seiler (1986) reported a marked influence of soil temperature on the CH4 flux 
with doubling of emission rates when temperature increased from 20 to 25°C. Sass et al. 
(1991a) observed maximum CH4 production in rice soils at about 37°C irrespective of 
differences in CH4 production potentials (Figure 2). Most isolates of methanogenic 
bacteria are mesophilic with temperature optima of 30 to 40°C (Vogels et al., 1988). 
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Figure 2. Effect of temperature on methane production (Sass et aI., 1991). 

Psychrophilic acetate-utilizing methanogens with a temperature optimum below 20°C seem 
to occur in acidic peat (Svensson, 1984). 

Diurnal variation of CH4 fluxes (Figure 3) is highly correlated with temperature 
fluctuation. Temperature affects the solubility of methane in the soil solution and 
floodwater (Figure 4). Less CH4 is solubilized with rising temperature during daytime. 
Additional factors like oxygen and substrate supply modify the relationship, especially at 
later growth stages of the rice crop (Schotz et al., 1989). Thus a simple comparison of field 
measurements over a whole season may not show a clear temperature correlation. 
Apparent activation energy values for CH4 production obtained from incubations of rice 
soils and diurnal CH4 emissions in field experiments are in the range of 60 to 130 kJ moP. 
Koyama (1963) found 90 kJ mol- 1 in Japanese rice soils, Conrad et al. (1989) 68 to 
90 kJ mol-1 in Italian rice soils, Schntz et al. (1990) 50 to 130 kJ mol-1 in Italian rice soils, 
and Sass et al. (1991a) 90 to 100 kJ mol-1 in rice soils of the U.S. Activation energies 
increased with soil depth (Schntz et aI., 1990), possibly indicating differences in the 
substrate decay process. The same may be assumed for the higher values that have been 
reported for natural wetlands in temperate zones (Crill et aI., 1988) and for upland soils 
(Sextone and Mains, 1990). Since up to 90% of the produced CH4 may be oxidized within 
the soil-floodwater system (Holzapfel-Pschorn et aI., 1986, Schntz et al. , 1989; Sass et aI., 
1991a) temperature effects on methanotrophs may have substantial impacts on the 
activation energy of CH4 emission as the net flux. Similar activation energies for CH4 
production and emission suggest that both processes may be limited by the same 
production step. This would suggest that emission is a faster process than production, and 
a large buildup of CH4 in a flooded soil grown to rice should not be expected (Sass et al. , 
1991a). 
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Figure 4. Effect of temperature on solubility of methane in water at 1 atm partial pressure (Butterbach-Bahl, 
1993). 

The temperature optimum of the production of methanogenic substrates by fermenting 
bacteria may not concur with the response methanogenesis. In subtropical regions or at 
high altitudes, the accumulation of intermediate metabolites may reach toxic levels, 
especially early in the rice-growing season, because of low temperatures. Specific drainage 
techniques with increased percolation rates and/or intermittent aeration periods are 
practiced to remedy such accumulations. In tropical lowlands, high temperature throughout 
the growing seasons stimulates organic matter degradation which favors CH4 production 
and limits accumulation of intermediate metabolites. 

REDOX POTENTIAL 

The supply of biodegradable carbon and the activity of the edaphon are the key to most 
of the characteristic biochemical and chemical processes in flooded soils (Neue, 1991). 
These processes include soil reduction and associated electrochemical changes; N 
immobilization and fixation; production of an array of organic compounds, especially 
organic acids; and release of NH4+, C02, H2S, and CH4. Since CH4 is only produced by 
strictly anaerobic bacteria (methanogens), a sufficiently low redox potential (Eh) is 
required. Wang et al. (1993a) showed that the critical soil Eh for initiation of CH4 
production is approximately -150 to -160 mV (Figure 5). Between -150 mV and 
-230 m V the relationship of CH4 production and soil Eh becomes negatively exponential. 

The magnitude of soil reduction is determined by the amount of easily degradable 
organic substrates, their rate of decomposition, and the amounts and kinds of reducible 
nitrates, iron and manganese oxides, sulfates, and organic compounds. A rapid initial 
decrease of Eh after flooding in most soils is caused by high decomposition rates of organic 
substrates and a low buffer of nitrates and Mn oxides. The most important redox buffer 
systems in rice soils are Fe(ID) oxyhydroxidesJFe(II) and organic compounds. Soils low in 
active iron with high organic matter may attain Eh values of -200 to -300 mV within two 
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weeks after submergence (Ponnamperuma, 1972). In soils high both in iron and organic 
matter, the Eh may rapidly fall to -50 mV and then decline slowly over weeks and level 
off. Soils where the redox potential is controlled by a ferritic, ferruginous, or oxidic 
mineralogy and/or the soil reaction is strong acidic or allic are less prone to CH4 formation 
(Neue et al., 1990). 
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Figure S. Relationship between soil redox potential and methane production (Wang et aI., 1993a). 

PARTIAL PRESSURE OF COl AND pH 

Soil reduction and accumulation of C02 coupled with the formation of HC03- buffers 
the pH near neutral in flooded soils_ The pH increase of acid soils is initially brought about 
by soil reduction of Fe-oxyhydroxides. The pH decrease of sodic and calcareous soil and 
the final regulation of the pH rise in acid soils are the result of C02 accumulation. 
Accordingly, the pH values of all flooded soils are highly sensitive to the partial pressure of 
CO2 at steady state. Up to 2.6 t C02/ha is produced in the puddled layer during the first 
few weeks of flooding (IRRI, 1964). After addition of organic substrates, the partial 
pressure of C02 in a flooded soil may reach almost 100 kPa (Neue and Bloom, 1989; 
Ponnamperuma, 1985). Typical values in flooded soils range from 5 to 20 kPa (Kundu, 
1987; Patra, 1987). Carbon dioxide concentrations greater than 15 kPa retard root 
development and reduce nutrient uptake leading to wilting (Dent, 1986). Carbon dioxide 
profoundly influences the chemical equilibria of almost all divalent cations (Ca2+, Mg2+ , 
&2+ , Mn 2+ , Zn2+) in flooded soils as well as C~ formation_ 

The formation of CH4 after soil submergence is preceded by the production of volatile 
acids. Short-term H2 evolution immediately follows the disappearance of O2. Thereafter, 
CO2 production increases, and finally, with decreasing C02, CH4 formation increases 
(Takai et aI., 1956; Neue and Scharpenseel, 1984). The amount of CH4 found in the soil 
solution and in gas bubbles of flooded soils may be up to three times higher that of C02 
after the initial stage of flooding (Martin et ai., 1983). The change in favor of CH4 is 
mainly caused by assimilation of C02 and precipitation of carbonates rather than reduction 
of C02 to CH4. According to Takai (1970), the bulk of CH4 in rice fields is formed 
through decarboxylation of acetic acid, which would result in a 1: 1 ratio of C02 and CH4 
formation. 
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Most methanogens are neutrophilic with a relatively narrow pH range of 6 to 8. A few 
alkaliphilic isolates with optimum growth at pH 8 to 9 have been reported in the genera 
Methanosarcina, Methanobacterium, (Blotevogel et al., 1985; Worakit et al., 1986) and 
Methanohalophilus (Mathrani et al., 1988). No acidophilic strains have been reported. 
Wang et aI. (1993a) found highest CH4 production rates at a pH of 6.9 to 7.1 in an acid rice 
soil (Figure 6). Small changes in pH sharply lowered C~ production. Below pH 5.75 and 
above 8.75 CH4 production was inhibited completely. Acharya (1935) reported that during 
decomposition of organic substrates the preliminary stage of acid formation is more 
tolerant to pH reactions, but C~ formation is greatly impeded outside the range of pH 7.5 
to 8.0. Parashar et aL (1990) found highest CH4 emission rates at a pH of 8.2 in some 
Indian rice soils. The actual optimum pH for CH4 production may slightly differ between 
soils because of differences in substrate supply and the intimate linkage between pH and 
Eh. In calcareous and alkaline soils, C~ production may occur within hours after flooding 
an air-dried soil while in acid soils it may take weeks before CH4 is formed. In very acid 
soils, CH4 may not be formed at any time (Neue and Roger, 1993). 
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Figure 6. Relationship between soil pH and methane production (Wang et aI .• 1993a). 

ORGANIC MA'ITER 

Submergence is often equated with retarded decomposition and accumulation of 
organic matter. But wetland rice soils in the tropics fall into the category of wet soils with 
high temperature in all seasons that show rapid mineralization and weak humification 
(Bonneau, 1982; Neue and Scharpenseel, 1987; Neue, 1991), both of which favor CH4 
formation. Submergence of soils retards initial decomposition of rice straw in the field 
only slightly compared with upland soils (Neue and Scharpenseel, 1987; Neue, 1991). The 
rate of decomposition decreases with soil depth (Neue, 1985). Decomposition of the 
remaining, more resistant metabolites and residues is also very rapid in all but very acid 
tropical soils irrespective of water regimes. Half-lives of about two years indicate that total 
fermentation in a cultivated rice soil, even when continuously flooded, is by no means 
exclusively anoxic. If the biological activity in flooded rice soils is restricted to bacteria, as 
in laboratory experiments, the decomposition of rice straw in flooded soils is highly 
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retarded (Capistrano, 1988). Anaerobic fermentation produces an array of organic 
substances, many of them transitory and not found in well aerated soils. Ponnamperuma 
(1984a) listed various gases, hydrocarbons, alcohols, carbonyls, volatile fatty acids, 
nonvolatile fatty acids, phenolic acids, and volatile S compounds. Methanogens constitute 
the last step in the electron transfer chain generated by the anaerobic degradation of organic 
matter. Readily mineralizable soil organic matter is the main source for the fermentation 
products that fmally drive the CH4 formation in wetland rice soils. Generally, there is a 

. strong correlation between water soluble carbon and CH4 production (Vermoesen et al., 
1991). 

Organic amendments of flooded soils increase CH4 production and emission (Schntz et 
al., 1989; Yagi and Minami, 1990; Sass et al., 1991b; Cicerone et al., 1992; Neue et al., 
1993) by enhancing the reduction of soils and providing carbon sources. Changes are more 
pronounced when organic substrates are added to soils low in organic matter. Based on the 
content of readily mineralizable carbon, rice straw or green manures produce more CH4 per 
unit carbon and humified substrates like compost produce less. Wang et al. (1992) showed 
that CH4 production increased in proportion to the application rate of rice straw (Figure 7) 
indicating that CH4 production was carbon limited in that soil. Application of rice straw 
remarkably increased CH4 emission irrespective of soil type while addition of compost 
enhanced CH4 emission only slightly (Yagi and Minami, 1990; Minami and Neue, 1993). 
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Figure 7. Effect of straw addition on methane production. 

RICE CULTIV ARS 

Rice plants play an important role in the flux of CH4. Up to 90% of the C~ released 
from rice fields to the atmosphere is emitted through the rice plant (Seiler, 1984; 
Holzapfel-Pschom et al., 1986). Well-developed intracellular air spaces (aerenchyma) in 
leaf blades, leaf sheath, culm and roots provide an efficient gas exchange between the 
atmosphere and the anaerobic soil. Atmospheric 02 is supplied via the aerenchyma to the 
roots for respiration and gases enriched in the soil, like CH4, diffuse from the reduced soil 
through the aerenchyma to the atmosphere (Raimbault et al., 1977; Wagatsuma et al., 
1990). The root aerenchyma develops as lysogenous intercellular space in the cortex. In 
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older roots the aerenchyma comprises about 50% of its cross-section. The thickness of the 
surrounding exodermis is about 20 to 30 JUD, and the aerenchyma channels are subdivided 
into separate chambers by porous (2 to IS JUD pore diameter) star-parenchyma (Butterbach
Bahl,I992). The main gas exchange between root aerenchyma and soil seems to occur via 
fissures in the exodermis caused by outgrowing side roots. The aerenchyma of roots is not 
directly connected with the aerenchyma of the shoot. The aerenchyma volume is reduced 
in the transition, and cell layers of 40 to 50 JUD separate root from shoot aerenchyma 
(Butterbach-Bahl, 1992). The diffusion coefficient of the transition between root and shoot 
aerenchyma seems to control the gas transport through the rice plant Cutting shoots above 
the floodwater or roots does not significantly affect CF4 diffusion through rice plants 
within one or two days. Short term variations in humidity, light intensity, and C02 supply 
to the shoot do not change CH4 emissions. Mariko et al. (1991) showed that the CH4 
concentration in the growth medium and the number of tillers per plant is positively 
correlated with the CH4 emission rate (Figure 8). Older tillers within a single plant hill 
show higher CH4 fluxes (Kimura, 1992). Sass et al. (1990) found significant positive 
correlations between above ground biomass and CH4 emission and between root biomass 
and CH4 production (Figures 9 and 10). Temporal and spatial variability of CH4 
production over the season coincided with distribution of roots. Root exudates and 
decaying roots seem to become an important carbon source for CH4 production with 
progressing plant development. Neue and Roger (1993) found a positive correlation 
between rice grain yield and CH4 emission. In general, rice grain yield is a function of 
plant biomass production. The harvest index (ratio of grain yield to total dry weight) is 
about 0.3 for traditional tall rice cultivars and 0.5 for improved, short cultivars (Yoshida, 
1981). 

Oxygen diffusion from rice roots constitutes an important part of the root-oxidizing 
power aside from enzymatic oxidation due to hydrogen peroxide production. Because of 
the abundance of CF4 -oxidizing bacteria present in the rhizosphere, its potential for CF4 
oxidation is very high. At tillering, Bont et al. (1978) counted 10 times more 
CH4 -oxidizing bacteria in the rhizosphere than in the bulk anaerobic soil and one third 
more than in the oxidized soil-water interface. Up to 90% of the CH4 produced is 
apparently oxidized in the rhizosphere and in the oxidized soil floodwater interface 
(Holzapfel-Pschom et al., 1985; Schntz et aI., 1989a; Frenzel et al., 1992). Large cultivar 
differences in root oxidation power (Neue and Roger, 1993) and in emission rates (Parashar 
et al., 1990) have been reported. 
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Figure 8. Relationship between methane emission rate from rice plants and methane concentration in the 
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Figure 9. Correlation of measured aboveground biomass with methane emission in the Lake Charles Field 
(Sass et al .• 1990). 
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Figure 10. Correlation of measured underground biomass with methane production in the Lake Charles Field 
(Sass et al .• 1990). 

AGRONOMIC PRACTICES 

Various cultural and agronomic practices have been developed to suit the physical, 
biological, and socioeconomic conditions of different regions and environments. Effects of 
agronomic practices on growth and yield of rice are fairly well documented but 
relationships to CH4 emission are not well established (Neue, 1992). 

Water Control 

Water control (irrigation and drainage) is one of the most important factors in rice 
production. In many rice fields, crops suffer from either too much or too little water 
because of rainfall pattern and topography. During the monsoonal rainy season in tropical 
Asia, ricelands are flooded naturally. In field operation, a total of 1240 mm is an average 
water requirement for an irrigated transplanted rice crop in Asia (Yoshida, 1981) while 
upland crops may need less than half this amount (Maesschalck et al., 1985). Short 
aeration periods at the end of the tillering stage and just before heading may improve 
wetland rice yields (Wang and Zhaoqian, 1986). In the U.S. the shortest flooding period of 
dry seeded rice consistent with high grain yields is from 75 to 105 days after seeding (Sass 
et al., 1992). Moisture stress of 50 kPa (slightly above field capacity) may reduce grain 
yield to 20 to 25% of the yield of continually flooded treatments (De Datta, 1981). The 
rice plant is most sensitive to water deficit during the reproductive stage causing a high 
percentage of sterility (Yoshida, 1981). Water deficit during the vegetative stage may 
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reduce plant height, tiller number, and leaf area. This may also highly reduce yields if 
plants do not recover before flowering. The duration of a moisture stress is more important 
than the growth stage at which the stress occurs. 

Methane emission rates vary markedly with water regimes. A single mid-season 
drainage may reduce seasonal emission rates by about 50% (Sass et al., 1992; Kimura, 
1992). Multiple aeration for 2 to 3 days at 3, 6, and 9 weeks after initial flooding reduced 
CH4 emission by 88% and did not reduce rice yields compared to the normal irrigation in 
the southern U.S. where dry-seeded rice is flooded from 4 to 5 weeks after seedling 
emergence until 10 to 14 days before harvest (Sass et al., 1992). However, the multiple 
aeration did require 2.7 times more water than required by the normal floodwater treatment 
Fields flooded four weeks later than normal showed the same initial time course observed 
in other fields but at a later phase in plant development. Daily emissions increased to much 
higher values thereafter than with other water regimes, leading to the highest total emission. 

Increasing percolating rates of water may supply sufficient oxygen to the soil to raise 
the Eh, decrease CH4 production and increase CH4 oxidation. Percolating water also 
transports organic solutes and dissolved gases into the subsoil or groundwater where 
leached CH4 may be oxidized or be released to the atmosphere elsewhere (Kimura, 1992). 
In soils with high CH4 production Inubushi et al. (1992) found that a percolation rate of 
about 4 mm per day reduced CH4 emission up to 58%. They concluded that leaching of 
dissolved C02 mainly caused the high suppression. 

Land Preparation and Crop Establishment 

Tillage operations vary according to water availability, soil texture, topography, rice 
culture, and resources available. Kawaguchi and Kyuma (1977) found that 40% of the 
tropical rice soils they studied had at least 45% clay. Soils with such high clay content 
have a poor structure and are hard when dry. Since hand and animal powered tillage is still 
common in most Asian countries and the principal form of mechanization is only the 10 to 
15 hp tiller (hand tractor), wet tillage is preferred. Advantages of wet tillage are improved 
weed control, ease of transplanting, less draft requirement, reduced water percolation, 
establishment of reduced soil condition which improves soil fertility, and higher fertilizer 
efficiency, especially for N fertilizer (De Datta, 1981). Wet field preparation requires at 
least two weeks and comprises land soaking until the soil is saturated, plowing, puddling, 
leveling and harrowing. One third of the total water required for a rice crop is needed for 
the wet field preparation. After final harrowing rice seedlings are transplanted. 
Transplanting rice is still the major practice of rice culture in most of tropical Asia. Direct 
seeding of pregerminated seeds onto puddled fields without standing water becomes 
popular in areas with good water control and if manpower is lacking or becomes expensive. 
The field is reflooded after crop establishment. 

When initial crop growth at early monsoonal rainfall becomes essential because of 
subsequent floods, like in deepwater rice ecosystems, tillage and seeding is done in dry 
soils. Dryland preparation and seeding may also be practiced in rainfed rice ecosystems 
when rainfall for the planting month becomes less than 200 mm. Labor constraints and 
limited water supply may also force farmers in irrigated rice areas to dryland tillage and 
seeding to ensure timely crop establishment. In United States, Australia, most of Latin 
America, and Europe where large power units can be employed, dryland tillage and dryland 
seeding of wetland rice is practiced commonly. Fields are flooded after crop establishment 
The crop duration (vegetative phase) is shorter in direct seeded rice, avoiding delay due to 
seedbed preparation, transplanting, and reduced initial growth because of the transplanting 
shock. The yield potential of direct seeded rice is similar to that of transplanted rice 
(De Datta, 1981). 
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Infonnation on the effect of land preparation and crop establishment on Cf4 fluxes is 
lacking. Dryland tillage and direct seeding shorten the anaerobic phase and may slow 
down the decrease of the redox potential after flooding resulting in delayed and probably 
lower CH4 emission. But results from late flooding experiments (Sass et al., 1992) indicate 
that delayed flooding may even result in higher CH4 emission rates because emission 
potentials at later plant growth stages are higher. Soil disturbances due to cultural practices 
during the anaerobic phase will release soil entrapped Cf4 to the atmosphere (Figure 11). 
Reducing the pressure head of floodwater and aeraeting soil macropores also results in the 
escape of soil-entrapped CH4 (shown in Figure 15). Highest emission rates were observed 
during initial soil drying when soil water was still above field capacity. Thereafter, 
production of CH4 declined rapidly and oxidation of Cf4 was highly favored (Neue et al., 
1993). Denier et al. (1992) estimated that cultural soil disturbances, pre-flooding, and post 
harvest drying contribute about 15% to the seasonal CH4 emission. 
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Figure 11. Effect of weeding on methane emission from a rice paddy (IRRI, 1992). 

Fertilization 

The most deficient nutrient for high wetland rice yields is nitrogen, followed by P, K 
and Zn. The choice of nitrogen source depends on the method and time of application. 
Most farmers apply nitrogen fertilizer in two or three splits. The first split is applied during 
final land preparation or shortly after transplanting. The remainder is topdressed at later 
growth stages, usually at the early panicle stage. The most common source of N-fertilizer 
in wetland rice is urea followed by ammonium-containing fertilizers like ammonium 
sulfate. The source of nitrogen used as topdressing at later growth stages is less critical 
because of rapid uptake. In general, K and P are applied basally during the final land 
preparation. Potassium chloride is the principal fertilizer source of K and superphosphate 
is the primary source of P fertilizer. On acid rice soils, phosphate rock may be applied. Zn 
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may be added by seed treatments, dipping seedling roots in ZOO solution, or broadcasting 
Zn salts at the time Zn deficiency symptoms occur. 

Studies on fertilizer use and rice crop management to minimize nitrogen losses and to 
increase the efficiency of fertilizer have recently been reviewed (De Datta, 1981; De Datta 
and Patrick, 1986; De Datta, 1987). Up to 60% of basally applied nitrogen may be lost by 
volatilization of NH3 and due to nitrification and denitrification. For basal application, 
ammonium-containing or ammonium producing (urea) N fertilizer are recommended 
(De Datta, 1981) to minimize denitrification losses. Soil incorporation or deep placement 
of N fertilizer without standing water at fmal harrowing reduces volatilization losses. 
Broadcasting basal N-fertilizer into floodwater at the early growth stage of rice (low sink 
strength) results in extensive N losses (as ammonia) to the atmosphere due to high pH 
values as a result of algal assimilation or alkaline irrigation water (Fillery and Vlek, 1986). 

Reports on the influence of the mineral fertilizer application (source, mode, and rate) 
on Cf4 production and emission are inconsistent. Improving plant growth and enhancing 
root growth in CH4 enriched soil layers through fertilization will obviously increase CH4 
emission. Schntz et al. (1989) concluded that the type, and method of application strongly 
influenced CH4 emission rates. Lindau et al. (1991) reported increasing CH4 fluxes with 
increasing rates of urea application. Addition of ammonium to the floodwater inhibited 
CH4 oxidation in the soil-floodwater interface and reversibly increased the Cf4 flux 
(Conrad and Rothfuss, 1991). Cicerone and Shetter (1981) reported fivefold increases in 
emission rates after fertilization with ammonium sulfate while others (Schntz et al., 1989; 
Yagi and Minami, 1990; Sass et al., 1990) reported a decrease. Schntz et al. (1989) 
reported a decrease of CH4 emission by 6% when ammonium sulfate was applied to the 
surface and up to 62% when incorporated into the soil. Lindau et al. (1993) found sodium 
sulfate more effective than ammonium sulfate in reducing Cf4 emissions. Effects of 
different N-fertilizer on CH4 production from soil incubation studies have been reported by 
Wang et al. (1992). Addition of urea did not increase total production of CH4 but 
stimulated CH4 production in the acid soil, possibly due to short term increase in pH 
following urea hydrolysis and resulting decrease of the Eh. A significant decrease in both 
the production rate and the total amount of CH4 produced by application of nitrate
containing fertilizer was associated with short term increases in soil Eh. Sulfate-containing 
fertilizer decreased Cf4 production, especially when applied in larger amounts. Addition 
of sulfate containing N-fertilizer hardly changes soil Eh and pH. Competition of sulfate
reducing bacteria for hydrogen and hydrogen sulfide toxicity are likely mechanisms. 

Inhibitors of CH4 Formation 

Mineral terminal electron acceptors like nitrate or sulfate inhibit methanogenesis in 
sediments by channeling the electron flow to thermodynamically more efficient bacteria 
like denitrifiers or sulfate reducers (Balderston and Payne, 1976; Ward and Winfrey, 1985). 
Manganese and iron oxides should have the same effect. Sodium chloride inhibits pure 
cultures of methanogens, but high concentrations (about 0.2 M) are required for several 
strains (Patel and Roth, 1977). Brackish water inhibits methanogenesis (Garcia et al., 
1974; De Laune et aI., 1983). Methanogens, sulfate-reducers and homoacetogenic bacteria 
compete for H2 produced by fermentative bacteria. Hydrogenotrophic homoacetogens do 
not compete significantly with methanogens for H2 in sediments (Lovley and KIug, 1983). 
Since H2 concentration is usually very low in such environments (Strayer and Tiedje, 
1978), sulfate reducers are able to out-compete hydrogenotrophic methanogens in the 
presence of sulfate because of their higher affinity for H2 and faster growth (Winfrey and 
Zeikus, 1977; Abram and Nedwell, 1978; Kristjansson et al., 1982). Freney et al. (1982) 
has also suggested that the reoxidation of S2- to S042- in the rice plant rhizosphere may 
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inhibit methanogens over longer periods. However, methanogenesis and sulfate reduction 
are not mutually exclusive when CH4 is produced from methanol or methylated amines for 
which sulfate reducers show little affinity (Oremland et al., 1982; Oremland and Polcin, 
1982; Kiene and Visscher, 1987). 

Chemical substances inhibiting methanogenesis have been reviewed by Oremland and 
Capone (1988). The 2-bromoethane-sulfonic acid (BES), an analog to Coenzyme M, is a 
specific inhibitor of methanogenesis. Several chlorinated CH4 analogs like chloroform and 
methyl chloride have been identified to inhibit methanogenesis. Chloroform completely 
suppressed CH4 production in a paddy soil but did not hamper the turnover of glucose 
(KrumbOck and Conrad, 1991) although evidence for glucose-utilizing H2-syntrophic 
methanogenic bacterial associations has been found in glucose amended paddy soil 
(Conrad et al., 1989). Substances that inhibit methanogenesis and CH4 oxidation include 
DDT (McBride and Wolfe, 1971) and inhibitors of nitrification like acetylene (Raimbault, 
1975), nitrapyrin (Salvas and Taylor, 1980), and dicyanidiamide (Lindau et al., 1993). 
Slow release of acetylene from calcium carbide, encapsulated in fertilizer granules, 
significantly reduced CH4 emission (Bronson and Mosier, 1991). 

SEASONAL VARIATION IN CH4 EMISSION 

A very clear dependence on temperature is observed in the diurnal variation of CH4 
emission irrespective of emission rates. The temperature dependence of seasonal emission 
patterns is not as obvious. When the ricefield is flooded during the entire growing season 
CH4 emission increases over the growing season and generally shows three distinct 
seasonal maxima (Schntz et al., 1989; Yagi and Minami, 1990; Wang et al., 1990; Neue et 
al., 1993). Seasonal patterns of emission from rice fields in the Philippines are shown in 
Figure 12. The first maximum develops shortly after flooding, the second during the 
vegetative stage of the rice plant, and the third during the grain filling and maturity stage. 
If the ricefield is flooded only after full crop establishment, the first two maxima may 
coincide, as shown in reports of Sass et al. (1990) and Lindau et al. (1991). The first 
maximum of CH4 emission is apparently caused by fermentation of easy degradable soil 
organic matter accumulated during the fallow period, incorporated crop residues, and 
organic amendments. 

If the amount of easily degradable carbon is low at the beginning of the season no 
initial peak of CH4 emission develops (Figure 12). The difference in CH4 emission rates 
between plots treated with urea only and amended additionally with rice straw decreases 
over time and becomes non-significant at the end of the growing season. This clearly 
indicates the increasing impact of the rice plant over the season not only in mediating CH4 
emission but also in providing carbon for CH4 production. Patterns of CH4 ebullition are 
also affected by plants (Figure 13). After an initial peak, CH4 ebullition declines because 
of increasing plant mediated emission. Most methane generated from root exudates and 
decaying roots seems to be emitted through the rice plant during this period of vigorous 
vegetative growth. After flowering ebullition increases again until the end of maturity. 
Although the general pattern of CH4 fluxes was similar in the wet and the dry season CH4 
emission rates were much higher in the dry season except during the maturity stage 
(Figure 14). Better plant growth in the dry season seems to cause the difference. Emission 
rates and diurnal patterns remained similar when only stubbles remained in the field after 
harvest and the floodwater started to recede (Figure 15). When the soil became only 
saturated without standing water, emission rates increased sharply without showing diurnal 
variations anymore. Methane emission became zero when the soil was fully aerated (about 
field capacity). 
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Figure 13. Methane ebullition under two N sources (IRRI, 1992). 

CONCLUSIONS 

Recent estimates of global CH4 emission from rice agriculture range from 20 to 
100 Tglyr with a best estimate of 60 Tglyr (IPCC, 1992). Global and regional estimates 
vary greatly with the assumptions made on the importance of different factors affecting 
methane emission, and with the information (mechanistic, distributional) on factors 
currently available. Predicting future CH4 emission trends from rice agriculture and 
developing mitigation technologies that are in accord with the needed increase in rice 
production requires more information on processes affecting CH4 fluxes and the geographic 
distribution of factors controlling these processes. Only three studies have attempted to 
calculate detailed regional CH4 emissions. Aselmann and Crutzen (1990) computed 
monthly distributions of global CH4 emissions from linearly-temperature-dependent CH4 
fluxes of wetland rice based on 2.5" x 5" grids. Matthews et al. (1991) combined land use 
data on a 10 grid and a rice crop calendar to calculate CH4 fluxes for each rice growing 
country, assuming an annual global emission of 100 Tg. Bachelet and Neue (1993) 
superimposed on Matthews et al. 's rice database, information about carbon cycling and 
turnover and soil type-based coefficients modifying methane emission potentials. 

All current global and regional extrapolations of CH4 emission rates are still highly 
uncertain and tentative. Accounting for variations of emission rates due to climate, soil 
properties, duration and pattern of flooding, and rice growth reveals that most published 
extrapolations seem too high. But reported estimates and measurements of CH4 fluxes in 
rice fields do not reflect rice cultural practices, organic amendments, and fertilization that 
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increase CH4 fluxes. Only further integration of mechanistic modeling of CH4 fluxes with 
geographic information systems of factors controlling these processes will improve 
estimates and predictions. This will be an on-going task for the IGAC-RICE Activity in the 
future. 

In recent years tremendous progress has been made through international and 
interdisciplinary research collaborations to understand processes of methane fluxes. its 
temporal and spatial variation. and its relationship to rice agriculture. The achieved results 
are an excellent base to reduce uncertainties about the CH4 source strength of different rice 
ecologies and rice systems and to develop environmentally and socioeconomically sound 
mitigation technologies where needed. 
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In the last flfteen years, considerable progress has been made in understanding the 
occurrence, origin, pathways, history and relevance to global change of natural and 
anthropogenic substances in the polar troposphere. In addition, glacial snow and ice have 
provided historical records of tropospheric composition of greenhouse gases and of snow 
deposited in the polar regions. One of the most remarkable features of polar studies is the 
extreme geographical contrast between the Arctic and Antarctic. The Arctic troposphere is 
underlain by an active ocean surrounded by pollutant-emitting, industrialized continents 
while the Antarctic troposphere lies over a massive, 4 km thick, ice sheet surrounded by the 
pollution-free southern ocean. The Arctic troposphere is much more polluted (Arctic haze) 
than its southern counterpart and has different exposure to compounds of natural origin 
such as wind blown dust or marine gases and particles. The pollution has an impact on 
both physical and chemical climatology. Anthropogenic Arctic haze aerosols of black 
carbon and sulphate have a net warming influence in the north in contrast to elsewhere on 
the globe where (with less black carbon) they tend to offset the impact of anthropogenic 
greenhouse gases. Biogeochemical cycles of many substances including carbon, sulfur and 
nitrogen are perturbed. Compounds potentially toxic to polar ecosystems also accumulate. 

Phenomena of interest in the polar regions include chemistry associated with Arctic 
haze pollution, the destruction of lower tropospheric ozone over the Arctic ocean at polar 
sunrise induced by marine halogens in the presence of sulfuric acid aerosols, oxidant 
chemistry of both polar tropospheres, chemical control of clouds and atmospheric energy 
budgets, and the relationship between glacial and atmospheric composition. 

Historical records of atmospheric composition are available from glaciers and 
instrumental records of atmospheric optical properties and atmospheric composition. They 
indicate that the Arctic region has been polluted particularly in the winter-half of the year 
since at least the turn of the century. 
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INTRODUCTION 

The polar regions are important natural observatories from which to mount studies of 
global change. They playa key role in atmospheric chemistry and climate, for instance as 
major players in the global climate feedback system and as hosts of ozone depletion that 
increases ultra-violet radiation at the earth's surface. One of the most remarkable features 
of polar geography is the contrast between the Arctic and Antarctica in the land-ocean-ice 
configuration (Figure 1). The Arctic troposphere (0 to -8 km) is underlain by a flat 
biologically-active ocean which is surrounded by pollutant-emitting, industrialized 
continents while the Antarctic atmosphere lies over a massive continental ice sheet (4 km 
thick) and is surrounded by the stormy southern hemispheric ocean. The Arctic has been 
heavily impacted by relatively short-lived (3 to 6 weeks) haze pollution from the northern 
continents (Barrie, 1986) while the Antarctic remains unaffected, protected by remoteness 
from pollution sources and by a stormy midlatitude atmosphere that cleanses the air of 
particles and soluble gases. Yet, the poles have many common chemical, climatological 
and geographical features. For instance, their atmospheres are both impacted by relatively 
long-lived (years), insoluble, greenhouse gases. They are cold, have a unique one-day/one
night per year light regime and massive glaciers that never melt in summer retaining 
chemical evidence of changes in the Earth's atmospheric composition over hundreds of 
millennia. 

In IGAC's Polar Atmosphere and Snow Chemistry (PASC) Activity, a group of 
environmental scientists are studying global change in the polar regions. Atmospheric 
composition measurements are made at locations shown in Figure 1 while atmosphere
snow exchange studies and snow/ice composition measurements are studied on glaciers 
shown in Figure 2. The latter are situated at different altitudes and locations in the polar 
regions forming a network of glacil!l atmospheric sampling sites that represent time since at 
least the last interglacial period. 

One of the tasks in PASC focuses on the transfer of chemicals from the atmosphere to 
snow to ice. The relationship between the concentrations of substances in the atmosphere 
and those in glacial snow/ice, called "the transfer function," depends on the scavenging of 
gases and particles from the atmosphere by wet and dry deposition processes followed by 
incorporation into the snowpack (Barrie, 1985, 1991), movement into the firn layer below 
(1 to -70 m) and ultimately, incorporation into ice or air bubbles which form progressively 
under pressure at about 70 m depth (Neftel, 1991). Understanding the transfer function of a 
particular chemical constituent requires considerable research in a difficult environment, 
multi-disciplinary collaboration between meteorologists, atmospheric chemists, glacial 
chemists and glaciologists and simultaneous air, snow and snowpack observations. These 
studies are currently being undertaken at ATM-Summit Greenland and South Pole station 
(Figure 2). A second major goal of PASC is to understand the role of tropospheric 
chemistry in the polar regions in global change. For instance, studies have defined the 
nature, occurrence and potential effects of Arctic haze and led to the discovery of a lower 
tropospheric ozone hole at polar sunrise (Barrie et al., 1988). What is the chemistry 
causing this ozone depletion which seems to involve halogen compounds, is it natural or 
man-made and how relevant is this chemistry to global tropospheric ozone are outstanding 
questions that need to be answered. 

In this chapter, we will highlight some of the recent results obtained by the PASC 
group pertaining to global change. However, before presenting results, field activities will 
be summarized. Since 1983 there have been a number of internationally coordinated 
intensive studies in the Arctic atmosphere that have enhanced our awareness of the value of 
the lower troposphere as a unique natural photochemical laboratory and of the complexity 
of chemical, biological and physical processes occurring in it. These include: flights of the 
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Figure 1. The polar regions and locations of tropospheric chemistry research stations. 
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Figure 2. The northern and southern polar regions and locations of glaciers at which ice core chemistry and 
the atmosphere/glacier transfer function are being studied. 
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American Arctic Gas and Aerosol Sampling Program (AGASP) in 1983, 1986, 1989 and 
1992 (Davidson and Schnell, 1993); a series of Canadian Polar Sunrise Experiments in 
1985, 1986, 1988, 1989 and 1992 (Barrie and Bottenheim, 1993); and a number of studies 
conducted by the Norwegians around Spitsbergen Island in the mid-1980s (Ottar, 1989). 
Since the beginning of IGAC activities, field studies of the transfer function have taken 
place in both polar regions. In addition, shallow cores have been analyzed with the aim of 
documenting, in particular, the impact of anthropogenic pollution on global biogeochemical 
cycles. 

At South Pole Station, fundamental research based on field observations have been 
conducted by a U.S. team, in particular on the deposition mechanisms of sulfur species. At 
more coastal sites at stations like Halley, G. von Neumayer and Dumont d'Urville, a 
coordinated research program has been initiated between European laboratories. Shallow 
core analyses and pit studies have documented the sulfur and nitrogen cycles at South Pole 
and in the Antarctic Peninsula. 

In the North, a set of important field experiments have been carried out at Summit in 
Greenland (3.2 kIn above sea level [asl]) , in parallel with the American GISP2 and 
European GRIP deep drilling projects to recover ice core down to bedrock (-3 kIn long). 
An in situ ice chemistry laboratory enabled the determination of most major ionic species 
in meltwater from snow pits, in particular, the temporal evolution of some unstable species 
supposed to be adsorbed on the snow surface. An air monitoring station (ATM) installed 
30 km from the drilling site by U.S. scientists enabled multi-parameter air and aerosol 
sampling campaigns to be conducted every summer from 1989 onward. Finally, about 20 
shallow frrn cores (0 to -70 m) covering the last 200 years have been recovered in the 
Summit area by U.S. and European glaciologists for detailed chemical investigations of 
global change in the northern hemisphere. Studies by Canadians at other northern glaciers 
such as at Agassiz (1.6 kIn asl, Figure 2) on Northern Ellesmere Island and at Mt. Logan 
(5.5 km asl) on the eastern rim· of the North Pacific Ocean have added considerably to 
knowledge of regional differences. 

RESULTS 

Sulfur 

Sulfur compounds originating from natural sources (e.g., as (CH3hS (OMS), H2S) or 
anthropogenic activities (S02), after transformation in the atmosphere, form S04= and 
methane sulphonic acid (MSA) particles, which in tum can affect climate, acidify 
precipitation, host chemical reactions and reduce visibility. Records of these end-product 
sulfur compounds in glacial ice cores from South Pole and from Summit Greenland for this 
century (Figure 3) show clearly that S04 = concentrations in snow are presently higher in 
Greenland than in Antarctica. They have also increased significantly in Greenland since 
the tum of the century but not in Antarctica. Cores from Agassiz show higher S04= 
concentrations than in Greenland but similar trends (Barrie et al., 1985; Koerner, 1993). In 
Greenland, S04= reaches its climax (about 5 times the natural background level of 
30 ng g-l) in the 1970s. Atmospheric measurements of particulate chemistry in these 
regions since 1980 have shown that Arctic sulfates are mainly anthropogenic in origin (Li 
and ·Barrie, 1993) while those in Antarctica originate mainly from two types of marine 
sources: marine biogenic and sea spray aerosols as well as from volcanic sulfur emissions 
(Savoie et al., 1993). 

At the South Pole (Figure 3) during global volcanic events (e.g., Agung in 1965), S04= 
concentrations deviate significantly from a relatively constant background of 50 ng g-l. 



154 PASC Polar Atmosphere and Snow Chemistry 

Indeed such deviations have been used to study the frequency of southern hemispheric 
volcanic events over the past 1000 years (Delmas et a/., 1992). MSA, which is an indicator 
of the marine biogenic sulfur source, exhibits large spikes (up to 4 times the background 
value of 6 ng g-l) during the years of strong EI Nino events in the southern hemisphere 
(Legrand and Fenlet-Saigne, 1991). This yields insight into variations in atmospheric 
circulation associated with EI Nino since the source of biogenic sulfur to the 3 km high 
pole is the ocean on the periphery of Antarctica. 
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Figure 3. Sulfate concentration profiles in South Pole snow (Legrand and Feniet-Saigne, 1991) and at 
Summit, Central Greenland (Eurocore report, private communication, 1993) over the last decades. 
Methanesulfonic acid variations at South Pole are also shown; the peaks are linked to El Nmo events. The 
years indicated in this figure correspond to the date of strong El Nmos. 

Seasonal variations of S04=, MSA and S-isotopic composition in lower tropospheric 
aerosols at Alert (Figure 4) serve to illustrate several points. First, the winter Arctic aerosol 
whose main constituent is S04= is mainly anthropogenic in origin (low OS34132 ratio [5.5 to 
6] similar to that in industrial sources [3 to 6]) while in summer it is a mixture of 
anthropogenic, sea salt and biogenic S04 = (OS34132 intermediate between anthropogenic 
ratios [3 to 6] and marine ratios [15 to 21]). Second, Arctic marine biogenic sulfur, 
indicated by MSA, peaks twice in the year in spring and mid-summer. This is likely a 
result of long range transport from the north Atlantic in spring and local Arctic ocean 
sources in summer (Li and Barrie, 1993; Li et al., 1993). Finally, in contrast to tropical 
areas, a major fraction of biogenic particulate sulfur mass in the polar atmosphere is 
comprised of MSA. In the high Arctic atmosphere, MSNS04= ratios in biogenic sulfur 
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range from 0.2 to 0.9 (Li and Barrie, 1993). In coastal Antarctic aerosols (Savoie et aI., 
1993) and in snow (Mulvaney et al., 1992), MSA concentrations can be higher than those 
of biogenic S04=. This observation places limitations on the mechanism of oxidation of 
biogenic DMS in the atmosphere which must be explained by atmospheric chemists. A 
knowledge of this mechanism is critical in detennining whether biogenic sources affect 
cloud reflectivity and hence climate. 

The transfer function of sulfur from atmosphere to glacier is perhaps one of the better 
known ones. Even so, great uncertainties remain in such processes as dry deposition of 
particles to the snowpack (ventilation by wind) and reactions of gaseous sulfur compounds 
with snow. 
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Figure 4. The seasonal variation of S04 =, MSA and isotopic composition of SO 4 =-S in aerosols at Alert, 
Canada (Li and Barrie, 1993; Nriagu et al., 1991). 

Nitrogen 

Nitrogen compounds in the atmosphere can originate from anthropogenic (combustion 
processes) and natural sources (soil bacterial processes, lightning, stratospheric chemistry). 
They are important in the fonnation and destruction of tropospheric ozone (a major 
greenhouse gas) and of many other atmospheric trace constituents. When deposited to the 
Earth's surface, they provide nutrients to ecosystems. 

There are limited observations in either polar troposphere. In the Arctic, it has been 
clearly shown from ground level observations at Alert (Bottenheim et al.. 1993) that in the 
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polluted spring month of April, the bulk of atmospheric nitrogen oxides are comprised of 
peroxyacetylnitate (PAN) with alkyl nitrates second followed by HN03 and N02, a distant 
third; The seasonal variation of PAN and total inorganic NOr (HN03 + particle-N03-) at 
Alert (Figure 5) show a peak in late winter/spring and mid-winter, respectively. They are 
undoubtedly caused by anthropogenic sources. No extended observations of nitrogen 
oxides have been made in the middle troposphere at the surface of polar glaciers. At ATM
Summit on Greenland, Silvente (1993) observed that during summer months HN03 
concentrations average about 8 pptv but, depending on the vertical mixing in the 
atmospheric boundary layer, sometimes peak at concentrations one order of magnitude 
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Figure 5. The seasonal variation of (A) PAN and (8) total inorganic N03 - at Alert and at a Cree Lake in 
northern Saskatchewan, Canada (BatTie and Bottenheim, 1991). 
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higher than average. This results from injection to the surface of free tropospheric air in 
which HN~ concentrations are three times higher than the average surface concentration 
at ATM-Summit (Talbot et aI., 1992). 

The processes of incorporation of nitrogen into glaciers are poorly understood. Little 
is known about deposition of gaseous nitrogen compounds to snow. Most glacial 
observations have measured inorganic N03-. There is evidence of post-depositional loss of 
N~- from snowpacks after a snowfall (Neubauer and Heumann, 1988a, b; Mulvaneyet 
al., 1993). Thus, it is not surprising that glacial ice core records of N~- such as those 
measured at South Pole and Dye 3, Greenland (Figure 6) must be interpreted cautiously. 
N~- concentrations have risen in the northern glacier and not in the southern one. The 
rise in the north has occurred since World War IT in parallel with the increase in nitrogen 
oxide emissions in the northern hemisphere. In the 1970s and 1980s, N03- concentrations 
remained relatively constant at a mean value, twice that of the pre-industrial era. In south 
polar snow, concentrations are higher and natural fluctuations are large and irregular .. 
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Figure 6. N03 - concentration profiles in snow at South Pole (Legrand and Kirchner, 1990) and at Dye 3, 
South Greenland (Mayewski et al., 1990). 

It has been suggested that long term variations in polar stratospheric temperatures over 
central Antarctica may be reflected in the nitrate record of Antarctic snow as a result of a 
winter/spring stratospheric denitrification by polar stratospheric ice crystals. The first 
measurements by Mayewski and Legrand (1990) in central Antarctic snow seem to support 
this proposal. More recent data from a frrn core collected in an area within the polar vortex 
in the Weddell Sea sector and covering the last 25 years show the occurrence of a nitrate 
peak in the snow in spring or early summer only in this geographical area (Mulvaney and 
Wolff, 1993). No temporal trend of the size of the spring nitrate peak in association with 
the increasing amount of ozone depletion is observed. Further studies are still needed to 
account for such phenomenon as post-depositional loss and surface chemical production of 
N0J~. 
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Hydrogen Peroxide and Formaldehyde 

H202 and HCHO are both linked with the oxidation capacity of the atmosphere. Long 
term records of their concentration in glacial snow from Summit have been measured 
(Figure 7). They are produced in the atmosphere by photochemically induced reactions 
involving CO, CH4, nitrogen oxides (NOx) and non-methane hydrocarbons. 

ppbv 

1300 1700 

YEAR 

Figure 7. Methane (Blunier et aL, 1993), fonnaldehyde (Staffelbach et al., 1991) and hydrogen peroxide 
(Sigg and Neftel, 1991) at Swnmit Greenland flfD and ice. 

Consider first H202 which is the most abundant trace impurity in snow. The mean 
concentration in Summit snow is about 140 ppb (Sigg and Neftel, 1991), which is about 
twice that found at Dye 3, in South Greenland. Its concentration undergoes a distinct 
seasonal variation which begins to disappear at 20 to 30 m depth as a result of vertical 
diffusion. The 700-year record exhibits two distinct parts. Up to 200 years from present, 
the concentrations fluctuate around a relatively stable mean value and then begin to 
increase gradually and then more rapidly over the past 15 years. This increase in high 
northern latitudes could be linked to the increase in hydrocarbon and nitrogen oxide 
anthropogenic emissions over this period. 

HCHO was measured first on the Eurocore from Summit by Staffelbach et ai. (1991). 
The concentrations which were consistent with independent snowpit samples exhibited no 
seasonal variations. The concentrations, relatively stable in the deepest part of the core, 
begin to increase slowly from about 1750 AD, then more rapidly in this century. They are 
currently about 1.9 times higher than at the beginning of the millennium. At the same time, 
methane concentrations have increased more than twofold (Figure 7). 
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The transfer function of H202 depends on co-condensation to an ice-surface with water 
vapor as well as evaporation and recrystallization processes in the snowpack (Neftel, 1990; 
Jacob and Klockow, 1993). The transfer function of HCHO depends on a balance between 
wet and dry deposition and post-depositional effects such as loss from the snowpack during 
reduction of specific surface area and evaporation of surface snow and photolysis of 
"fixed" HCHO molecules in the snow (Neftel, 1991). Consequently, the HCHO 
concentration of the firn is likely proportional to a multi-year average of the air 
concentration. Photolysis in the surface snow pack is poorly understood. 

Greenhouse Gases (C02 and CRa) 

The concentrations of methane and carbon dioxide in the air bubbles from Summit 
cores have been measured for the first time in Bern and Grenoble laboratories by two 
different analytical methods. The methane results (Figure 7) from both laboratories are in 
good agreement over the last thousand years. The slow rise of the concentrations from 680 
to 760 ppbv between 1500 and 1600 is apparently related to the early development of 
agriculture (Blunier et al., 1993). The CH4 increase linked to anthropogenic emissions 
begins to be markedly visible from about 1700 onward as already found from Antarctic ice 
core measurements at Siple and at D57 (Nagazawa et al., 1993; Raynaud and Chappellaz, 
1993). For C02, the agreement of the measurements is particularly satisfactory for the 
upper part of the record (i.e. from the 18th century) where the pre-industrial level is 280 
ppmv. These Greenland observations complement, the previous Antarctic observations at 
Vostok (Reynaud et al., 1993) by providing a comparison of hemispheric composition and 
more regional resolution. The transfer functions of these two relatively inert, ice-insoluble 
gases are well established (Neftel, 1991). 

Lead 

Lead is of interest for its potential toxicity to humans and wildlife as well as a tracer of 
the origin of air pollution. Isotopes of lead can be used to differentiate between sources. 
Lead has been an industrial air pollution product for centuries. Since the advent of the 
automobile, leaded gasoline has been the primary anthropogenic source and the smelting 
industry secondary. Since about 1970 as a fuel additive, lead has been phased out of 
gasoline until now in 1993, it is not used in North America and much less in Europe. 

At Summit Greenland, ice core records show the historical use of lead and indicate that 
it peaked in concentration between 1950 and 1975 at a concentration (100 to 200 pg g-l) 
several hundred times the pre-industrial level (Boutron et aI., 1991). Between 1970 and 
1989, it decreased by at least an order of magnitude. Isotopic composition of this glacial 
lead (Rosman et al., 1993) has shown that the relative contributions of u.s. sources has 
declined from more than 50% around 1970 to less than 29% in the late 1980s. The rest is 
believed to be contributed by Eurasian and to a lesser extent Canadian sources. 

The contrast between the sources and trends of lead recorded on Greenland in the 
middle troposphere and at Alert (Figure 1) at sea level in the lower troposphere is 
remarkable. Trends in aerosol lead (Figure 8), atmospheric chemical transport modeling 
(Barrie et al., 1989; Akerodolu et al., 1993) and isotopic composition studies (Sturges and 
Barrie, 1989; Sturges et al., 1993) indicate that the predominant source of lower 
tropospheric Arctic lead is Eurasian and that in the mid-1980s, western Europe, eastern 
Europe and the former Soviet Union contributed equally. This emphasizes that the middle 
tropospheric air-shed from which Greenland glaciers (3 km asl) receive their particulate
derived pollution is more global in extent than the air-shed of the lower tropospheric 
glaciers and monitoring sites such as Agassiz (1.6 km asl), Alert, Barrow, and Spitsbergen 
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(Figures 1 and 2) that are receiving Arctic haze pollution. The lower tropospheric air-shed 
for haze type pollution is predominantly affected by Eurasian sources. The contrast 
between middle troposphere and lower tropospheric circulation underlines the need and 
unique nature of a mid-tropospheric monitoring site at A TM-Greenland. 
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Figure 8. Trends in lower tropospberic lead conceDlrations at Alert, Canada in the 1980s. 

Carboxylic Acids 

Formic and acetic acids have been determined only recently in polar precipitation 
(Legrand and Saique, 1988). The extremely low concentrations (ppb level) encountered in 
these regions and the easy contamination of the samples make it difficult to obtain reliable 
data. Moreover, post-depositional effects are frequently observed in the fim layers for 
these compounds which are mostly deposited as gases (De Angelis, 1994). 

In Antarctica surface snow, the concentration of acetate ion is extremely low 
(0.1 ng g-l) while that of formate ion is about 10 times higher. In Greenland, the 
concentrations are found to be one to two orders of magnitude higher suggesting 
anthropogenic sources. The concentration range is 10 to 35 and 10 to 1000 ng g-l , 
respectively. The very high formate values are linked with ammonium formate spikes from 
forest fires at sub-polar latitudes (Legrand et al., 1992). Their duration is about one tenth 
of a year. They are observed always in summer layers and accompanied by peaks in oxalic 
acid. The contribution of carboxylic acids to the natural acidity of central Greenland snow 
is estimated to be about 20%. 

Few studies of the nature, occurrence and origin of these compounds in the polar 
troposphere have been conducted. An investigation of the composition of the soluble mass 
of spring Arctic aerosol in Barrow Alaska (Li and Winchester, 1989) showed that formate 
and acetate are not negligible, forming about 20% of the soluble aerosol mass. 

Tropospheric Chemical Changes At Arctic Polar Sunrise: Ozone Depletion 

At polar sunrise, the Arctic troposphere (0 to -8 km) is a unique chemical reactor 
influenced by human activity and the Arctic ocean, from which it is separated by a 
crack-ridden ice membrane 3 to 4 m thick. Ocean-atmosphere exchange of heat, water 
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vapor, seasalt and marine biogenic gases influence the composition of the reactor. 
Superimposed on all this is the influence of industrial air pollution from the midlatitudes 
that is elevated by 10 to 20 times above summer levels in the winter months of December 
to April. 

From 21 September to 21 December to 21 March, the region north of the Arctic circle 
goes from a completely sunlit situation to a completely dark one and then back to light. At 
the same time the lower troposphere is stably stratified. This hinders vertical mixing. In 
this environment, chemical reactions involving sunlight are much slower than farther south. 
Thus, it is not surprising to find the abundance of photochemically reactive non-methane 
hydrocarbons high at polar sunrise. Between complete dark in February and complete light 
in April, a number of chemical changes in the lower troposphere are observed. Perhaps the 
most sensational is the destruction of lower tropospheric ozone accompanied by the 
production of filterable bromine species (Barrie et aI., 1988). The latter are likely of 
marine origin although their production may involve anthropogenic compounds. Another 
change is the shift in the fraction of total sulfur in its end oxidation state (VI) from 50% to 
90% (Barrie and Hoff, 1984). Several gaseous hydrocarbons disappear from the 
atmosphere at this time as a result of chlorine radical attack (Jobson et al., 1993). 

The Polar Sunrise Experiment 1992 was one of the most comprehensive international 
air chemistry studies every conducted in the Arctic troposphere aimed at understanding 
ozone depletion as the sun rises (Barrie and Bottenheim, 1993). The periodic 
disappearance of lower atmospheric ozone at polar sunrise associated with particulate Br 
production was confirmed at Alert (Figure 9). At the Arctic ocean surface 200 km north of 
Alert (Figure 1), the frequency of ozone loss was much higher than at Alert. BrO mixing 
ratios during the light-period of April averaged approximately 10 pptv and ranged from 
<3 to 17 pptv. This is sufficient to explain the ozone destruction. Chlorine was clearly 
implicated · in polar sunrise chemistry by observations of selective destruction of 
hydrocarbons and alkylnitrates and production of formaldehyde and acetone. However, it 
cannot explain ozone depletion, leaving bromine as the prime candidate. 
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Figure 9. ObselVed anti-correl;ltion between annospheric ozone and filterable Br(F-Br) at ground level in 
Alert, Canada during Polar Sunrise Experiment 1992 (Barrie et at .• 1993). 

The budget of total nitrogen oxide concentration (NOy) was explained by 
measurements of individual compounds establishing that peroxyacetylnitrate (PAN) is the 
predominant constituent, at times comprising more than 70% of the total. In April, 
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nitrogen dioxide was generally less than 50 pptv and was a minor fraction of NOy. The 
presence of gaseous nitrite, possibly HONO, was detected in the dark winter at 
concentrations averaging 20 pptv and in the light period of April at approximately 8 pptv. 

Gas phase Br-, presumably HBr, HOBr or Br2 was very episodic, peaking at 
approximately 30 to 80 pptv. In the dark of January and February, it averaged about 10 
pptv in contrast to 5 pptv in the light period of April. The budget of atmospheric bromine 
was calculated from measurements of total bromine in air and of individual compounds. 
On average, CHBr3, CH3Br, and the sum of CH2Br2, CH2ClBr, CHClBr2, and CHCl2Br 
comprised 23, 44 and 5% of gaseous organic compounds, respectively. Bromoform and its 
chlorinated counterparts were correlated and peaked during ozone depletion episodes. 
Aircraft observations over the Arctic ocean ice at 400 m showed widespread destruction of 
ozone in the surface boundary layer in April. 

FUTURE RESEARCH 

Polar research is to some extent distinct from that in other parts of the globe. It has a 
strong individualistic component dictated, in part, by logistical requirements of work in 
remote areas of harsh climate and, in part, by strong national research programs for the 
north and south pole. Past efforts in atmospheric and snow chemistry have consisted of a 
large number of "small science projects" and a few loosely coordinated international 
efforts. 

In the mid-1990s, PASC will encourage the integration of small science efforts into the 
larger picture through interdisciplinary specialty conferences and workshops as well as a 
detailed reporting of these activities through an active committee. Close contact with the 
Scientific Committee for Antarctic Research (SCAR) will be maintained. In parallel, 
coordinated international, interdisciplinary efforts on selected topics will be encouraged. 
These include: (1) a coordinated research program at ATM-Summit Greenland, where the 
deep coring of the U.S. and Europe has taken place, in order to better understand the 
exchange of gases and particles between the atmosphere and glacial snow/ice; (2) a 
northern tropospheric oxidants study (NOS) in collaboration with the North Atlantic 
Regional Experiment (NARE) of IGAC that will help to better define chemical controls on 
tropospheric ozone which has emerged as an important greenhouse gas; (3) a cooperative 
effort to develop an automated polar air chemistry measurement system; (4) ship and 
aircraft campaigns to better understand the role of polar oceans in atmospheric chemistry, 
stratospheric ozone depletion and global climate; (5) studies of the chemical processes 
involved in the accumulation of persistent organic pollutants (e.g., pesticides) in polar 
ecosystems via air and snow pathways; (6) in the coastal areas of Antarctic the aerosol 
composition will be studied to assess the role of sub-Antarctic marine biogenic activity in 
the sulfur cycle, particularly during EI Nino events and fmally; (7) in central Antarctic the 
hypothesis that glacial N03- reflects the intensity of stratospheric ozone depletion will be 
tested. 

In addition to major observational programs, efforts will be made to incorporate polar 
processes more accurately into global atmospheric chemistry and climate models. For 
instance, although globally anthropogenic aerosols have a net negative radiative forcing 
counteracting the greenhouse forcing of anthropogenic gases, they have a positive forcing 
regionally over snow covered polar regions. This creates large spatial gradients in radiative 
forcing by aerosols that have not been adequately represented in climate models to date. 
Close cooperation with the International Global Aerosol Program (IGAP) will be 
maintained in this regard. 
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This paper summarizes CH4 flux measurements from high latitude tundra and wetland 
environments obtained during large field campaigns and a number of smaller local projects 
since 1986. Area-weighted time series CH4 flux measurements at fixed sites in high 
latitude tundra and wetland environments suggest a CH4 source strength of about 
35Tg yrl, which agrees reasonably wilh atmospheric model calculations. Individual flux 
measurements are subject to high spatial and temporal (daily to interannual) variability, and 
are strongly influenced by vegetation, soil temperature, thaw depth, and water table level, 
which influence the balance between CH4 production and consumption. Field studies show 
that these subsurface parameters and CH4 fluxes are often poorly correlated. Laboratory 
studies on varying water table level in tundra soil columns have shown long lag times and 
hysteresis in the fluxes under falling and rising water table conditions. These results 
indicate that the soil parameters are not independent variables and that a single parameter 
capable of predicting CH4 flux is unlikely. 

Boreal forest ecosystems appear to be a small net sink for CH4. Microbially mediated 
oxidation of atmospheric CH4 is the dominant process; wet bogs, fens, swamps, and beaver 
ponds are the only CH4 sources. Microbial CH4 oxidation is also an important modulator 
of tundra emission and has the potential to eliminate net CH4 emission under warmer, drier 
conditions. 
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Studies to date have emphasized CH4, but future integrated studies along boreal forest 
and tundra transects will include measurements of other gases and carbon dioxide fluxes for 
estimates of carbon fixation and storage. Field manipulation experiments aimed at 
determining the sensitivity of high latitude trace gas emissions to temperature and moisture 
variations are also planned. High latitude biosphere-atmosphere studies to date have a 
strong North American bias. Collaborative studies in northern European and Siberian 
wetlands are essential to understanding the importance of high latitude ecosystems in trace 
gas budgets. 

INTRODUCTION 

Two circumpolar components of Arctic and sub-Arctic ecosystems, tundra and boreal 
forest, have accumulated and stored soil carbon since the last glaciation. Tundra (area: 
7.3 x 1012 m2; 7% of earth's land area) is the treeless Arctic and sub-Arctic plain populated 
with dwarf shrubs, graminoids and cryptogams, and is often underlain by permafrost. 
Tundra contains 13% of the earth's stored soil carbon. Boreal forest (11.1 x 1012 m2) is a 
general term describing the mixed deciduous-coniferous forest biome located between the 
tundra and temperate forest or prairie. It contains about 14% of the stored soil carbon (Post 
et al., 1982). Boreal wetlands (area: 1.5 x 1012 m2) occupy regions between 45° and 600 N, 
and are counted as part of tundra under most vegetation classification schemes. 
Approximately 30% of all northern wetlands are contained in two continuous wetland 
complexes: the Hudson Bay Lowland in Canada (3.2 x 1010 m2) and the Vasuugan peatland 
(5.4 x 1010 m2) in Siberia. All of these systems are characterized by short (100 to 120 day) 
growing seasons, low temperatures, low decomposition rates, moist to waterlogged soils, 
and the presence of continuous or discontinuous permafrost. 

Much of the stored soil carbon in high latitude systems is present as peat or frozen in 
permafrost, and is subject to limited biogeochemical degradation. The fate of this stored 
carbon under altered climate is a major question (Billings, 1987). Model projections 
(Mitchell, 1989) indicate that Arctic regions will be the first impacted by global warming. 
Permafrost temperature distributions (Lachenbruch and Marshall, 1986) are consistent with 
a decade-scale rise in temperature. We understand in broad terms that C~ emissions result 
from a balance between production (methanogenesis) and consumption (methylotrophy), 
and that this balance is governed by temperature, moisture/water table relations, and 
substrate quality, but which variables are the best predictors of methane flux, the 
importance of feedbacks, and generally, the role of tundra under altered climate remains 
unclear. Some projections (Khalil and Rasmussen, 1989; Lashoff, 1989; Oechel et al., 
1993) suggest that warmer climate will lead to warmer soil temperatures, thawing 
permafrost and increased CH4 and C02 emission. Others (Whalen and Reeburgh, 1990a; 
Reeburgh et al., 1993; Moore and Roulet, 1993; Roulet et al., 1993) suggest that 
microbially mediated CH4 oxidation, which is neglected in the above projections, has the 
potential to modulate CH4 emission, and under appropriate conditions, consume 
atmospheric C~. 

This paper is structured around progress on the tasks of the IGAC High Latitude 
Ecosystems as Sources and Sinks for Trace Gases (HESS) Activity, which include: 

Estimating the magnitude of high latitude ecosystem trace gas emissions. 
Understanding factors and processes controlling high latitude ecosystem gas 
exchange. 
Understanding sensitivity of high latitude trace gas sources and sinks to climate 
change. 
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Since these tasks are sequential, this paper will emphasize recent work on trace gas 
emissions from high latitude ecosystems and our current understanding of the role of high 
latitude environments in the CH4 budget (Task 1), spell out our present understanding of 
the important controls on CH4 fluxes (Task 2), and finally, outline manipulation 
experiments planned to determine sensitivity of high latitude systems to climate change 
(Task 3). 

ROLE OF HIGH LATITUDE ENVIRONMENTS IN THE GLOBAL METHANE 
BUDGET (Task 1) 

Early Studies 

The possible importance of high latitude environments in radiatively active trace gas 
budgets was recognized early, but prior to 1986 only three stud.ies provided information on 
CH4 fluxes from high latitude systems (Clymo and Reddaway, 1971; Svensson and 
Rosswall, 1984a, b; Sebacher et al., 1986). High latitude wetlands have been prominent as 
a potentially large term in the global CH4 budget (Cicerone and Oremland, 1988; Matthews 
and Fung, 1987; Fung et ai., 1991), but their contribution has been uncertain because of 
three problem areas: lack of basic flux data, lack of understanding of the processes 
controlling fluxes, and uncertainties in scaling up from sites to regional and global scales. 
Large-scale coordinated field campaigns and individual projects have led to rapid growth in 
the high latitude CH4 flux data base. Th~ wetland CH4 flux work has been summarized and 
reviewed recently by Bartlett and Harriss (1993). Because of the almost total absence of 
CH4 flux data, net CH4 fluxes have received major emphasis, but measurements of other 
gas fluxes are being incorporated in current work. 

Large Field Campaigns 

ABLE 3A. The Arctic Boundary Layer Expedition (ABLE 3A) was conducted in the 
Arctic and sub-Arctic of North America during July and August of 1988. Studies included 
a comprehensive tower, chamber and aircraft campaign at a site in the Yukon-Kuskokwim 
Delta near Bethel, Alaska, and flights around Barrow, Alaska. A summary of the results 
appears in a dedicated 1992 issue (number 015) of the Journal of Geophysical Research; 
the following discussion will emphasize the CH4 studies. 

Methane flux measurements were made with methods covering three scales; aircraft 
boundary layer measurements (1000 km), tower measurements (103 m) and chamber 
measurements (1 m2). Errors of approximately a factor of 2 between chamber and tower 
flux measurements resulted from poor resolution of CH4 producing habitats in the tower 
footprint (Fan et al., 1992). Mean aircraft fluxes were -2 times higher than the tower 
fluxes. The aircraft data were obtained during afternoon in periods of good flying weather, 
and these conditions were associated with maximum tower fluxes. The tower and ground
based measurements were made in an area with small lakes, whose CH4 flux varied with 
size and wind speed. A mean emission rate of 25 mg Cf4 m-2 d-l for wet tundra, dry 
tundra and lakes, which is low compared to other sites, was made by areal weighting of 
vegetation types obtained from satellite imagery. Bartlett et al. (1992) extended this flux to 
a global emission rate for tundra of 11±3 Tg CH4 yr-l. Ritter et al. (1992) measured CH4 
source strengths of 25 to 85 mg CH4 m -2 d-l with aircraft boundary layer measurements, 
and established an averaged, seasonally adjusted source strength of 51 mg CH4 m-2 dol. A 
global estimate for tundra C~ emissions using this rate was 44 Tg yr-l. 
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NOWES/ABLE 3B. The Northern Wetlands study (NOWES), a joint experiment 
between the Canadian Institute for Research in Atmospheric Chemistry (CIRAC) and the 
NASA Atmospheric Boundary Layer Experiment 3B, was conducted in 1990 to assess the 
importance of a large continuous wetland, the Hudson Bay Lowland in Northern Canada 
(3.2 x 1010 m 2), as a source/sink of biogenic gases under current climate conditions (Roulet 
et al., 1992a). Most of the measurements of CH4 flux in high latitude systems have been 
from relatively small isolated systems, i.e. wetlands with an area <1000 km2. A dedicated 
issue (number 01) similar to the ABLE 3A issue of the Journal o/Geophysical Research 
appeared in 1994. 

The experiment was conducted in two locations. The first location was a 120 km 
transect running from James Bay coast inland to the interior of the Hudson Bay lowland. 
Areal coverage of this transect by wetlands and lakes was 100%. The second location was 
near Schefferville, Quebec, in a region that is approximately 30% wetland. Fluxes of C02, 
CH4, N20, NOx , and NMHCs were measured at numerous sites with flux chambers. A 
micrometeorological flux tower at each study site was used to measure fluxes of C02, CH4 
and 03. Periodic boundary layer flux measurements of C02, CH4, CO and 03 were made 
by aircraft during the experiment. In addition to flux measurements, the concentrations of 
other trace gases such as C02, VOC, NO, N20, N02, DJ and some NMHC were made 
throughout the summer at Schefferville and an atmospheric observatory on the southern 
fringe of the lowland. 

Low CH4 fluxes for the Hudson Bay Lowland were the most surprising result of the 
campaign. Based on prior studies (Bartlett and Harriss, 1993) the Hudson Bay Lowland 
was expected to emit between 5 and 7 Tg CH4 yr-1, but field measurements gave an 
estimate of 0.5±0.03 Tg CH4 yr-1• (Roulet et al., 1994). These estimates were obtained by 
weighting chamber flux measurements by the fractional component of each major 
ecosystem determined by remote sensing. Fluxes measured by aircraft averaged 
16 mg C~ m -2 d -1 (Ritter et al., 1994), tower-derived fluxes averaged 16 mg CH4 m -2 d-1 

(Edwards et al., 1994), and the modeled chamber fluxes averaged 20 mg CH4 m-2 d-1• 

Methane fluxes measured by these three independent methods agreed to within a factor of 2 
at all times, and to within a factor of 1.2 most of the time (Roulet et al., 1993). However, 
Moore et al. (1993) have shown that comparisons between tower and aircraft fluxes to 
greater than a factor of 1.5 are not possible for sensible heat due to errors in measurements 
at different scales. These errors are larger in comparison to those for trace gases. The 
highest daily fluxes of CH4 were from the shallow ponds on the surface of the wetlands: 40 
to 150 mg CH4 m-2 d-1. (Hamilton et al., 1994). The fluxes from the peat surfaces were 
much smaller: <40 mg CH4 m-2 d -1 (Moore et at., 1994). Approximately ·10% of the fluxes 
measured from the peat surfaces indicated uptake of CH4. The NOWES CH4 flux 
measurements were within 25% of those predicted by Fung et al. (1991). 

The fluxes of N20 were small, -3.8 to 7.9 mg m-2 d-1, yielding a total source of 
-1.2 GT yr-1, an insignificant source in the global budget (Schiller and Hassie, 1994). 
Wetlands in general are N03- depleted and limited, so their capacity to yield large amounts 
of N 20 is limited. The NMHC flux was measured in only a few locations, but was at least 
as large, and in many cases larger, than the CH4 flux (Klinger et al., 1994). The seasonal 
distribution of isoprene followed a pattern controlled by the source from vegetation and air 
temperature (Jobson et al., 1994). . 

During NOWES there was little direct work on the controls of the fluxes of various 
trace gases. However, because the experiment was located along a transect in an area that 
has been isostatically rebounding since the last glaciation (Roulet et al., 1992a), it 
presented an opportunity to study how 5000 years of peatland evolution influences the CH4 
flux. Moore et al. (1994) and Klinger et al. (1994) found clear relationships among various 
stages of ecological succession and CH4 flux in individual wetland types, while Roulet et 
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at. (1994) showed there was a significant increase in CH4 flux from the region of younger 
wetlands (1,000 to 2,000 years old) near the James Bay coast to older wetlands 
(-5000 years old) in the interior of the Hudson Bay lowland. This was in large part due to 
the increase in the area of shallow ponds on wetlands inland from the coast. 

Individual Studies 

While the large campaigns have emphasized integration over large areas, individual 
studies have emphasized surveys, time series flux measurements, and processes controlling 
trace gas fluxes in a variety of high latitude wetland (Roulet et at., 1992b; Roulet et at., 
1992c) and boreal forest (Whalen et at., 1991) environments. These studies provide long 
term information on spatial and temporal variability of CH4 fluxes; one study (Whalen and 
Reeburgh, 1992) has continued for 6 years, providing information on interannual 
variability. At least two of these studies have involved winter measurements (Dise, 1992; 
Whalen and Reeburgh, 1988). Winter fluxes are less than 5% of the annual emission in 
high latitude tundra systems, but can contribute as much as 20% of the annual emission in 
lower latitude peatlands with less extensive freezing. Scaling up site scale measurements to 
regional and global scales has involved areal weighting of fixed site time series flux data 
(Whalen and Reeburgh, 1988, 1992) and transect studies (Whalen and Reeburgh, 1990b). 
Measurements in an Alaska boreal forest system (Whalen et al., 1991) showed that large 
areas of moist to dry soils actively consume atmospheric CH4. Local bogs and fens are the 
only CH4 -emitting sites in boreal forest systems. 

Importance of High Latitude Systems in the Global Methane Budget 

Because little was known about the CH4 source strength of high latitude environments, 
a global emission estimate has been made using flux data from virtually every study. 
Table 1 summarizes these high latitude CH4 emission estimates. Most of these studies 
assume an active period of 100 to 120 days and a distribution of environments related to the 
flux data available. Morrissey and Livingston (1992) point out that high natural spatial and 
temporal variability in fluxes make this practice questionable. The earliest estimate 
(Svensson and Rosswall, 1976) is based on a CH4 flux/moisture relationship. The 
estimates of Sebacher et at. (1986) and Whalen and Reeburgh (1990b) are from transect 
sampling campaigns; the latter campaign involved sampling at fixed intervals to obtain an 
areally representative distribution of samples. Time series flux measurements from fixed 
sites were used in the estimates of Crill et al. (1988), Whalen and Reeburgh, (1988, 1992), 
and Moore et al. (1990). The estimate of Bartlett and Harriss (1993) results from a 
comprehensive review of published CH4 flux data. Pung et at. (1991) used the GISS global 
3-D tracer model, a compilation of geographic and seasonal CH4 sources and sinks, and 
CH4 carbon isotope ratios to provide constraints on global CH4 budget terms. Several 
budget scenarios were tested for their ability to reproduce the meridional gradient and 
seasonal variations observed at the GMCC stations. Their preferred scenario calls for CH4 
emissions of 35 Tg yr-1 from wetlands and tundra north of 50°. Reeburgh and Whalen 
(1992) pointed out that the high latitude CH4 emission term seemed to be converging on 
about 35 Tg yr-l. The additional global estimates since then, with the exception of the 
Bartlett et al. (1992) ABLE 3A estimate, lie between 20 and 45 Tg yr-1 and have large 
(±50%) error limits. High latitude terrestrial environments contribute slightly less than 
10% to the global CH4 budget (Pung et at., 1991). 
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Table 1. High latitude CH4 emission estimates. 

Reference Region Location Study Type Gl4 Emission 
{Tg yrI} 

Svensson & Rosswall (1976) Arctic tundra Stordalen, summer fluxes extended 1-25 
Sweden with moisture relationships 

Sebacher et al. (1986) tundra and taiga Alaska flux transect, Arctic and 46-106 
boreal regions 

Matthews & Fung (1987) forested bog estimated area x literature 20-62 
50' -70"N emission rates 

non-forested estimated area x literature 42 
bog 50' - 70'N emission rates 

Crill et al. (1988) all bogs> 40'N Minnesota summer flux time series at 72 
peatlands permanent sites 

Whalen & Reeburgh (1990) Arctic tundra U.ofAlaska annual flux time series at 19-32 
Arboretum permanent sites 

Aselmann & Crutzen (1989) wetlands estimated area x literature 23 
50' -70"N emission rates 

Moore et al. (1990) northern fens Quebec, summer flux time series at 14 
Canada permanent sites 

Whalen & Reeburgh (1990) Arctic tundra Alaska flux transect, Alaska 38-53 
Pipeline Haul Road 

taiga Alaska flux transect, Alaska 15 
Pipeline Haul Road 

Fung et al. (1991) wetlands 3-D tracer model, estimates 35 
>50'N sources (scenario 7) 

Whalen et aL (1991) moist taiga Bonanza Creek thaw season flux time series -0.8 
Exptl. Forest, at permanent sites 

Alaska 

Whalen & Reeburgh (1992) Arctic tundra U. of Alaska annual flux time series 42±26 
Arboretum (4 years of data) 

Bartlett et al. (1992) ABLE3A Yukon- summer flux time series at 11 ±3 
Kuskokwim permanent sites 
Delta, Alaska 

Ritter et al. (1992) ABLE3A Yukon- aircraft boundary layer flux 44 
Kuskokwim 
Delta, Alaska 

Bartlett & Harriss (1993) wetlands global summary 38 
> 45'N 

Present and Future Work 

North America. BOREAS. The Boreal Ecosystem Atmosphere Study (BOREAS) is 
planned for 1994 at two locations in the boreal forest region of northern Canada. The 
objectives of the experiment are (1) to improve the understanding of the processes and 
states which govern the exchanges of energy, water, carbon and trace gases between boreal 
forest ecosystems and the atmosphere, with particular reference to those processes and 
states that may be sensitive to global climate change, and (2) to develop and validate 
remote sensing algorithms to extend this understanding of the processes from local to 
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regional scales. The focus of the research will be two 600 km 2 sites: one dry, warm boreal 
forest site located near Prince Albert in central Saskatchewan, and the other, a moist, cool 
boreal forest site located near Thompson, Manitoba. A unique aspect of BOREAS is the 
concurrent measurement of trace gases, tentatively CO, CH4, some NMHCs, N 20 and 
NOx , and all important physical, biogeochemical and ecological variables at all the 
important ecosystems that comprise what would be considered the boreal biome. Using 
this approach, sites of both net emissions and uptake of trace gases can be quantified and 
the total influence of this portion on the boreal biome can be assessed. The ecosystems 
include various forest types (aspen, spruce, pine), wetlands, and beaver ponds. 
Measurements will consist of a full set of chamber, micrometeorological, and aircraft 
derived fluxes. The experiment will run from snowmelt to freeze-up in 1994, with three 
intensive measurement periods where all three types of flux measurements will be 
conducted simultaneously. One tower at each site will measure fluxes from August, 1993 
to September, 1994. 

ARCSSILAII Flux Study. The NSF-sponsored Arctic System Science Land-Air-Ice 
Interactions Flux Study (ARCSS/LAII Flux Study) will be conducted along a transect in 
Alaska from Toolik Lake in the Brooks Range foothills to the Arctic Coastal plain from 
1993 to 1996. The goal of this study is to understand the processes controlling carbon 
storage and emission as C02 and CH4. This study will involve measurements of emission 
and consumption of C02 and CH4 using micrometeorological tower and chamber studies, 
coupled with aircraft flux measurements at intervals during one field season. The gas flux 
studies are integrated with hydrologic and soil studies, vegetation mapping and spectral 
reflectance measurements for interpretation of satellite data in this multi-year project. 

Scandinavia. Several programs examining trace gas fluxes are underway in 
Scandinavia and are projected to continue until 1998. A Swedish effort to quantify CH4 
fluxes from peatlands (Mikkelli et aI., 1992) also involves studies on the rates and controls 
on CH4 production and oxidation (Svensson and Sundh, 1992). For example, Sundh et at. 
(1992) found that the oxidative capacity of a peatland is a direct function of the moisture 
content of the peatland. Other research is being conducted on the importance of peat 
quality on CH4 flux (Nilsson, 1992) and the development of techniques such as FTIR for 
the measurement of the CH4 flux. 

Part of the Finnish Programme on Climate Change (SILMU) is examining the carbon 
balance of peatlands and climate change (Lainen and Paivanen, 1992). This experiment has 
been underway for three years and will continue for at least another three years. Chamber 
measurements of CO 2, CH4 and N20 flux are being made in areas subjected to various 
treatments and manipulations to determine the controls on trace gas emissions (Lien et at. , 
1992; Martikainen et al., 1992; Silvola et al., 1992). The project includes experiments 
related to gas exchange from northern wetlands such as the emissions of CH4 from virgin 
and drained peatlands, the effect of drainage intensity on carbon and nitrogen 
mineralization, rate of net peat accumulation, response of Sphagna to N deposition and 
increased CO2 concentrations, and organic carbon in peatland waters. A particularly 
unique aspect of these experiments is the use of forest drainage sites as surrogates for 
climate change. 

Russia. Several groups have initiated CH4 flux studies in various parts of Russia. 
Panikov and Zelenev (1992) are working in Western Russia, and Samarkin et al. (1992) are 
involved in studies in the Kolyma lowland. A program of CO2 flux measurements is 
underway near Chernski, Yakutia (S. Zimov, private communication), and a CH4 flux 
measurement program is being established there. Established field stations and ongoing 
expeditions in these areas should facilitate collaborative flux time series studies. 
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CONTROLS ON HIGH LATITUDE TRACE GAS FLUXES (Task 2) 

We understand in broad qualitative terms that CH4 emissions result from a balance 
between production (methanogenesis) and consumption (methylotrophy). Physical factors 
that directly affect this balance are temperature, moisture, water table level, and substrate 
quality, but an understanding of the most important controls on CH4 flux, the importance of 
feedbacks, and generally, the sensitivity of high latitude environments to altered climate 
remain unclear. Studies have concentrated on physical factors such as soil temperature 
because it is related to microbial activity, and the position of the water table, because it 
defines the zones of anaerobic (production) and aerobic (oxidation) processes. These are 
also the simplest variables to measure continuously. 

Examples of relationships between CH4 flux and soil temperature are summarized in 
Bartlett and Harriss (1993). A number of relationships have been reported for short term 
flux data sets using soil temperatures at fixed depths, but the number and variety of 
functions used (linear, polynomial, log-linear, and exponential), suggests that the 
relationship between temperature and CH4 flux is not unique or straightforward (Whalen 
and Reeburgh, 1992). 

Laboratory studies on the effect of water table level on CH4 and carbon dioxide 
emission have been performed by Peterson et al. (1984) and Moore and Knowles (1987). 
Lowered wetland water tables are believed to control CH4 fluxes by enhancing aerobic CH4 
oxidation. A lowered water table provides a more gas permeable surface zone that 
becomes aerobic through diffusive transport of atmospheric oxygen. This permits 
establishment of microbial populations capable of oxidation of CH4 escaping from the 
deeper, waterlogged sediment layers. Whalen et al. (1993) showed that waterlogged tundra 
soils were anoxic only a few millimeters below the water table surface. Jar experiments 
with moist soils (Whalen and Reeburgh, 1990a; Whalen et at., 1990) showed rapid 
equilibration with added tracers, suggesting gas phase diffusivities of -10-1 to 
1O-2 cm-2 sec-1, 104 times more rapid than aqueous phase molecular diffusion. The CH4 
oxidizing populations responded rapidly to changes in CH4 concentration and consumed 
CH4 to threshold values of 0.1 ppm (Whalen et aI., 1992). Methane oxidation rates were 
very sensitive to water content, apparently a result of limiting transport by sealing inter
grain boundaries. The initial moist soil work suggested that oxidation could provide a 
rapid response and a negative feedback to increases in CH4 flux. 

The above rapid responses have not been observed in wetlands with waterlogged soils. 
Subsoil CH4 distributions and fluxes appear to be decoupled, as high standing stocks of soil 
CH4 and steep soil water CH4 gradients show poor correlations with surface fluxes 
(Whalen and Reeburgh, 1992). Correlations between CH4 flux and water table level in 
wetlands are generally poor, and appear to be masked in whole-season correlations 
(Whalen and Reeburgh, 1992). One possible explanation is that the CH4 emission response 
occurs too rapidly to appear in whole-season correlations. The magnitude of CH4 standing 
stocks in soil waters compared with the surface CH4 fluxes suggests residence times of 
days. However, laboratory water table manipulation experiments on peat cores give results 
that suggest much slower responses. Moore and Roulet (1993) showed very dissimilar CH4 
flux responses under falling and rising water table conditions, and similar studies by Kizer 
and coworkers (private communication) showed that the CH4 fluxes of cores subjected to 
water table adjustments stabilize only after periods of weeks. In contrast to the rapid 
response by moist soils, saturated or waterlogged soils show responses that may be related 
to flooding history or frequency. For example, in a falling water table situation, the newly 
exposed soils have only a history of anoxic conditions, and some time may be required to 
repopulate the zone with aerobic oxidizers. Reconciling the results of wetland field 
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observations with the laboratory core manipulations is an important problem that will 
require further study. 

Whalen and Reeburgh (1992) noted that relationships between any single variable and 
CH4 emission are site specific and of little value as predictors, emphasizing the fact that 
variables such as temperature and water table depth are not truly independent. They 
showed that parameters that integrate conditions over a season, such as thaw depth or 
centimeter degrees, correlated best with CH4 emission on a given date. Dise et ai. (1993) 
showed that the position of the water table explained over 60% of the variance in CH4 flux 
in Minnesota wetlands using multiple regression. Temperature explained 30% of the 
variance and a measure of substrate quality explained the remainder. Moore and Roulet 
(1993) showed that the response of C~ flux to a unit change in water table is similar 
among wetlands, but that the actual flux for a given water table varies considerably. 
Systems with small changes in water table level over the study period show no significant 
relationship between CH4 flux and water table (Moore et ai., 1994). When this is the case, 
peat temperature dominates the system (Roulet etaL, 1992c). 

The above attempts are directed toward a process-level understanding of the factors 
controlling CH4 flux. Considering parameters like biomass and primary production rather 
than variables like temperature and water table level appears to offer a promising means of 
predicting CH4 flux from some wetland systems. Recent work in diverse wetland systems 
shows strong linear correlations between CH4 emission and biomass (Whiting et ai., 1991) 
and CH4 emission and primary production (Aselmann and Crutzen, 1989; Whiting and 
Chanton, 1993). All sites considered were inundated and populated with plants capable of 
vascular transport. Concurrent measurements of net primary production and CH4 flux 
showed that approximately 3% of daily net primary production was released as CH4 
(Whiting and Chanton, 1993). The correlations between biomass and primary production 
could result from either litter input or production of suitable methane-forming substrates 
below-ground by root exudation and root turnover, or they could be a result of the plants 
providing conduits for C~ emission. This relationship offers the potential of estimates of 
CH4 emission through remote sensing of either photosynthetic activity or net primary 
production. Further work suggested by the net primary production/net CH4 emission 
relationship includes determination of the origin and age of the methane-forming substrate, 
the role of below-ground CH4 oxidation (Reeburgh et aL, 1993), and the applicability of the 
relationship to non-inundated wetlands free of vascular plants. 

SENSITIVITY OF mGR LATITUDE SYSTEMS TO CLIMATE CHANGE (Task 3) 

Most climate models predict a large increase in winter temperature, and a moderate 
increase in summer temperature for northern regions. The predicted change in precipitation 
varies among models. Based on the output of the climate models, the summer climate of 
the northern wetland region is predicted to be warmer and slightly wetter, and it is not 
unreasonable to expect an increase in the annual emissions of CH4 from northern wetlands. 
However, the biospheric feedbacks incorporating climate, hydrological and thermal 
regimes of wetlands, and the flux of CH4 from wetlands are quite complicated and poorly 
understood. While an increase in summer precipitation would suggest an increase in the 
wetness of wetlands, the accompanying increase in temperature would also increase 
evaporative loss of water from wetlands. The direction of change in water storage in a 
wetland will be governed by the difference between precipitation input and evaporative and 
runoff outputs. 

Models based solely on an increase in temperature suggest that the emissions of CH4 
from northern wetlands should increase in a 2 x C~ climate. Early models of Hameed and 
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Cess (1983) and Lashoff (1989) predicted an increase in CRt emissions with an increase in 
temperature. Harriss and Frolking (1992) developed a simple model based on the 
regressions of CH4 flux and temperature developed by Crill et al. (1988) for peatlands in 
Minnesota. Using year-to-year temperature anomalies of ±2·C observed over the 20th 
century for five northern region wetlands, they estimate a ±5 Tg yr-l variation in emissions. 
This deviation represents only 15% of the total emissions from northern wetlands for the 
expected range of temperature increase predicted by most GeMs for a 2 x C02 climate and 
suggests only a moderate feedback. 

The CH4 temperature feedback models assume that the moisture status of the wetland 
remains the same. However, Roulet et al. (1992b) using a simple hydrothermal model for 
northern fens, estimated a decrease in moisture storage of between 60 to 200 mm in a 
2 x C02 climate. The same model predicted a 0.8 to 2.0·C increase in the peat temperature. 
The increase in peat temperature resulted in a 15% increase in CH4 flux, a result very 
similar to that of Harriss and Frolking (1992). However, the decrease in water storage 
resulted in an 80% decrease in CH4 flux, suggesting that the emissions of CH4 from 
northern wetlands are more sensitive to change in moisture than temperature. A small 
decrease in water storage in a wetland can easily offset any temperature-induced increase in 
emissions. The models used to estimate the CH4 biospheric feedback for wetlands are 
preliminary and crude. Several studies have used empirical approaches to examine the 
climate-CH4 feedback in wetlands, either by attempting to correlate seasonal and inter
annual variability in the CH4 with climate variables, or by measuring the CH4 flux from 
wetlands that have undergone some drainage. The results of two studies conducted in 
Alaska suggest that the CH4 flux from wetlands is extremely sensitive to change in 
moisture and temperature. A four-fold variation in annual CH4 emissions from wetlands in 
the interior of Alaska was observed over a four year period (Whalen and Reeburgh, 1992). 
Livingston and Morrissey (1991) compared the difference in the CH4 flux from Alaskan 
North Slope wetland with varying moisture and temperature regimes between two years 
with very different climates. They found a four-fold increase in flux with a 4·C increase in 
soil temperature and an increase in wetness. They also found a two-fold increase in flux 
with a 4·C increase in soil temperature under drier conditions. These results suggest a far 
stronger sensitivity of the CH4 flux to the climate than was found in modeling studies. 

A criticism of the use of normal climate variability as a surrogate for climate change is 
that ecosystems should be well-adjusted to this type of variability. However, with a 
persistent change in climate, ecosystems should be pushed beyond the range of normal 
variability. To find the effect of persistent change in the moisture, Roulet et al. (1993) 
measured the flux of CH4 from several wetlands that have been drained. These wetlands 
experience the day-to-day natural variability in temperature and precipitation, but have a 
lower mean water table than natural wetlands. Their results show that even a slight drop in 
water table of 0.1 m effectively eliminates the flux. The flux decreased from 5 to 
10 mg CRt m -2 d -1 with an average water table of -0.2 m to between 0.1 and 
-0.4 mg CH4 m-2 d- l when the average water table was below -0.3 m. An additional drop 
in water table to -1.0 m did not increase CH4 uptake. Whalen et al. (1993) used kinetic 
data on CH4 oxidizers in soil cores to estimate that lowering the water table 10 to 40 cm 
could result in a zero net CH4 flux. 

All of the studies of biospheric feedback of CH4 assume that there is no change in the 
structure and function of the wetland ecosystem. This is clearly a limiting assumption. 
Vegetation changes were obvious at the forest drainage sites used by Roulet et al. (1993) 
only after 10 years of drainage (J. Bubier, private communication) With changes in 
structure, changes in substrate quality and transport mechanism should be expected. 
Without an understanding of how the plant communities of wetlands respond to changes in 
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the climate it will be impossible to make any long-term predictions of future emissions 
from northern wetlands. 

FUTURE STUDIES 

A remarkable amount of data on trace gas emissions from high latitude systems has 
been obtained in a relatively short time, and the importance of these systems as global CH4 
sources is converging on a value between 20 and 45 Tg yrl. A first-order understanding of 
biogeochemical processes controlling the balance between C~ production and emission 
has resulted, and models dealing with sensitivity of emissions to various observed 
parameters are under development. Future work should emphasize the following. 

Our current information on high latitude trace gas fluxes has a strong North American 
bias, and has placed almost total emphasis on CH4 emissions. Studies in northern 
European and Siberian wetlands are beginning, and should be supported with collaborative 
studies and flux time-series measurements. Obtaining flux data from these systems, based 
on accepted site classification and nomenclature used in the other high latitude studies, is 
essential to understanding the global importance of high latitude systems. It is important 
that future work emphasize measurements of not only CH4, but also of other gases, 
particularly CO 2. 

Estimates of the sensitivity of high latitude systems to climate change are only 
beginning. Most use historical climate data (temperature, rainfall) and simple relationships 
to flux. We appreciate that none of the driving variables are independent and that a single 
process-level parameter capable of predicting CH4 flux is unlikely. Feedbacks promise to 
be an important control and require more study. Realistic manipulation experiments on the 
1 to 10 m scale are needed to confirm process-level controls and their role in feedbacks. 
Preliminary experiments involving manipulation of water table level and temperature are 
underway and should be repeated in a range of environments. The design and eventual 
results of these experiments are critical to scaling models of biogeochemical feedbacks to 
general circulation models and chemical tracer models. 

Understanding microbially mediated CH4 production and oxidation in wetlands and 
soils should be a high priority. Understanding the origin of the substrates important in CH4 
production are needed for a process-level understanding of the methane flux:primary 
production relationship. There are very few direct measurements of CH4 oxidation, but the 
available information suggests that oxidation may be about half of the gross CH4 budget 
(Reeburgh et al., 1993) 
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Most terrestrial ecosystems of the midlatitudes have been subjected to human 
influence. Large areas of forests and grasslands have been converted to agriculture; 
conversely, reforestation is also extensive in many regions. These changes in land use, the 
use of fertilizers on agricultural land, and high precipitation inputs of nitrogen from 
industrial emissions to forests and other natural ecosystems, all have consequences for trace 
gas exchange, and thus for the atmospheric concentrations of trace gases that contribute t(} 
climate change. 

The study of these interactions, on a comprehensive world-wide basis, is the task of the 
IGAC Activity Trace Gas Exchange in Midlatitude Ecosystems (TRAG EX). Although 
TRAGEX as a coordinated program is still at the planning stage, there is a substantial 
current research effort in progress in North America, Western Europe and Australia that has 
already provided some insight into the most important processes governing trace gas 
exchange in the midlatitudes. Some of the highlights of this work, and major outstanding 
questions, are outlined in this paper. 

Soil carbon availability, temperature/moisture interactions, pH, and nutrient dynamics 
have been identified as key variables in methane emission from temperate wetlands, but 
measurement and modeling processes of transfer to the atmosphere are in their infancy. 
Inputs of nitrogen and restrictions in aeration of topsoils have been shown to reduce very 
substantially the soil's capacity to act as a sink for CH4 by microbial oxidation to C02. 
High N inputs promote emissions of N20, but it has been shown that large effects on fluxes 
are caused by variations in soil physical conditions, the chemical form of the N, and soil 
pH. The very high spatial and temporal variability of N 20 and CH4 fluxes have made 
representative flux estimates very difficult to make, and have stimulated major research 
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efforts in development of improved methods of analysis applicable to areas of 103 to 
1()4 m2 and ultimately to the km 2 scale. The linking of process models with the Global 
Information System (GIS) for large-scale integration is a focus of current planning activity. 

Increased C02 concentrations and N deposition, and the fact that much of the present 
forest area of the region is in a mid-successional stage, suggest that there may be a 
substantial vegetation-related sink for C02 in the midlatitudes. Changes in soil organic 
matter in areas of reforestation and in response to changing agricultural practices may also 
represent an important contemporary sink for atmospheric C02. Feedbacks associated with 
C02 uptake by vegetation, its release during decomposition, and the nitrogen cycle 
processes that affect plant and microbial growth-including trace gas production-must be 
better understood to appreciate fully the significance of changing CO2 sink strengths. 

High priority must now be given to three areas: (1) the establishment of flux 
measurement networks in important mid-altitude regions, especially in those such as the 
former Soviet Union, China, temperate South America, where comparatively little data 
have been obtained; (2) the development of adequate process-based models; and (3) the 
scaling-up of the models to predict fluxes over large regions. This should lead to a 
substantial improvement in the quality of the input to climate models. 

INTRODUCTION 

Increasing atmospheric concentrations of gases such as carbon dioxide (C02), 
chlorofluorocarbons (CFC), methane (CH4) and nitrous oxide (N 20) are believed to be 
causing climate change: global warming, increased UVB flux to the earth's surface due to 
depletion of stratospheric ozone, and changes in precipitation patterns (Houghton et ai., 
1990, 1992). Efforts such as those by the Intergovernmental Panel on Climate Change to 
assess the likely extent of these changes by means of climate models are heavily dependent 
on the quality of information regarding the fluxes of these trace gases as model inputs. 

Apart from chlorofluorocarbon compounds, which are entirely industrial in origin, 
significant proportions of the other main "greenhouse gases" C02, CH4 and N 20 come 
from processes occurring naturally in the biosphere, and their net fluxes to the atmosphere 
are increased by activities associated with land use. Additionally there are indirect 
contributions to the greenhouse effect from carbon monoxide (CO), non-methane 
hydrocarbons (NMHC), and NOx (all of which have natural and anthropogenic sources), 
through their role as precursors of tropospheric ozone. 

These biospheric contributions to total emissions are of particular significance in the 
midlatitudes (30° to 60°). A large proportion of the world's population and the most 
industrialized societies are concentrated in this zone, mainly in the northern hemisphere. 
The impacts on the natural terrestrial environment have been correspondingly heavy. They 
include deforestation, the cultivation of virgin grassland, irrigation and wetland drainage, 
increasingly intensive use of mineral fertilizers, large-scale production of livestock (and 
livestock waste), urban waste disposal in landfills, and large contributions of nitrogen and 
sulfur compounds to atmospheric deposition. All of these processes affect the emissions 
of greenhouse gases (Andreae and Schimel, 1989). 

Currently we have a modest understanding of the principal processes contributing to 
fluxes of trace gases between the land and atmosphere in the midlatitudes. In recent years 
we have been able to quantify fluxes under some conditions, to develop models of 
processes, and to begin the task of scaling flux measurements on a small areal scale to 
larger scales. However, even in those regions where work has been most intensive, we are 
not yet able to quantify fluxes well enough to satisfy fully the requirements of the climate 
models. In addition, there are large regions of the midlatitudes, including most of the 
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former Soviet Union, China, and temperate South America,. for which very little 
information on trace gas fluxes is available. Perhaps most importantly, we do not 
understand sufficiently well how global change will affect gas fluxes. 

In this paper we highlight on going work in some of these fields, including the 
development of the IGAC-TRAGEX program. TRAGEX is intended to fIll these gaps in 
our knowledge of trace-gas fluxes in midlatitude ecosystems, and to improve our capability 
of predicting changes in these fluxes. 

CO2 FLUXES 

In the last century, the principal cause of atmospheric C02 increases was conversion of 
virgin forest and grassland, much of it in the midlatitudes, to agricultural use (Wilson, 
1978). Today, the principal biogenic source is deforestation in the tropics; ecosystems in 
the midlatitudes appear to be having either no net effect on atmospheric C02 
concentrations, or are acting as a weak sink. Different modeling approaches, dealing with 
the difficult problem of resolving relatively small differences between two large numbers
the terrestrial source of and sink for C02-have produced conflicting results for 
midlatitude ecosystems and much discussion. 

The potential strength of a midlatitude C02 sink is, however, less contentious, 
although its magnitude will depend on the extent of climate change and the as yet 
unquantified effects of elevated C02 and nitrogen deposited from the atmosphere on forest 
growth and soil carbon storage. It will also depend on rates of reforestation in some 
regions, and increases in soil carbon storage brought about by changing agricultural 
practices, which may even today represent a net contemporary sink for C02. 

N and C02 Fertilization of Midlatitude Ecosystems 

The present-day response of carbon stores in midlatitude ecosystems to elevated CO2 
and land management changes is a topic of intense debate. Atmospheric boundary models 
(e.g., Tans et al., 1990) suggest a major terrestrial sink for C02 in the northern hemisphere. 
This sink appears to total 2.0 to 3.4 Pg of C per year, depending on C sources in regions to 
the south and north of the midlatitudes. However, the mechanism for this sink is unknown, 
and a decade of terrestrial modeling has converged on present estimates of a 0.4 to 2.6 Pg 
source of atmospheric C globally (Dale et al., 1991). With some significant exceptions 
(e.g., Harmon et al., 1990; Melillo et al., 1988) little of this contemporary source can be 
traced to the temperate latitudes of Europe and North America (Houghton et al., 1987), but 
neither do these regions appear at present to be a significant net sink: even when 
accounting for upward revisions in estimates of recent midlatitude forest growth (e.g., 
Kauppi et aI., 1992 for European forests), both North America and Europe appear to be 
within 0.1 Pg yr 1 of no net emission (Figure 1). 

While terrestrial models suggest no present sinks for C02 in the midlatitudes, there is 
general agreement among most models that future changes in atmospheric C02 
concentration and climate will increase forest C storage. Rastetter et al. (1992), for 
example, predict a 4% increase in C storage in vegetation and soil in a deciduous forest of 
the eastern U.S., after 50 years of doubled atmospheric C02. Smith et al. (1992) predict a 
0.4 to 9.5% increase in vegetation and soil C storage worldwide under different GeM 
climate scenarios based on Holdridge Life Zones (Holdridge, 1947); this increased storage 
derives mainly from northward shifts in the extents of tropical and boreal forests and in the 
midlatitudes from a decrease in the extent of deserts. 
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Figure 1. Estimated annual carbon emissions to the atmosphere from different continental regions due to land 
use changes (redrawn from Dale et al., 1991). 
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Figure 3. Relationship between CO2 flux and soil temperature for hardwood forests around the world. 
Letters refer to Harvard Forest experimental plots (C = control; DC = disturbance control; H = heated plots) 
(redrawn from PeteIjohn et al., 1993). 

Melillo et al. (1993) have used a process-level ecosystem model to estimate global 
patterns of net primary production (NPP) and soil nitrogen cycling following a doubling of 
C02 and associated climate changes. Doubling of C02 without climate change is predicted 
to result in a global NPP increase of 16.3%, while changes in both C02 and climate 
increase global NPP by 20 to 26% (Table 1). Predicted responses differ widely between 
different vegetation/climatic zones (Figure 2); in general, responses for northern and 
temperate ecosystems are less than 10%. The responses in tropical and dry temperate 
ecosystems, in their model, are dominated by the effects of elevated CO2, but those in 
northern and moist temperate ecosystems reflect primarily the effects of temperature as it 
influences nitrogen availability and rates of C02 release by decomposition from soil 
organic matter. As Figure 3 shows, the latter effect is marked. 

In the last few decades, many regions in the midlatitudes have experienced increased N 
deposition from the atmosphere as a result of industrial and agricultural emissions of NOx 
and ammonia. About 18 Tg yr1 of anthropogenic N is presently added to North American 
and European ecosystems from this source (Melillo et aI., 1989). This inadvertent 
fertilization will almost certainly increase carbon storage in these systems by stimulating 
net primary productivity, and may well affect the fluxes of other greenhouse gases such as 
CH4 and N 20 (this is discussed further in following sections). 

Carbon Storage in Agricultural Soils 

In the mid-19th century, agriCUlture rapidly expanded across virgin grassland and 
forest regions of North America, temperate South America, Australia, New Zealand, and 
southern Africa. Native soil fertility and various social factors during this period 
discouraged the use of crop rotations, manuring, ley cropping and other cultural practices 
that might otherwise have maintained soil C stores. This led to a large pulse of C02 
entering the atmosphere prior to 1900. 813C analysis suggests that this pulse may have 
been as high as 110 Pg (Wilson, 1978). 



184 TRAGEX TrtM:e Gas Exclumge in MidlDtilrule Ecosystems 

Table 1. Comparison of annual NPP (10 15 g C) by vegetation type for experiment 
involving two levels of atmospheric CO2 and five levels of climate. Climate scenarios 
correspond to contemporary climate and predictions of four separate global circulation 
models (GCMs) from the Geophysical Fluid Dynamics Laboratory (GFDL; models 1 
and Q). the Goddard Institute for Space Studies (GISS). and Oregon State University 
(OSU) (Melillo et aL. 1993). 

0)2 Scenarios: 312.5ppmv 625.0ppmv 

Climate Scenarios t : C 1 Q G 0 C 1 Q G 0 

Polar desert/alpine tundra 0.4 0.4 0.4 0.4 0.4 0.5 0.5 0.5 0.5 0.5 
Wetlmoist bJDdra 0.6 0.7 0.7 0.7 0.7 0.6 0.8 0.7 0.7 0.7 
Boreal woodland 1.1 1.4 1.3 1.3 1.3 1.1 1.6 1.4 1.4 1.4 
Boreal forest 2.9 3.8 3.6 3.6 3.5 2.9 4.4 4.0 3.7 3.7 
Temperate coniferous forest 1.1 1.1 1.1 1.1 1.1 1.2 1.3 1.3 1.4 1.3 
Desert 0.6 0.6 0.5 0.6 0.6 0.9 1.0 0.9 1.0 1.0 
Arid shrubland 1.8 1.8 1.8 1.9 1.9 2.3 2.5 2.5 2.7 2.6 
Short grassland 1.0 1.2 1.2 1.2 1.1 1.1 1.4 1.3 1.4 12 
Tall grassland 1.2 1.4 1.4 1.5 1.3 1.3 1.5 1.5 1.6 1.4 
Temperate savanna 2.2 2.3 2.4 2.6 2.4 2.5 2.9 2.9 3.1 2.9 
Temperate deciduous forest 22 2.0 2.1 2.5 2.3 2.3 2.4 2.6 2.8 2.6 
Temperate mixed forest 3.3 3.4 3.5 3.7 3.6 3.6 4.0 4.1 4.2 4.0 
Temperate broadleaf evergreen forest 2.2 2.3 22 2.2 2.2 2.6 2.8 2.8 2.8 2.7 
Mediterranean shrubland 0.5 0.5 0.5 0.5 0.5 0.6 0.6 0.6 0.7 0.6 
Tropical savanna 5.3 5.7 5.6 6.0 6.0 5.6 6.3 6.3 6.7 6.6 
Xeromorphic forest 2.9 2.7 2.7 2.7 2.9 3.7 3.7 3.8 3.8 4.1 
Tropical deciduous forest 3.8 3.4 3.5 3.3 3.5 4.5 4.5 4.6 4.5 4.6 
Tropical evergreen forest 18.0 16.4 16.3 15.6 14.3 22.0 21.9 21.8 21.3 19.3 

Total:!: 51.0 51.1 50.8 51.5 49.8 59.3 64.3 63.8 642 61.2 

tColumn headings: C = Contemporary climate, 1 = GFDL-l model, Q = GFDL-Q model, G = GISS model, 
0= OSU model. 
:!:Ecosystem-based estimates may not sum to totals because of the effects of rounding in reporting those 
estimates. 
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Farm mechanization and the intensive use of agrochemicals in the midlatitudes since 
World War II have further depleted soil C stores by the widespread replacement of mixed 
or animal-based farming systems with continuous monocultures. On the other hand, the 
higher productivity of intensively fertilized systems may be increasing soil C stores 
depleted by initial (pre-1900) cultivation where animal-based rotations were not previously 
important, e.g., most of the former North American prairie (Paustian et ai., 1993). 

In most agroecosystems, annual cropping provides little or no scope for long-term C 
storage in vegetation, so soil C storage offers the principal potential for a C sink. Three 
mechanisms can increase soil C storage in these systems: (1) increased C inputs, (2) 
decreased decomposition rates, and (3) reduced amounts of C02 produced per unit of 
organic matter decomposed. Thus, where intensification of farming has resulted in higher 
productivity, C storage can be increased by the associated increased C inputs, so long as 
decomposition rates remain constant and crop residues are left on the field. Long-term soil 
C experiments bear this out (Paustian et al., 1993), as do simulation models that show 20 to 
30% increases in soil C with 40% increases in net primary production. In fact, Paustian et 
al. have shown that a modest increase in primary production (from increased yields or from 
incorporation of cover crops into a rotation) results in far more impact on soil C storage in 
soil than does a 2"C climate change (Figure 4). 

Carbon storage may also increase in agricultural soils as a result of decreased 
decomposition rates, which may result from conservation tillage practices. Soil 
aggregation which protects organic matter from decomposition by restricting microbial 
access to substrates (Elliott et al., 1980; Tisdale and Oades, 1982), is typically reduced by 
tillage. However, aggregate restabilization under conservation or reduced-tillage practices 
may-together with other effects of conservation tillage-lead to higher C storage under 
no-till systems (Figure 5). Given the widespread adoption of conservation tillage in North 
America (Crosson, 1981), this increase in C storage may be significant. Simulation 
modeling suggests that under optimal circumstances-high productivity, complete residue 
return, and no-till cultivation-soil carbon stores can largely regain and perhaps exceed 
pre-cultivation soil C levels under steady-state conditions (Figure 4). 
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Figure 4. Simulated effects of agricultural management strategies under different climate scenarios on 
potential carbon storage in soil at a wheat fallow site in Nebraska, U.S., and at a maize site in Michigan, U.S. 
A = current management; B = A plus a 2T temperature increase; C = B plus a 40% yield increase; 
D = C plus conservation tillage; E = D plus a 20% increase in residue lignin content (redrawn from Paustian 
et al., 1993). 
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Figure 5. Effects of conservation tillage on soil carbon stores in paired long-term no-till (NT) versus 
conventional tillage (Cf) row crop ecosystems of North America. Open circles represent light textured soils 
(e.g., sand and silt loams), closed circles represent soils of heavier texture (e.g., clay loams). Note positive 
effect of no-till on soil C even in soils of high OM content (redrawn from Paustian et aL, 1993). 

Potential for Managing Carbon Storage 

Present global inputs of C as C02 to the atmosphere from fossil fuels are circa 
5.5 Pg C yr-1• Even the most optimistic reforestation and soil organic matter management 
scenarios do not envisage the net capture of more than 1 to 2 Pg C yr1 under present 
climate regimes (Houghton et al., 1990), and once equilibrium is achieved (50 to 150 yr, 
depending on rates of tree growth and soil organic matter accumulation) this figure 
decreases to zero. Only under climate change scenarios that allow extensions of high 
productivity ecosystems into areas now occupied by ecosystems of lower productivity, e.g., 
the replacement of desert areas by grasslands and the extension of tropical and boreal 
forests polewards (Smith et al., 1992) will substantial C capture significantly attenuate 
atmospheric loading from fossil fuels. 

Any net effect of climate change on C storage will largely depend, then, on the 
differential responses of vegetation and soil organic matter to changes in temperature 
versus precipitation. Jenkinson et al. (1991) show via simulation modeling that increasing 
temperature in the absence of change in precipitation will accelerate soil organic matter 
decomposition, regardless of its effects on vegetation growth. Soil C stores will remain 
steady or increase only if: (1) precipitation increases sufficiently to allow enhanced 
vegetation growth to replace or exceed C lost from decomposition, or (2) precipitation 
decreases in the midlatitudes sufficiently to retard decomposition in mid-summer. 

CH4FLUXES 

Midlatitude CH4 Emissions 

Important biogenic sources of CH4 from the midlatitudes include wetlands, paddy rice 
cultivation, landfills and sewage disposal sites, and ruminant livestock. Recent global 
estimates of the CH4 balance (e.g., Tyler, 1991; Mathews and Fung, 1987; Cicerone and 
Oremland, 1988) suggest that midlatitude wetlands and paddy rice cultivation contribute 
little to the global flux relative to fluxes from high latitude and low-latitude regions. 
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However, wetland studies are continuing, and are providing information useful for process
level modeling and new measurement techniques that should also be applicable in other 
regions. For example, quadrupole mass spectrometry is being used to study the distribution 
of CH4 with depth in flooded peatlands in the UK, in relation to the distribution of C 
sources, other nutrients, redox potential, pH, and temperature (Figure 6). Also, eddy 
accumulation, flux gradient and eddy correlation methods using a tunable diode laser, and 
aircraft-based methods are being used to obtain fluxes at different scales (Gallagher et aL, 
1993; D. Fowler, private communication). 
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Figure 6. Measurements of methane partial pressure in waterlogged peat by quadrupole mass spectrometry 
(Clymo et al . • 1993). 

In contrast with emissions from natural wetlands, CH4 from midlatitude landfills may 
comprise a much higher proportion of the contemporary global landfill flux, estimated to be 
circa 30 Tg yr-1 (Houghton et al., 1992; Bogner, 1992). This estimate is a reduction from 
previous estimates that ranged to 70 Tg yr-1 (Bingemer and Crutzen, 1987) because of the 
recognition of the very high oxidation rates occurring in landfill cover soils. Likewise, the 
midlatitudes are likely the most important global source of CH4 from animal and poultry 
manures, which may produce an additional 25 Tg yr-1 CH4 (Casada and Safley, 1990). 

As for biogenic emissions of C02 from soils, the contemporary CH4 flux from 
midlatitude systems and its contribution to current atmospheric loading rates should be 
balanced against historical fluxes. Region-wide, it is likely that biogenic methane 
emissions from soils today are less than emissions occurring prior to widespread wetland 
drainage in North America and elsewhere, and prior to the disappearance of large ruminant 
populations in midlatitude savanna regions. These potentials are, however, poorly 
estimated (Schimel et aI., 1992) and deserve much further evaluation. 
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The Soil as a Sink for Methane 

The soil sink for CH4, resulting from the microbial oxidation of CH4 to C02, is 
estimated to be 30± 15 Tg yr-1 (Houghton et al., 1990; Whalen and Reeburgh, 1990). 
Although this value is only about 6% of total emissions, it is very similar to the estimated 
annual increase in the atmosphere (32±5 Tg; Houghton et aL, 1992). 

Inputs of nitrogen have been shown to reduce this soil sink very substantially. The 
effect has been demonstrated in deciduous and coniferous forests (Steudler et al., 1989; 
Figure 7) and in short-grass prairie (Mosier et al., 1991) in the U.S. Results from a 
cropping systems experiment in the U.S. Midwest (Robertson et al., 1993) suggest that the 
attenuation of CH4 oxidation in cropping systems may be more related to soil disturbance 
and changes in organic matter dynamics than to changes in nitrogen availability (N 
fertilization) per se. Hansen et al. (1993) have further shown that compaction by farm 
equipment can also reduce CH4 uptake. 

The deposition of N from the atmosphere onto forests and natural grasslands and the 
use of fertilizers in agricultural ecosystems have increased greatly in the midlatitudes over 
the last few decades (Melillo et al., 1989). If later results bear out early trends with respect 
to nitrogen attenuation of CH4 oxidation, N deposition and land use changes may be 
reducing the C~ sink strength by more than 50% in areas already affected. 
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Figure 7. Effect of N fertilization on methane uptake in a red pine stand, Harvard Forest, MA, U.S. 
(J. Melillo. private communication). 

Globally, soils are the major source of atmospheric N 20 (Houghton et at., 1992; 
Robertson, 1993). Of the total emission rate of 8 to 18 Tg N yr- 1, 2.5 to 5.7 Tg are 
attributed to tropical soils, whereas the uncertainty ranges are much wider for temperate 
soils. Of particular note is the uncertainty associated with estimates of midlatitude 
agricultural activities .. 
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Effects of N Inputs to Agricultural Land 

In spite of the IPCC assessment, there is much indirect evidence that the flux of N20 
from agricultural land-much of which is in the midlatitudes-is in fact a major 
contributor to global emissions (Robertson, 1993). The emissions increase with increasing 
inputs of nitrogen in the form of mineral fertilizers, organic manures, and also N fixed 
biologically by legumes and other symbiotic systems. 

The relationship between N inputs and emissions is not clearcut, however. In 
~mperate grassland there is a variable but generally large response to N fertilizer, with 
short-term increases in flux ranging from factors of 2 to more than 10 when fertilizer is 
applied (Ryden, 1981; Bouwman, 1990). The chemical form of the N, as well as the 
amount applied, is important (Eichner, 1990; Figure 8). On the other hand, based on 
reported emissions from arable land (studies carried out predominantly in the northern 
midlatitudes), Bouwman (1990) derived the relationship 

Nan = 1.879 + 0.0042Nf (1) 

where Nem is the N20 emission and Nr is the fertilizer N applied, both in kg ha-1yr-1. 
Bouwman's regression suggests that an unfertilized arable field emits on average about 
1.9 kg ha-1yr-l, and this only increases by about 0.4 kg ha-1 when 100 kg N ha-1 is applied. 

Nitrogen fertilization should probably be regarded as a process that gives a major 
stimulus to the N dynamics of the system and consequently promotes N20 production over 
a prolonged period, rather than simply as the addition of a transient source of mineral N 
which can serve directly as a substrate for N 20 production. Thus the high fluxes from 
unfertilized arable land may be due to the increased turnover of nutrients resulting from 
high net primary production (and attendant residue return) and soil disturbance by 
cultivation. Such factors increase the rates of N mineralization, nitrification, and 
denitrification compared with undisturbed environments, thus promoting N20 production. 
The variability of the capacity of unfertilized grassland to emit N20 may reflect 
management practices that influence these turnover processes. 

The total area of cultivated land in the midlatitudes is of the order of 109 ha, giving 
rise, on the basis of Equation 1, to a background emission of circa 1.9 Tg N20-N yr-l. 
Eichner (1990) suggests a smaller value based on a literature analysis of fertilizer-response 
experiments. The effects of fertilizer N inputs on global N20 emission may, however, be 
far greater than either estimate. Robertson (1993), for example, points out that very little of 
the 80 Tg N added as fertilizer to croplands stays in these soil-plant systems very long; in 
general about 50% is either leached or denitrified within 6 months of application, 25% 
taken off as yield to end up eventually as sewage, and most of the 25% remaining in crop 
residue decomposes and is similarly lost over the next several years (soil organic matter 
rarely builds up under cultivation). Most of this 80 Tg N, then, will be likely eventually to 
be denitrified in order to close the global N cycle. Only a small portion of this fixed N will 
need to be denitrified to N 20 rather than to N2 to have a substantial impact on the global 
N20 budget. 

The contribution of legumes to N 20 emissions has been little studied compared with 
the research devoted to conventionally fertilized systems. However, such evidence as there 
is suggests strongly that this source may be very significant. Duxbury et al. (1982) found 
annual emissions from alfalfa in New England about two and a half times those from a 
grass site. Similar observations have been made on leguminous pastures in Australia 
(I. Galbally, private communication); and recent work in Edinburgh showed a comparable 
increase for a clover/grass sward over a grass-only sward, with emissions an order of 
magnitude higher when the swards we.re plowed (Figure 9). 
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Figure 8. Temporal variations in fluxes (top), and cumulative fluxes (bottom) of N 20 from a grassland site 
near Edinburgh, fertilized with 4 forms of N fertilizer, 1992. Arrows indicate times of fertilizer applications 
(120 kg N ha- 1 on each occasion) (H. Clayton, I.P. McTaggart and K.A. Smith, private communication). 

The agricultural systems of temperate South America and Australasia are 
predominantly based on leguminous inputs of N. There is also a substantial movement 
towards greater use of leguminous green manures in the other continents, and the total 
global input of N from biological fixation is estimated to be roughly equal to that from 
industrially fixed N, circa 80 Tg N yr- t (Isermann, 1993). The contributions from these 
sources to total global emissions of N 20 require further investigation. 

A major challenge to future experimental programs is to obtain representative flux data 
for agricultural ecosystems not merely over whole annual cycles, but also over the lifetime 
of characteristic cropping rotations. This is necessary if we are to establish the total fluxes 
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arising from the system as a whole and also to distinguish between the contributions 
directly associated with fresh N inputs and those from other processes. Such information is 
required if we are to have satisfactory predictive models to estimate the consequences of 
changes in land use practices on total emissions. 
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Figure 9. Effect of presence of clover and of plowing on emissions of N2 0 from grassland (K.A. Smith, 
S. Bergos and M. Davies, private communication). 

Effects of N Deposition 

A major contributory factor to N 20 release in the midlatitudes is the deposition of N 
onto natural and near-natural ecosystems such as forests and moorlands. An acid beech 
forest soil receiving atmospheric N inputs of 40 to 60 kg ha-1 has been shown to emit 
5.6 kg N 20-N ha-1yr-l (Bromme and Beese, 1992). This rate is of the same order as those 
recorded from the most intensively fertilized agricultural land, and in fact additional 
fertilization of the beech soil only increased emissions by 40% (Figure lO). In contrast, in 
environments receiving less N input, additional fertilization can cause a dramatic increase 
in emissions (Figure 11). A significant part of N deposition in Europe is in the form of 
NRt+, and its acidifying effects may be a contributory factor to emissions (Nagele and 
Conrad, 1990); liming reduces the emissions considerably (Bromme and Beese, 1992; 
Figure lO). 

PRECURSORS OF TROPOSPHERIC OZONE: NOx , CO, NMHC 

Tropospheric ozone is predicted to increase with increasing emissions of nitrogen 
oxides (NOx), and with increasing emissions of carbon monoxide (CO), CH4, and non
methane hydrocarbons (NMHC) when the atmospheric abundance of NOx is greater than 
20 to 30 pptv. These species also have complex effects on atmospheric OH, thus affecting 
the lifetime of other greenhouse gases (Houghton et at., 1992). 
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Figure 11. Effect ofN fertilization on N 20 emission from soil in a slash pine plantation, Florida, U.S. in 
1991 (Castro and coworkers, private communication). 
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194 TRAGEX Tmee Gas Exclumge in Midlotitrule Ecosystems 

Nitrogen oxides, CO and NMHC all have significant natural and anthropogenic 
sources, but budgets remain uncertain. NO is mainly emitted from industrial sources in the 
developed countries, but it is also a product of nitrification and denitrification. Its 
emissions by the former process can exceed those from N 20 by a substantial factor (Skiba 
et al., 1993). Increasing use of ammonium-forming fertilizers and acid deposition is likely 
to increase NO release, but it has been shown that inhibition of nitrification is highly 
effective in reducing the emission (Figure 12). 

The soil appears to be more important as a sink than as a source for CO, but too few 
data exist to produce a reliable estimate of the size of this sink. It may well be that the sink 
will be affected significantly by factors such as N inputs, as occurS for CH4. More work is 
needed in this area. 

NEW TECHNOLOGY FOR FLUX MEASUREMENT 

Several encouraging developments have occurred recently in methods for trace gas 
flux measurement. We appear now to be on the verge of being able to obtain high-quality 
large-area flux measurements more or less routinely. If this prospect becomes reality, it 
should have a major impact on the quality of information being put into climate models. 

Micrometeorological Methods 

The flux gradient and the eddy correlation micrometeorological methods (Fowler and 
Duyzer, 1989) and the more recent eddy accumulation (or "conditional sampling") method 
(Businger and Oncley, 1990) permit flux measurements on the ha-km2 scale, and thus 
overcome local spatial variability which is a problem with chamber methods. The 
conditional sampling method is relatively new and not widely tested, but seems very likely 
to find widespread application in the medium term. It depends on the determination of the 
difference in trace gas concentrations in sample bags used to collect air during updraughts 
and downdraughts. The sampling is controlled by high-speed valves linked to a 
3-dimensional sonic anemometer. These need to be located at a height of at least 3 m 
above the ground. This corresponds to a fetch of 300 to 600 m, and the method integrates 
over areas of the order of 10 ha. For smaller areas the gradient method, using lower 
sampling heights, is more suitable (K. Hargreaves, private communication). 

Tunable diode laser absorption spectroscopy (TDLAS) techniques now have sufficient 
sensitivity to permit the measurement of very small fluxes of CH4, N20, and CO. The 
technique appears extremely promising, but it is recognized that its development for 
general use by non-specialists will occur only in the medium term, and that in the 
immediate future the technique will find application mostly in short-term intensive studies. 
The same is true for FTIR absorption spectroscopy (Galle et aI., 1993). These methods 
have been applied to the measurement of N20 by the flux gradient method (Wienhold et 
a/., 1993; Galle et a/., 1993). Gas chromatography has also been used in this way 
(Hutchinson and Mosier, 1979), but the sensitivity is much lower than with the 
spectroscopic methods. It can be increased, however, by multiple replicate analysis of bulk 
gas samples, and thus used over a wider range of conditions (Arah et al., 1993a; 
Hargreaves et al., 1993). Figure 13 shows an intercomparison of these three analytical 
techniques applied to determination of N 20 fluxes by the gradient method, indicating good 
agreement between them. 

Techniques which can directly measure concentration differences, such as dual path 
optical methods or the optical subtraction FTIR method under development in Sweden 
(L. Klemedtsson, private communication), and those such as TDL which can be adapted to 
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make sequential analyses from large bag samples, are now being applied to the conditional 
sampling technique. Their use extends the range of fluxes measurable down to levels far 
lower than those attainable by GC. 

Another integrating micrometeorological method which has only low technological 
requirements for gas measurement is that which exploits concentration buildups under 
nighttime inversions. For large relatively homogeneous source regions the method may 
augment enclosure studies. However, for both this and for micrometeorological 
measurements in general, it must not be forgotten that measurements of the depth of the 
boundary layer have to be made, requiring specialized equipment. Here, as in some of the 
other methods, there is a strong case for collaboration between scientists from several 
disciplines to provide the required expertise. 

Recognizing the resource requirements for such flux measurement experiments, it has 
been recommended (IGAC, 1992) that certain of the TRAGEX network sites should be 
designated as lead sites where special resources could be deployed, and which could also 
serve as sites for intercalibration of instruments and methods. 
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Figure 13. Measurements ofN20 flux from fertilized grassland, Stirling, Scotland, 1992, by flux gradient 
method, using three different analytical systems (Hargreaves et al., 1993). IDL: tunable diode laser 
absorption spectrometry; FI1R: Fourier-transform infrared spectrometry; GC: automated gas
chromatography. 

Chamber Methods 

lArge chambers. Where land use practices produce a small-scale mosaic of different 
crops, woodland and/or inputs, micrometeorological methods are difficult to apply, because 
of the resulting small fetch. This constraint applies especially to agricultural regions of 
Europe and Asia. For these regions the continued development of chamber methods is 
essential. One such development is the use of very large chambers together with long-path 
infrared absorption spectroscopy (Smith et al., 1993). Such systems have two advantages: 
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they average emissions over areas 2 to 3 orders of magnitude larger than conventional 
small chambers, while still allowing flux measurements to be made at sites where the effect 
of different treatments on fluxes is being investigated, where micrometeorological methods 
could not be used. 

Automatic (small) chambers. The recognition that longer time series of data are 
required to improve annual flux estimates has led to the development of several systems 
involving automation of chamber closure, gas sampling, and GC analysis. One such 
system (Brumme and Beese, 1992) is deployed in the measurement of CO2 and N20 fluxes 
in a temperate forest in Germany, and is being extended to include CH4. Robertson 
(private communication) has a comparable system in a series of four cropping systems in 
Michigan, U.S. In Edinburgh, Scotland, automated chambers have been fitted to large soil 
monoliths to facilitate manipulation studies (Smith and Thomson, 1993) and a portable 
battery-powered system of automated field chambers and associated gas samplers has been 
developed (Smith and Scott, private communication) to take samples over a period at a 
remote site for return to the laboratory for automated analysis. 

These developments reduce the labor requirement for field sampling and analysis 
enormously, and make much more feasible both long-term measurements and intensive 
short-term investigations required for process-related studies. 

MODELING AT DIFFERENT SCALES 

Carbon Dioxide 

The modeling of C02 emission and uptake processes is more advanced than for the 
trace gases CH4 and N 20. For the assessment of CO2 fluxes in the midlatitudes, modeling 
has a larger role to play than direct measurement. Some of the models for predicting 
changes in NPP and carbon storage in soil and biomass are referred to above in the section 
on C02 fluxes, and will not be considered further here. 

Process Models for CH4 and N20 

The modeling of N20 emissions is relatively well advanced at the process level, but 
scaling to field, landscape and regional levels is not so well developed. Firestone and 
Davidson (1989) have neatly represented N20 formation/emission by a "hole-in-a-pipe" 
model, and Groffman et al. (1988) and Robertson (1989) have devised a conceptual model 
of the controls affecting nitrification and denitrification at different geographic scales. 
These models improve our capacity to evaluate the relative importance of controlling 
environmental variables for specific environments. They also serve to identify the key 
variables which need to be measured or recorded at experimental sites, in association with 
flux measurements, in order to make quantitative predictive flux models. 

Parton et al. (1988) have developed a model of N20 fluxes from nitrification, in which 
they have simply related fluxes to the rates of mineralization and nitrification occurring in 
soils of different texture in the semi-arid conditions of Colorado, U.S. The simulations 
were generally satisfactory in describing the fluctuations in soil mineral N, and accounted 
for some but not all of the fluctuations in N 20 emissions. This approach could be used to 
predict fluxes from other, generally well aerated soils in other regions, where nitrification is 
likely to be the dominant mechanism of production. 
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In wetter environments, such as northwest Europe and eastern and midwestern U.S., 
there is much evidence that denitrification is the dominant mechanism for N20 production. 
Models of denitrification in soil have been developed that have been at least partly 
validated by experiment (Smith, 1980; Parkin and Tiedje, 1984; Arah and Smith, 1989; 
Smith and Arab, 1992; Arab et al., 1993b). The fraction of the denitrified N emitted from 
the soil as N20 varies dramatically with environmental factors, and modeling N20 flux is 
thus even more of a problem than modeling denitrification per se. 

The biochemical and physicochemical processes involved in CH4 production, transport 
and oxidation in flooded soils are now being modeled. These processes are essentially 
similar in both natural wetlands and in rice paddies (cf., Neue and Sass, this volume), and 
models whose development may have arisen only in the context of one of these 
environments should be useful in both. The growing interaction between scientists 
involved in natural wetlands and rice research programs can be expected to promote this 
cross-fertilization. It is likely that we will see the outcome of present efforts within the 
next few years. 

Scaling Up To Larger Areas 

The capacity to extrapolate from process-based models applicable only to a tiny area or 
volume to landscape or catchment-sized areas and beyond is a major priority. Work in this 
area is still in its early stages, but it seems likely that the momentum will increase, with at 
least part of the stimulus coming from the TRAGEX program. 

Scaling to larger areas requires a linkage between the controlling variables included in 
the process models and information contained in spatial databases, such as the Global 
Information System (GIS) database. Such linkages are most advanced for C02 fluxes. For 
example, Peter john et al. (1993) have shown that the flux from temperate forest soils is a 
function of soil temperature, which in tum is linearly related to air temperature. The latter 
parameter, but not the former, has already been incorporated into GIS, and Kicklighter et 
al. (1993) have modeled regional CO2 fluxes using this information. 

For the more complex relationships driving N20 emissions, comparable "surrogate" 
parameters will need to be found. It should be possible to use information on soil texture, 
structure and water content, and air temperature, as an alternative to direct estimates of 
denitrification or nitrification. Similar considerations apply to CH4 emission and uptake. It 
may thus be possible to score soils subjectively into a small number of classes in relation to 
each key factor, using soil and vegetation maps together with climatic data; such scoring, 
combined with an emission/uptake factor for each score class, will permit the aggregation 
of fluxes over larger areas with more confidence than can be achieved by direct 
extrapolation from point measurements. 

mE IGAC-TRAGEX ACTIVITY 

The need for a coordinated program to provide the necessary information is evident. 
Even where trace gas fluxes have been most intensively studied, data are rarely as 
comprehensive as modelers would desire. For example, in only a few instances have the 
estimates from a particular site been based on frequent measurements made over an entire 
year. As indicated above, there are whole regions for which there is little or no 
information, even from studies of short duration. Also, most studies have focused on small 
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areas (e.g., individual fields or forest plots). As a result, many estimates of trace-gas fluxes 
in the temperate region are not very reliable at the regional scale. 

is: 
The TRAGEX Activity (IGAC, 1992) is intended to remedy this situation; its purpose 

• 

• 

to document the contemporary fluxes of C02, CH4, N 20 and the tropospheric 
ozone precursors, and 
to determine the factors controlling these fluxes and improve our ability to predict 
future fluxes. 

Achievement of these objectives will involve three types of research activities: 
• measurement of trace gas fluxes at an international network of representative sites; 
• manipulation of what are perceived to be the controlling variables, to determine 

their impact on fluxes; and 
• modeling of the processes responsible for trace gas fluxes. 
Sampling networks are being planned to include the main temperate zone ecosystems 

in each continent. The networks are intended to produce the data necessary to quantify 
critical variables controlling fluxes of trace gases across each region. These networks must 
necessarily include the main ecosystem types, both natural and managed, within each 
geographical component of the temperate zone. Most importantly, the networks must 
embrace areas where current fluxes are not well known. 

In this last category are several large midlatitude agricultural and forested areas of 
special importance, for which little data are available. These include areas of intensive 
agriculture in eastern Europe, the former USSR, and China, and the large region of 
temperate South America where there is a less intensive agricultural system based to an 
unusual degree on leguminous nitrogen inputs. Two major wetland areas that have been 
little studied, the Pripet marshes of Eastern Poland, Ukraine, and Belarus and the peatlands 
of western Siberia, are an additional priority. 

The network also needs to include sites representative of the large areas of the 
midlatitudes that have been affected by atmospheric deposition of nitrogen, sulfur and 
acidity. The consequences for trace-gas fluxes of loading ecosystems with nutrients are 
just beginning to be understood, but more quantitative information is a priority within this 
program. 

Human-driven biogenic fluxes that are unique to the temperate zone, such as those 
from landfills and agricultural wastes in anaerobic lagoons, also need to be quantified. The 
quantification of emissions from ruminants is not a specific remit of the TRAGEX Activity, 
but in view of the importance of this source it is an issue which needs to be addressed 
somewhere within the overall IGBP-IGAC Project. 

Main Site Networks 

The broad outline of a plan for a midlatitudes program was drawn up at the initial 
planning workshop of the Activity, held in Boulder, Colorado, U.S. in the autumn of 1991. 
The basic design calls for sites representing the major vegetation/land use types of the 
midlatitude zone: forests, rangeland, and agricultural land (Table 2). In addition, there is a 
need for data from a small number of specific temperate wetland types that are poorly 
characterized (Melillo et al., 1992). 

The first detailed plan for a network in one region, building on the outline produced at 
Boulder, was that for the continental U.S. (excluding Alaska). This was devised at a 
workshop at Pingree Park, Colorado in October 1992 (Ojima et aI., 1993). The initial site 



K.A. Smith, G.P. Robertson and J.M. MeUl10 199 

• Agricultural Stations 
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Figure 14. Locations of midlatitude sites for proposed U.S. trace-gas sampling network (Ojima et al., 1993). 

network planned for the U.S. is shown in Figure 14. Since then, a similar workshop to plan 
a network for Europe has been held in Munich, Germany in April 1993. Future meetings of 
the TRAGEX committee will have to address the problems associated with developing 
plans for other regions. It must be expected that outside Europe and North America the 
relative lack of scientific resources, infrastructure problems, and political and economic 
climates are all likely to make the task of developing and implementing a comprehensive 
plan a good deal more difficult. 

Data Requirements 

The Pingree Park meeting established protocols specifying the data that should be 
collected at each site (Ojima et al., 1993). This had the primary objective of ensuring that 
the data obtained would all be compatible for modeling purposes, especially the 
extrapolation to larger regions. This approach is likely to set a precedent for the procedures 
to be adopted in other regions. 

Many of the data collection activities within the monitoring program will need to be 
long-term, encompassing a wide range of temporal variation that will be helpful for 
understanding how fluxes will respond to climate change. Data acquired from 
manipulation experiments should complement those obtained from monitoring, and both 
will be used for the development of trace gas flux models incorporating the diverse factors 
that control these exchanges. These models will form the nucleus of a larger modeling 
activity capable of predicting trace gas exchanges at ecosystem scales. The linking of 
ecosystem models to atmospheric chemical transport models, and ultimately to general 
circulation models, will permit the necessary elucidation of trace gas fluxes at regional and 
global scales. 
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Table 2. Proposed locations of sampling site networks for midlatitude trace gas fluxes 
(IGAC, 1992). 

Continent Ecosystem! Key Ecosystems for Study Existing Site Network 
Land Use Tm< 

North America Forest Temperate rainforests (northwest coast) L1ER 
Mixed hardwoods (northwest, midwest) L1ER 
Southern coniferous 
Montane coniferous 

Rangeland Desert L1ER 
Semi-arid shrubland L1ER 
Shortgrass steppe L1ER 
Tallgrass prairie L1ER 

Agricultural Western irrigated 
Western dryland 
Corn belt L1ER 
Southeast 
Intensive animal-based L1ER 

Europe! Forest Scots pine NI1REX 
North Africa Spruce NI1REX, TERN 

Beech NI1REX, TERN 
Rangeland Desert (North Africa) 

Semi-arid shrubland (Mediterranean) 
Shortgrass steppe 
Tallgrass prairie 

Agricultural Intensive pasture TERN,TIGER 
Conventional arable TERN, TIGER 
Intensive irrigated (horticultural) 
Semi-arid 

Asia Forest Mixed hardwood 
Coniferous CERN 

Rangeland Desert 
Semi-arid shrubland CERN 
Shortgrass steppe CERN 
Tallgrass prairie 

Agricultural Irrigated CERN 

South America! Forest Southern beech (Notho!agus) 
Australasia Rangeland Desert 

Semi-arid shrubland 
Shortgrass steppe 
Tallgrass prairie 

Agricultural Temperate arable (including legume-based) 
Intensive pasture (including legume-based) 
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An understanding of the distribution, variation, and photochemical interactions of 
reactive species in the global troposphere is fundamental to questions about the budgets and 
trends of tropospheric ozone and other trace gases. These are among the major objectives 
of the IGAC-GLOCHEM Activity. Recently, several field campaigns have measured 
reactive trace gases and radical species in the remote troposphere to test models of transport 
and chemical processes. The experimental programs described here are STRATOZ III, 
TROPOZ II, and MLOPEX II. Examples from each of these programs will highlight some 
of the results. 

Global-scale distributions of trace gases were measured during June 1984 
(STRATOZ III) and January 1991 (TROPOZ 11). The measurements cover latitudes from 
600 N to 600 S and altitudes from 0 to 12 km. A number of different chemical species were 
measured during the flights, but here we focus on measurement of nitrogen oxides, NOx , in 
the troposphere. The oxides of nitrogen to a large extent control hydroxyl radical 
concentration and ozone production in the troposphere. Thus, accurate knowledge of the 
global NOx distribution is required for the understanding of tropospheric chemistry. 

The northern hemispheric summertime vertical profiles are "C-shaped," with high NO 
mixing ratios at 8 to 1 0 km altitude and a strong vertical gradient. In contrast, high 
concentrations were observed in the northern hemisphere during winter at all altitudes 
nearly without a vertical gradient. 

A two-dimensional, zonal model with limited chemistry of NO, N02 and HN03 , 

applied to the latitudinal band of 40 to 50o N, reproduces the measured vertical profiles 
reasonably well. Even the formation of a maximum of NO mixing ratio at 8 to 10 km 
altitude over Europe and North America during summertime can be explained by fast 
vertical transport of surface-emitted NO, and the NO emissions by aircraft in the upper 
troposphere. 
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The Mauna Loa Observatory Photochemical Experiment (MLOPEX II) was conducted 
to measure simultaneously a large number of related chemical species to characterize the 
photochemical state of the remote free troposphere and to test our current understanding of 
photochemical interactions and processes. The measurements at this location were carried 
out in 1991 and 1992 during four seasonal intensive experiments, each lasting 5 to 6 weeks. 
Aircraft studies during one intensive were made to relate measurements at the ground site 
to trace gas concentrations on a large, regional scale. In addition to trace gas composition, 
free radical species (H02, R02, HO) and photolysis rates (for N02, 03) were measured. 

Because the experiment was only recently completed, data have only begun to be 
integrated and analyzed. This paper presents examples of the different measurements 
obtained during the experiment, and emphasizes the variations and relationships observed 
over diurnal, synoptic, and seasonal time scales. 

INTRODUCTION 

The increasing emission of reactive gases into the troposphere has been clearly 
documented in recent years (WMO, 1993). Emission of radiatively active trace gases such 
as C02, CH4, N20, etc. will have a direct impact on the earth's heat budget and have the 
potential for long-term climate effects. Combustion and related sources of SOx, NOx, CO, 
and hydrocarbons are known to produce photochemical smog and lead to acid deposition 
over large regions near source areas. However, transport of primary emissions must also 
impact the troposphere distant from source regions. Certainly, strong sources of 
hydrocarbons and halogenated hydrocarbons from the industrialized northern hemisphere 
are clearly reflected in the observed latitudinal profiles of these trace gases (e.g., Singh et 
al., 1988; Montzka et aL, 1993). . 

Still, our understanding of the global distribution and seasonal variation of most 
reactive gases in the troposphere, and their photochemical products, is limited, as is our 
understanding of the oxidative rates and processes occurring in the global atmosphere. 
Knowledge of these rates and processes is fundamental to questions about the budgets and 
trends of tropospheric ozone and other trace gases. Reactive gases are central elements in 
atmospheric oxidation processes through their influence on hydroxyl (OH), hydroperoxy 
(H~) and organic peroxy (R02) radicals, and radical species are sensitive to small changes 
in reactive gas mixing ratios typical of the remote troposphere. 

In recent years several field campaigns have begun to undertake coordinated 
measurement of reactive trace gases and radical species in the remote troposphere. The 
results of these campaigns are increasing the understanding of the distribution, variation, 
and photochemical interactions of reactive species in the global troposphere. This 
understanding is one of the major objectives of the IGAC Global Atmospheric Chemistry 
Survey (GLOCHEM) Activity. 

In this paper we discuss selected results of two field measurement programs conducted 
recently. From the airborne TROPOZ II campaign we will focus on the global distribution 
of NO measured during January 1991; from the ground-based Mauna Loa Observatory 
Photochemistry Experiment (MLOPEX II) we will present preliminary observations on the 
temporal variation of a variety of species measured during the program and we will address 
some issues raised from the pilot MLOPEX study conducted in 1988. 
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TROPOzn 

The nitrogen oxides, NO and N02, playa dual role in tropospheric chemistry: they are 
a major controlling factor of the concentration of the hydroxyl radical, OH, and they are 
primarily responsible for the tropospheric formation of ozone, 03. It is the anthropogenic 
emission of NO in various combustion processes that causes the increase in tropospheric 
03 concentration observed at northern midlatitudes. Because 03 is a greenhouse gas, 
anthropogenic emissions of NO can thus also have an impact on climate. Moreover, since 
the temperature increase at the earth's surface is predicted to be particularly sensitive to the 
03 concentrations in the upper troposphere (Wang and Sze, 1980), relatively small 
emissions of NOx into the upper troposphere, by air traffic for instance, can play an 
unexpectedly large role. 

Considering the importance of the nitrogen oxides, NOx = NO + N02, relatively few 
measurements exist to define their global distribution. Even less is known about the 
distribution of NOx in the upper troposphere and its seasonal variation. A major fraction of 
the available measurements of NO in the upper troposphere were obtained during the 
Tropospheric Ozone (TROPOZ II) (Rohrer et al. , 1993) and during the Stratospheric Ozone 

,,:; RIO DE JANEIRO 

TROPOZ II January 1991 
STRATOZ III June 1984 

Figure 1. Flight track of the STRATOZ UI (June 1984) and TROPOZ II (January 1991) campaign. 
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(STRATOZ ill) (Drummond et al. , 1988) aircraft campaigns. The TROPOZ II campaign 
was conducted during January 1991. In contrast the STRATOZ III aircraft campaign, 
which took place in June 1984, sampled summer conditions. Both campaigns followed 
very similar flight routes mainly along the coast lines of North America, South America, 
western North Africa and Europe between 700N and 600S latitude (Figure 1). Vertical 
profiles of NO were measured from 0 km to 12 km altitude. 

Figure 2 and Figure 3 present an integrated view of the NO mixing ratio measurements 
during TROPOZ II and STRATOZ III, respectively. All the data are averaged into a grid 
of 1 km altitude by 10° latitude boxes and filtered to remove excursions and gaps. The 
measurements in the boundary layer were excluded to prevent propagation of the high 
boundary layer values into the atmospheric layer between 1 km and 2 km altitude. The 
data in Figure 2 and 3 are shown within the same scale, so the seasonal differences in the 
global NO distributions can be extracted by direct comparison. The global distribution of 
NO obtained during January 1991 (Figure 2) shows three major features: 

• The NO mixing ratios are considerably higher in the northern hemisphere than in 
the southern hemisphere. The northern-most latitudes seem to be loaded with high 
concentrations of NO. 

• The NO mixing ratios increases with latitude north of 200N. 
• The vertical gradients are weak at all latitudes. 

s Latitude N 

Figure 2. Meridional representation of the average NO mixing ratios measured during lROPOZ II (January, 
1991) along the coast lines of eastern North America, South America, western North Africa and Europe. 
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Figure 3. Meridional representation of the average NO mixing ratios measured during STRA TOZ III (June, 
1984) along the coast lines of eastern North America, South America, western North Africa and Europe. 
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The global distribution of NO obtained during June 1984 (Figure 3; Ehhalt et 01., 
1992) is drastically different: 

• There is a steep vertical gradient of the NO mixing ratio between 8 and 10 km 
altitude in all of the northern hemisphere reaching as far south as 200 S. 

• In the middle troposphere at 3 to 7 km altitude the NO mixing ratio reaches a 
minimum of 10 to 20 ppt. Taking account of the high mixing ratios in the 
boundary layer the vertical profile of NO in the northern hemisphere during 
summertime appears strongly C-shaped. 

What causes this drastic change in the vertical profile of the NO mixing ratio between 
summer and wintertime in the northern hemisphere? To answer that question we take a 
closer look at the NO profiles at 40° to SooN latitude. In those latitudes, there are four 
different sources of tropospheric NOx that have to be considered, namely, emissions by 
aircraft, production by lightning, stratospheric input, and sources at the earth's surface 
mainly from combustion of fossil fuel. Using these sources the summertime NO profiles 
were successfully simulated by a simple 2-D zonal model (Ehhalt et 01., 1992). Herewe 
apply this model to explain the wintertime NO profiles. Before doing so we mention some 
of the model's salient features. 

Only vertical transport is treated explicitly. Horizontal transport is introduced by 
allowing the NOx source terms, surface boundary conditions, and vertical transport to 
change in time commensurate with a displacement in longitude by a 8 m s-1 westerly wind 
during summertime and 12 m S-1 westerly wind during wintertime. This is equivalent to 
moving the whole air column treated in the model zonally around the globe with a 
vertically uniform wind speed. The wind speed corresponds to the zonally and vertically 
averaged west wind component between 40° and SooN latitude in June and January, 
respectively (Houghton, 1985). The model covers the altitudes from 0 to 14 km altitude for 
the June calculations and 0 to 12 km altitude for the January calculations with a 1 km 
height resolution except for the two lowest levels which are located at 0.1 and 0.5 km 
altitude. The tropopause is located at 12 km altitude in June and at 10 km in January. 
Temperature and density profiles are those of the U.S. Standard Atmosphere (1976). The 
model includes a fast vertical transport scheme, which injects air parcels from the planetary 
boundary layer directly into all tropospheric levels above 1 km altitude. The injection rates 
for the fast vertical transport are shown in Figure 4. They differ considerably between 
summer (Figure 4a) and winter (Figure 4b). The exchange rate of 0.1 day-l at 8 to 10 km 
altitude in June over the continents drops to 0 day-l in January. The exchange rates at 2 to 
7 km altitude are larger, especially over the oceans, during January. 

Chemistry is also kept to a minimum in the model. It includes the fast interconversion 
of NO and N02, the conversion of N02 to HN03 via the reaction with OH, and the 
conversion of N02 to nitrate via the reaction with 0 3 to N03. The vertical OH and 0 3 
profiles are fixed to literature values. The vertical OH profiles for June and January at 
45°N are taken from Volz et al. (1981), those of 03 from Marenco and Said (1989). This 
results in a chemical lifetime for NOx of about 4 days during June and 15 days during 
January at 10 km altitude. The NOx chemical lifetime at 3 km altitude is 0.7 days during 
June and 2.5 days during January. The change is due to the lower OH mixing ratio during 
wintertime. Oxidation of NOx to N03 contributes less than 20% during June and more than 
80% during January to the loss of NOx. N02 is allowed to dry deposit over the continents 
only, HN03 dry deposits over the whole surface. It is also removed by rainout. For details 
see Ehhalt et al. (1992). 

The NOx sources contributing to the atmospheric burden are listed in Table 1. Only 
the stratospheric input is zonally uniform. It is introduced by a downward flux of 
1.5 x 1012 molecules m-2s-1 at 14 km altitude in June and at 12 km altitude in January. The 
surface sources of NO are represented by an upward flux boundary condition at 0 km. That 
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flux vanishes over the oceans and varies with longitude over the continents to closely 
represent the natural and anthropogenic inputs. The surface flux is adopted from Hameed 
and Dignon (1988). The inputs by lightning and aircraft are volume sources and zonally 
non-uniform. The lightning input is concentrated over the continents and only present 
during summertime. 

Table 1. NOx emissions for June 1984 and January 1991 (106 t N/a) (% = fraction of the 
total source strength in the 40° to SooN latitude band). 

Surface sources 
Lightning 
Aircraft (civil) 
Stratosphere 
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Figure 4. Vertical proftles of the exchange rates of the fast vertical transport over the ocean (dashed-dotted 
line) and over the continent (solid line) during June (a, top panel), and January (b, bottom panel). 

The model yields a zonal NO distribution. The sections between 65"W and SoW 
extending from the east coast of North America to the west coast of Europe are displayed 
as vertical profiles at 10° longitude intervals in Figure Sa and Sb. The calculated vertical 
profiles of NO for June describe the observed features: (1) a steep increase of the NO 
mixing ratio up to 200 ppt in the altitude range of 8 to 10 km; (2) a strongly C-shaped 
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vertical profile at 65"W over the east coast of North America with surface sources present. 
The different shadings in Figure 5 identify the various contributions to the local NO mixing 
ratio. The aircraft emissions contribute about 30%, zonally averaged, during June 1984 to 
the upper tropospheric NO mixing ratio. The vertical gradient in the upper troposphere in 
June is additionally enhanced by the contribution of surface emitted NO, which is injected 
in the upper troposphere by fast vertical transport (see Figure 4a). Figure 5b, showing the 
calculated vertical profiles of NO for January also describes the observed features: the 
vertical profile at the North American coast shows hardly any vertical gradient between 1 
and 10 Ian altitude and the mixing ratio of NO is about 200 to 300 ppt throughout the 
troposphere. The breakdown of the various contributions in Figure 5b at 55"W indicates 
that a possible vertical gradient that could be induced by the emission from aircraft in the 
upper troposphere is compensated by the fast vertical transport of surface emitted NO from 
the planetary boundary layer to the middle troposphere (2 to 7 km altitude) during 
wintertime (see Figure 4). The higher mixing ratio during January is a consequence of the 
longer chemical lifetime of NOx during wintertime. 

Result of Model Calculations for 40· ·50· N 
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Figure 5, (a, top panel) Calculated vertical mixing ratio profiles of NO during June 1984, and 
(b, bottom panel) during January 1991 over the western North Atlantic. The different shadings indicate 
the contributions from the individual sources. 

Figure 6 shows a direct comparison between the model calculated and measured 
vertical profiles of NO at 60·W longitude for June 1984 and January 1991 (Rohrer et al., 
private communication). As pointed out before, the agreement between the shapes of the 
calculated and measured vertical profiles during summertime as well as during wintertime 
is surprisingly good. In addition the model reproduces the much higher mixing ratios 
observed during winter, although it tends to underestimate the mixing ratios in the upper 
troposphere and to overestimate the NO mixing ratio during summer at 6 to 9 km altitude. 
These deviations could be due to several reasons: the uncertainties of the various NO 
source strengths which are on the order of a factor of two, the model's use of climatological 
mean transport, radiation, temperature, and wind fields to simulate an episodic event, and 
the oversimplified chemistry. To remedy this. we are attempting to simulate the NO 
distribution with a global model. 
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Figure 6. (8, top panel) Vertical profiles of the NO mixing ratio over the East coast of North America during 
June, 1984 on the south bound leg of SlRATOZ ill (Drummond et aI., 1988), and (b, bottom panel) during 
the January, 1991 south bound leg of TROPOZ II (from Rohrer, private communication, 1993). Solid line: 
model calculation 50"W longitude; closed squares: averaged measurements between 4QoN and 500 N latitude. 

MAUNA LOA OBSERVATORY PHOTOCHEMISTRY EXPERIMENT 

As exemplified in the results from the TROPOZ experiments, atmospheric dynamics 
play a major role in shaping the distribution of trace gases in the remote troposphere. 
Meteorological factors and physical removal combine with chemical processes to modulate 
the variations observed in the composition of trace gases. Variations in the composition of 
a variety of trace species are then related to fast photochemical interactions, which 
determine radical abundance and oxidant balance. To understand better the complex 
factors that control the chemistry of reactive gases and radical species in the remote 
troposphere, a pilot study was conducted during the spring of 1988 at the Mauna Loa 
Observatory (MLO) on the island of Hawaii, and a second longer-term experiment took 
place over four seasons in 1991 and 1992. The emphasis of these studies was to measure a 
sufficient number of photochemically related species to be able to test and constrain models 
of the photochemistry of the remote atmosphere adequately. Budgets of odd-nitrogen and 
odd-oxygen were the main foci. 

The ground-based approach at MLO offered several advantages to studying 
atmospheric chemistry. The site is located at 3.4 km in the remote north central Pacific 
ocean, and measurements at MLO can be representative of a significant fraction of the 
remote marine troposphere. With the combination of chemical and meteorological data, 
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measurements made during downslope flow during the night and early morning can be 
filtered to be representative of free tropospheric conditions. The site at MLO, operated by 
the NOAA Climate Modeling and Diagnostics Laboratory (CMDL), has been measuring 
longer-lived species and atmospheric physical parameters over the last several decades so 
the site is well-characterized. Furthermore, since many of the reactive species in the free 
troposphere are found at low mixing ratios, measurements are not routine. Performance of 
ground-based instrumentation often is enhanced over that from aircraft missions, and when 
this improvement is combined with longer term measurement periods, data precision can be 
improved significantly. 

Table 2. Participants in the Mauna Loa Observatory Photochemistry Experiment 
(MLOPEX IT), 1991-92. J(i) denotes photolysis rate (sec-1 for species 0. 

Measurement Technique Experimenters Institution 

HOOH,CH300H, H200 EF B. Heikes, B. McCully URI 
HOOH, CH300H HPLC G. Kok, T. Staffelbach NCAR 
H200 IEF T.Campos NCAR 
HOOH,H2CO TDLAS G. Mackay, D. Karecki UNISEARCH 
Carbonyls HPLC K. Mopper, X. Chen, C. Schultz WSU 

X.Zhou, Y-NLee BNL 
HN03, N03 -, Formic, FilterlIC; R. Norton, S. Bubr NOAA-AL, CIRES 
Acetic Acid Denuder 
HN03,N03- DenuderlIC J. Lind, T. Campos, E. Atlas NCAR 
NMHC,CO GCIFID J. Greenberg, P. Zimmennan NCAR 

GC/HgO S. Schauffler, D. Helmig NCAR 
GC/MS A. Wedel, G. Brailsford, W. Pollock NCAR 

J(N02), J(03) Actinometer R. Shetter, T. Gilpin NCAR 
R02 CA C. Cantrell, J. Calvert,c. Gilliland NCAR 
J(03) Radiometer W. Junkertnan Fraunhofer Inst. 
OH CI/MS F. Eisele, D. Tanner GTRI 
PAN,MN,03 GC,UV B. Ridley, J. Walega NCAR 
NO,N0 2 CL F.Grahek NCAR 
NOy,S02 CL,PF G.Hiibler NOAA AL, CIRES 
Organic Nitrates GC/ECD E. Atlas NCAR 
Radon, Thoron S. Whittlestone ANSTO 
PAM Station J. Walega, D. Montzka NCAR 
Trajectories P. Hess, K. Mosher, S. Madronich NCAR 
~,03 column, CFCs, CO MLO-CMDL NOAA 
CH4, N20, CO2 , Particles, R. Schnell NOAA 
Winds, Sondes, Black Carbon 

AIRCRAFT UW (KING AIR) 
HOOH, CO, 03, NOy, CN T. Staffelbach NCAR 
Grab samples - NMHC G. Kok, J. Walega, B. Ridley NCAR 
organic nitrates E. Atlas, 1. Greenberg NCAR 

Results from the 1988 pilot study were recently summarized in a series of papers in the 
Journal of Geophysical Research (Ridley and Robinson, and other articles in the same 
issue, 1992; Heikes, 1992). The experiment raised a number of issues which were the basis 
of the more extensive set of experiments in 1991-92. The MLOPEX II campaign was a 
coordinated effort involving many different investigators (Table 2), and interpretation of 
the data is only now beginning. In this section, we present some preliminary results of the 
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different investigators, and it should be realized that more detailed interpretations will be 
made later. Below, we briefly discuss some of the observations and questions from the 
1988 study and present preliminary data from MLOPEX II relevant to these issues. 

Transport to the Mid-Pacific 

During the 1988 study, no clear-cut signatures of direct transport from continental 
regions could be observed in measurements of different trace gases, in spite of the fact that 
springtime is the climatological maximum in transport of Asian dust to the region 
(Parrington et al., 1983). Cyclical variations on the order of 5 to 7 days in some of the 
trace species were attributable to synoptic scale meteorological changes which provided a 
contrast between low altitude, equatorial air masses and those from more northerly latitude 
and higher altitudes. Ultimately the latitudinal gradients implied from the measurements 
are derived from continental and/or stratospheric sources, but the extent to which direct 
transport from continental sources impacts the trace gas chemistry in the mid-Pacific was 
unclear from this data set. Other measurements at MLO have indicated a more important 
role of direct transport to the site. Nitric acid measurements over several years at MLO 
indicate a summertime maximum, which is interpreted as transport from North America 
(Galasyn et al., 1987; Moxim, 1990). Indications of rapid transport from continents could 
be seen in winter episodes using radon and methane as tracers of continental emission 
(Harris et al., 1992; Whittlestone et al., 1992). Finally, there is the evidence from the 
widespread springtime dust transport to the Pacific that strong seasonal variations in 
transport should be expected (Merrill et al., 1989). 

Data from MLOPEX II reveal a complex variation in trace gas composition during the 
year. As in the spring 1988 study, variations in trace gas mixing ratios were clearly related 
to the 5 to 8 day changes in synoptic meteorological conditions. An example of this 
variation from May, 1992, is shown for propane in Figure 7. In this figure, all data are 
included and a strong diurnal cycle from the upslope/downslope flow pattern also is 
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Figure 7. Variation of propane (pptv) during April/May. 1992 at the Mauna Loa Observatory. All data are 
included; no attempt bas been made to filter the data for free tropospheric conditions. (Measurements made 
available courtesy of J. Greenberg and coworlc:ers at NCAR). 
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apparent for much of the experimental period. Other hydrocarbons and tracers of 
continental air masses tended to show similar features. To relate the observed variations to 
transport from continental areas, careful calculation of individual air-mass trajectories to 
MLO are underway. 

On a seasonal scale, pronounced variation was observed for different trace species, 
though the shorter cycle, synoptic variation often was larger than the seasonal differences. 
Trace gases with primary sources related to continental emissions or combustion/industrial 
activity tended to maximize during the January-February intensive, while the spring 
intensive seemed to be a transition period. Lowest mixing ratios of these species were 
observed in the summer and fall periods. Examples of this seasonal pattern are shown for 
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Figure 8. Seasonal variation of isopropyl nitrate (top panel) and tetrachloroethylene (bottom panel) during 
the Mauna Loa Observatory Photochemistry Experiment The shaded box encloses 50% of the data, and the 
median is marked with a dark line in the shaded box. All data are included; no attempt has been made to filter 
the data for free tropospheric conditions. 
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tetrachloro-ethylene (C2C4), and isopropyl nitrate (C3H70N02) (Figure 8). Most 
non-methane hydrocarbons followed a similar cycle. These observations are consistent 
with the large scale flow meteorology for MLO described by Miller et aL (1981) and Harris 
and Kahl (1990). Radon, which is a sensitive indicator of continental transport, had a 
slightly higher median value in the springtime compared to the winter, but maximum 
values of radon were observed during the winter period (Figure 9). These maxima should 
be related to the rapid transport of air masses from continental source regions, but detailed 
trajectory calculations are required to support this interpretation. 

A springtime maximum was observed for a number of other trace gases. Besides the 
well-known maximum in ozone, highest median values were observed during the spring 
intensive for radon (as noted), peroxyacetyl nitrate (PAN), and nitric acid (HN03) 
(Figure 10). Along with the high ozone, these high median values during the spring 
suggest sources from the upper troposphere to MLO. However, given the relatively high 
levels of radon during the spring intensive, these upper level sources must also be linked to 
transport from continental regions. 
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Figure 9. Seasonal variation of radon during the Mauna Loa Observatory Photochemistry Experiment. The 
shaded box encloses 50% of the data, and the median is marked with a dark line in the shaded box. All data 
are included; no attempt has been made to mter the data for free tropospheric conditions. (Measurements are 
made available courtesy of S. Whittlestone, private communication.) 

Odd-Nitrogen Budget and Partitioning 

One of the puzzling observations from a number of studies of the budget and 
partitioning of odd-nitrogen in the troposphere is the lack of agreement between 
measurement of total reactive oxidized nitrogen (NOy) and the sum of the individually 
measured odd-nitrogen species. During MLOPEX I, the sum of the concentrations of 
measured odd-aitrogen species (HN03, PAN, NOx, particulate nitrate, and alkyl nitrates) 
was approximately 25% less than total NOy measured using a gold/CO catalytic conversion 
technique (Hubler et aI., 1992; Atlas et al., 1992). The suggestion of a pool of "missing" 
odd-nitrogen has potential implications for the budget of NOx in the remote troposphere if 
there actually are unknown species and if these species are reactive in the troposphere. 
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Figure 10. Seasonal variation ofperoxyacetyl nitrate (PAN) (top panel) and nitric acid (bottom panel) 
during the Mauna Loa Observatory Photochemistry Experiment. Data are nighttime only data for PAN, and 
all data for nitric acid. No attempt has been made to filter the data for free tropospheric conditions. The 
shaded box encloses 50% of the data, and the median is marked with a dark line in the shaded box (data from 
experimenters listed in Table 2). 

AtMauna Loa, nitric acid is the dominant odd-nitrogen species (Table 3), and during 
MLOPEX I a positive correlation was noted between the levels of nitric acid and the level 
of "missing" odd-nitrogen. For MLOPEX II, three separate techniques were employed to 
measure nitric acid, since this measurement may be the most critical in controlling the 
budget of odd-nitrogen. Preliminary evaluations of the data from MLOPEX II suggest 
reasonable agreement between the various techniques for measuring nitric acid. Still, 
preliminary data from the summer and fall intensives indicate that, on average, an 
imbalance from 20 to 40% in the odd-nitrogen budget may be found. Data are not yet 
available to make similar comparisons for the other intensive periods. During MLOPEX II 
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Table 3. Odd-nitrogen partitioning during MLOPEX I, 1988 (Atlas et al., 1992). 

Median ratio to NO y 
Compound All data Upslope Free troposphere 

HN03 .448 .518 .431 
NOx .145 .155 .139 
NOJ- .111 .187 .052 
PAN .070 .088 .047 
MeON02 .014 .015 .012 
RON~ (>C3) .014 .019 .011 
L(NOyn .844 1.108 .746 

searches for additional complex organic nitrates that may help resolve the imbalance tended 
to reveal only traces (sub-pptv level) of different multifunctional organic nitrates. 

Photochemical Modeling 

Measurements of relevant photochemical parameters and comparison with model 
predictions for the spring 1988 study indicated areas of both good and poor agreement 
(Ridley et al., 1992; Liu et al., 1992). For example, Ridley et al. (1992) showed that 
measured N02 :NO ratios were in good agreement with results from a detailed 
photochemical box model which was constrained by measured 0 3, J(N02) and other 
parameters. The abundance of peroxy radicals implied by the measurements were in good 
agreement with the model. Maximum daytime peroxy radical concentrations of about 
60 pptv were predicted for average clear sky conditions during the spring, 1988 intensive. 
However, the hydroxyl radical concentration calculated from the photochemical box model 
was notably larger than suggested from earlier aircraft flights in the Pacific region. High 
sun maxima of 6.5 x 106 and 4.5 x 106 were estimated for 3.4 km at MLO and in the free 
troposphere, respectively. 

Similarly, a comparison of measured and modeled CH20, HOOH, ROOH, and 
NOx:HN~ showed significant discrepancies, which suggested that some fundamental 
inconsistencies exist. For example, Liu et al. (1992) also concluded that the N02:NO ratio 
measured at MLO was consistent with peroxy radical concentrations from their model, 
however, but there was some inconsistency between modeled and measured 
hydro peroxides. The measurement of hydrogen peroxide was consistent with H02 radical 
abundance predicted by the model, but organic peroxides measured at MLO were much 
lower than would be predicted from the R02 radicals in the model. This contradicts the 
conclusions from the analysis of NO:N02 ratios. Budget calculations by Liu et at. (1992) 
also suggested that measured OH radical concentrations may be overpredicted in models. 
For example, formaldehyde mixing ratios in the model averaged about 300 pptv compared 
to measured values of about 100 pptv. This difference suggests that OH radical (and/or 
CH302) is too high in the model or that additional sinks of formaldehyde are required. 
Similarly, the HN03:NOx ratio is overpredicted in the photochemical model. Reduction of 
model OH or additional losses of HN03 are required to reconcile measurement with model 
prediction. 

To address some of the issues raised in the model evaluation, MLOPEX II added 
several new measurement programs to help constrain photochemical model comparisons 
further. Since one of the critical indicators of hydroxyl radical chemistry is formaldehyde, 
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additional independent methods were used to evaluate analytical biases and uncertainty. 
An early evaluation of the data indicates that the formaldehyde mixing ratios measured 
during MLOPEX I are comparable to those seen by the different investigators throughout 
the year during MLOPEX n. Formaldehyde mixing ratios in the range of 100 to 200 pptv 
appear to be characteristic of the marine free troposphere around Mauna Loa. 

Measurements specifically related to radical formation rates and abundances were also 
added to the measurement program. A new measurement of J(03) was developed to 
directly calculate the OH radical production rate from the photolysis of 03. Initial 
comparisons suggest that J(03) is reasonably well predicted from theoretical 
considerations, but significant effects may be caused by overhead aerosol abundance. 
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Figure 11. Diurnal variation of hydoxyl radical (OH) (top panel), and total peroxy radicals (R02) 
(bottom panel) during 11 May, 1992 at the MaunaLoa Observatory. (Data made available by F. Eisele and 
D. Tanner [OH] and C. Cantrell and coworkers [R02])' 
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Radical species were also measured for the first time at MLO. A chemical amplifier 
technique was used to estimate total peroxy radical concentrations, and a chemical 
ionization/mass spectrometric technique was used for direct measurement of hydroxyl 
radical concentration. Figure 11 illustrates a "typical" cycle for these species for one spring 
day at Mauna Loa. Though model calculations have not been completed for MLOPEX II, 
the data are intriguing compared to predictions from the 1988 study. First, measured 
hydroxyl radical concentrations appear to be in the range of those predicted from 
photochemical models from MLOPEX I. Also, measured peroxy radical concentrations 
show a clear diurnal cycle, though maximum values may be lower than those predicted 
from the spring 1988 intensive. Evidence for possible nighttime peroxy radicals also 
appears in the data. At this point, though, further calculations and data evaluation are 
required to reach any conclusions regarding our ability to model the photochemistry of the 
remote troposphere accurately. 

Regional Chemistry of the Mid-Pacific 

As the MLOPEX data set is used to evaluate regional and global models of chemistry, 
it is useful to place the ground-based measurements in the context of the regional chemistry 
of the mid-Pacific atmosphere. Furthermore, it is necessary to show that the ground-based 
measurements at the Mauna Loa Observatory are, indeed, representative of the free 
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Figure 12. Vertical profiles of NOy (solid line, bottom axis) and ozone (dotted line, top axis) during one 
spiral ascent well off the west coast of Hawaii. The Mauna Loa Observatory is located at about 3.4 kIn. 
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troposphere near 3.4 kIn. While this has been demonstrated by comparison of ground
based ozone measurements with ozone sondes (Oltmans, 1985), no evidence was available 
for more reactive species. To examine these questions in more detail, a limited aircraft 
campaign was conducted during the spring intensive experiment (see Table 2). As with 
many measurement programs, the observations are far more complex than imagined a 
priori. Measurements of different chemical species and tracers showed that the atmosphere 
in the region of Hawaii could be highly structured with multiple layering, and with it 
evidence during some flights of rapid transport of continental material in the upper 
troposphere. An example of measurements of ozone and NOy from one flight is shown in 
Figure 12. High concentrations of NOy in the upper troposphere are well beyond what is 
considered typical background data, either from other aircraft campaigns or from the 
MLOPEX data set. To combine the aircraft data into the framework of the ground-base 
data set is a challenge to be addressed, but it is clear that addition of the vertical and 
regional distributions of chemical species enhance the interpretation of the ground-based 
data set. 
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Anthropogenic emissions from industrial activity, fossil fuel combustion, and biomass 
burning are now known to be large enough, relative to natural sources, to perturb the 
chemistry of vast regions of the troposphere. A goal of the IGAC Global Emissions 
Inventory Activity (GEIA) is to provide authoritative and reliable emissions inventories on 
a lOx 10 grid. When combined with atmospheric photochemical models, these high quality 
emissions inventories may be used to predict the concentrations of major photochemical 
products. Then, comparison of model results with measurements of pertinent species will 
allow us to assess whether there are major shortcomings in our understanding of 
tropospheric photochemistry, the budgets and transport of trace species, and their effects in 
the atmosphere. Through this activity, we are building the capability to make confident 
predictions of the future consequences of anthropogenic emissions. This paper compares 
IGAC recommended emissions inventories for reactive nitrogen and sulfur dioxide to those 
that have been in use previously. We also present results from the three-dimensional LLNL 
atmospheric chemistry model that show how emissions of anthropogenic nitrogen oxides 
might potentially affect tropospheric ozone and OH concentrations, and how emissions of 
anthropogenic sulfur increase sulfate aerosol loadings. 

INTRODUCTION 

Two issues have received considerable attention with regard to the potential role of 
changing anthropogenic emissions to global tropospheric photochemistry. The first issue 
concerns the oxidizing capacity of the atmosphere and our potential to change this capacity 
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through emissions of methane (CH4), nitrogen oxides (NOx), carbon monoxide (CO), and 
non-methane hydrocarbons (NMHCs). The oxidizing capacity of the atmosphere is 
determined mainly by the concentration of hydroxyl radicals (OH), although ozone (03) 
and hydrogen peroxide (H202) also play important roles. The hydroxyl radical reacts with 
a suite of species (Table 1), initiating photochemical reaction sequences that eventually 
lead to non-reactive products (e.g., C02) or to products that are removed by precipitation 
and dry deposition. If the OH concentration is decreased globally, the concentrations of 
gases removed by reaction with OH may increase even with no change in their sources. 
Hydroxyl radical formation is initiated by photolysis (at wavelengths shorter than about 
310 nm) of 03 which produces O(1D). O(lD) reacts with H20 to form two hydroxyl 
radicals. Since the concentration of OH in the background atmosphere is determined 
mainly by the concentrations of CO, CH4, NOx, and H20, it is important to quantify the 
anthropogenic and natural emissions of these species to determine their effects on 03 and 
OH. Anthropogenic emissions of each are tied to industrialization. Increases in NOx 
emissions are particularly important in changing oxidant concentrations because the local 
concentration of NOx determines whether photochemical sequences lead to net 03/0H 
increases or decreases (Penner, 1989; Crutzen and Zimmerman, 1991). Besides its role as 
an oxidant, changes to tropospheric ozone are of interest because of its role in OH 
chemistry and because it acts as a greenhouse gas and has deleterious health and ecosystem 
effects (e.g., Fishman et al., 1979; Tilton, 1989). 

Table 1. Species which are removed or oxidized by reaction with OH. DMS is (CH3hS, 
CCN is cloud condensation nucleus, NMHC is non-methane hydrocarbon, HCFCs are 
hydrochlorofluorocarbons, and CFCs are chlorofluorocarbons. 

Species 

aI4 

ill 
ili 3CCl3 , CH3Br, CH 3Cl 

HCFCs 

NMHCs 

Importance 

Greenhouse gas; Affects tropospheric 0 3 and OH; Affects stratospheric 0 3 

Urban pollutant; Affects tropospheric 0 3 and OH cycles 
Greenhouse gases; Release chlorine or bromine in stratosphere which destroys 0 3 

Greenhouse gases; Replacements for CFCs which release chlorine in the 
stratosphere and destroy 0 3 

Urban pollutants; Enhance tropospheric 0 3 in high NOx areas; Sink for 
tropospheric OH 

Form sulfate aerosols which contribute to acid rain and reflect solar radiation; 
Form CCN which alter cloud properties and cool the climate 

The second major issue for tropospheric chemistry, which has emerged from a 
consideration of changing anthropogenic emissions, concerns the formation of 
anthropogenic aerosols and their potential to mask part of the warming expected from 
greenhouse gas emissions. Anthropogenic aerosols are composed of a variety of aerosol 
types (e.g., water-soluble inorganic species, organic condensed species, elemental or black 
carbon, and mineral dust), but the best-quantified and probably the largest component of 
the anthropogenic aerosol is that derived through photochemical interactions of 
anthropogenic S02 emissions (Charlson et aI., 1992). Global average climate forcing 
through direct reflection of solar radiation by anthropogenic sulfate aerosols may range 
from -0.3 to -1.1 Wm·2 (Penner et al., 1993b). This forcing varies regionally and acts 
locally to mask anthropogenic greenhouse gas forcing. The magnitude of the calculated 
forcing varies depending on the underlying surface albedo, so it is important to estimate 
correctly the rate of the photochemical processes which convert S02 to S04= as the 
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emissions of S02 are carried from source regions over areas with high albedo to ocean 
areas with low albedo. Because these processes are tied to the oxidizing capacity of the 
atmosphere, through the gas phase reaction of OH with S02 and through the aqueous phase 
reactions of H202 and 03 with sulfur in solution, anthropogenic emissions of both NOx and 
S~, as well as emissions of CH4 and CO, are needed to calculate the climate forcing from 
sulfate aerosols accurately. 

In this paper, we first describe the emissions inventories under development through 
the GEIA for anthropogenic NOx and for anthropogenic S02, and we compare these to 
previously developed inventories. Then, we estimate the effects of anthropogenic NOx and 
S~ emissions using the Lawrence Livermore National Laboratory (LLNL) three
dimensional (3-D) tropospheric photochemical model. While we have much more to learn 
in order to quantify the natural sources of sulfur and the nitrogen oxides, model studies in 
combination with comparison to measurements can be used to diagnose whether our 
understanding of the sources of these trace gases together with their transport, removal and 
photochemical processing in the atmosphere is adequate. 

GEIA INVENTORIES FOR NOx AND S02 

The developing GEIA global inventories for anthropogenic S02 and NOx have as their 
basis a country-level inventory of fuel combustion emissions compiled in 1985 by 
J. Dignon following techniques described in Dignon (1992). These emissions were 
allocated to a lOx 10 grid on the basis of population distributions and statistical 
relationships between fossil fuel use and emissions (Dignon and Hameed, 1985). Where 
available, the Dignon inventories have been replaced by 1985 regional and national 
inventories. In some cases the regional and national inventories also supply information on 
area and point sources such as motor vehicle miles traveled or smelter location and activity. 
The inventories from which information is being incorporated are as follows: Europe, 
inventory of the European Monitoring and Evaluation Programme (Sandnes and Styve, 
1992); North America, inventory of the National Acid Precipitation Assessment Program 
(Saeger et at., 1989; Wagner et at., 1986); Southeast Asia, inventory of M. Kato and H. 
Akimoto (Kato and Akimoto, 1992; 1993); Former Soviet Union, inventory of I. Pacyna in 
consultation with FSU scientists (Pacyna, 1992); Australia, inventory of F. Carnovale 
(Carnovale, private communication, 1992). The GEIA team for the integrated NOx and 
SOx inventories consists of C. Benkovitz, I. Dignon, T. Graedel, I. Pacyna, T. Scholtz, L. 
Tarrason, and E. Voldner. While compilation of these new inventories is not yet complete, 
here we compare the updated GEIA inventories for North America, Europe, Asia, and 
Australia with those published by Dignon (1992) for 1980 for NOx and with those 
published by Spiro et at. (1992) and Benkovitz (1982) for -1980 for S02. These latter 
inventories have served as the basis for previous LLNL model runs to assess the 
importance of anthropogenic emissions of NOx and S02 to tropospheric oxidant 
concentrations and to anthropogenic sulfate aerosol forcing of climate, respectively, and are 
used in the present study for those areas where IGAC inventories are not yet complete. 

Figure la presents the 1985 IGAC inventory for NOx for North America and Figure Ib 
shows differences from the 1980 inventory by Dignon (1992). North American emissions 
are smaller by at least a factor of 0.3 over much of the area, but larger by more than a factor 
of 1.5 in others. Summed over the entire area, the emissions from the two inventories are 
similar, however (6.2 and 6.7 Tg N yr- l for IGAC and Dignon, respectively). Figure 2a 
presents the 1985 IGAC inventory for Europe while Figure 2b shows differences between 
the IGAC inventory and that of Dignon. As was the case in North America, this 
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IGAC NOx 85 

Figure 1. (a, top panel) The GEIA NO. inventory for North America. The lightest shade shows areas with 
less than 0.3 tons N Jan -2 yr-I and increasing darkness of shade delineates areas where emissions range from 
0.3 to 1.0 tons N Jan -2 yr-I, from 1.0 to 3.0 tons N Jan -2 yr-I , and are greater that 3.0 tons N Jan-2 yr-I , 
respectively_ (b, bottom panel) Areas in North America where the difference between the GEIA inventory 
for NOx and that developed by Dignon (1992) is greater than 1 ton N Jan -2 yrl (black shade) or less than 
-1 ton N Jan-2yrl (lighter shade). 

comparison demonstrates a redistribution of emissions, but overall emissions are again 
similar between the two inventories (5.5 Tg N yr l and 5.4 Tg N yr- l , respectively). The 
differences noted in these figures may not cause large differences in photochemical 
response of the global LLNL model, because the resolution of the emissions used in the 
current version is prescribed by the resolution of the meteorological fields (which is 
currently -4.5" x 7.5"). These emissions updates should be important to developing models 
that have significantly higher resolution, however. We note that in the new inventory, 
Asian emissions (not shown) are significantly larger than those from Dignon (1992), except 
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a IGAG NOx 85 (metric tons N/sq km/yr) 

IGAC NOx 85 - Dignon NOx 80 (metric tons N/sq km/yr) 
b 

Figure 2. (a, top panel) The GEIA NO. inventory for Europe. The lightest shade shows areas with less than 
0.3 tons N km -2 yr-l and increasing darkness of shade delineates areas where emissions range from 0.3 to 
1.0 tons N km-2 yr-l, from 1.0 to 3.0 tons N km-2 yr-l, and are greater that 3.0 tons N km-2 yr-l, respectively. 
(b, bottom panel) Areas in Europe where the difference between the GEIA inventory for NO. and that 
developed by Dignon (1992) is greater than 1 ton N km-2 yrl (black shade) or less than -1 ton N km-2 yrl 

(lighter shade). 

in Japan, where they have decreased by between 10 and 30%. Overall emissions in Asia 
increased from 3.6 to 4.1 Tg N yr-l. Total emissions from Australia are also larger in the 
new inventory, having increased from 0.16 Tg N yr-1 to 0.24 Tg N yr-1. As in other cases, 
however, the redistribution of emissions in the new inventory means that emissions actually 
decrease in some regions and increase in others. 

Figures 3a and 4a present the IGAC S02 inventories for North America and Europe, 
while Figures 3b and 4b show areas of important differences between the IGAC inventories 
and those developed by Benkovitz (1982) for North America and by Spiro et aL (1992) for 
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Figure 3. (a, top panel) The GEIA S02 inventory for North America. The lightest shade shows areas with 
less than 0.3 tons S km·2 yr.! and increasing darkness of shade delineates areas where emissions range from 
0.3 to 1.0 tons S km·2 yr.!, from 1.0 to 3.0 tons S km·2 yr.!, and are greater than 3.0 tons S km·2 yr.!, 
respectively. (b, bottom panel) Areas in North America where the difference between the IGAC inventory 
for S02 and that developed by Benkovitz (1982) is greater than 1 ton S km·2yr! (black shade) or less than 
-1 ton S km·2yr! (lighter shade). 

Europe. In Figure 3b, for S02, North American emissions in the Benkovitz (1982) 
inventory refer to calendar year 1975 for area sources and to 1977-1978 for point sources 
and have a resolution of 5° x 5°, whereas the IGAC inventory was derived from inventories 
developed by NAP AP for calendar year 1985 (Saeger et al., 1989). The total S02 
emissions in the Benkovitz (1982) inventory for -1975 is similar to that developed by 
NAPAP for North America for 1980 (Spiro et aI., 1992). According to these inventory 
estimates, emissions of S02 may have decreased by 25%, from 16 Tg S yr-1 to 12 Tg S yrl, 
over this -10 year time period. European emissions in the Spiro et al. (1992) inventory 
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IGAC S02 85 - Spiro S02 (metric tons S/sq km/yr) 

b 

Figure 4. (a, top panel) The GEIA S02 inventory for Europe. The lightest shade shows areas with less than 
0.3 tons S km-2 yr-! and increasing darkness of shade delineates areas where emissions range from 0.3 to 
1_0 tons S km-2 yr-!, from 1.0 to 3.0 tons S km-2 yr-!, and are greater that 3.0 tons S km-2 yr-! , respectively. 
(b, bottom panel) Areas in Europe wbere the difference between the GEIA inventory for S02 and that 
developed by Spiro et al. (1992) is greater than 1 ton S km-2 yr! (black shade) or less than -1 ton S km-2 yr! 
(lighter shade). 

were derived from an OECD inventory (Lubkert and De Tilly, 1989) for 1980, while those 
in the IGAC inventory were developed by the Cooperative Program for Monitoring and 
Evaluation of the Long Range Transmission of Air Pollutants in Europe (EMEP) for 
calendar year 1985 (Sandnes and Styve, 1992). According to these estimates, European 
SCh emissions may have decreased by 14%, from 21 Tg S yr- l to 18 Tg S yr- l , over this 5 
year time period. The IGAC inventories for Asia and Australia also have decreased in the 
new inventory. The new emissions are 13 Tg S yr- l and 1.0 Tg S yr- l for Asia and 
Australia, respectively, smaller than those developed by Spiro et at. (1992) by 13% and 
23%, respectively. The decreases for these regions may reflect differences in methodology 
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rather than real decreases in emissions. Overall, the new inventories imply reduced 
emissions of approximately 9 Tg S yr-1 (or slightly more than 15%) from these four 
regions. It is not known whether decreased emissions should apply for other areas. Spiro 
et al. (1992) argue that emissions in the former Soviet Union decreased by almost 33% or 
4.1 Tg S yr-1 between 1980 and 1989 (the latter year is represented in their inventory). We 
note that fossil fuel use in the former Soviet Union increased by more than 27% from 1980 
to 1987 according to the statistics available through the United Nations. Total world wide 
fossil fuel use increased by almost 13% over this time period. 

LLNLMODEL 

The Lawrence Livermore National Laboratory tropospheric chemistry model (called 
GRANTOUR, cf., Walton et al., 1988) was used in conjunction with the Dignon (1992) 
inventory for anthropogenic NO x emissions and the Spiro et al. (1992) inventory for 
anthropogenic S02 emissions, but updated in the four regions where quality data for 1985 
were available. GRANTOUR is a Lagrangian parcel model which may be run either off
line, using the wind and precipitation fields from a general circulation model, or 
interactively, in a mode that allows alterations of the wind and precipitation fields 
consistent with currently calculated species or aerosol concentrations. The model is 
typically run with 50,000 constant-mass air parcels whose dimensions average 100 mb x 
330 Ian x 330 km. The model has been used to study the effects of smoke from a nuclear 
war on climate (Ghan et al., 1988), the effects of an asteroid impact on climate (Covey et 
al., 1988), the cycle of reactive nitrogen in the troposphere (penner et aI., 1991), the sulfur 
cycle in the troposphere (Erickson et al., 1991; Galloway et aI., 1992), climate forcing by 
smoke aerosols produced in biomass burning (Penner et al., 1991), black carbon aerosol 
distributions (Penner et al., 1993a), and 222Rn and 210Pb distributions (Dignon et at., 1993). 

At the present time, the model is normally run in an annual-cycle mode using the 
winds and precipitation fields from the R15 version of the Livermore/NCAR CCMl model. 
The winds from the CCMl model are averaged over a 12-hour time period for use by the 
LLNL GRANTOUR model. For surface-based sources, trace species are input into the 
model with a vertical profile that is normally assumed to be constant in mixing ratio in the 
lowest 100 mb. The gas phase reactions of DMS and S02 with OH for the model of the 
sulfur cycle presented below assumed a background concentration of OH that was specified 
according to the latitudinally- and seasonally-varying calculated concentrations from the 
LLNL 2-D model (cf., Penner et al., 1991), while in our "oxidant" model these were 
calculated based on the reactions given in Tables 2 and 3. Additionally, in the oxidant 
model CO concentrations were fixed but varied monthly, with surface concentrations in 
remote areas taken from the literature (cf., Atherton, 1993) and with values increased in 
grid squares where fossil fuel emissions and biomass burning take place. The increase was 
proportional to the emissions of C02 from these activities in each grid square. The 
variation of CO with altitude and the maximum CO concentration were prescribed based on 
observations. Surface CH4 concentrations were fixed according to the observations of 
Steele et at. (1987) and the variation of CH4 concentration with altitude followed the 
predictions of the LLNL 2-D model. In addition, the concentration of 03 above 200 mb 
was specified on a monthly basis according to results from the LLNL 2-D model scaled to 
simulate ozone sonde data (Komhyr et al., 1989) more accurately. The H20 concentration 
varied monthly according to the predicted monthly-averaged concentrations from the 
climate model. These latter concentrations have been compared to monthly observations of 
H20 (Oort, 1983) and are, in general, between a factor of 1.0 to 1.5 high at the surface. 
They are up to a factor of 2 lower than observations in the middle and upper troposphere. 



J.E. Penner, C.S. Atherton and T.E. Graedel 231 

Table 2. Reactions and rate coefficients used in the model calculations (cm3 S-I). 

Reaction 

0+02 ~ 0 

0 3 +N04 N02 +02 

0+N02 4NO+02 

o en)+H2040H+OH 

0 3 +OH 4 H02 +02 

03+H02 40H+02 +02 

H02 + OH 4 H20+ O2 

OH+N02 ~ HN03 

H20 2 + OH 4 H20+ H02 

NO+H02 4 N02 +OH 

N02 +03 4 N03 +02 

CO+OH °24M 002 +002 

o (1n)+XM40+XM 

N02 +N03~ N 20 S 

N20S~ N02 +N03 

N20 S + H20 4 HN03 + HN03 

H02 + H02 + H20 4 H20 2 + O2 + H20 

00 2 + N02 ~ HN04 

HN04 ~ H~ + N02 

OH+HN04 4H20+N02 +02 

OH+CH4 °24M CH 30z +H20 

CH30 2 +N04CH20+N02 

CH30 2 +H02 4 CH3OOH+ O2 

° OH+CH20.4 CO+H02 +H20 

OH+CH3OOH4 CH30 2 +H20 

OH+CH3OOH4CH20+H20+OH 

HONO+OH4H20+N02 

OH+NO ~HONO 

OH+HN03 4H20+N02 +0 

nMS + OH 4 S02 (multi-step) 

S02 +OH 4 S04 (multi-step) 

Rate coefficient at ground level and 298K 

1.56 x 10-14 

1.82 x 10-14 

9.72 x 10-12 

2.20 x 10-10 

6.83 x 10-14 

2.05 x 10-15 

2.97 x 10-12 

1.11 x 10-10 

1.17 x 10-11 

1.62 x 10-14 

1.70 x 10-12 

8.56 x 10-12 

3.23 x 10-17 

2.42 x 10-13 

2.89 x 10-11 

1.27 x 10-12 

3.73 x 10-02 

5.00 x 10-22 

6.68 x 10-30 

1.42 x 10-12 

8.80 x 10-02 

4.65 x 10-12 

6.46 x 10-15 

7.68 x 10-12 

5.57 x 10-12 

1.00 x 10-11 

5.28 x 10-12 

2.15 x 10-12 

4.86 x 10-12 

4.96 x 10-12 

1.31 x 10-13 

6.13 x 10-12 

8.89 x 10-13 
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The reaction rate coefficients are given in Table 2 and are consistent with recent 
recommendations by DeMore et al. (1992) and Atkinson et al. (1992). They were varied 
monthly according to the average temperature and pressure at each location in the model. 
Factors which account for the diurnal averaging of reaction rates were taken from the 
LLNL 2-D model as were the photolysis rate coefficients for the reactions in Table 3. (A 
description of the LLNL 2-D model appears in Johnston et al., 1989; Wuebbles and 
Kinnison, 1989; and Wuebbles et al., 1993). Aqueous reaction of S02 to form S<>4 in 
clouds was treated in a simplified manner. This process was assumed to have an average 
e-folding lifetime of 30 hours at 4QoN at the surface in summer. The lifetime was scaled 
proportionately to the square of the ratio of the OH concentration at 400 N and the locally 
specified concentration of OH at other locations. This formulation is a simplified attempt 
to account for the observed seasonal variations in sulfate concentrations and wet deposition 
in North America, by assuming that the rate of formation of S04 in clouds depends both on 
the frequency of interception of a cloud by an air parcel (average cloud-free periods vary 
from 10 to 80 hours; Lelieveld and Crutzen, 1990, 1991) and on the local concentration of 
H202 (assumed to be proportional to square of the specified concentration of OH). 

In addition to the photochemical reaetions in the model, each species may experience 
deposition if air parcels are in the lowest 100 mb. The deposition velocities are set by 
average observed values but may vary from ocean to land surfaces. In addition, trace 
species may be scavenged by precipitation with scavenging rates proportional to the 
amount of precipitation in the model (expressed as cm hr' I) and scavenging coefficients set 
to reproduce measured washout ratios. The values used in the present simulations are 
shown in Table 4. Other details regarding the model formulation can be found in Walton et 
al. (1988), Penner etal. (1991), and Atherton (1993). 

Table 3. Photolysis reactions in the model. 

0 3 --+0+02 

03--+ 0 (1D)+02 

N02 --+NO+O 

UN03 --+ OH + N02 

H20 2 --+OH+OH 

H02 --+OH+O 

N20 S --+N02 +N02 +0 

N20 S --+ N02 + NO+02 

~ 
CH300H 4 CH20+H02 +OH 

02.M 
CH20 4 CO+H02 +H02 

CH20 --+ CO + H2 

HN04 --+OH+N02 +0 

HONO --+ OH + NO 

N03 --+ NO+02 

N03 --+ N02 + ° 
HN04 --+OH+NO+02 

MODEL PREDICTION OF TROPOSPHERIC SULFATE AEROSOL 

Model calculations of the tropospheric sulfate aerosol abundance require reactive 
sulfur emissions from five main sources: production of (mainly) dimethylsulfide (DMS) in 
the oceans by phytoplankton, volcanic emissions of sulfur dioxide (S02), terrestrial 
emissions of DMS and hydrogen sulfide (H2 S) from soils, forests and crops, biomass 
burning emissions of S02, and fossil fuel and industrial emissions of S02. Table 5 gives a 
summary of the magnitude of the reactive sulfur sources that were used in the calculations 
reported here and the range in possible emissions magnitudes as reported by a number of 
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authors (Graedel et al., 1993; Penner, 1993). In all cases, the inventories derived by Spiro 
et al. (1992) were used, except for the anthropogenic emissions which have been updated 
as noted above and except for the ocean emissions of OMS. For ocean emissions the 
inventory from Spiro et aZ. (1992) was doubled. The doubled emissions reflect the mid
range of estimates shown in Table 5 and also provide a better comparison with remote 
measurements of SO:; (shown in Table 6). 

As noted above, we expect that as emission inventories evolve and become more 
accurate, model comparison with data will provide a stringent test of whether the model 
correctly summarizes the effects of transport, photochemical transformation, and 
deposition. The adequacy of the current model may be judged from the comparisons 
presented below. 

Table 4. Deposition velocities and precipitation scavenging coefficients used in the model t. 

Species 
Large-scale precipitation Convective precipitation 

Deposition velocity scavenging coefficient scavenging coefficient 
(an S·I) (anhr·l ) (anhr·l ) 

~ 0.6 (]and) 
0.06 (ocean) 0.0 0.0 

NO 0.1 0.0 0.0 
N~ 0.5 (land) 

0.1 (ocean) 0.0 0.0 
H2~ 1.0 2.4 4.7 
HN03 1.0 2.4 4.7 
~ 0.4 0.0 0.0 
N20s 0.4 1.0 2.0 
Of20 0.2 2.0 4.0 
Of3OOH 1.0 2.0 4.0 
HONO 0.0 1.5 3.0 
S02 0.8 0.8 1.5 

S04 0.1 5.0 1.5 

hbese parameters were set to 0.0 for 0,0(1 D), OH, H~, HN04, CH3~' and DMS. 

Table 5. Global sources of reactive sulfur used in the model and an estimate of their 
possible range (Tg S yr'!). 

Source Total Range 

Fossil fuel and industry 66 60-100 
Biomass burning 2.2 1-4 
Terrestrial soils, forests, crops 0.9 0.1-10 
0ce3ns 23.7 12-40 
Volcanoes 3-20 

Degassing 3.4 
Eruptive 6.4 
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Table 6. Observations and calculated concentrations of nss S04 (pptv). 

Location Observation Model 

Northern Hemisphere 
Canadian Arctic 210 22 
Spetsbergen 168 95 
Bermuda 455 294 
Midway 133 81 
Oahu 119 109 
Barbados 175 139 
Guam 119 86 
Belau 147 107 
Fanning 154 122 

o J F M A M J J A SON 0 
Month 

I :: rC>ahu~---'-"""""""""""T'""""""""''''''''''''''''''''---'--'''''' 
'. 
f6 
~ 
! 
~ 

I 200 

~. 
tlJ 150 
j 
VI 100 

! 
~ 

50 

J F M A M J J A SON 0 
Month 

Location Observation Model 

Southern Hemisphere 
Am. Samoa 84 75 
New Caledonia 98 105 
Norfolk Island 56 102 
Cape Grim 21 112 
Mawson 21 25 
South Pole 20 6 

o J F M A M J J A SON 0 
Month 

Month 

Figure 5. Model calculated (smooth line) and observed (squares) annual cycle of non-seasalt sulfate (in pptv) 
at selected locations throughout the year. Observations by several investigators have been summarized by 
Langner and Rodhe (1991). 
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Figure 5 shows a comparison of the predicted monthly averaged concentrations of 
S04 at selected locations with data summarized by Langner and Rodhe (1991). Note that 
some of the data appear to be represented quite well (e.g., S04 over the Ohio River Valley, 
U.S.), while other data are poorly predicted (S04 over southern Sweden). The seasonal 
changes seen for S04 are mainly a result of the seasonality of the S04 source. Both the 
source derived from reaction of S02 with OH and the source derived from the aqueous 
transformation rate of S02 to S04 vary strongly with season. 

Table 6 compares predicted and observed concentrations of S04 at the set of remote 
locations compiled by Langner and Rodhe (1991; Table 5 in Langner and Rodhe, 1991). 
The predicted concentrations appear to be somewhat low in most remote locations except 
for three regions in the southern hemisphere, where concentrations are high due to poor 
resolution in the model near coastal areas. Table 7 compares predicted and observed 
deposition of sulfate at remote locations while Figures 6 and 7 compare predicted and 
observed deposition in the important source areas of North America and Europe. In July, 
the predicted wet deposition compares favorably to observed wet deposition in both source 
areas, while in January, wet deposition is overpredicted in North America by about a factor 
of 1.5 and under predicted in Europe by about the same factor. Remote area deposition 
predictions (shown in Table 7) appear reasonable relative to observations. 

(a) Observations (b) Model Results 

Figure 6. Observed and calculated wet deposition of sulfate over North America. The observations shown 
are an average from several years of the NADP monthly observations for January and for July for the U.S. 
and Canada (Watson and Olsen, 1984). These were averaged and interpolated to the model grid. Panel (a) 
gives observations and (b) model calculations for January. Panel (c) gives observations and (d) model 
calculations for July. Contour intervals are 5, 10, 20,40,00,80, 100, 120, 140, and 160 kg S km-2 month-i. 
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(a) Observations (b) Model Results 
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Figure 7. Observed and calculated wet deposition of sulfate over Europe. The observations shown are an 
average from several years ofEMEP monthly observations for January and for July (J. Schaug, Norwegan 
Institute of Meteorological Studies, private communication, 1991). These were averaged and interpolated to 
the model grid. Panel (a) gives observations and (b) model calculations for January. Panel (c) gives 
observations and (d) model calculations for July. Contour intervals are 5,10,20,40,60,80,100,120,140, 
and 160 kg S 1an·2 month·1 . 

Table 7. Observed and calculated non-seasalt sulfur wet deposition at regional and remote 
sites (kg S km-2 yr-l). Observations by several investigators as referenced in Langner and 
Rodhe (1991). 

Location Observation Model Location Observation Model 

Northern Hemisphere Southern Hemisphere 
Poker Flat, Alaska 32 45 Lake Calado, Brazil 120 124 

Weathership Lima 152 131 Am. Samoa 66 63 
Bennuda 450 257 Katherine, N. Australia 64 47 

San Carlos, Venezuela 170 141 Amsterdam Island 100 49 

East Africa 150 82 New Zealand 67 92 
Macquarie Island 37 33 
South Pole 1 2 
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Figure 8. Calculated annual-average column abundance of aerosol sulfate (mg m-2 ). Contour intervals are 
0.5, 1.0,2.0,4.0,6.0,8.0, 10.0, 12.0, and 14.0 mg m-2• 
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Figure 9. Ratio of the annual-average column abundance of aerosol sulfate for all sources of reactive sulfur 
(fossil fuel, biomass burning, terrestrial soils, forest, crops, degassing volcanoes and oceans) and for natural 
sources only (terrestrial soils, forest, crops, degassing volcanoes and oceans). Contour intervals are 2, 4, 6, 8, 
10, 12, 14, and 16. 

The model may be used to assess the relative importance of anthropogenic emissions 
in determining the concentrations of sulfate aerosol. Figure 8 shows the calculated annual 
average total sulfate aerosol column abundance, while Figure 9 shows the ratio of the 
predicted sulfate aerosol column abundance for all sources and for natural sources only. 
Areas of strong anthropogenic (mainly fossil fuel) emissions in North America, Europe, 
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and Asia stand out clearly. The effects of biomass burning emissions of S02 are 
discernible in South America and Africa, even on an annual average basis. We note that 
the source of (mostly organic) biomass smoke aerosols have not been included in this 
simulation, but may almost double the anthropogenic aerosol abundance expected in the 
model (Penner et al., 1991; 1992). This version of the model is being coupled to a climate 
model to evaluate the radiative forcing by anthropogenic sulfur emissions (Penner and 
Taylor, 1993). The climate model predicts a climate forcing from anthropogenic sulfate 
aerosols (using the 1980 inventories) of approximately -0.9 Wm-2 on an annual average 
basis. 

MODEL PREDICTIONS OF THE EFFECTS OF ANTHROPOGENIC NOx 
EMISSIONS ON O:J AND OH 

The formation of 03 in the troposphere results from oxidation of CO, CH4, and non
methane hydrocarbons (NMHCs) in the presence of NOx and sunlight. As noted above, we 
have fixed the concentrations of CO and CH4 in the present model while NMHCs are not 
yet included. Model calculations of the tropospheric 03 and OH abundance require 
reactive nitrogen emissions from five main sources: fossil fuel combustion, biomass 
burning (including wood fuel burning), soil microbial activity, lightning discharges, and 
production of reactive nitrogen in the stratosphere by reaction of O(lD) with N20. A 
separate category of fossil fuel emissions from aircraft is considered because of its injection 
at high altitude. Table 8 gives a summary of the magnitude of the reactive nitrogen sources 
that were used in the calculations reported here. Also shown are the range in possible 
emissions magnitudes as reported by a number of authors (cf., Penner, 1993). 

The emissions from fossil fuel combustion used the inventory developed by Dignon 
(1992) except where updated according to the GEIA inventories noted above. The 
emissions from biomass burning used the amount of biomass burned monthly compiled by 
Hao et al. (1989) for Central and South America, tropical Africa and tropical Asia. 
Additional information on Australian biomass burning was compiled by Dignon (private 
communication). We assumed emission factors of 2.5 g N kg-l dry matter for forest 
burning and 1.9 g N kg-l dry matter for savanna burning based on the analysis of fuel 
nitrogen published by Dignon and Penner (1991). The aircraft source was injected on an 
annual average basis and used a 1989 inventory compiled by the Warren Spring Laboratory 
(1989). This source was distributed vertically according to prevailing flight corridors and 
altitudes. 

Table 8. Sources of reactive nitrogen (Tg N yr-1). 

Source Total Range 
Anthropogenic 

Fossil fuel burning 22.4 15-25 
Biomass burning (land clearing) 10 2-20 
Aircraft emissions 0.23 0.1- 0.7 
Woodbuming 0.2 0.1- 0.8 

Natural 
Soil microbial emissions 5 1-20 
Lightning discharge 10 2-100 
Production in the stratosphere 1.0 0.5 -1.5 

Total. source strength 48.8 20-168 
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The natural sources of reactive nitrogen were each varied on a monthly basis. The 
total annual NOx emission for cloud to cloud and cloud to ground lightning discharges was 
adjusted to 10 Tg yr-1 based on previous analysis and fitting to observed nitrate deposition 
and nitric acid concentrations (Atherton et aI., 1991). The distribution of source intensity 
was based on observed thunder days (Handbook of Geophysics, 1960) and used the 
methodology of Hameed et al. (1981). NOx emissions from soil activity used an inventory 
compiled by Dignon et al. (1991) and were based on relationships which accounted for 
vegetation type, soil moisture and soil temperature. 
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Figure 10. Observed (squares) and calculated (smooth line) monthly mean ozone concentrations at the 
surface at Barbados, Mauna Loa, Bennuda, and lzania Observations are from the NOAA Climate 
Monitoring and Diagnostics Labomtory (S. Oltmans, private communication, 1993). 

The adequacy of the current model may be judged by comparison of model predictions 
with measurements of air concentration and wet deposition. Comparisons for wet 
deposition of nitrate are only slightly high relative to observations in North America in 
summer and are 25% lower than observations in winter. Model predictions of nitrate at 
remote ·Pacific Ocean sites are improved relative to those presented earlier as well (cf., 
Penner et al.: 1991). However, free tropospheric concentrations are still too high. Recent 
observations of nitrogen compounds provide support for a substantial fractional abundance 
of peroxyacetyl nitrate (PAN) which is not calculated in the current simulation. Future 
simulations which include nonmethane hydrocarbon sources will allow a more robust 
calculation of the nitrogen cycle. 
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Figure 10 (continued). Observed (squares) and calculated (smooth line) monthly mean ozone concenttations 
at the surface at Samoa, the South PoleReykjavik, Mace Head, Barrow and Niwot Ridge, Observations are 
from the NOAA Climate Monitoring and Diagnostics Laboratory (S. Olbnans, private communication, 1993). 

Calculations for 03 may be compared to monthly mean surface concentrations and to 
03 profiles compiled by the NOAA Climate Monitoring and Diagnostics Laboratory 
(Oltmans, private communication, 1993; Oltmans and Levy, 1993; Komhyr et al., 1989). 
Figure 10 compares the predicted monthly mean surface 0 3 concentration to data from 
Reykjavik (64°N, 22°W), Mace Head (53°N, WOW), Barrow (71 ON, 157°W), Niwot Ridge 
(400N, I06°W), Barbados (13°N, 600W), Mauna Loa (200 N, 156°W), Bermuda (32°N, 
65°W), Izania (28°N, ITW), Samoa (14°S, 171°W) and near the South Pole (900S, 25°W). 
At four of the sites (Barbados, Bermuda, Mace Head and Samoa) the agreement for both 
total abundance and seasonal cycle is quite good. However, at six sites (Barrow, 
Reykjavik, Mauna Loa, Izania, Niwot Ridge, and the South Pole), model values average 
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about 15 ppbv less than observations. The lack of agreement may be partly due to 
dynamics (model predictions at Barrow, for example, are poor in spring, even for species 
that do not undergo photochemical processing [cf., Penner et al., 1993a]). Part of the under 
prediction, however, may be caused by the fact that the current model does not treat 
NMHCs and the resulting production of PAN. 

Model predicted profiles of 03 partial pressures are compared to ozonesonde 
observations in Figure 11. Figure 11 shows the annual average observed and model 
predicted profiles between the surface and 200 mbars at five northern hemisphere sites 
(Resolute [74°N, 95°W], Barrow [71 ON, 157°W], Edmonton [53°N, 114°W], Boulder 
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Figure 11. Observed and calculated tropospheric ozone partial pressures as a function of altitude at Resolute 
(74"N, 95°W), Barrow (nON, 15TW), Edmonton (53 oN, 114°W), Boulder (400 N, 105°W), Hilo (19°N, 
155"W), Samoa (14°S, 170°W), Lauder (45°S, 1700E), Syowa (69°S, 39°E) and South Pole (90'S, 25°W) 
(Kombyr et al., 1989). 
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[400 N, 105°W], and Hilo [19°N, 155°W]) and at four southern hemisphere sites (Samoa 
[14°S, 1700 W], Lauder [45°S, 1700 E], Syowa [69°S, 39°E] and near the South Pole [900 S, 
25°W]). Values above 200 mbars were adjusted from the LLNL 2-D model to match the 
measured concentrations approximately. As shown in Figure II, the increase in 03 with 
latitude and altitude is captured by the model, but, overall, predicted concentrations are 
higher than observations in the free troposphere. 

Longitude 

Longitude 

Figure 12. (a, top panel) Calculated ozone concentrations at the surface in January with all sources of 
reactive nitrogen emissions included. (b, bottom panel) The difference between a calculation with all 
sources and with natural sources only. Contour intervals are 20,30, 40, and 50 ppbv for top panel, and 2, 5, 
10,20, and 30 ppbv for bottom panel. 
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The relative importance of anthropogenic NOx emissions to surface 03 concentrations 
is shown in Figures 12 and 13. Figure 12a and 13a, respectively, show 03 concentrations 
for January and July with all sources of reactive nitrogen included in the simulation while 
Figures 12b and 13b show the difference between the predicted concentration for all 
sources and natural sources only. As indicated there, concentrations of 03 increase by 
between 10 and 30 ppb over regions of important biomass burning in January and by 
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Figure 13. (a, top panel) Calculated ozone (03) concentrations at the surface in July with all sources of 
reactive nitrogen emissions included. (b, bottom panel) The difference between a calculation with all 
sources and with natural sources only. Contour intervals are 20.30.40, 50,60, and 70 ppbv for top panel, 
and 2, 5, 10,20,30. and 40 ppbv for bottom panel. 
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between 20 and 40 ppb over regions of important fossil fuel emissions in Europe and the 
U.S. in July. Concentrations of tropospheric OH for July are shown in Figure 14. 
Concentrations increase from average concentrations near 1.7 x 106 cm-3 and 8.0 x lOS em-3 

for the northern hemisphere and southern hemisphere, respectively, in July for natural 
sources only, to concentrations of 1.9 x 106 cm-3 and 8.7 x lOS em-3, respectively, for July 
when all sources of reactive nitrogen are included. Figure 14 indicates that larger changes 
occur near the source regions. 
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Figure 14. (a, top panel) Calculated hydroxyl radical (OH) concentrations at the surface in July with all 
sources of reactive nitrogen emissions included, and (b, bottom panel) with only natural sources included. 
Contour intervals are in units of 106 an,3 . 
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CONCLUSIONS 

Accurate emissions inventories are a crucial element in the further advancement of 
three-dimensional photochemical models. These emissions, when combined with models 
may be used to check the accuracy of our understanding of photochemical processes, 
transport, transformation, and removal. Comparison of the models with data show a 
number of similar features, but 03, in particular, is over predicted in the free troposphere, 
pointing to the need for improved models. It is important to develop our understanding of 
emissions inventories (both natural and anthropogenic) further because the models have 
demonstrated that anthropogenic sulfate emissions may have increased the burden of 
sulfate aerosol by a factor of 10 or more near source regions and that anthropogenic NOx 
emissions may have increased ozone concentrations by between 10 and 40 ppb in surface 
air near source regions. 
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ACCOMPLISHMENTS AND FUTURE CHALLENGES: 
AN IGAC PANEL DISCUSSION 

The First IGAC Scientific Conference ended with a final panel· session intended to assess 
current progress and future prospects. Ronald Prinn moderated the discussion, introducing 
the six panelists: 

• Paul Crutzen, Max-Plank Institut fur Chemie, Germany 
• Ian Galbally, C.S.I.R.O., Australia 
• Pamela Matson, University of California, Berkeley, USA 
• Henning Rodhe, University of Stockholm, Sweden 
• Eugenio Sanhueza, I.V.I.C., Venezuela 
• Ronald Prinn, Massachusetts Institute of Technology, USA 

The Panel Discussion began with each of the above participants being given about five 
minutes each to answer the following two questions: 

1. As reported at this conference and elsewhere, what are some special IGAC results 
or accomplishments worth highlighting? 

2. What are the challenges for the future and the prospects for significant progress? 
The following provides an edited transcript of the panelists' replies. 

Paul Crutzen 

I think we have had a very good week here. The most important thing that I notice is 
that our science is progressing extremely well. We have had, on the whole, very high class 
presentations, and it is appropriate that the most important thing coming out of IGAC is 
very good science. Several activities are moving along extremely well. For example, good 
work is being done in NARE (North Atlantic Regional Experiment),APARE (East 
AsianINorth Pacific Regional Experiment), MAC (Multiphase Atmospheric Chemistry), 
and BIBEX (Biomass Burning Experiment: Impact on the Atmosphere and Biosphere). I 
think we have seen very impressive results from these activities. Also, the paper that was 
given near the end of the conference on NOMHICE (Non-Methane Hydrocarbon 
Intercomparison Experiment), is of extreme value and critical for progress. The work on 
atmospheric modeling is also coming along well. I've seen some fine work presented here 
and more people are getting into the act. 

When it comes to the future progress of IGAC, of course, we all know that we are 
struggling to get recognition in our countries for the needed support. I think this should be 
a main item of the discussion here; how can we improve our interactions with the funding 
agencies? We have been discussing this in the IGAC Steering Committee, but I think it is 
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very important to hear the opinions of all the participants here. The only concern I have 
about IGAC, and here I'm really thinking specifically of the situation in Germany, is that it 
can lead to very large programs. This may result in the grassroots science, the simple 
science, which you do with simple means, with a small proposal, not getting the 
recognition in the future that it should have. I see signs of this in Germany. Those 
Germans here, who disagree with me, please speak up. But if that is a development that 
occurred in IGAC, I would be very worried about it. There is an element of danger here. 
That's where I will finish my comments for the moment. 

Ian Galbally 

When I reflected on this I wondered how far we had come since Dookie. At that time, 
we wanted to do two things. We wanted to create a method for international coordination 
in atmospheric chemistry and to provide new impetus to the field. I think IGAC has been 
highly successful in that regard. It has brought together and accelerated work in 
atmospheric chemistry, and there is a great degree of inter-laboratory and international 
cooperation. This first IGAC conference on global atmospheric and biospheric chemistry 
was very much focused, I think, on sources and sinks. I expect that in future conferences 
there will be changes in the balance, and that on some occasions atmospheric chemistry 
modeling, carbon dioxide studies, and other subjects, will have a greater prominence. I 
think it's natural that these changes will occur with time. 

As a personal opinion, I think that some of the papers presented here have been 
excellent contributions to science, while some of the papers didn't appear to have such 
excellence based on their presentations. I think that excellence is something we have to 
pay a lot of attention to. I'd also say that with IGAC we have an undertaking of a size and 
nature that none of us have probably ever been involved with before. I think the 
International Geophysical Year of 1957 and 1958 was, perhaps, the only previous 
undertaking of such a large and international nature. 

And so, looking forward, I think the things we have to do are to maintain the 
excellence of the work that's being carried out, maintain the high level of collaboration and 
communication, and maintain our enthusiasm. Basically, our job in IGAC should be to 
ensure that these activities and this level of excellence continue over the next five years, or 
more. In this way atmospheric chemistry will evolve from a young discipline into a mature 
discipline. Thank you very much. 

Pamela Matson 

The mark for me of a good meeting is one that makes me think, and that I learn from. 
Given those criteria, I definitely consider this to have been a good conference. And you 
have no idea what a strong statement that is since I've been drugged-out on cold medicine 
for the whole week, and yet I've stillieamed something! So I thank you for teaching me. I 
could go through and list all the different talks that I appreciated especially, but rather than 
doing that, I would like to reflect on what this meeting tells me we've accomplished in the 
IGAC framework. 

When IGAC first came into being, it was largely devoted to atmospheric chemistry. 
Then, thanks to Paul Crutzen and the IGBP committee (many of those people are in this 
room), important biospheric aspects were merged into the IGAC program. And that meant 
bringing in biologists, ecologists, biogeochemists, and a number of other disciplines to 
work with atmospheric chemists and atmospheric modelers. We've actually succeeded at 
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doing that. When we developed the programs four or five years ago, we thought it would 
be essential to bring these disciplines together, but we didn't have any guarantee that it 
would work. In fact, I think this meeting absolutely shows that it has worked. It is multi
disciplinary. We do talk each other's language. We have learned from each other in our 
various disciplines. The various disciplines are addressing many of the same questions 
now, for many of the same reasons. So that's a very positive step. 

I think there are some marked successes. The BmEX (Biomass Burning Experiment: 
Impact on the Atmosphere and Biosphere) activity is a multi-disciplinary activity with 
atmospheric chemists, biogeochemists, ecologists, and remote sensing people all working 
together at regional and global scale, and it's been very fruitful. And there are others: the 
HESS (High Latitude Ecosystems as Sources and Sinks of Trace Gases) activity is another 
example. I definitely agree with Bill Reeburgh that five years ago we really didn't have a 
very good idea about the spatial distribution of methane sources and sinks, or the about the 
processes that control them. I think this is an example of the fact that if you take a lot of 
people and resources and channel them into a focused area, you can make incredible 
progress in just a few years. So we've gone a long way with that. The RICE (Rice 
Cultivation and Trace Gas Exchange) activity is another example. Five years ago Hans
Ulrich Neue was the only person, or one of a very few people, actually looking at trace gas 
emissions from flooded agricultural systems. Now there are many people in the developing 
world, and in the developed world, working on that issue, and we've come a long way in 
our understanding. So there are, I think, also great successes here. And those are just a few 
examples. I think there are notable accomplishments in many other activities. 

But, I also think it's not time to be complacent. We've actually passed up some really 
good opportunities. We haven't done things as well as we could. We haven't used each 
other's knowledge as well as we could. I'll pick on myself and use, as an example, the 
BATGE (Biosphere-Atmosphere Trace Gas Exchange in the Tropics) activity that I work 
in. We are a very small group of people and we have very little funding actually, and we 
are working in an area where very few people have worked before. But that's really no 
excuse. In designing our studies within this field we have not used the knowledge that's 
come from previous work. There's no need to make the same mistakes that the temperate 
trace gas people have made, now that we are working in the tropics. We can use their 
experience. We can use their understanding of the processes that control fluxes in order to 
carefully design our studies. I think we can learn from that more than we have already. 
And, there are other examples of shortcomings. I get the sense that in some of the 
activities, there are an awful lot of measurements going on. But we can't just do more and 
more measurements, without integration, without synthesis of the data, without putting the 
measurements into the context of biosphere-atmosphere interactions or biospheric 
processes. So, I think we all need to very carefully look at what measurements we're 
making, and ask if we really need to make more, or whether it's time now for synthesis. 

I think the modeling and synthesis activity is coming along in some areas and we've 
had some great presentations on that today. I would really like to see us integrate across all 
these different activities in the process of developing those models. For example, I would 
like to see us develop spatially explicit biogeochemical models for the ocean or land 
surface, that estimate gas sources and sinks, and couple these with models of atmospheric 
chemistry and transport. I think we had one or two examples today of how to do that. But 
I think we need to do more. As another example, the temperate, tropical and boreal 
activities should be working together to develop global monitoring networks-we haven't 
done that very much yet. 

So these are things to look forward to in the future. I think when we meet in another 
year or another two years, there's going to be an even greater need for emphasis on 
synthesis of the information and knowledge we've already gained. Thanks. 
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Henning Rodhe 

My general impression is that the quality of presentations, both oral and poster have 
been very high. And, to me, IGAC is very much alive. Especially, I'm most pleased with 
the high qUality of interdisciplinary interaction that has become so obvious here. A goal 
that has been achieved here is to have atmospheric chemists and biologists work together in 
ways they didn't use to do some years ago. I think IGAC really is accomplishing 
something as an organization; it is specifically helping to foster this cooperation. 

I have some specific comments on the activities that I am involved with. I have seen a 
lot of interesting results from aerosol studies. Also, the MAC (Multiphase Atmospheric 
Chemistry) activity has continued to organize and prepare for experiments. BATGE 
(Biosphere-Atmosphere Trace Gas Exchange in the Tropics) and DEBITS (Deposition of 
Biogeochemically Important Trace Species) are presently two rather small activities, which 
I think are extremely important, and very interesting. But maybe we should perhaps 
combine these two activities. One is looking at species going up and the other at species 
going down, but they are related species. 

One activity that I would like to emphasize is GEIA (Global Emissions Inventory 
Activity). I think that it is an extremely important accomplishment of IGAC. I have been 
so pleased to see the presentations today reporting data sets, which are very important 
information for modelers. And finally, I want to address the Global Integration and 
Modeling activity, GIM. So far it has been in the conceptual phase, but now we are ready 
to develop this activity, and I think that's going to be very important for IGAC. IGAC 
needs to try to bring things together now, and through GIM have its research focus more on 
the overall understanding of the whole system. 

I have a critical comment on the presentations. Next time I'd like to see more time for 
discussion. I am not referring to the usual questions on the papers, but to the general 
discussion of the progress of each activity. Each activity presentation could be followed by 
an open discussion and evaluation. To allow this we would need to have fewer oral 
presentations. The poster sessions here have been very good, and very useful. Maybe we 
should have more poster presentations, fewer oral presentations, and more discussions. 

Where are we going in the future? I think it's clear that we are moving ahead. But I 
think it may also be timely, as we have discussed in the Steering Committee, to sit back and 
evaluate again the goals that we formulated at the beginning of IGAC. We should define 
better how we should work for the next five or ten years. 

We still have a lot of very interesting problems to solve in the upcoming years. Well, I 
hope to see you in Fuji-Yoshida in Japan in early September of 1994. That's where and 
when the next IGAC scientific symposium will be held. We can continue these discussions 
at that time. 

Eugenio Sanhueza 

I am also very impressed with the progress in most of the IGAC activities. Some of 
them are going very rapidly. I didn't expect that progress was going to be so fast. 
Important contributions to understanding in this field are being made by the study of long
and short-lived gases in many changing ecosystems: tropical forest clearing, savanna 
cultivation, effect of fertilization in temperate agriculture soils, effects of increasing 
temperature in a temperate forest, the role of tundra and other high-latitude ecosystems, and 
soon. 

Most of the subject is really well-covered, so I feel, in general, IGAC is going very 
well at the present time. One problem or gap that I want to stress, in determining our IGAC 
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directions for the future: I note that, at present, participation of research groups or even 
individual researchers from developing countries, for the most part, is at a very low level. 
For example, the TRAGEX (Trace Gas Exchange: Mid-Latitude Terrestrial Ecosystems 
and Atmosphere) project is a very active program. They are showing very good progress 
and already have a network in the United States. Later this year they will set up another 
one in Europe. But, for example, it seems that nothing is occurring in the southern part of 
South America, where large areas are used in agriculture. We know that the soil fluxes 
have very large variability, and results that are being obtained in the northern hemisphere 
are not necessarily valid to extrapolate to the southern hemisphere. Another example: 
there are several projects looking at the chemistry of the troposphere in the northern 
hemisphere. But with the exception of some campaign types of measurement like 
TROPOS and SAFARI, and some permanent activity in Australia, very little is happening 
in the rest of the tropics and southern hemisphere. There are no permanent regional 
projects characterizing the atmosphere of the south of South America or Africa that look, 
for example, for changes in the oxidation capacity of the atmosphere there. Since many or 
most of the studies dealing with global or climate change are long-term studies, research 
bases in developing regions should, for several reasons, include participation of scientists 
from the developing countries. Ideally, in the future, independent research teams from 
developing regions should actually run the studies in the developing world. I think that this 
is a very important undertaking for the future progress of IGAC. Thank you. 

Ronald Prinn 

It's getting more and more difficult to say something original, of course, now that I'm 
the sixth speaker! So I'll take the liberty of repeating some things that have been said, but 
put them in a somewhat different way. I certainly think that IGAC is off to a good start, 
and that's been demonstrated here with the quality of the oral and poster papers. I was 
most impressed with a number of the poster papers. Looking to the future, I think more of 
us should volunteer to give our papers in poster form, and not always expect to come to a 
conference and give an oral presentation. That would free up more time for discussion, 
which I think Henning Rodhe mentioned the need for earlier. 

I certainly agree with Pamela Matson that we need to go into the business of 
integration of these resultS. That includes developing large three dimensional models, and 
using these models for this purpose. However, when you look at the progress in 
developing these models, you realize that many of the critical data bases needed to test 
them don't really exist. As one example, we know very little about vertical profiles of 
ozone throughout most of the world, and particularly this is true in the tropics. How are we 
going to believe these models, when for one of the most critical atmospheric components 
that they will predict, namely ozone, we don't have a database in the tropics? How can we 
tell if we are doing it right or doing it wrong? Now, that leads into my second point 
concerning something that Eugenio Sanhueza just brought up. 

There are significant gaps in the research program as demonstrated at this conference. 
And I'm sure, unfortunately, that the same statement is going to be true a year or two down 
the road, but we do have to do something about it. The research in the tropics is not 
proceeding at the needed pace. But most of the countries in the tropics are developing 
countries, and a significant reason why the research is not proceeding there is that they 
don't have the resources to proceed. We must, as a community, think of ways in which we 
can bring researchers in developing countries into the IGAC program. We must provide 
them with critical resources like instrumentation, for example, and work with them as 
collaborators. Because that is the only way, I think, looking to the future that we are really 
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going to fill in this massive data gap involving developing countries in general, and the 
tropical countries in particular. We will all have to work together to try to get around that 
major difficulty. 

So much for the current state of IGAC. Another point I wanted to make was one 
regarding IGAC's relationship to society. We are not addressing a topic that is merely of 
academic interest. As inadequate as the funding is at the present time, it would be even less 
if the work weren't important to society. So we must remember that there are some things 
we do in IGAC that should serve the people outside of our community in important ways. 
Through understanding the cycles of all the critical chemical components in the 
atmosphere, both the biological and purely chemical parts of them, we, at the end, want to 
be able to predict the composition of the atmosphere going into the future. We shouldn't 
forget that that's our task for the broader community, and we must carry out a research 
program that, at the end, produces models that have that capability, and ones that we, as a 
community, are proud of. 

A further point involves the relation between understanding fundamental processes and 
mitigation of detrimental effects. There was an interesting point made by Heinz-Ulrich 
Neue in his conference presentation. If you understand the processes by which rice 
cultivation leads to methane emissions, you could also address the issue of whether rice can 
be grown using highly productive strains, but in a way that decreases the emissions of 
methane? Similarly, after understanding all of the relevant processes, can we develop 
energy sources that will lead to minimal local and regional air pollution, and minimal 
emissions of globally important gases? We should remember that understanding processes, 
like those that produce emissions, potentially helps achieve mitigation. If we are going to 
do something about greenhouse gas emissions we need to understand the processes by 
which they are produced. We are not going to stop people from producing energy. We are 
not going to stop growing rice. So we must ask instead how can those activities proceed 
with minimal impact on the environment. 

So, with that, I'll close the remarks of the panel, and now open it to any member of the 
audience who wishes to say something. 

Pat Zimmerman, NCAR, U.S. 

I think that IGAC is at its best when it builds bridges, and at its worst when it builds 
walls by overly defining projects. When you do, it tends to give the community the 
impression of specific territory, yet many of the questions that need to be solved can only 
be solved by bridging the walls. For example, if we want to understand global carbon 
cycling we need to have coordination among the relevant groups to design an experimental 
approach to solve that problem. That's my first comment. 

The second comment is that I think one of the important activities of IGAC is to recruit 
scientific talent in the quest of understanding the biogeochemical cycles. If the meetings 
were held at places where students could come, and if forums were provided so that the 
students didn't feel self-conscious about asking probing questions and contributing to the 
discussion, then I think that we might have more vibrant energy. And, in the long run, we 
might have a research force that could be more productive. 

Guy Brasseur, NCAR, U.S. 

I would like to make three quick remarks. First of all, I also think that IGAC has 
improved the visibility of atmospheric chemistry and biogeochemistry. I am somewhat 
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concerned, however, by a particular tendency. Certain countries, including the USA, have 
tended to push the agenda from a broad perspective of global change toward a more narrow 
perspective on climate change. This creates a spirit in which the research is really driven 
by things like the IPCC (Intergovernmental Panel on Climate Change) Report. However, 
there are a number of problems that are chemically or biologically related that are not 
leading to the greenhouse effect or to ozone depletion, but still need to be recognized as 
being important to society and to the political world. 

I am a little disappointed, this is my second remark, by the fact that representation 
from developing countries is pretty small in this conference. I think, for example, that there 
are very few representatives from Africa. If we are to understand what global change is 
about, we have to fmd a way in which we can bring some of these people to meetings in the 
future. I think that if the Steering Committee has the opportunity to invite people in the 
future, the invitees should be representing the continents in a more equal way. I also 
believe laboratories in the developed countries could potentially help very much. What we 
are trying to do at NCAR is to identify a number of sister laboratories in the developing 
world and to try to work with them and establish long-term collaborations. I think that if 
other laboratories did the same thing, we could probably have much better communication 
and representation. 

Finally, the problem of education in IGAC was not really mentioned, except by Ron 
Prinn at the beginning of the conference, and I don't know exactly what the status is. 
Perhaps in relation to this problem of better participation by developing countries, the 
developed countries should be helping in the education of a younger generation of 
scientists who could participate in these meetings in the future. 

Wei-Han Su, People's Republic of China 

Thank you. I just have a few short remarks. I think the IGAC activity is very 
important for the study of global changes. Also, I agree with the suggestion that we have to 
pay more attention to the developing countries. I think both the tropical regions and the 
middle-latitude regions are important for our study. For example, in the west coast of the 
Pacific Ocean, there is a high population density and, with rapid industrialization ongoing, 
the nitrogen emission increases in this region will be very significant in the future. So I 
would like to suggest that IGAC pay more attention to the rapidly changing mid-latitude 
regions, and particularly East Asia and Southeast Asia. 

I also would like to give you some information about the Chinese work in this area. 
We have formed an IGAC committee, and now the Chinese Academy of Sciences is setting 
up more than 50 sites to do the needed long-term monitoring tasks. Finally, I would like to 
use this chance to say that we endorse long-term monitoring in developing countries, and 
we endorse the extension of the modeling work into these regions. That's all. 

Jos Lelieveld, Germany 

I would like to ask a question about quality. Many projects are proceeding quite 
rapidly and producing a number of sub-projects. I wonder how we can preserve the quality 
of the work in these projects. It is very necessary. 
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Ronald Prinn 

Do you mean quality assurance for the data obtained, the modeling, or across the 
board? 

Jos Lelieveld 

I refer to the quality of the overall project or sub-project itself. It could be that some 
projects are not keeping their focus, or some sub-projects are not high quality. 

Ronald Prinn 

Let me attempt a reply. First, concerning the review process, it is the responsibility of 
the IGAC Steering Committee to review and to try to evaluate the state of progress in each 
of the activities as they proceed. We, unfortunately, only meet once a year, so we try to do 
things in the interim, by communicating using faxes, electronic mail, and phones. But that 
doesn't work very well. At each Steering Committee meeting we do go over each of the 
projects and try to, at least in a broad-brush way, assess the state of progress, and recognize 
any important gaps. And, of course, I think you can tell something on this subject from this 
conference. The fact that there are certain of the IGAC activities that really had no papers 
here indicates that some of those activities are not proceeding very fast. 

The other problem you bring up is quality assurance. Is the work being done of high 
quality? Assuring quality is also a responsibility of the IGAC Steering Committee, but 
more importantly it is a primary responsibility for the Convenor and Committees of the 
individual IGAC activities. One thing that can be said at the moment, of course, is that we 
are right at the beginning. There's not that much that we can look at and evaluate, although 
we certainly can try to do that. But, as I have noted, we rely to a great extent on the 
Convenor of each activity, and the committee that is under them, to do this quality 
assurance. The Convenors have been carefully chosen, and the committees under them, in 
order to achieve that. So it is a community responsibility to ensure quality. It's something 
that the Steering Committee and Convenors can try to assess, but in the end it really must 
be the entire community that is responsible for quality. Each individual scientist should be 
making very sure that what they do is done carefully, and is properly inter-compared and 
calibrated relative to other investigations. 

Hajime Akimoto, University of Tokyo, Japan 

I relate very much to the comments of Professor Suo The problem is not always the 
involvement of the developing countries. Whether developed or developing, many non
North American and non-European countries were neither involved in, nor informed about, 
the initial structure ofIGAC. I was very lucky. I could attend the Dookie meeting, and had 
the chance there to propose APARE (East AsianINorth Pacific Regional Experiment), so 
that program has been incorporated in the IGAC structure. But there are many scientists in 
Japan now studying things like C02,biosphere interactions, etc., who are not aware of the 
relevant IGAC activity at all. So they are not coordinated, and that's always a problem. 
Many of the current IGAC activities should be trying to involve these people in the 
international program. And so at some stage, you need to open the Steering Committee and 
activity committees to some new non-North American and non-European members. We 
need to broaden the international program. That is my comment. 



Panel Discussion 257 

Ronald Prinn 

Yes, this is good advice to us, and I will try to see that we heed it. 
There being no further questions from the conference participants, let me just close this 

discussion by repeating briefly some remarks I made last night. I would like to thank the 
Israeli Institute for Biological Research and the OHOLO Conference organization for 
hosting this meeting. Special thanks go to Dr. Samuel Cohen, Director of that Institute, and 
Amram Golombek, who worked very hard on all the local arrangements. Let me thank the 
panel and the audience for the discussions here, the hotel for its hospitality, and each of you 
who presented papers, or, equally important, presented posters for your contributions. I 
hope you leave this conference with better knowledge and greater enthusiasm for attacking 
the problems that we face in the future. I remind you that the second IGAC conference will 
be held in Fuji-Yoshida, Japan in September of 1994. We expect probably twice the 
number of participants that we had at this meeting at the next one. I don't know what we'l1 
do about keeping down the number of oral presentations. I think we'll all have to be 
prepared to have many more posters, and I think I will set an example by having my paper 
as a poster. 

With that, I'd like to close this first IGAC scientific conference. I hope in looking 
back that we will all see this as an historic first step. The participants here were reporting 
science results from IGAC for the first time. As we all know, we had a lot of planning 
meetings in IGAC and it is a pleasure now to see the plans being implemented. This is just 
the first in a series of scientific conferences, which, I hope, as time goes on will blossom 
and become more and more impressive events. So, with that, thank you, and I hope your 
travels home are safe. 
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