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Preface

The International Conference on Pure and Applied Chemistry (ICPAC 2014) was
held from 23 to 27 June 2014 at Hotel Sofitel Mauritius Impérial Resort & Spa,
Wolmar, Flic en Flac, in Mauritius. The theme of the conference was “Crystallizing
Ideas: The Role of Chemistry” and it matched the declaration of the Year 2014 as
the International Year of Crystallography. ICPAC 2014 was attended by 150 par-
ticipants coming from 30 countries. The conference featured 80 oral and 40 poster
presentations. The keynote lecture was addressed by Her Excellency Grace
Asirwatham, the Deputy Director General of the Organization for the Prohibition of
Chemical Weapons (OPCW). OPCW was awarded the Nobel Peace Prize in 2013.

The participants of ICPAC 2014 were invited to submit full papers. They were
subsequently peer reviewed and the selected papers are collected in this volume.
This book of proceedings contains 23 chapters covering wide ranging topics from
fundamental to applied chemistry and interdisciplinary subjects.

We would like to thank all those who submitted the full papers and the reviewers
for their timely help in assessing the papers for publication. We would like to pay a
special tribute to all the sponsors of ICPAC 2014.

We hope that this collection of papers will serve as a useful reference set for
researchers.

Réduit, Mauritius Ponnadurai Ramasami
February 2016 Minu Gupta Bhowon

Sabina Jhaumeer Laulloo
Henri Li Kam Wah
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Chapter 1
Chemical Insights from Systematic
Structural Studies. The ‘Stamp Collecting’
Approach to Understanding the Solid
State

Simon J. Coles

Abstract Many industries, most notably pharmaceutical, have for some time been
using compound libraries as a systematic approach to comprehensively under-
standing a chemical landscape. Screening in medicinal chemistry is an obvious
example and Quantitative Structure Activity Relationship (QSAR) takes a similar,
in silico, approach. Understanding packing and structure-determining factors in the
solid state is key in many areas, e.g. polymorphism or crystallisation, and of course
we need to understand this behaviour if we are to control solid-state formation in
any way. It is therefore rather surprising that there are relatively few systematic
studies being conducted on the solid state in the way we now routinely work in
these other areas. This paper presents numerous systematic studies of homologous
series of compounds that have been studied as ‘libraries’ in the solid state—
sometimes these families of related compounds can have as many as 200–300
crystal structures. Results that enable us to derive rules and begin to predict
solid-state behaviour will be presented. Taking this concept further, some series of
ultra-high resolution structural families are presented—from these studies a com-
parison of electron density distributions leads to very detailed correlations between
bonding and reactivity. Finally, in order not only to rationalise the large amounts of
data generated, but also to begin to analyse for prediction purposes, a concept for a
statistical approach to describe and build models of crystal structures is outlined.

Keywords Structural systematics � X-ray crystallography � Charge density
determination � Structural similarity � Crystal engineering

S.J. Coles (&)
Department of Chemistry, University of Southampton, Southampton SO17 1BJ, UK
e-mail: s.j.coles@soton.ac.uk

© Springer International Publishing Switzerland 2016
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1.1 Background

2014 was the UNESCO International Year of Crystallography and it is at this time
that it is worth reflecting on how far the subject has come and the directions in
which it is heading. In just over a century it has evolved from the first diffraction
experiments and structure determinations, through periods of increasing complex-
ity, i.e. macromolecules, and increasing volume. Over the last 50 years a significant
collection of small molecule structures has been amassed as we have gone from a
time when a PhD student would have determined a handful of structures during the
course of study to one where this number can be achieved in a day. This has a
profound impact on the way we can now conduct the science and the new insights it
can provide. We are at a turning point, where the structural systematics approach is
able to make a significant impact.

Classical systematics studies tend to use crystal structures as a definitive source
of information to probe molecular geometry and, in some cases, link this to physical
properties. A prime example of this approach is a series of eight papers originating
from our laboratory spread over about a decade up until 2006. Under the theme of
“Structural Investigations of Phosphorus–Nitrogen Compounds”, very accurate
analysis of bond lengths and angles across a series (typically between 5 and 8
structures) of very closely related homologues was correlated with properties such
as basicity and electron density and hence linked to reactivity [1].

However, during this time and increasingly of late, a much greater importance
has been put on designing, analysing and understanding the whole crystal
structure-that is the assembly of molecules, and relationship between them, in the
solid state. In fact, in the UK the Directed Assembly [2] initiative has been iden-
tified as one of the most significant challenges that researchers should address in the
coming decades: “The Directed Assembly Grand Challenge Network has been
sponsored by EPSRC [3] to promote research into how assembly processes occur at
the molecular and supramolecular levels, and how they can be controlled to develop
materials with particular properties and function”.

Crystal engineering is predicated on the concept that a solid-state system can be
created where the structure, and often associated properties, are known a priori and
intentionally designed into the system [4]. This can be achieved through utilising
intermolecular interactions either from self-recognition where a molecular entity
associates with an identical second unit or between two different entities that
possess complementary interacting moieties. Crystal engineering, therefore, relies
on being able to control the directing effects of molecular structure on crystal
packing and has given rise to the notion of supramolecular synthons [5]. This
approach was born out of the community concerned with engineering small organic
compounds, however, this has very successfully spread to supramolecular chem-
istry [6], metal organic framework design [7] and the formation of coordination
polymers [8].

In the search for new pharmaceuticals, companies attempt to engineer drug
molecules that have specific interactions with active sites in biological entities. To
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assist in this process it is quite common to build libraries of drug-like compounds
[9] that can be used in screening experiments to find a candidate. Whilst in the early
days of developing this approach these compounds were physically synthesised,
and indeed some still are, as targets become more diverse and complex this rapidly
becomes infeasible. Therefore, to move the approach forward, these studies are now
generally performed in silico—not only does this avoid expensive synthesis, but
also means that large and diverse virtual libraries can be built to probe significant
areas of chemical space [10].

This approach can be very readily applied to crystallographic investigations and
hence structural systematics. The Cambridge Structural Database [11] (CSD) is a
library of crystal structures containing around 700,000 records and has been the
basis for discovering trends and developing crystal engineering rules [12] in many
studies, e.g. a recent paper by Taylor entitled “Which intermolecular interactions
have a significant influence on crystal packing?” [13] to mention just one from tens
or even hundreds. However, the records in the CSD are harvested from the pub-
lished literature, the content of which is governed by characterisation of newly
synthesised compounds. As such the structural ground which is covered can be
sparsely populated and generally it is not of scientific interest to go to the extent of
full crystallographic characterisation of every member of a homologous series—
invariably only a representative study is performed.

Structural systematics can be defined as the comparison of sets of chemically
related crystal structures with the aim to establish and describe relevant similarities
and relationships. This approach is used to increase understanding of the assembly
of organic molecules into crystal structures. Such investigations are invariably
carried out on polymorphs, solvates, salts and molecular complexes, in which a
particular molecule can occur in different crystal structure environments, but also
with families of compounds, whose molecular structures are very closely related,
through small but systematic modifications to a parent molecule [14]. The work
described herein presents results arising from studies on homologous series of
compounds, particularly organic drug-like systems—this begins with normal res-
olution studies and then progresses on to provide an insight into the potential of
employing very high resolution, i.e. electronic distribution, approaches in structural
systematics.

1.2 Similarity and Relationships in Molecular Systems

Systematic studies across a series of crystal structures are a powerful methodology
for linking changes in structure to behaviour and function and was perhaps first
realised as a viable ab initio approach in the form of crystal engineering about two
decades ago [15]. Crystal engineering is the process of developing intentional
properties and structural motifs in a crystal structure [4] and much work has been
done engaging the supramolecular synthon and Aufbau principles put forward by
Desiraju et al. [5, 16].
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Clearly, it is important to be able to develop understanding and rules as to the
behaviour of these synthons when in particular chemical environments and
‘structural systematics’ is our approach to addressing this problem.

Understanding relationships between members in families of molecular crystal
structures requires a careful consideration of three notions—those of polymor-
phism, isostructurality and similarity.

1.2.1 Polymorphism

McCrone’s 1965 definition of a polymorph [17] as “a solid crystalline phase of a
given compound resulting from the possibility of at least two crystalline arrange-
ments of the molecules of that compound in the solid state” leads one to conclude
that polymorphism is a phenomenon where a chemical compound can occur in at
least two crystalline forms. Polymorphs in the solid state can arise not only from the
interplay between different intermolecular interactions and lattice packing, but also
subtle differences in molecular conformation. Polymorphs exhibit different physical
properties, such as melting point and solubility, yet the differences in total energy
holding the lattice together are generally minute.

1.2.2 Isostructurality

The quest for definitions of isostructurality has largely been driven by considera-
tions of how different two structures can be and yet still be considered isostructural.
Fabian and Kalman [18] proposed the following definition: isostructurality refers to
the similarity of the spatial arrangements of the molecules of different compounds
in their crystals. It is traditionally interpreted in three dimensions (i.e. isostruc-
turality involves whole structures), which are infinite in three dimensions. However,
it is possible to extend the interpretation of the phenomenon to one- and
two-dimensional (1D and 2D, respectively) isostructurality. If two crystal structures
contain similar infinite 2D molecular arrangements (layers or sheets) then they are
termed two-dimensionally isostructural. Accordingly, structures with similar rows
of molecules (columns, tapes or threads) are one-dimensionally isostructural.

1.2.3 Similarity

The general concept of similarity is largely overlooked as it is not obviously
quantifiable and does not have a clear-cut definition. It is, however, very important
and actually highly quantifiable in the solid state. For many years crystallographers
have been identifying motifs in their structures and comparing them to other
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structures already known—not just molecular substructure, but also intermolecular
interactions. The XPac program [19], developed in the Southampton laboratory,
allows comparison of different crystal structures through creation of sets of vectors
between the component atoms of an arbitrary “seed” molecule within each crystal
structure to be compared and the equivalent atoms of the neighbouring molecules of
this “seed” within the crystal structures. This has the advantage that it is in principle
possible to compare the arrangement of molecules in crystal structures where those
molecules are really quite different from each other.

The angles and torsions generated by equivalent vectors in a pair of structures
can then be compared with a match being generated when the differences are close
to 0°. The number of matches of bond angles and torsion angles generated from
these vector sets determines the level of similarity between the structures, so that if
all match, they are considered 3D isostructural and if none match there is no
similarity. Values between these two extremes indicate matching planes (2D sim-
ilarity), tapes (1D similarity) or discrete assemblies [e.g. dimers (0D similarity)]
between structures. The advantage of this approach is its flexibility, allowing
comparison of multicomponent systems, Z′ > 1 structures and families of related
compounds as well as polymorphs. The XPac program can compute a quantitative
assessment of each of these types of similarities [20] by means of the angle and
torsion differences (Δa and Δp).

Whilst these topics have been recognised for quite some time, much work has
been performed over the last 15 years or so into the solid-state aspects of these
phenomena. Most work has been performed on identifying crystalline polymor-
phism and this has generally been inspired by the application to the interests of the
pharmaceutical industry. In summary polymorphs relate to different crystal struc-
tures of the same molecular compound, whilst isostructurality is where different
compounds exhibit essentially the same crystal structure arrangement. The notion
of similarity enables comparison of anything occurring between these definitions
and can be applied to collections of structures, be they polymorphs or homologous
series. These topics are very much complicated when one begins to consider phase
transitions, disorder, co-crystals, solvates and hydrates to name but a few, but it is
not the purpose of this article to go into detail on these matters. Research over the
last decade in the group at Southampton has concentrated on developing the XPac
approach and illustrating its utility in defining similarity in large collections of
solid-state structures. The following section summarises some of the highlights of
this work in order to provide the reader with a context for the more detailed studies
that follow.

The concept of supramolecular constructs (or “seeds”), as defined in the XPac
software [20], can be used to assess the degree of similarity between members
within large structural libraries. This was first demonstrated in 2006 [21] when
comparing 25 related crystal structures based on the carbamazepine
(CBZ) molecule. Two fragments of closely packed CBZ molecules, a stack and
dimer, are identified as the dominating motifs in 24 of the 25 structures. The results
of this work highlight the effect that molecular shape plays in the assembly of
molecules in the solid state, even when hydrogen bonds are present.
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In another exceptionally large study [22], over one hundred 4,4′-disubstituted
benzenesulfonamidobenzenes were synthesised and their crystal structures deter-
mined. 74 % of the structures exhibit one of two motifs (dimer or chain) based on
N–H���O=S interactions. The most common type is a series of 22 isostructures
containing the simple dimer motif. A hierarchy for the classification of the 56
distinct structure types of this set was presented. Continuing on from this work,
fourteen 4,5′-substituted benzenesulfonamido-2-pyridines, with tautomeric forms
R1
–C6H4–SO2–N=C5NH4–R

2 or R1
–C6H4–SO2–NH–C5NH3–R

2, and with R1=CF3,
I, Br, Cl, Me, F, H and R2=CF3 or I were compared [20]. All structures display a
common 3D arrangement of N–H���N bonded centrosymmetric dimers. This
isostructural series is exceptional in its completeness and in the diversity of the
substituents involved. XPac plots of individual dissimilarity parameters illustrate
geometrical similarities and differences. This study showed that the ability of two
compounds to crystallise in fundamentally the same crystal structure depends on
how much their molecules differ in shape and also on the flexibility of the crystal
packing arrangement concerned.

Several more similar studies on different systems have been conducted, e.g.
co-crystals of some 3, 5 and 6 monosubstituted salicylic acids with 4-aminopyridine
[23], however, it is not the purpose of this article to comprehensively review the
field, but merely provide an introduction and context.

1.2.4 Theory or Folklore—Testing Halogen Bonding
and π���π Stacking

Halogen bonding, [24–26] and the role of fluorine–fluorine and hydrogen–fluorine
interactions in supramolecular synthons, [27] is a topic of much current interest.
This is a topic that can readily be probed via a systematic approach. The hypothesis
was that F���F interactions are unfavourable and H���F interactions will be preferred
in the arrangement of molecules with respect to each other in the crystal lattice.
Recent work in our laboratory has involved the synthesis and structural charac-
terisation of a range of systematically, fluorine-substituted benzylideneanilines.
This system has been chosen for a number of reasons:

(a) a range of compounds with differing substitution patterns can readily be
synthesised by a simple addition reaction between two components,

(b) they are relatively uncomplicated molecules, which limits the number of
competing factors for crystal engineering,

(c) they are relatively planar, which increases the likelihood of interactions due
to the probable stacking nature of the packing in the crystal lattice,

(d) substitution patterns can be deliberately chosen to test the hypothesis.

Therefore, by observing these design principles it is possible, provided the
molecules stack on top of each other, that systems with ideal complementary,
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perfect clashing and a hybrid of the two, will be produced, i.e. δ+ regions will want
to overlap with δ− and δ− regions will not want to overlap with each other.
A schematic is presented in Fig. 1.1, which illustrates the numbering scheme—
from this a nomenclature for the substitution patterns and combinations can be
derived.

The scheme denotes first the number and position of fluoride substituents on the
aniline ring and then on the benzyl ring, for example (E)-4,5-difluoro-N-
(4-fluorobenzylidene)aniline becomes (4,5-4). When considering all possibilities it
is possible to generate a theoretical ‘matrix’ where each ring is successively sub-
stituted from zero to five fluorides. The diagonals of this table represent structures
that are capable of stacking in a perfectly complementary, or perfectly clashing,
orientation and any structures that are off-diagonal will be ‘frustrated’, in that there
will be a mixture of complementary and clashing groups. There are 20 possible
substitution patterns for each ring, which in principle gives 400 compounds which
can be synthesised and used to test the overall hypothesis and also several other
questions within that scope.

From Fig. 1.2 it can be seen that the hypothesis is upheld, in that the cases of
0-1,2,3,4,5 and 3,4,5-2,6 which should overlap in a complementary fashion do in
fact stack in this way. However, Fig. 1.3 illustrates examples of 2,5-2,5 and 3,5-3,5
which has fluorine groups directly stacked on top of each other—the hypothesis
was that this was unfavourable for crystal structure formation, but on the face of this
evidence it would appear this is not the case. Whilst we do not claim that F���F
interactions are structure determining, it can clearly be seen that they can be present
without adversely affecting the crystal packing. In fact it could also be concluded

Fig. 1.1 The substitution
pattern, and hence notation, of
the benzylideneaniline system

Fig. 1.2 Complementary overlap in (a) 0-1,2,3,4,5 and (b) 3,4,5-2,6
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that the shape packing requirements in this case outweigh those of weak inter-
molecular interactions.

There are also cases, as exhibited by 2,3,6-2,4 in Fig. 1.4, where a combination
of H���F and F���F interactions exist. However, the hypothesis is predicated on the
fact that these molecules will naturally want to stack on top of each other as a result
of π���π interactions. Hunter and Saunders [28] proposed arguments for this effect
based on the fact that electron withdrawing groups reduce the negative quadrupole
of the aromatic ring and therefore favour overlapping arrangements (whereas
electron-donating groups increase the negative quadrupole and thereby favour offset
arrangements). This evidence clearly argues that electrostatic effects are predomi-
nant. However, Rashkin and Waters [29] provide evidence to the contrary where
meta- and para-substituted N-benzyl-2-(2-fluorophenyl)-pyridinium bromides stack
in a parallel displaced conformation as a result of direct interaction of the edge of
hydrogen atoms of one ring with the electronegative substituents on the other ring.

Our studies provide examples of both of these models. Moreover, the ‘frustrated’
systems can often produce ‘head-to-tail’ threads and side-to-side tapes, thereby
avoiding these π–π interactions, in addition to stacks of the nature described above.
With a total of 400 structures that could potentially be synthesised and then
examined to test our hypothesis this study will be ongoing for a while, however, the
first publication is currently in preparation.

Fig. 1.3 Clashing overlap in (a) 2,5-2,5 and (b) 3,5-3,5

Fig. 1.4 The hybrid
complementary—clashing
system, 2,3,6-2,4
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1.2.5 Mandelic Acids

Quasiracemate formation frequency and structure, diastereoisomer resolvability and
structure and the relationship between racemate and enantiomer structure are all
important topics in organic solid-state structure research [30]. As a first stage into
researching these phenomena, we have obtained numerous crystal structures of
monosubstituted racemic mandelic acids and analysed their structural relationships
[31]. Our current work is exploring polymorphism and enantiomeric behaviour of
these substituted mandelic acids with a view to understanding diastereoisomer
resolution in the solid state.

The substituents chosen were fluoro, chloro, bromo, iodo, trifluoromethyl,
methoxyl and methyl and these have been located in the ortho, meta and para
positions as indicated by Fig. 1.5. Of the 21 possible monosubstituted racemic
mandelic acids outlined here, two methoxyl structures have proved elusive,
otherwise it has been possible to compare 19 structures, with the additional
inclusion of some polymorphs, using the XPac methodology [19].

These substituents have been used in previous crystal structure comparisons of
large sets of related molecules and are chosen to probe structural similarity for a
number of reasons. First, they lack strong hydrogen bond donating features, so
avoiding interference with the patterns dominated by the hydroxyl and carboxyl
groups of mandelic acids, which would complicate or obscure comparison and
interpretation. Second, they are sterically undemanding, which further minimises
complications in analysing resulting packing arrangements. For this reason also the
attention of the study has been restricted to monosubstitution in order to avoid
expanding the number and complexity of comparisons unduly.

All structural relationships discovered in this family can be considered as having
the lowest common dimensionality (0D as defined by the XPac program) of either
8- or 10-membered hydrogen bonded dimer rings and these have been denoted
A- and B-type, i.e. with graph set descriptors of R2

2ð8Þ and R2
2ð10Þ respectively

(Fig. 1.6).
Figure 1.7 is a full structural relationship plot. As one moves up from the bottom

of the structural relationship plot from the ‘root’ A- and B-type dimers, the degree
of dimensionality increases at each level. Beginning with the 0D dimers, denoted
A/B01, one moves up, through 1D and 2D to 3D, where the common
supramolecular constructs are denoted A/B1*, A/B2* and A/B3* respectively.
From the figure it can be seen that there are five 1D constructs, seven 2D constructs

Fig. 1.5 Scheme for
substitution patterns of
mandelic acid
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and four 3D constructs. 3D constructs are indicative of isostructurality and in this
study the following isostructural groups are observed: AB31 = 2-bromo and
2-iodo; B31 = mandelic acid (polymorph 1), 4-methyl, 4-fluoro, 4-bromo and
4-trifluoromethyl; B32 = 2-fluoro (polymorph 2), 3-fluoro (polymorph 1), 3-chloro
(polymorph 1); 3-chloro (polymorph 2), 3-methyl and 3-trifluoromethyl;
B33 = 3-bromo and 3-chloro (polymorph 3). Additionally, of particular note, are
three sets of relationships that are labelled AB constructs where a combination of
A- and B-type assemblies are observed.

The structural relationship plot indicates that there are three relationships that are
1D constructs and a single 2D construct that are solely based on the A-type dimer.
There are, however, two structures, 3-iodo and 4-methoxyl, that do not have any
higher dimensional relationships and are based purely on the dimer arrangement.
The B-type dimer construct is more prevalent than the A-type, which might be
considered as contrary to the observation that the carboxylic acid dimer is probably
the most common synthon in supramolecular chemistry [32]. This could be
attributed to a greater degree of flexibility in the 10-membered ring, which enables
the structure to make a strong structure directing contact and also simultaneously
accommodate and/or optimise other packing requirements. The structural rela-
tionship plot also includes three AB labelled constructs coloured in purple. For a
full discussion of the structural aspects of the relationships see reference [31].

The structural relationship plot demonstrates how the hierarchy of dimension-
ality is built up via a series of common 1D and 2D arrangements originating from
just two predominant hydrogen bonding dimer (0D) motifs. Analysing these
common motifs and the sets of structures that exhibit them has the potential to
provide many interesting insights and highlight areas for exploration and further
experimentation. Making a broad observation, it appears that 2-substituted struc-
tures are generally based on A-type dimers whilst 3- and 4-substituted tend to be
B-type and accordingly the B01 group is more frequent than the A01 grouping.

It is not the purpose of this article to reproduce the work published elsewhere so
for brevity and as an example, just one single construct is described in more detail
here. Figure 1.8 illustrates the B12 construct (in red) as it is situated within the
structure of polymorph 2 of mandelic acid. This construct is a superset of B23, B24
and AB22 (see Fig. 1.7). It is therefore also observed in the structures of

Fig. 1.6 A- and B-type dimers of the substituted mandelic acids
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3-fluoromandelic acid (polymorph 2), 4-iodomandelic acid and 4-chloromandelic
acid. This relationship alone is remarkable—prior to performing the crystal struc-
ture similarity analysis there are no indicators that would lead one to predict that the
structures of these compounds would have any similar features!

Fig. 1.7 Relationships between all the substituted mandelic acid structures

Fig. 1.8 The B12 construct highlighted in the structure of polymorph 2 of mandelic acid

1 Chemical Insights from Systematic Structural Studies … 11



More specific observations on the structural relationship plot are that the unusual
phenomenon of two isostructural polymorphs of 3-chloromandelic acid is observed
[33]. The structural relationship plot also has the ability to clearly highlight the
absence of expected structures, e.g. a missing 2-bromomandelic acid based on A21,
a missing 3-methylmandelic acid based on B33 and a missing 4-bromomandelic
acid based on AB22 are noted. An unexpected relationship worthy of note is that
between 2-fluoro- and 3-fluoro-mandelic acids, two compounds that are isostruc-
tural within the B32 group, where the ortho and meta substituent positions lead to
no overall difference in the crystal structure.

This work shows that there are extensive relationships of a 1, 2 and
3-dimensional nature between all the members of the set and indicates that building
blocks comprising arrangements of common motifs can be the basis of varying
degrees of similarity. Accordingly, the substituted mandelic acids appear to be
polymorphically prolific. Two-dimensional relationships, that is sheets of molecules
comprised of similar packing motifs, are the basis for a considerable amount of
similarity.

1.3 Beyond Atomic Resolution—Systematically Probing
the Effect of Weak Interactions

The systematic approach detailed above and illustrated in just a couple of examples
of structural families is based entirely on knowledge of molecular structure and
packing in the crystal lattice. In order to be able to rationalise this behaviour, and to
probe chemistry based on weak intermolecular interactions, it is worthwhile to
study structure at electronic (as opposed to atomic) resolution. Our research in this
area brings together the concept of structural systematics with the advanced tech-
nique of charge density analysis (both experimental and theoretical approaches) in
order to provide the necessary further insight. Experimental charge density analysis
is a well-established technique [34]. Developments over the last 20 years in com-
puting, software and CCD area detectors have allowed crystallographers to collect
ultra-high resolution, exceptional quality diffraction data, needed to model the
electron density distribution in the crystalline state. These advances now make it
possible to adopt a structural systematics approach using the charge density tech-
nique [35].

Analysis of electron density distribution using Bader’s Quantum Theory of
Atoms In Molecules (QTAIM) [36] allows various bonding interactions to be
investigated. In addition to characterising covalent interactions, it is an invaluable
tool for quantifying intermolecular interactions. Analysis of the electron density
distributions across series of related molecules offers the opportunity to explain in
greater depth how alterations to a common molecular scaffold can influence
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electronic and physical properties. Atomic resolution crystallography does not take
into account the effect of chemical bonding, where some electron density is shared
with other atoms. In charge density analysis the Hansen–Coppens multipole for-
malism discretely models the core and valence electron density in a crystal structure
[37]. The (aspherical) valence density describes the deformation from a spherical
electron density distribution, associated with both covalent bonding and the pres-
ence of lone pairs of electrons.

In QTAIM theory space is divided into disjoint regions known as atomic basins.
Various properties relating to the charge distribution may be calculated for these
basins and between different basins, e.g. trajectories of maximum electron density
linking two atoms are known as bond paths and the combination of these bond
paths represents the bonding between the atoms in the crystal structure. Partitioning
the electron density into atomic volumes and integrating across this volume cal-
culates the charges of the atoms in the structure. The Laplacian of the electron
density (∇2ρ(r)), depicts areas of local charge concentrations and depletions and
therefore reveals the fine details of the electron density distribution in the crystal
structure. This ability to calculate properties of the electron density distribution
enables a direct quantitative comparison, which is invaluable for the systematic
approach.

Although the geometric criteria used to identify and classify hydrogen bonding
in standard resolution X-ray diffraction studies are valid for stronger interactions,
they must be viewed with caution when applied to weaker intermolecular interac-
tions. Only charge density analysis can definitively establish the presence of weaker
interactions, with the added attraction of being able to compute numerous properties
associated with them. These, and numerous other, properties of the charge density
may be calculated and compared across families of compounds in a systematic
fashion and a recent review [35] provides a complete background of this type of
work, which is relatively unexploited. Systematic charge density studies can link
observed behaviour to the electronic distribution across molecules in a crystal and
pinpoint how alterations to the structure affect this distribution. A variety of
chemical insights are available from classifying and comparing the nature and
strength of bonds, both covalent and hydrogen bonding interactions, to under-
standing reactivity of compounds with varying substituent patterns.

Our adoption of charge density analysis in regard of the structural systematics
approach is impacting several research areas. Examples include investigating
reactivity between electrophile and nucleophile in close proximity, providing a
solid-state model for bond formation; understanding unusual bonding in transition
and main group coordination chemistry; probing the effect of polymorphism and
providing insights to better understand and predict co-crystal formation. However,
furthering understanding of anion binding in the field of supramolecular chemistry
is the application described below that is used to exemplify the method.
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1.3.1 Systematic Charge Density as a Tool
for the Supramolecular Chemist

Supramolecular chemists design and synthesise molecules to associate with specific
guests of interest via non-covalent intermolecular interactions. For example, the
position and nature of hydrogen bond donor groups in neutral anion receptor
compounds determines the selectivity of the receptor for anions [38], whilst
appending electron withdrawing or electron-donating groups to the parent hydrogen
bond donor scaffold can modulate the acidity of the hydrogen bond donor groups
and hence the strength of the hydrogen bond interactions formed and so modulate
affinity [39]. Systematic charge density studies provide information on the nature of
the host–guest interaction (for example the strength of the hydrogen bonding
interactions and hence the stability of the complex) and the ability to observe how
these interactions change as functional groups on the periphery of the receptor are
altered and as the receptor binds a variety of different guests.

To probe this phenomenon a systematic family (see Fig. 1.9) of urea-based
anion receptor complexes were synthesised and crystallised [40]. By altering the
bound anion across a series whilst maintaining a common receptor molecule, the

Fig. 1.9 The supramolecular family design

14 S.J. Coles



influence of anion basicity on the nature of the interaction between the two can be
probed. Additionally, by further including receptors with functional groups in
different substitution patterns into the family of complexes studied, it is also pos-
sible to assess the effect of this variation on the nature of the interaction with the
anion.

The full details of the charge density analysis are provided in a separate pub-
lication [41] with just a summary outline and some example results below.

1.3.2 Complexing Different Anions

By studying complexes of 1,3-bis(4-nitrophenyl)urea and varying the anion from
chloride to acetate to fluoride, following a trend of increasing basicity, we are able
to study how variations in the electron density distributions across the crystal
structures, 4 versus 5 versus 6 relate to the basicity of the anion. Figure 1.10
presents an example of such an electron density distribution (for 4) along with some
computed properties varying across the series (4–6).

When increasing the basicity of the anion from chloride to acetate to fluoride
(4–5–6), the electron density and Laplacian values increase in magnitude, indi-
cating a stronger interaction. This correlates well with the observed binding
affinities in solution where chloride is shown to have a markedly weaker association
with receptor 1 than acetate.

The suitability of using the D-H���A distance to evaluate hydrogen bond strength
in atomic resolution crystal structures is verified in this series as an exponential
relationship is shown to exist between the H���A distance and electron density (at
the Bond Critical Point, BCP, of the hydrogen bond). Increased electron density is
an indicator of increased hydrogen bond strength.

In this series two distinct types of hydrogen bond are observed. The first type is
of stronger hydrogen bonding, contains the N–H���anion hydrogen bonds of the
fluoride and acetate complexes (5, 6, and 8) and is characterised by electron density
values at the BCPs > 0.19 e Å−3 and H���A distances <1.80 Å with the bond path
between the D���A atoms shorter than the van der Waals radii of the individual
atoms. The second type has weaker hydrogen bonding regions with the electron
density at the BCPs < 0.15 e Å−3 and the H���A distance >2.15 Å and encompasses
the N–H���Cl interactions of the chloride structures (4 and 7) and the C–H���O
interactions in 5.

A supramolecular chemist can therefore begin to tune the strength of interactions
in their system required for their desired function based on the quantified strengths
derived from electron density distributions. If strong affinity is required, hydrogen
bond strength can be increased by moving to a more basic anion and using the first
type of interactions. Additionally, in more involved systems, for example where a
series of loading or unloading steps are required, e.g. in a transport based process,
more desirable, weaker, second type of interactions can be selected.
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1.3.3 Charges

Charge density studies offer the ability to determine the individual charges on atoms
in a crystal structure. Each atom is viewed as being contained within a surface
whose boundaries are minima in the electron density and this is the surface over
which integration of the electron density is approximated to the charge of the atom.
This provides a probe of the charge transfer between individual units in a
supramolecular system and is another handle on how changes to individual com-
ponents affect not only particular areas but also the electron density distribution
across the entire structure. This effect can be further correlated to changes in
properties such as the electrostatic potential.

Electronegative atoms such as the oxygen atoms of the urea and nitro group, are
negatively charged with hydrogen atoms positively charged, as are the nitrogen

Fig. 1.10 An example of a Laplacian plot (Cl−, structure 4), from which trends in the electron
density (top value in units of e Å−3) and Laplacian values (lower value units of e Å−5) can be
computed—in this case at the BCPs between each urea N–H and anion in 4, 5 and 6
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atoms of the nitro groups. The acetate oxygen atoms in 5 are highly negative while
the halide anions in 4 and 6 have less negative charge. From 4–5–6, as the basicity
of the anion is increased, the charges of the urea nitrogen atoms become less
negative and the charge on the urea hydrogen atoms in 6 is significantly lower than
in 4 and 5. This perturbation of charge in the urea portion of the structures is shown
to extend to the peripheral regions of the structure with the charge on the oxygen
atoms of the nitro groups approaching closer to neutrality with increasing basicity.
This is reflected in the electrostatic potential maps displayed in Fig. 1.11.

1.3.4 The Substituent Positional Effect

A further comparison that this family of structures offers is that of different
receptors complexing a given anion. Through the approach described herein, it is
possible to analyse the effect of peripheral modification of the receptor on the
electron density distribution by comparing two sets of structures where a common
anion is complexed to a changing receptor scaffold. In the two acetate complexes (5
and 8) geometric analysis suggests the presence of C–H���O interactions between
the phenyl ring hydrogen atoms and acetate oxygen atoms (with H���A distances
and DHA angles in 5 of 2.510 Å 137.33° and 2.418 Å 136.78° and in 8 of 2.457 Å

Fig. 1.11 Electrostatic potential plots (e Å−1) of (a) 4, (b) 5 and (c) 6
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132.98° and 2.623 Å 132.32°). However, bond paths between the respective H���A
are only present in 5 implying that while these interactions are present in 5, in 8
they are an artefact of the close proximity of the atoms to each other in the structure.
This is a powerful example of how systematic charge density analysis provides
additional information about the interactions in anion–receptor complexes.
Additionally, this work demonstrates how modification of the receptor scaffold in
this case has brought about changes in the intermolecular interactions observed in
the crystal structure, as moving from 5 to 8 the change in receptor substitution
pattern is accompanied by a movement of the acetate anion from co-planarity with
the receptor in 5 to non co-planarity of the acetate and receptor in 8.

The strength of interaction has been determined in a family of solid-state anion–
receptor complexes. This has not been performed before, as the normal approach to
measuring interaction strength is by performing NMR titration studies in solution.
The N–H���anion hydrogen bonding interactions were classified as one of two
types: strong (N–H���acetate and N–H���fluoride hydrogen bonds) and weak
(N–H/C–H���chloride hydrogen bonding). Here we demonstrate new insights that
are only possible from systematic studies using charge density analysis and hence
provide the field of Supramolecular Chemistry, which is heavily reliant on the
crystal engineering type of approach, with a new tool to aid the design of their
systems.

1.4 Data Mining and Statistics as a Tool for the Future
in Structural Science

The work presented above analyses large ‘libraries’ of crystal structures to find
patterns and trends and thereby derive new data and knowledge. This approach is
not entirely new, however, the volume of structures now being generated means we
can no longer take this approach without developing new methods. Furthermore we
live in a ‘Big Data’ age and now it is becoming possible to analyse this data in the
context of other data—for example a trend in a family of crystal structures could be
related to physical properties contained in other, completely unrelated, databases. In
the UK, the EPSRC Chemistry Grand Challenge network ‘Directed Assembly of
Extended Structures’ [2] heralds the medium–long term research future for some
areas of the subject. The challenge can be described in a very simple sentence: “It is
not yet possible to design a material with a particular property”. As mentioned
above, in the last decade the field of Crystal Engineering has become a vast dis-
cipline addressing materials design (although thus far very little attention is being
paid to properties). However, this field focuses on complimentary interactions
between molecules considered to be structure defining motifs. These motifs are then
employed as building blocks in the design of extended structures. Success is
variable, often the resulting structure is serendipitous and there are few real
application areas—we are at a stage where we need to consider alternative
approaches as we reach the limitations of the traditional approach and have a far
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greater amount of data about crystal structures than we can hope to analyse ‘by
hand’.

The approach our research is now taking, inspired and as a result of the structural
systematics work described above, combines structural chemistry and statistical
analysis with the goal of developing an understanding of how structures form from
an information-based route. In order to do this, structurally systematic libraries are
constructed with a view to testing a particular question, e.g. (as above) are H���F
interactions structure forming? Statistical approaches are then taken to look for
correlations between molecular structure, crystal structure and properties. The first
step in this process is to generate ‘descriptions’ for all of these that can be employed
in statistical modelling. So called descriptors are produced—these are computable
values that can be used to describe shape, geometry, connectivity, etc. Then, in
much the way that Quantitative Structure Activity Relationship (QSAR) studies are
performed, statistical tests are made to assess the descriptors and look for corre-
lations. The resulting descriptors for the test set of structures are used to build
statistical models that are capable of determining what the important descriptors are.
Once we have this information it is then possible to make correlations with other
data such as physical properties or the propensity to form a crystal.

1.5 Concluding Thoughts

In conclusion, the next 100 years of crystallography promises to deliver results that
are equally as exciting as the first century of the subject. However, we are now
shifting into a period where the technique itself is mature and we can focus more on
the application. By assembling large related families of crystal structures we will be
able to understand fundamental principles governing the formation of the solid state,
which will in turn enable us to control design and ultimately with devices and
properties in mind. Crystals are, and will continue to be, very important to many
aspects of the world around us and will form the basis of many new innovations, so it
is vital to be able to understand, control and predict their formation and behaviour—
many challenges yet lie in wait.
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Chapter 2
Bioactive Molecules of Marine
Invertebrates from South-West Indian
Ocean: Status and Perspectives

A. Gauvin-Bialecki, M. Aknin, Y. Kashman, E. Gros, A. Al-Mourabit,
P.E. Campos, M.E. Remanevy and B. Illien

Abstract Marine invertebrates produce a large number of unique and structurally
diversified natural products which represent a major source of bioactive molecules,
particularly for pharmaceuticals leads. This great potential has elicited worldwide
scientific and economic interests in searching novel drugs from marine inverte-
brates. These efforts have resulted in several thousands of novel marine natural
products exhibiting a wide range of bioactivities such as anticancer, antiviral,
antifungal, and antibacterial properties. To date, the pioneering countries in marine
natural products discovery such as USA, Japan, Australia, and Spain are benefiting
from the great commercial and social value of such research. Since the early 1990s,
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the Chemistry Laboratory of Natural Substances and Food Sciences (LCSNSA,
University of La Réunion) has been trying to gain a foothold in this field of
research. The laboratory which is located at Reunion Island is at a strategic location
for the research of natural bioactive molecules. Indeed, with a series of islands
scattered in the western Indian Ocean along the southeast coast of Africa
(Madagascar, Seychelles, the Comoros, Mayotte, Mauritius, Eparses islands),
Reunion Island belongs to a global biodiversity hotspot. This paper will therefore
provide an outline of the contribution made by the LCSNSA to marine natural
products research in the west of Indian Ocean. Over the last 15 years, our research
programs were more precisely concentrated on marine invertebrates from Reunion
Island, Mayotte, and Madagascar. Among the numerous marine invertebrates
encountered in these areas, sponges, ascidians, and soft corals have predominated in
all our collection expeditions and have therefore received special attention from our
research group. More than 100 new compounds showing relevant bioactivity were
isolated. Among these compounds, a series of guanidine alkaloids, designated
netamines A-S were isolated from a Madagascan sponge, Biemna laboutei.
Absolute configurations of netamines I and J determined via a joint experimental
and theoretical circular dichroism study are also discussed in this paper.

Keywords Marine invertebrates � Bioactive molecules � Absolute configuration �
Circular dichroism � Indian Ocean

2.1 Introduction

Traditionally, the search of new drug candidates from nature is conducted on
terrestrial plants and microorganisms. However, since the 1960s, because of the
increasing needs for drugs to control new illnesses or resistant strains of microor-
ganisms, the concept of drugs from the sea attracted some interest. The marine
environment, particularly in tropical areas, offers indeed a rich diversity of species,
which is in many ways comparable to that of tropical rain forests. This environment
also contains a wide number of organisms for which there are no terrestrial
counterparts. Besides, ecological pressures on marine organisms, which include
abiotic factors such as light, temperature, pressure, salinity, currents, chemical
composition of sea water, and biotic factors such as competition for space, deter-
rence of predation and pathogens, ability to successfully reproduce, may have led to
the evolution of unique chemical components responsible for these actions and
interactions.

M.E. Remanevy
Institut Halieutique et des Sciences Marines (IHSM), Université de Toliara, 141 Route du
Port Mahavatse II, 601 Tulear, Madagascar
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Such compounds, having no role in the basic life process, i.e., being not essential
for the growth and the survival of the organism, are called secondary metabolites
and their great diversity of structures in marine organisms is one of the most
fascinating aspects of marine natural products chemistry. To date, after more than
60 years of intensive research, chemistry of marine natural products has become a
mature field. The search for new biomedicals from marine micro- and
macro-organisms resulted in the isolation of more than 24,000 new secondary
metabolites, many of which possess pharmacodynamic properties [1]. A broad
spectrum of biological activities has been detected, such as antibiotic, antifungal,
toxic, cytotoxic, neurotoxic, etc. In more recent years, new targets have been added
to the general screening, for example AIDS, immunosuppression,
anti-inflammation, Alzheimer’s disease, aging process, and some tropical diseases.

In addition to their pharmaceutical applications, secondary metabolites may also
be employed as chemotaxonomic markers useful for elucidating classification
problems and phylogenetic relationships [2]. Taxonomy and classification of
marine organisms such as sponges are inherently difficult as they possess rather few
morphological characters. Expertise and long experience are therefore usually
needed for a good approximation to the problem. Hence, finding new sets of
characters, e.g., those of chemical nature, to aid in classification and phylogeny has
quickly become obvious. Secondary metabolites with their great diversity have
been suggested as a possible alternative to morphological characters, first because
they increase in number from year to year, and then because the structural com-
plexity of the molecules promises a large source of new characters. This comple-
mentary approach called “chemotaxonomy” or “chemosystematics” is defined as a
classification method in relation to the chemical composition of the organisms or
more precisely as a classification according to shared compounds or compound
groups. Such compounds also called “chemotaxonomic markers” are ideally not
only present in all members of the considered taxon but also absent in others. The
importance of the latter is frequently underestimated!

Drug discovery and chemotaxonomy are thus two main tracks in marine natural
products chemistry which have attracted the attention of numerous biologists and
chemists throughout the world. However, despite this intense global interest, the
natural products chemistry of marine flora and fauna of the western Indian Ocean is
still limited. Fifteen years ago, the Chemistry Laboratory of Natural Substances and
Food Sciences (LCSNSA) decided therefore to develop a research program devoted
to marine natural products from this neglected region.

2.2 Why Investigate Indian Ocean Water?

Why investigate South-west Indian water? The answer is quite simple. This area is a
perfect location for the collection of marine invertebrates. Including Madagascar, the
fourth largest island on earth, the independent nations: Seychelles (including
Aldabra), the Comoros, Mauritius (including Rodrigues), and the French overseas
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departments: Reunion,Mayotte (one of the Comoros) and the Iles Eparses, this part of
Indian Ocean is indeed recognized as a biodiversity hotspot. In addition to the great
biodiversity, all the islands are served by reliable and frequent air transportation, so
that samples can be transported back to the LCSNSA in good conditions.

Several expeditions were led by the LCSNSA, and were concentrated on
Madagascar (a total of 14 expeditions), Mayotte (3 expeditions), and obviously
Reunion Island. Expeditions around the island were carried out between 1994 and
2006.

Each time, a large-scale random collection of samples of sub-tidal benthic
marine organisms was carried out by the researchers of the lab and professional
divers. Three groups of marine invertebrates have predominated in all our collec-
tions: ascidians, soft corals, and sponges.

For each sample, one part is usually sent to biologists for identification and the
other part is immediately frozen and kept at −20 °C until processed.

2.3 Strategy and Approach of the Research

In order to isolate and purify the secondary metabolites, the frozen tissue of the
sample is usually cut up and extracted at ambient temperature by organic solvents
such as methanol, chloroform or methylene chloride. After filtration and solvent
evaporation under reduced pressure, the crude material obtained is then fractionated
by chromatographic techniques such as thin layer chromatography, liquid chro-
matography, middle pressure liquid chromatography or high pressure liquid chro-
matography. Once the crude extract is obtained, three different strategies for drug
discovery can be applied: chemically driven, biologically driven, and a combination
of both.

In the chemically driven approach, which has been pursued mainly by academic
research groups, the objective of the search was to find novel compounds from
marine sources. Hence, crude extracts are screened by thin layer chromatography,
liquid chromatography coupled to mass spectrometry, and/or nuclear magnetic
resonance for unusual and interesting patterns. The next step for this approach is
then finding biological properties for purified compounds.

The biologically driven strategy is the bioassay-guided approach. This method
which involves screening crude extracts for biological activity, followed by the
crucial work of backtracking the active compounds from the “hit”-extracts domi-
nates natural products research up to the present. However, this method required
considerable effort to get access to sufficient quantities of raw material for repro-
duction, isolation, structure elucidation, and subsequent verification of biological
activity. The complete process proved to be highly time and capacity consuming.

The combination of the chemically and biologically driven approaches means
that selecting extracts for chemical fractionation is based on the biological activity
profile of the crude extract. However, instead of using a bioassay-guided approach
to purify the compounds responsible for the activity of the extract, nuclear magnetic
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resonance and some chromatographic techniques are used to isolate the chemically
most interesting substances. Ideally the structurally unusual or novel compounds
are also responsible for the activity of the extract.

The strategy adopted by the research team of the LCSNSA is a combination of
the chemically and biologically driven approaches; the research being mainly
focused on the discovery of molecules with antitumor, antiviral, antimalarial,
antioxidant, and antifouling activities.

2.4 Overview of the Results

More than 2000 samples were chemically and biologically investigated during the
past two decades. A total of 32 marine invertebrates have retained our attention for
their chemical composition: 18 sponges, 8 ascidians, 4 soft corals, and 2 gor-
gonians. All contained new compounds, including alkaloids, terpenoids, sterols,
lipids, macrolides, cyclic peptides, fatty acid esters, and polyethers, some of which
display interesting bioactivity. This paper aims to provide representative examples
of our discoveries.

2.4.1 Luffariella cf. variabilis

Luffariella variabilis is a coral reef sponge which is widely distributed through the
Indo-Pacific, in particular in Palau, where it is estimated to be one of the 10 most
common sponges in the reef around the islands.

Luffariella cf. variabilis 

Luffariella variabilis is known to produce a bioactive sesterterpene called
manoalide. This compound was first reported as an antimicrobial agent but its most
important activity was as an analgesic and anti-inflammatory agent. Since the
discovery of manoalide in 1980 by De Silva and Scheuer [3], marine sponges of the
genus Luffariella and more generally of the family thorectidae have proved to be a
rich source of bioactive manoalide-related compounds. More than 60 natural
manoalide derivatives have been described during the last three decades and most
of them were reported to be potent anti-inflammatory agents [4].
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In our effort to discover and develop new bioactive marine natural products, we
investigated L. variabilis, collected off the coast of Mayotte. Analysis of the sec-
ondary metabolites from this sponge resulted not only in the isolation of manoalide
and some of its derivatives (Fig. 2.1) [5] but also of 10 bioactive unusual steroids
(Fig. 2.2) [6].

This group of steroids with oxygenated functionalities in the nucleus constitutes
a long-recognized class of metabolites isolated from marine organisms such as
sponges, ascidians, sea hares, gorgonians, sea anemones, mussels, and other marine
specimens. However, this was the first time they were isolated from a sponge of the
genus Luffariella, and that attention is called to their potential antiviral and
anti-tumor activities.

Since the crude lipidic extract of L. variabilis was found in a preliminary test to
be toxic for the brine shrimp Artemia salina, the mixture of the 10 steroids was
submitted to a series of antiviral and antitumoral assays. The metabolites displayed
a significant and selective activity against the human T-cell leukemia-lymphotropic
virus type I. The reduction until 50 % of β-galactosidase whose production is
directly related to HTLV-I activity, was observed for a concentration of 0.3 µg/mL.

These steroids were assayed on the human immunodeficiency virus (HIV).
However, no inhibitory activity was observed. Finally, the mixture was screened for
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Fig. 2.1 Manoalide and manoalide-related sesterterpenes isolated from Luffariella cf. variabilis
(Mayotte)
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in vitro cytotoxicity against the human breast cancer cell line and 87 % inhibition
was observed at a concentration of 80 µg/mL. Hence, it appears obvious that other
assays are now needed to precisely ascertain the antiviral and antitumor activities of
individual epidioxysterol isolated in useful quantities.

2.4.2 Fascaplysinopsis sp.

Again, with the aim of searching for new bioactive molecules, a Madagascan
sponge of the genus Fascaplysinopsis was investigated. This sponge was collected
four times (in Salary Bay at around 100 km north of Tulear) on the south west coast
of Madagascar.
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Fig. 2.2 Epidioxysterols
isolated from Luffariella cf.
variabilis (Mayotte)
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The chemical investigations of this sponge led to the isolation of 16 unusual
compounds (Fig. 2.3): 13 novel nitrogenous macrolides designated as Salarins A-J
and Tulearins A-C; 2 new closely related lipodepsipeptides, Taumycins A and B;
and 1 nitrogenous bismacrolide, Tausalarin C [7–13].

As the crude lipidic extract of the sponge was found to be toxic for the brine
shrimp A. salina, the pure molecules were tested for their cytotoxicity against two
different human leukemic cell lines (K562 and UT-7). While salarins A, C, D, E, H,
J, tulearin A, taumycine A, tausalarin C displayed dose- and time-dependent
inhibition of proliferation, salarins F, G, I, and taumycin B were not active in these
assays (Table 2.1). Salarin B as well as tulearins B and C were not tested.

2.4.3 Didemnum molle

Ascidians have also been shown to be a rich source of cyclic peptides. Didemnum
molle, a small, 1–5 cm in height, white-greenish, vase-like ascidian, is quite
common in deep water of many reefs. This ascidian is green inside due to symbiotic
prokaryotic unicellular algae, a symbiosis which might be responsible for the dif-
ferences of secondary metabolites obtained from animals collected in divergent
locations.

Didemnum molle

From two localities in the lagoon of Mayotte and two localities in the lagoon of
Tulear in Madagascar, six cyclic hexapeptides were isolated [14, 15]: comoramides
A and B, mayotamides A and B, and didmolamides A and B (Fig. 2.4). As similar

Fascaplysinopsis sp.
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Salarin A (1)

Salarin G (7) 16-hydroxy-17-chloro

Salarin H (8) 16,19-dihydroxy-17-ene

6 & 7 8 & 9

Salarin D (4)

Salarin E (5) C(6)=O

Salarin C (3)

Salarin F (6) 16-hydroxy-17-chloro

Salarin I (9) 12,13,16,19-tetraol-17-ene

Salarin B (2)

Salarin J (10) C(6)=O

Tulearin A (11): R1, R3 = H, R2 = CONH2

Tulearin B (12): R1, R2 = CONH2, R3 = H

Tulearin C (13): R1, R2, R3 = H

Taumycin A (14): R = 

Taumycin B (15): R = COOH

Tausalarin C (16)

Fig. 2.3 Macrolides isolated from Fascaplysinopsis sp. (Madagascar)
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cyclic hexapeptides have been isolated from cyanobacteria, it can be suggested that
the cyclic hexapeptides in D. molle also originate from a cyanobacterium.

Moreover, the various cyclic peptides isolated from D. molle were screened
against several cultured tumor cell lines (A549, HT29, and MEL-28) and were
shown to be mildly cytotoxic with a half maximal inhibitory concentration range
from 5 to 10 µg/mL (IC50 = 5–10 µg/mL).

2.4.4 Biemna laboutei

The Poecilosclerid sponge Biemna laboutei from Madagascar was also investigated
for its chemical composition. This sponge was collected several times on the
southeast coast of Madagascar: near Sainte-Marie Island (2004), at Itampule (2005),
at Salary Bay (2009), and Dos de la Baleine (2011).

The crude extract of the sponge was found to have cytotoxic, anti-plasmodium,
and anti-oxidant activities.

Table 2.1 Inhibition of cell proliferation of human leukemic cell lines K562 and UT-7 among the
macrolides isolated from Fascaplysinopsis sp. (Madagascar)

Compounds Concentration (µM) K562* Concentration (µM) UT-7*

Salarin A (1) No activity detected 1 20 % (72 h)

Salarin B (2) Not tested

Salarin C (3) 0.1 50 % (24 h) 1 50 % (24 h)

Salarin D (4) 1 30–50 % (72 h) No activity detected

Salarin E (5) 1 30–50 % (72 h) 1 60 % (72 h)

Salarin F (6) No activity detected

Salarin G (7) No activity detected

Salarin H (8) 1 30–50 % (72 h) No activity detected

Salarin I (9) No activity detected

Salarin J (10) 1 30–50 % (72 h) No activity detected

Tulearin A (11) 1 60 % (72 h) 1 35 % (72 h)

Tulearin B (12) Not tested

Tulearin C (13) Not tested

Taumycin A (14) No activity detected 1 50 % (24 h)

Taumycin B (15) No activity detected

Tausalarin C (16) 1 74 % (72 h) No activity detected
*% inhibition of cell proliferation for 24 or 72 h
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Mayotamide A: R = CH(CH3)CH2CH3

Mayotamide B: R = CH(CH3)2

Comoramide A

Didmolamide A

Comoramide B

Didmolamide B

Fig. 2.4 Cyclic hexapeptides isolated from Didemnum molle (Mayotte)
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Our chemical investigation resulted in the isolation of 25 guanidine alkaloids,
among which 19, designated netamines A-S, were new compounds [16–18]. These
tricyclic alkaloids can be grouped on the basis of unsaturation and double bond
positions to pyrimidines, Δ8,8a-, Δ8a,8b- or saturated (5,6,8b)-triazaperhy-
droacenaphthylene skeletons (Figs. 2.5, 2.6, 2.7 and 2.8).

As for the bioactivity of the isolated molecules, netamines C and D were found
to be particularly cytotoxic against lung (A549), colon (HT29), and breast
(MDS-MB-231) cancer cells with half maximal inhibitory concentration values in
the micromolar range; netamines N, O, Q and particularly M were found to be

Biemna laboutei

Mirabilin A

NN

NH2

H

H

H

Mirabilin C

NN

NH2

H

Netamine F

Netamine G Netamine H Netamine I

Netamine J

Fig. 2.5 Tricyclic alkaloids with a pyrimidine (5,6,8b)-triazaperhydroacenaphthylene skeleton
isolated from Biemna laboutei (Madagascar)
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cytotoxic against the KB cell line, and to finish, netamines O, Q and mainly K
exhibited antimalarial activity evaluated through in vitro anti-plasmodium activity.

Mirabilin F Netamine K Netamine L

Netamine M Netamine N

Fig. 2.6 Tricyclic alkaloids with a Δ8,8a-(5,6,8b)-triazaperhydroacenaphthylene skeleton isolated
from Biemna laboutei (Madagascar)

Mirabilin J Netamine E Netamine O

Netamine P Netamine Q Netamine R

Netamine S

Fig. 2.7 Tricyclic alkaloids with a Δ8a,8b-(5,6,8b)-triazaperhydroacenaphthylene skeleton iso-
lated from Biemna laboutei (Madagascar)
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2.5 What are the Absolute Configurations of Molecules
Isolated from Biemna Laboutei Sponge?

2.5.1 Introduction

We take an interest in determination of the absolute configuration of netamines I
and J (Fig. 2.9) which are pyrimidine derivatives.

Why investigate absolute configuration of natural products? Once the structure
of the molecule is determined by NMR, we do not still know its absolute config-
uration. Indeed, NMR allows differentiating diastereoisomers, but gives identical

Netamine D

Netamine CNetamine BNetamine A

Fig. 2.8 Tricyclic alkaloids with a saturated-(5,6,8b)-triazaperhydroacenaphthylene skeleton
isolated from Biemna laboutei (Madagascar)

Netamine I: 5aS,7R,8R or 5aR,7S,8S enantiomers

Netamine J: 5aS,7R,8S or  5aR,7S,8R enantiomers

Fig. 2.9 Enantiomers of netamines I and J
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signals for enantiomers. A pair of enantiomers has identical physical and chemical
properties (chemical shifts, NOESY correlations, UV-Vis, or IR spectrum, …)
unless these enantiomers interact with another chiral entity or polarized light.

Moreover, drugs work by interaction with the body’s enzymes and receptors.
Some form of chiral selectivity is thus expected. Therefore, a pair of enantiomers
might have different biological activities. For example, both enantiomers of
(4E,16E)-icosa-4,16-diene-1,19-diyne-3,18-diol (Fig. 2.10) were isolated from a
marine sponge of the genus Callyspongia [19]. The inhibitory effect on the pro-
liferation of rat lymphatic endothelial cells of enantiomer (−)-3R,18R was higher
than that of enantiomer (+)-3S,18S.

One of the possibilities to determine an absolute configuration is to carry out
X-ray structure. However, all compounds do not crystallize. Thus, their X-ray
structures and therefore their absolute configuration cannot be obtained. So, for
netamines I and J isolated in oil form, another method was preferred and under-
taken: a joint experimental and theoretical electronic circular dichroism (CD) study.

In natural products chemistry, the investigated compounds are often available
only in low quantities. Therefore, electronic CD, requiring small quantities [less
than one mg (0.1–1 mg)], is usually the most appropriate method.

CD is based on the fact that left and right circular polarized light is absorbed
differently by chiral molecules. Therefore, two different extinction coefficients can
be observed, εL and εR. The difference Δε = εL − εR is plotted versus wavelengths.
Because this difference can become positive or negative, the absorption bands in a
CD spectrum can also exhibit different signs. Compared to conventional UV/visible
spectroscopy, this is an additional, useful spectral “dimension”, since it makes the
CD technique more sensitive to geometric and electronic properties of the analyzed
molecule. As a pair of enantiomers have opposite CD spectra, comparison between
experimental and quantum chemically calculated CD spectra might allow assigning
the absolute configuration of a molecule. However, sophisticated computational
methods that simultaneously yield accurate excitation energies, band intensities,
and signs must be used.

2.5.2 Experimental and Computational Details

UV and electronic CD spectra were recorded in methanol solution: UV spectra on a
Varian Cary 100 Scan spectrometer and electronic CD spectra were obtained using
a Jasco J-810 spectropolarimeter.

Fig. 2.10 Diol isolated from
a marine sponge of the genus
Callyspongia

2 Bioactive Molecules of Marine Invertebrates from South-West … 37



All calculations were performed using Gaussian 09 program [20]. The SMD
continuum model [21] was used to simulate solvent effect on ground state geometry
and excited state energies and properties. ωB97XD density functional [22] was
used to compute ground state and vertical excited states (TD-DFT). This functional
is a long-range corrected hybrid density functional with damped atom–atom dis-
persion corrections [23] and includes an increasing fraction of exact exchange when
the interelectronic distance increases. This functional significantly improves the
description of charge-transfer excited states and was also chosen as it well repro-
duced the topology of experimental UV peaks though transition energies were
significantly overshot [24, 25]. Two Pople’s style basis sets were used for ground
state (6-31+G(d,p) and excited states (6-31++G(d,p)). An additional set of diffuse
functions was added in TD-DFT to improve the band shape of UV spectrum. The
30 lowest singlet transition energies were computed.

Six main stages for the calculation of electronic CD spectrum can be described:

1. The chiroptical behavior of a chiral compound depends on the spatial orientation
of its chromophoric groups and thus on its molecular flexibility. Therefore,
electronic CD spectrum is very conformation-dependent. Consequently, in many
cases, it is not sufficient to simply consider the global minimum but it is also
necessary to take into account the electronic CD contributions of all confor-
mational species that are significantly populated at ambient temperature. This, in
turn, requires a detailed conformational investigation beforehand. According to
Boltzmann statistics, all minimum conformers that are significantly populated at
25 °C have relative free energies lower than 3 kcal/mol.

2. These energetically favorable minimum structures are then subjected to the
calculations of excited states.

3. In this step, the Boltzmann-weighted UV spectrum is shifted in order to obtain
the same wavelength as in experimental UV spectrum for the first absorption
band. In fact, TD-ωB97XD method yields too large transition energies in most
cases [24]. The goal of the UV-shift is to cancel this error in theoretical UV
spectrum. The same UV-shift is then used in theoretical electronic CD.

4. In the simulation of electronic CD, the decisive quantity is the rotatory strength.
The computed rotatory strengths are transformed into units of Δε and super-
imposed with Gaussian functions centered at the respective wavenumbers of the
electronic transitions. The same exponential half-width value (Δσ = 0.2 eV) as
for UV spectrum was used.

5. All electronic CD spectra are weighted via Boltzmann statistics at 298.15 K in
order to obtain the total spectrum.

6. In the last step, experimental and Boltzmann-weighted electronic CD spectra are
compared. Wavelengths of positive and negative Cotton effects are used to
assign the absolute configuration.
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2.5.3 Results for Netamine I

The process described above was applied to netamine I. Seventeen conformers were
optimized with a relative free energy lower than 3 kcal/mol. Among them, six have
a population ≥5 % (Table 2.2). The main differences between conformer’s
geometries arise from positions of the two side-chains.

Calculated UV spectra of the 17 conformers are shown in Fig. 2.11. These UV
spectra are rather similar. The graph located on the right side displays the
Boltzmann-weighted UV spectrum which is UV-shifted by −0.583 eV. The
UV-shift is calculated to fit the first experimental UV absorption band at 304 nm
(bottom right side of Fig. 2.11). Second and third calculated absorption band
wavelengths are also in better agreement with experimental UV spectrum
(resp. 234 and 202 nm). However, the calculated relative intensity of the third band
(at 197 nm) is higher than that of the second band, whereas it is the opposite in the
experimental UV spectrum. The first and the second absorption bands are,
respectively, associated with the intensity of a single transition, whereas the third
band results from the addition of the intensities of several transitions. That might be
the reason the relative calculated intensity of the third band is wrong.

The theoretical CD spectra of the 17 conformers associated to the
5aS,7R,8R configuration of netamine I are shown in Fig. 2.12. The UV-shift
(−0.583 eV) was applied for all conformers. These spectra are rather different
because electronic CD spectrum is very conformation-dependent. Therefore, it is
important to get an average spectrum via Boltzmann statistics (Fig. 2.12b).

Table 2.2 Netamine I conformers having a population ≥5 % and their relative free energies
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The comparison of experimental and theoretical electronic CD spectra
(Fig. 2.13) suggests that 5aS,7R,8R enantiomer was isolated from Biemna laboutei
sponge because there is only one positive Cotton effect around 210 nm (calc.
214 nm), and after 220 nm, Δε is always negative in calculated and experimental
spectra for this enantiomer.

Fig. 2.11 Theoretical and experimental UV spectra of netamine I

Fig. 2.12 Theoretical electronic CD spectra of the 5aS,7R,8R configuration of netamine I
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2.5.4 Results for Netamine J

The same process was applied to netamine J. A total of 29 conformers with relative
free energies lower than 3 kcal/mol were optimized. The Boltzmann-weighted UV
spectrum (Fig. 2.14) was UV-shifted by −0.594 eV to achieve a better fit to
experimental band wavelengths. As for netamine I, the calculated relative intensity
of the third band is too high compared to experimental UV spectrum.

The comparison of experimental and theoretical electronic CD spectra
(Fig. 2.15) suggests that the 5aS,7R,8S enantiomer was isolated from Biemna
laboutei, despite the agreement to experiment is worse than for netamine I. Indeed,
the experimental positive Cotton effect at 243 nm was not found in the calculated
spectra of the 5aS,7R,8S enantiomer. Therefore, another density functional
(B3LYP) was used to get a better understanding of this default. A total of 22
conformers with relative free energies lower than 3 kcal/mol were optimized at
B3LYP/6-31+G(d,p) level. Then UV and electronic CD spectra were computed at
TD-B3LYP/6-31++G(d,p) level using both B3LYP and ωB97XD geometries. Both

Fig. 2.13 Theoretical CD spectra (a) and experimental CD spectrum (b) of netamine I

Fig. 2.14 Theoretical (a) and experimental (b) UV spectra of netamine J
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methods are respectively indicated by TD-B3LYP//B3LYP and TD-B3LYP//
ωB97XD in Fig. 2.16 and Table 2.3.

The comparison between TD-B3LYP and TD-ωB97XD UV spectra (Fig. 2.16)
shows that intensities of the three UV bands are smaller at the TD-B3LYP level.
TD-B3LYP relative intensity of the third band (at 204 nm) is always higher than the
intensity of the second band but to a lesser extent than that occurring with
TD-ωB97XD. The UV-shifts (−0.295 and−0.330 eV) applied to TD-B3LYP spectra
to fit the first experimental absorption wavelength are smaller than TD-ωB97XD

Fig. 2.15 Theoretical electronic CD spectra of both enantiomers (a) and experimental electronic
CD spectrum (b) of netamine J

Fig. 2.16 Theoretical UV (a) and electronic CD spectra (b) of 5aS,7R,8S enantiomer of netamine
J calculated using ωB97XD and B3LYP functional

Table 2.3 Experimental and calculated Cotton effect wavelengths of netamine J

λExp. (nm) CE* λCalc. − λExp. (nm)

TD-B3LYP//B3LYP TD-B3LYP//ωB97XD TD-ωB97XD//ωB97XD

299 (+) +7 +7 +7

266 (−) +19 +19 +18

243 (+) − − −

225 (−) +18 +20 +10

205 (+) +19 +19 +11
*positive (+) or negative (−) Cotton effects
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one’s. TD-B3LYP position of the third absorption band wavelength (204 nm;
TD-ωB97XD: 197 nm) is in better agreement to experiment (202 nm) but this is the
reverse for the second band (TD-B3LYP: 242, TD-ωB97XD: 239, exp.: 234 nm).

TD-B3LYP spectra (UV and CD) calculated using B3LYP and ωB97XD
geometries, are rather similar.

The comparison between TD-B3LYP, TD-ωB97XD (Fig. 2.16b) and experi-
mental CD (Fig. 2.15b) spectra and their Cotton effect wavelengths (Table 2.3)
clearly show that (1) the UV shift applied to CD spectra seems to be slightly
overestimated for all Cotton effect wavelengths calculated for all methods (e.g.
+7 nm for the first Cotton effect), (2) TD-ωB97XD performs slightly better than
TD-B3LYP, particularly under 220 nm, (3) none of the methods is able to reproduce
the experimental positive Cotton effect at 243 nm for the 5aS,7R,8S enantiomer.

2.5.5 Perspectives

In conclusion, absolute configurations of netamines I and J were determined.
Absolute configurations of 17 other netamines have to be determined.

The question is how to improve agreement between experimental and calculated
electronic CD spectra in the future? (1) More elaborate time-dependent density
functionals might be used as those of Stefan Grimm B2PLYP [26]. This functional
combines a standard linear response TD-DFT treatment of a hybrid density func-
tional with a configuration interaction singles with perturbative doubles correction.
(2) A DFT/Multireference Configuration Interaction method might also be used to
take into account the non dynamic electron correlation [27]. (3) Vibronic coupling
might also be taken into account to improve the band shapes of electronic CD
spectrum [28]. This last task will require geometry optimization of several excited
states, which might be quite time consuming.

2.6 Conclusion

To conclude, the marine environment of the Indian Ocean’s western part remains as
one of the exceptional and largest untapped reservoirs for marine invertebrate
taxonomy and the discovery of novel bioactive compounds. The LCSNSA located
in the heart of Indian Ocean’s western part is clearly at a strategic place for the
marine natural products research in this area. The work presented in this paper is
just an illustration of the long-term project on marine natural products exploitation
by the LCSNSA. This project is still at the very beginning and there are numerous
areas that have not been investigated by the LCSNSA, particularly in the microbial
environment. Indeed, there is increasing evidence that many metabolites are not
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produced by the animals themselves but by associated bacterial symbionts. In the
future, the expansion of our research to biotechnology will be one of our key
strategic challenges.
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Chapter 3
Rhenium: Coordination Chemistry
and Radiopharmacy

T.I.A. Gerber and X. Schoultz

Abstract The interest in coordination chemistry of the metal rhenium is mainly
due to the applications of its 186/188Re isotopes as therapeutic agents in nuclear
medicine. In order to function as radiopharmaceuticals, stable complexes of this
metal are required, and to this end the stable oxidation states +V (d2) and +I (d6)
have received most attention. Our research results of the last few years on small
molecules as ligands for rhenium in these oxidation states are reported here.

Keywords Rhenium coordination chemistry � Multidentate ligands � Bond
parameters

3.1 Introduction

The coordination chemistry of the metal rhenium has been well studied over the last
50 years, mainly because of the applications of its 186/188Re isotopes as therapeutic
agents in nuclear medicine [1]. The Re isotopes have been introduced as suitable
b-emitting radionuclides (t½ = 89/17 h, b-energy = 1.1/2.1 meV respectively) for
the therapy of malignant and degenerative diseases [2]. One of the crucial advan-
tages of using these isotopes is their easy production by the transportable 188W/Re
generator [3].

The most stable form of these radionuclides in water is the permetalate [ReO4]
−

ion. Although the perrhenate accumulates in the thyroid gland (since it mimics
iodide), it is the reduction to lower oxidation states which will allow the investi-
gation of its compounds as possible radiopharmaceuticals. Factors which will
influence the biodistribution of a compound include the size, charge, lipophilicity,
reactivity, backbone substituents, and isomerism of the complex, to name a few [4].
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Initially the focus was mainly on the [ReVO]3+ core, due to its easy synthesis from
the reduction of [ReO4]

− [5–7].
Some potential 188Re radiopharmaceuticals have been designed through prior

experiences with 99mTc [8], because of the chemical similarity between these two
Group 7 congeners.

Our focus during the last few years has been mainly on the coordination
chemistry of rhenium, and this report will summarize some of our results.

3.2 Results and Discussion

3.2.1 Re(I) and Re(V) Complexes with 2-Amino
and 2-Hydroxo Derivatives of Aniline

The reaction of 2-aminodiphenylamine (H2ada) with trans-[ReOCl3(PPh3)2] in
ethanol gave the product 1 in good yield [9]. The IR spectrum of 1 is characterized
by a strong absorption at 1093 cm−1, which is assigned to m(Re=N). The ada ligand
acts as a dianionic moiety, with a linear Re=N–C bond angle [177.8(2)°] and a
Re=N distance of 1.706(4) Å.

The Re(I) complex 2 was synthesized from 2-aminophenol and [Re(CO)5Br] in
toluene [10]. The metal is coordinated to three carbonyl donors in a facial orien-
tation, to the neutral amino nitrogen and phenolate oxygen of the bidentate chelate,
and to the neutral amino nitrogen of the monodentate ligand. There is a notable
difference in the Re–NH2 bond lengths between the bidentately [2.213(4) Å] and
monodentately [2.259(4) Å] coordinated ligands. Re(I)–O bonds are rare in the
literature due to the low affinity of the d6 system for anionic electronegative donor
atoms, and the Re–O bond length of 2.133(3) Å is considerably longer than for Re
(V) complexes (usually around 2.00 Å), due to the larger ionic radius of rhenium(I).

The reaction between [Re(CO)5Br] and H2ada gave the product fac-[Re(CO)3Br
(H2ada)] (3). Unlike in the rhenium(V) complex 1, H2ada acts as a neutral bidentate
ligand with Re(I) bond lengths of 2.213(4) Å (NH2) and 2.224(6) Å (NH) [10].
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3.2.2 Rhenium(I) and (V) Complexes with Bidentate
Benzimidazoles, -Thiazoles and -Oxazoles

The discovery of the activity of 2-(4-aminophenyl)benzothiazole against certain
breast carcinoma cell lines in vitro has created immense interest in this class of
compounds [11]. For example, different substituents on the two phenyl rings have
shown cytostatic activity against a spectrum of renal, cervical, ovarian, lung, and
colon malignant human cell lines [12]. Derivatives of benzothiazole may therefore
form an interesting class of ligands for rhenium.

In this section our work on the reactions of the fac-[Re(CO)3]
+ and [ReO]3+

moieties with the substituted aromatic heterocyclic ligands shown in Scheme 3.1 is
described.

The complex fac-[Re(CO)3(Habt)Br] (4) was synthesized by the reaction of Habt
with [Re(CO)5Br] in toluene [13]. The Re–NH2 bond length of 2.227(3) Å is
typical for Re(I)–N(amino) bonds. Surprisingly, the Re–N(thiazole) bond length is
identical, and is longer than in other Re(I)–N(imine) bonds, which typically occur
in the narrow range of 2.15–2.17 Å. However, the reaction of [ReOCl3(PPh3)2]
with Habt led to the decomposition of the latter to produce a coordinated
2-amidophenylthiolate (itp) in the rhenium(V) complex [Re(itp)2Cl(PPh3)] (5). The
crystal structure [13] shows that the rhenium(V) lies in a skew-trapezoidal
bipyramidal environment, with two equal Re–NH bond lengths [1.978(3) Å] and
equal Re–S lengths [2.306(1) Å].

X Y
Hhpd  S OH
Habt  S NH2 

H2apb NH NH2

bba  O NH2

Hopa  O SH

N

X

YScheme 3.1 Ligands used in
this study
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By changing the donor group from NH2 in Habt to OH in Hhpd, the complex
cis-[ReOBr2(hpd) (PPh3)] (6) was isolated from the reaction with [ReOBr3(PPh3)2]
[13]. In this distorted octahedral complex the two bromides are in cis positions, with
the monoanionic phenolate oxygen [Re–O = 1.949(5) Å] coordinated trans to the
oxo group [Re=O = 1.670(5) Å].

In order to eliminate PPh3 and the halides from the coordination sphere of
oxorhenium(V), we have used the kinetically labile dioxorhenium(V) complex
trans-[ReO2(py)4]Cl in the reaction with H2apb. The product [ReO(Hapb)(apb)] (7)
has a distorted trigonal-bipyramidal geometry around the rhenium(V) center with a
C2 symmetry [14]. The two amino groups are singly deprotonated and provide a
negative charge each, with one of the imidazole nitrogens of apb deprotonated,
while that of Hapb is not.

The unexpected product [Re(NO)Br(L2)(PPh3)2](ReO4) (8) was isolated from
the reaction of [ReOBr3(PPh3)2] with bba in methanol [15]. It is a nitrosylrhenium
(II) complex containing the triphenylphosphonium-amidophenolate ligand L2,
formed by the nucleophilic attack of PPh3 on a coordinated amidophenolate ring.

The complex salt [ReO(opa)2](ReO4) (9) was prepared by the reaction of
[ReO2(py)4]Cl with Hopa in acetonitrile. The rhenium(V) sits in a square-pyramid
with a N2S2 donor set from the two bidentate ligands.
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3.2.3 Rhenium(V) Complexes with Tridentate
Imido-Coordinated Ligands

The oxo group dominates the chemistry of rhenium(V) in terms of structures,
geometries, reactivity, and magnetic properties, which dampens further exploration
of rhenium(V) coordination chemistry. For this reason many current research efforts
concentrate on oxo-free rhenium(V) moieties containing multiply bonded nitrogen
donors such as metal-nitrido, metal-hydrazido, and metal-imido in order to syn-
thesize substitution inert complexes [16].

We have synthesized the two potentially tridentate ligands depicted in
Scheme 3.2, namely H3mps and H2bbd, and studied their reaction with the rhenium
(V) complexes trans-[ReOCl3(PPh3)2] and trans-[ReO2(py)4]Cl in different sol-
vents [17]. The reaction conditions and products are shown in Scheme 3.2. In
complex 10, trans-[Re(mps)Cl(PPh3)2]

+(ReO4)
−, the mps acts as a tridentate tri-

anionic moiety, with a Re–N(doubly deprotonated; imido) bond length of 1.82(2) Å
and the Re–N(imino) length equal to 2.211(9) Å. Changing the reaction solvent
from ethanol to benzene led to the isolation of the neutral product [Re(mps)
Cl2(PPh3)] (11), in which the coordination of mps occurs in the same manner as in
10, with the Re–N(imido) and Re–N(imino) bond lengths equal to 1.762(3) and
2.169(3) Å respectively [18].

The oxo-free ‘3 + 3’ rhenium(V) complex [Re(bbd)2](ReO4) (12) was synthe-
sized from [ReO2(py)4]Cl and the ligand H2bbd [19]. Complex 12 is the first
example of the replacement of two oxo groups from a rhenium(V) center to produce

[Re(bbd)2](ReO4) (12)

trans-[ReO2(py)4]Cl

X = NH2

Y = H

CH3CN

C N

X H2N

Y
trans-[ReOCl3(PPh3)2]

C6H6X = OH
Y = CH3

trans-[ReOCl3(PPh3)2]

EtOH X = OH
Y = CH3

trans-[Re(mps)Cl(PPh3)2](ReO4).H2O (10) cis-[Re(mps)Cl2(PPh3)] (11)

Scheme 3.2 Formation of complexes 10, 11, and 12
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an oxo-free complex of rhenium(V). The X-ray structure reveals that the rhenium
(V) is coordinated to six nitrogen atoms (four amides and two imines) in a distorted
trigonal prismatic geometry [which is rare for rhenium(V)]. The average of the four
Re–NH bond lengths is 1.965(8) Å, and the average length of the two Re–N(imino)
bonds is 2.116(8) Å.

3.2.4 Rhenium Complexes with Aromatic Imine and Amine
Tetradentate Ligands

This section describes the synthesis of complexes of the tetradentate ligands,
H2omben and H2amben with oxorhenium(V). The reaction of trans-
[ReOBr3(PPh3)2] with a two-fold molar excess of H2amben in the presence of
NH4PF6 led to the complex salt [ReO(amben)]PF6 (13).

The cation has a distorted square-pyramidal geometry, with the oxo group
occupying the apical position, with a Re=O distance of 1.672(4) Å [20]. The
average Re–N(amide) distance is 1.968(6) Å, and the average of the two Re–N
(imino) bonds is 2.055(5) Å. The dimeric Re(V) compound (µ–O)[ReO(omben)]2
(14) was synthesized from trans-[ReO2(py)4]Cl and H2omben in methanol [21].
The first step in the formation of 14 involves the formation of the cationic
monomeric complex [ReO(omben)]+, followed by hydrolysis to [ReO(omben)
(H2O)]

+, with deprotonation to form [ReO(omben)(OH)], with the final step the
dimerization and dehydration to form the oxo-bridged dimer 14. The Re–O–Re
angle is exactly 180˚, and the average Re–O(phenolate) and Re–N(imine) lengths
are 2.024(4) and 2.049(6) Å respectively.
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3.2.5 Coordination of 2,6-Bis
(2-Hydroxyphenyliminomethyl)Pyridine (H2dhp)
to Rhenium(I) and (III)

The reaction of the potentially pentadentate Schiff base ligand H2dhp with
[ReOBr3(PPh3)2] in methanol led to the isolation of a seven-coordinate rhenium(III)
complex salt [Re(dhp)(PPh3)2] (ReO4) (15). In this reaction the rhenium(V) ion has
disproportionated into rhenium(III) and (VII). The geometry of the complex cation
around the Re(III) center is distorted pentagonal-bipyramidal [22]. The Re–N
(pyridyl) and average Re–N(imine) bond lengths are 2.064(4) and 2.117(5) Å
respectively.

In the reaction with [ReI(CO)5Br], the six-coordinate complex fac-[Re
(CO)3(H2dhp)Br] (16) was isolated, in which H2dhp coordinates as a neutral
bidentate ligand via the pyridyl nitrogen and one imino nitrogen only, with a free
imino nitrogen and two free phenolic oxygen atoms [22].

3.2.6 Coordination of Bidentate Aniline Derivatives
to the fac-[Re(CO)3]

+ Core

The compounds in Scheme 3.3 have been used to investigate their coordination
behavior with the fac-[Re(CO)3]

+ core, by reacting them with [Re(CO)5Br] in
toluene.

With Hpda as ligand, the complex [Re(CO)3(j
1-Hpda)(j2-Hpda)]Br (17) was

produced [23]. The rhenium(I) is coordinated to three carbonyl donors [average Re–
CO distance = 1.905(4) Å], to the two neutral amino nitrogen atoms of one Hpda
[average Re–NH2 length = 2.218(3) Å], and to one amino nitrogen [Re–N = 2.256
(3) Å] of the second Hpda ligand.
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The neutral dimeric complex [Re2(CO)7(sop)2] (18) was formed in the reaction
with Hsop as potential ligand [23]. The sulfur atom of each sop ligand is depro-
tonated, forming a double bridge between the metal centers. One of the rheniums is
also coordinated to three carbonyls, while the other coordinates to four, which is
unusual. The complex has a rhombic (µ–S)2Re2 unit at the center. The Re–Re
distance across the rhombus is 3.8038(3) Å, implying no Re–Re bonding.

The compound fac-[Re(CO)3(ons)(Hno)] (19) was prepared from a two-fold
molar excess of Hons as potential ligand under nitrogen [23]. One Hons molecule
decomposed to give a mono-coordinated 2-aminophenol (Hno), with coordination
through the neutral amino nitrogen. The monoanionic bidentate ligand ons coor-
dinates via the imino nitrogen [Re–N = 2.204(4) Å] and the deprotonated pheno-
late oxygen [Re–O = 2.107(4) Å], with a free thioether CH3S group.

However, with the potentially tridentate ligand Htpn, only bidentate coordination
was observed in the complex [Re(CO)3(Htpn)Br] (20), via the imino nitrogen [Re–
N = 2.202(2) Å] and thioether sulfur [Re–S = 2.4684(8) Å], contrary to that
observed in 19 [23].

X

Y

SMe

C N

X

X

NH2

Y Abby

NH2

SH

NH2

OH

NH2

OH

OH

Hpda

Hno

Hsop

Htpn

Hons

Scheme 3.3 Line structures of the ligands used
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3.3 Conclusions

Stable complexes of rhenium(I) and (V) were synthesized by various multidentate
ligands containing imido, imino, and amino nitrogen as one of the donor atoms. The
coordination behavior of these ligands is different depending on the two oxidation
states studied. Reaction conditions largely determine the formation of different
complexes. The work presented here may assist in fine-tuning the design of a
particular complex of rhenium(I) and (V) in a stable coordination sphere for
application in nuclear medicine.
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Chapter 4
Hyphenated Technique of
LC-PDA-MS/MS for Phytochemical
Profiling of Ficus deltoidea

Lee Suan Chua

Abstract Ficus deltoidea is one of the widely used traditional herbal medicines in
Malaysia. However, scientific data for this herb are very limited, particularly its
phytochemical profile. The complexity of the phytochemical profile has hindered
the development of this herb to wider application. Recent advancement of hybrid
technology in analytical tools has eased the work of phytochemical profiling by
simultaneous separation and identification using liquid chromatography integrated
with photo diode array and tandem mass spectrometer (LC-PDA-MS/MS). This
hyphenated technique was successfully used in the present study. A wide range of
phytochemicals including amino acids, organic acids, alkaloids, terpenoids,
polyphenols, and their derivatives have been identified. The marker compound,
isovitexin (apigenin) was identified at the retention time 17.5 min in the negative
ion mode of mass spectrometry. Besides flavone (apigenin), this non-targeted mass
screening detected isoflavones (genistein), flavanone (naringenin), flavonol
(kaempferol), and flavanol (catechin) in the leaves extract of the plant. Several
organic acids and phenolic acids which are very important for plant physiology and
defense mechanism were also found in this study. The identification was carried out
by matching the fragmentation pattern of the compound to the literature data. The
presence of product ions which are the characteristic fragments for a particular
compound was used for phytochemical identification. In other words, the frag-
mentation pattern of phytochemical is similar to the fingerprint of human beings.
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4.1 Introduction

The genus Ficus belongs to theMoraceae family which comprises about 750 species [1].
Most of the Ficus species can be found in the tropical countries as an evergreen shrub
tree. According to Harrison [2], the rainforests of Borneo contain more than 160 Ficus
species. The common species in Malaysia are Ficus deltoidea var. kunstleri, var.
trengganuensis, and var. angustifolia [3]. The leaves of F. deltoidea have traditionally
been used as herbal drink by people from South East Asia to treat numerous ailments
such as diabetes, diarrhea, high blood pressure, skin infection, as well as to strengthen
uterus of women after childbirth since ancient time [4, 5].

However, literature scientific data for this plant is very limited. Because of the
wide application and usefulness of this herbal plant, many researchers have started
their efforts to generate technical data for this herb, in terms of the pharmacological
activities and its phytochemical profile recently. It was found that most researchers
used methanolic extract of the plant in their studies. This is because the solvent
system containing methanol would enhance the extraction of secondary metabolites
from plant samples. Secondary metabolites are produced by plants through a
number of defense mechanisms against both biotic and abiotic stresses for survival.
In particular, flavonoids and terpenoids are considered as the major secondary
metabolites attributed to the reported pharmacological properties.

Till date, few studies have been conducted on this herb, particularly on the pharma-
cological activities such as anti-nociceptivity [5], anti-inflammatory [6], and anti-diabetic
[7, 8] by Malaysian researchers. The acute toxicity at the lethal dose of 50 % on Sprague
Dawley ratswas found to be greater than 5 g/kg [9]. Therewere also no significant adverse
effects on the body weight, mortality, hematology, and histopathology of the rats from the
subchronic toxicity. Furthermore, the toxicity effect was also evaluated based on the
content of the characteristic phytochemicals inF. deltoidea, namely vitexin and isovitexin
(C-glycosyl flavonoid). The result showed that there was no significant toxicity effect on
normoglycemicmice and induced diabetic rats treatedwith the highest dose of 2 g vitexin
and isovitexin per kilogram of body weight [10]. Another research team from France also
investigated the volatile compounds, mostly from the chemical group of terpenoids and
other oxygenated hydrocarbon compounds for 13–20 Ficus species [1, 11]. To the best of
our knowledge, limited data are available for the phytochemicals in F. deltoidea.
Therefore, the present study was carried out to identify the phytochemicals from the plant
using a high sensitivity and mass accuracy hyphenated technique, LC-PDA-MS/MS.

4.2 Methodology

4.2.1 Plant Material and Chemicals

The plant materials of F. deltoidea Jack var. trengganuensis Corner used in this
study were harvested from the garden of Institute of Bioproduct Development,
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Universiti Teknologi Malaysia (Johor bahru, Malaysia). The species was authen-
ticated and deposited in the Universiti Kebangsaan Malaysia Herbarium (Bangi,
Selangor, Malaysia) with voucher specimen 40213. HPLC grade of methanol and
acetonitrile were purchased from Merck (Darmstadt, Germany). Nanopure water
(18.2 MΩ cm) was produced from Barnstead NANOpure Diamond water purifi-
cation system (Thermo, Waltham, MA).

4.2.2 Herbal Extraction

Fifty gram of dried and ground leaves were extracted with 650 ml of 50 % methanol
in a reflux extraction system for 60 min. The crude extract solution was filtered and
dried in vacuo for the determination of extraction yield (9.13 %w/w). Consequently,
1 g/ml of the crude extract was prepared for LC-PDA-MS/MS analysis.

4.2.3 LC-PDA-MS/MS

A capillary liquid chromatography (Dionex Corporation Ultimate 3000; Sunnyvale,
CA) system was integrated with a diode array detector (Dionex Ultimate 3000) and
a quadrupole and time-of-flight, QTOF mass spectrometer (AB SCIEX QSTAR
Elite; Foster City, CA). A C18 reversed phase XSelect HSS T3 column
(2.1 × 100 mm, 2.5 µm) with a flow rate of 150 µl/min was used for separation.
Samples were scanned for a wide range of wavelengths from 200 to 500 nm. The
binary gradient system consists of solvent A (water with 0.1 % formic acid) and
solvent B (acetonitrile). The LC gradient was: 0–30 min, 2–30 % B; 30–40 min,
30–98 % B; 98 % B hold for 0.1 min and 40.1–60 min, 98–8 % B. The injection
volume was 5 µl. All samples were filtered with 0.2-µm nylon membrane filter
prior to injection.

The QTOF mass spectrometer was used for the small metabolite screening from
m/z 100–1000. It was calibrated using 1 pmol of reserpine (m/z 609.2807) before
use to ensure mass accuracy. A single Information Dependent Acquisition
(IDA) method was created to acquire both TOF MS and three dependent runs of
product ion scan with rolling collision energy. Nitrogen gas was used for nebulizing
(40 psi) and as curtain gas (25 psi). Collision gas was set at 3, the accumulation
time was 1 s for TOF MS and 2 s for each product ion scan. The voltage of ion
spray was 5500 V for positive ion mode and −4500 V for negative ion mode. The
declustering potential was 40 V and the focusing potential was set at 200 V.
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4.3 Results and Discussion

The plant crude extract was separated by decreasing the polarity of mobile phases
through a C18 column for compound elution. The most polar phytochemicals
would be eluted first from the non-polar column, followed by less polar phyto-
chemicals. Therefore, the phytochemicals would be eluted accordingly based on
their polarity and scanned at a wide range of wavelengths by the photo diode array
detector. The chromatograms at the four wavelengths with the most intense peaks
such as 254, 282, 310, and 340 nm are presented in Fig. 4.1. Mostly, plant sec-
ondary metabolites could be detected at these wavelengths. The compounds which
were eluted from the column consequently ionized at the ion source before frag-
mentation and detection by mass spectrometer.

Significantly, the number of peaks detected in the chromatograms (Fig. 4.1) was
less than compounds ionized in mass analyzer as presented in the mass spectra
(Fig. 4.2).

The lower number of compounds detected by the chromatographic method
compared to the mass spectrometric technique can be explained by the weak
absorbance of many compounds under UV and visible range of light. Therefore,
this hybrid system appears to be more effective for phytochemical profiling com-
pared to single technique of chromatographic and/or mass spectrometric approach.
Moreover, the combination of quadrupole and time-of-flight technology in a mass
analyzer is known to be a powerful analytical tool for unknown compound eluci-
dation because of its high resolution and mass accuracy.

Based on the mass screening, a number of secondary metabolites were identified
from both positive and negative ion modes. The identification was carried out by
matching with the literature data. The compounds included amino acids, organic
acids, alkaloids, terpenoids, flavonoids, and their glycosides (Table 4.1). The table
shows that the majority of the phytochemicals, particularly organic acids, phenolic
acids, flavonoids, and other hydrocarbons were detected at the negative ion mode.
Several organic acids were detected in this study and they are intermediates in the
plant carbon metabolism. Previous experimental evidence has proven organic acids
as key components in various plant mechanisms to cope with nutrient deficiencies,
metal tolerance and plant–microbe interactions [12]. The activation of the plant
defense mechanism also produces phenolic acids and flavonoids as by-products
from the phenylpropanoid pathway. These secondary metabolites are important to
regulate plant growth hormones and to protect plants from ultraviolet radiation.

Flavonoids could be detected at both positive and negative ion modes depending
upon the capability of the compound to be protonated or deprotonated under high
voltage condition of ion source. Interestingly, isoflavoneswere detected at the positive
ion mode, whereas the other classes of flavonoids such as flavone (apigenin), flava-
none (naringenin), and flavonol (kaempferol) were detected at the negative ion mode.
Isovitexin (apigenin-6-C-glycoside), which is the characteristic phytochemical in F.
deltoidea, was detected in the negative ion modes of mass screening. According to
Sanchez-Rabaneda et al. [13], isovitexin could be differentiated from its isomer,
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vitexin based on the presence of the only diagnostic ion, m/z 353 as the product ion in
the negative ion. Kaempferol C-glycoside was also detected in the plant extract with
its aglycone at m/z 285. Kaempferol could easily be differentiated from its

(a)

(b) 

(c) 

(d) 

Fig. 4.1 Chromatogram of leaves extract of Ficus deltoidea at a 254 nm, b 282 nm, c 310 nm
and d 340 nm
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counterpart, luteolin (flavone) which has similar aglycone ion at m/z 285, by the
absence of neutral loss 42 in the flavonol [14].

In the positive ion mode, the C-glycosyl of isoflavone, namely
genistein-8-C-glucoside (m/z 433) and its diglycoside (m/z 579) were detected in
the plant extract. The fragmentation of this compound matched with the data
reported by Rauter et al. [15] for 5,7,4′-trihydroxyisoflavone-8-C-glucoside

Fig. 4.2 Mass spectra of Ficus deltoidea leaves extract at the positive (a) and negative (b) ion
modes
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(genistein-8-C-glucoside) which was found in the anti-hyperglycemic flavonoid
extract of Genista tenera for diabetic treatment. This is because isoflavones could
be aldose reductase inhibitors blocking the sorbitol pathway that is linked to many
problems associated with diabetes [16]. In addition, genistein (isoflavone) was
found to have anticancer activity [17] and estrogen-like activity against estrogen
deficiency for women [18, 19]. The product ions of m/z 415, 397, and 379 were due
to the loss of one, two and three water molecules, respectively from the parent ion,
m/z 433. Besides that, the detection of product ions such as m/z 367, 337, and 295
was contributed by the further fragmentation of the protonated ions 2,3X+—loss of
two water molecules, 0,4X+—loss of two water molecules and 0,2X+—loss of one
water molecule, respectively from the sugar moiety. The cleavage of carbon bond
0,1X+ at the sugar moiety also produced m/z 283 in the spectrum. Previously, Li
et al. [20] reported that flavonoid-C-glycosides appeared to be cleaved at the
cross-ring of sugar moiety and caused loss of water molecules in the fragmentation.
On the other hand, flavonoids-O-glycosides were likely to be fragmented at the
glycosidic bond at low collision energy [21].

The flavanols of catechin and epicatechin are commonly found in tea.
Interestingly, these compounds were also detected in the leaves extract of F. del-
toidea. The detection of the characteristic ions for flavanol such as m/z 137 and 109
confirmed the presence of catechin and epicatechin in the plant extract [14]. The
characteristic ions were found to result from the mechanism of ring contraction as
previously reported by Fabre et al. [22]. Based on the findings of Dou et al. [23],
epicatechin would elute after catechin using a C18 column in LC-MS/MS analysis.
Since catechin is more polar than epicatechin stereogeometrically, the two negative
ion peaks of m/z 289 with similar fragmentation pattern will be assigned as catechin
and epicatechin at 11.59 and 16.2 min, respectively. However, only epicatechin (Rt
16.2 min) was detected at the positive ion mode. This might be due to the low
concentration of catechin for protonation, which was approximately 10 times lower
than epicatechin in the plant extract (data not shown).

This study also detected metabolites resulting from the cleavage of
seven-membered unsaturated ring C of a triterpenoid of duboscic acid (m/z 501)
such as m/z 263, 245, 217, and 199 by the loss of formic acid and water molecule.
Based on the observation of Musharraf et al. [24], the fragmentation at the
seven-membered ring C became more prominent at high collision energy (35 eV)
which was similar to the collision energy applied in this study. Another terpenoid
detected in the positive ion mode was yuexiandujisu E or D which was also found
in the roots of Euphorbia ebracteolata [25, 26]. On the other hand, genipinoside
was detected at the negative ion mode.
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4.4 Conclusions

LC-PDA-MS/MS is a fast and reliable hyphenated analytical technique for phy-
tochemical profiling. Approximately, 50 phytochemicals have been identified from
the plant extract of F. deltoidea in this study. The identified phytochemicals are
from a broad range chemical classification ranging from amino acid, organic acid,
polyphenol, alkaloid, and terpenoid. This high throughput identification is unlikely
to be carried out using single chromatographic and/or spectrometric technique. The
combination between good separation of chromatographic technique and excellent
identification power of mass spectrometric technique appears to be suitable for
highly complex samples including herbal plant materials.
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Chapter 5
Inverse Virtual Screening in Drug
Repositioning: Detailed Investigation
and Case Studies

Sona B. Warrier and Prashant S. Kharkar

Abstract Inverse virtual screening is a useful tool for drug repositioning or repurposing.
The utility of this tool lies in the identification of potential targets for small-molecule
ligands. With reference to drug repositioning, approved/existing small-molecule drugs
can be processed by inverse virtual screening for the discovery of potential newmolecular
targets for suchdrugs.Both the ligand- and structure-based approaches canbe used for the
in silico screening. PharmMapper is a web-based tool for ligand-based inverse screening
that employs pharmacophoremapping approach and identifies potential target candidates
for small molecules. The present study demonstrates the usefulness of this approach for
computational repositioning of approved/existing drugs. Here, query molecules belong-
ing to protein kinase inhibitors, monoamine transporter inhibitors and G protein-coupled
receptor antagonists were used. The results revealed potential novel molecular targets for
the querymolecules. Detailed literature search involving the querymolecule-novel target
pair led to interesting findings. The book chapter summarizes the interesting outcomes of
the ligand-based inverse virtual screening.

Keywords Inverse virtual screening � Reverse pharmacophore mapping � Drug
repositioning � PharmMapper

5.1 Introduction

Drug discovery and development processes include various phases till the new
molecular entity (NME) is introduced in the clinic [1]. The initial discovery phase
involves target discovery and validation, identification of lead by high-throughput
screening (HTS) or related approaches, and lead optimization. Then comes the
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preclinical studies, where the compounds are tested in vitro and in animal models to
test the pharmacological efficacy and toxicity. In the clinical development phase, the
investigational new drug (IND) is tested in humans in Phase I, II, and III clinical trials.
The failure or attrition rate of the IND due to adverse effects and lack of efficacy in
humans during clinical trials were major concerns few years ago [2]. Even though the
attrition rate is under control, the exorbitant cost of drug development (>2billionUS$)
has led to reduced ‘productivity’ of the pharmaceutical industry across the globe.
Therefore, the pharmaceutical scientists are in search of alternate drug development
strategies. Of the several such lateral approaches, investigations involving approved/
existing small-molecule drugs (drug repositioning or repurposing) or shelved com-
pounds (drug rescue) seem to be attractive on time andmoney scale [3]. Repositioning
of already existing drugs lead to substantial reduction in development cost and time
compared to the traditional discovery efforts, due to availability of previously col-
lected pharmacokinetic, toxicology, and safety data [4].

In recent times, the number of success stories of drug repositioning is increasing.
Sildenafil (phosphodiesterase 5 inhibitor) is on top of the list. Another such story is
thalidomide. It was recently repositioned for use in erythema nodosum leprosum
and multiple myeloma [5]. Minoxidil (a potassium channel opener) was originally
developed for hypertension and then repositioned to treat male baldness [6].
Raloxifene (selective estrogen receptor modulator) was approved in 2007 by
USFDA for osteoporosis after early clinical trials for breast cancer [7].

Similar to clinical drug repositioning efforts described above, computational
repositioning is an established field of research [8]. Computational repositioning
generates potential new indications hypotheses for a query drug by design and
validation of automated workflows. In contrast to clinical repositioning approaches,
computational investigations analyze the data for several drugs and diseases
simultaneously. Three computational repositioning methods namely, transcrip-
tomic, side effects, and genetics-based methods, are described systematically in the
literature [8]. Overall, these repositioning hypotheses were generated using exten-
sive experimental and clinical data analyses.

On the same lines, inverse virtual screening—ligand-based or structure-based—
can be potentially useful for computational repositioning. In the structure-based
approach, the strategy, reverse docking, involves screening of small-molecule
ligand against a database of clinically relevant macromolecular targets for its
binding complementarity [9]. Similarly, ligand-based approaches include methods
like reverse pharmacophore mapping, shape- and electrostatics screening. Reverse
pharmacophore matching algorithms such as PharmMapper involve finding the best
interaction mode between the potential target candidates and ligand molecule [10].
PharmMapper uses the pharmacophore mapping approach and carries a large,
internal collection of pharmacophore databases, namely PharmTargetDB [11]
annotated from all the targets information in BindingDB [12], DrugBank [13] and
potential drug target database (PDTD) [14], including over 7000 receptor-based
pharmacophore models (covering over 1500 drug targets information).

In this chapter, we extended our study to investigate reverse pharmacophore matching
approach for identifying novel targets for the query molecules belonging to three
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different target classes, namely, protein kinase inhibitors, antidepressants, and antimus-
carinic agents. The query molecules used were well-established and/or blockbuster drugs.
The overall aim of the study was to devise and validate computational workflows to
generate hypotheses for new indications for a given drug candidate [15–19].

5.2 Materials and Methods

5.2.1 Hardware and Software

The molecular modeling studies described herein were performed on Lenovo
UltraBook Laptop (Intel® Core™ i5-3317U CPU @ 1.70 GHz, RAM 4 GB) run-
ning Windows 7 Home Basic Operating System. Schrödinger Small-Molecule Drug
Discovery Suite Release 2013-1 [20] and the products included therein were used for
performing various molecular modeling operations described in the chapter.

5.2.2 Selection and Preparation of Query Molecules

Approved drugs belonging to three target classes, protein kinases inhibitors,
antidepressants, and antimuscarinic agents (1–4, Fig. 5.1) were selected for com-
putational repositioning using putational repositioning usin. The molecules were
built and prepared using LigPrep 2.6 implemented in Schrödinger suite 2013-1. All
the default settings were used. For PharmMapper search, .mol2 file was submitted
on the server (59.78.96.61/pharmmapper/).

5.2.3 Potential Therapeutic Target Identification
by PharmMapper

PharmMapper [11] uses pharmacophore mapping principles to match putative
target candidates. The online server executed an automatic search using the small
molecules to attain the ‘best mapping poses’ of the query molecule against the
complete in-house database of PharmMapper. Parameters in the database were set
as follows: ‘Advanced Options’ of ‘Conformation Generation’; the option of
“Energy Minimization” was set to “Yes” and the remaining options were used as
available in the default settings. Under “Pharmacophore Mapping”, “human protein
targets only” was selected as the targets set. Similarly, under “Advanced Options”,
“Perform GA Match” was set to “Yes” to optimize the pharmacophore mapping,
and the remaining options were used as such. The hit list included possible binding
targets showing pharmacophore features similarity to the native ligand bound to the
macromolecular target. The hit list was subjected to manual inspection coupled to
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the extensive literature search. The aim was to look for any experimental evidence
to the repositioning hypotheses generated by the inverse screening.

5.2.4 Docking Studies

Docking studies of the query molecules 1–4were performed using Glide version 5.7,
as implemented in Schrödinger suite 2013-1 [21–23]. Top 5 protein targets from the
PharmMapper hit list, belonging to different target families (e.g., enzyme, receptors)
presented for each molecule (Tables 5.1, 5.2, 5.3 and 5.4) were selected for the
docking studies of the query molecule along with the native ligand for comparison.

The crystal structures of the targets were imported from Protein Data Bank
(PDB) [24] in Maestro 9.4 [25] and subjected to Protein Preparation step. All the
default settings were used as implemented. The prepared protein was then subjected
to further minimization using Prime 3.2 (default settings). The refined protein
structure was used for Receptor Grid Generation (Glide 5.9). The native ligand
present in the target structure was used for placing the enclosing box. The grid was
then used for docking the ligands in the ligand-binding site.
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Fig. 5.1 Molecular structures of query molecules erlotinib (1), sunitinib (2), fluoxetine (3) and
pirenzepine (4)
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For docking studies, the prepared ligands (query and the native) in the first stage
were used. The ligands were docked in respective binding sites using ExtraPrecision
(XP) mode with default settings. The docking results were analyzed using XP

Table 5.1 Results of top 5 targets hypotheses of erlotinib generated by PharmMapper

Rank Target PDB ID Fit score Therapeutic area

1 Acetylcholinesterase 1HBJ 4.897 Cholinergics

4 Tetracycline repressor protein class D 2TCT 4.547 Antibiotics

5 Aldose reductase 2DUX 4.502 Antidiabetics

11 Cell division protein zipA 1Y2F 4.408 Antibacterial

12 Chorismate synthase 1QXO 4.401 Antifungal

Table 5.2 Results of top 5 targets hypotheses of sunitinib generated by PharmMapper

Rank Target PDB ID Fit score Therapeutic area

2 Cathepsin K 1TU6 5.078 Involved in bone resorption

3 Acetylcholinesterase 1HBJ 4.861 Cholinergics

5 HIV I protease 1MUI 4.567 Antiviral

6 Gag-pol polyprotein 1TL1 4.524 Antiviral

7 Gag-pol polyprotein 1D4I 4.398 Antiviral

Table 5.3 Results of top 5 targets hypotheses of fluoxetine generated by PharmMapper

Rank Target PDB ID Fit score Therapeutic area

2 Gag-pol polyprotein 1KZK 4.241 Antiviral

3 Retinoic acid receptor 1EXA 4.048 Retinoic acid
receptors

5 3-hydroxy-3-methylglutaryl-coenzyme A
reductase

3CDA 3.923 Hypolipidemics

6 Gag-pol polyprotein 1MSM 3.921 Antiviral

8 Acetylcholinesterase 1Q84 3.909 Cholinergics

Table 5.4 Results of top 5 targets hypotheses of pirenzepine generated by PharmMapper

Rank Target PDB ID Fit score Therapeutic area

1 Poly [ADP-ribose]
polymerase 1

1PAX 5.435 Cellular processes involving mainly
DNA repair and programmed cell death

3 Alcohol
dehydrogenase
class-3

1MC5 4.969 Alcohol dehydrogenase inhibitors

4 Alpha-mannosidase 2 1TQU 4.326 Enzyme involved in the cleavage of
mannose

7 Protein-glutamine
γ-glutamyltransferase
E

1L9 N 3.915 Participates in complement and
coagulation cascades

8 Penicillopepsin 2WEA 3.008 Antibacterials
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Visualizer for the binding modes and associated statistics. The binding modes of the
ligands (2D and 3D representations) are shown in Figs. 5.2b, 5.3b, 5.4b, 5.5b and
Figs. 5.2c, 5.3c, 5.4c, 5.5c, respectively. The matched pharmacophoric features of

Fig. 5.2 a Pharmacophore features derived from AChE (PDB ID 1HBJ, Rank 1) mapped onto the
molecular structure of query 1. b 2D depiction of the binding mode of 1 with AChE. c 3D binding
mode of 1 in the active site of AChE. The native ligand is shown as green ball-and-stick model
and 1 is shown in element color ball-and-stick model
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each of the query molecules with the top target in the hit list are depicted for
comparison in Figs. 5.2a, 5.3a, 5.4a and 5.5a.

Fig. 5.3 a Pharmacophore
features derived from
cathepsin (PDB ID 1TU6,
Rank 2) mapped onto the
molecular structure of query
2. b 2D depiction of the
binding mode of 2 with
cathepsin. c 3D binding mode
of 2 in the active site of
cathepsin. The native ligand is
shown as blue ball-and-stick
model and 2 is shown as
yellow ball-and-stick model
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Fig. 5.4 a Pharmacophore
features derived from retinoic
acid receptor (PDB ID 1EXA,
Rank 3) mapped onto the
molecular structure of query
3. b 2D depiction of the
binding mode of 3 with
retinoic acid receptor. c 3D
binding mode of 3 in the
active site of retinoic acid
receptor. The native ligand is
shown as blue ball-and-stick
model and 3 is shown as
yellow ball-and-stick model
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5.3 Results and Discussion

In the present study, various computational approaches were used for the prediction
of potential targets for approved/existing drugs listed in Table 5.1 (reverse phar-
macophore mapping strategy). A simple methodology based on the ligand-based
drug repositioning was used. The query molecules belonging to three differ-
ent therapeutic classes—kinase inhibitors, antidepressants, and antimuscarinic
agents, were used. The query molecules were selected based on the diversity of the
molecular targets such as kinases, monoamine transporters and musarinic receptors
along with their involvement in a variety of diseases and disorders. These target
classes represent receptors and/or enzymes and transporter proteins. These targets

Fig. 5.5 a Pharmacophore
features derived from poly
[ADP-ribose] polymerase 1
(PDB ID 1PAX, Rank 1)
mapped onto the molecular
structure of query 4. b 2D
depiction of the binding mode
of 4 with poly [ADP-ribose]
polymerase 1. c 3D Binding
mode of 4 in the active site of
poly [ADP-ribose]
polymerase 1. The native
ligand is shown as orange
ball-and-stick model and 4 is
shown as green ball-and-stick
model
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are localized peripherally as well as centrally. Overall, varied molecular targets
formed the basis of query selection.

Table 5.1 depicts the top five diverse targets for query 1 (erlotinib, Fig. 5.1)
identified by PharmMapper. The mapped pharmacophoric features are calculated to
identify the optimal interaction modes in the target (Fig. 5.2a).

The pharmacophore model based on the chemical features serves as a guide in
the screening of potential targets. The binding mode of 1 in acetylcholinesterase
(AChE) binding site (PDB ID 1HBJ) is depicted as 2D interaction diagram
(Fig. 5.2b), where the ligand is seen to occupy the binding cavity of the target.
Figure 5.2c shows the 3D binding model of the native ligand and query 1 where the
query molecule was found to partially overlap the native ligand-binding area. Since
erlotinib is a bigger molecule than the native ligand, it showed additional
hydrophobic interactions as seen in Fig. 5.2b. This may contribute additionally to
the binding of erlotinib with the AChE. Intrigued by this observation, we went on
searching the literature for possible experimental evidence. No reports were found
relating erlotinib with AChE inhibition. Similar exercise was repeated for the
remaining targets listed in Table 5.1. Query 1 showed good binding interactions
with each of these targets (data not shown). Further literature search revealed
interesting reports. One of the experimentally confirmed implications for erlotinib
was inhibition of TNF-α, which in turn reduces insulin resistance, thus used for
treating type I diabetes [26]. The results of PharmMapper also confirmed the
presence of aldose reductase (Rank 5) as one of the targets for erlotinib, which is
involved in antidiabetic action. But direct relation of query 1 with aldose reductase
could not be found. Interested researchers may test the utility of erlotinib for the
therapeutic areas listed in Table 5.1.

Similar study was done on query molecule 2 (sunitinib), which when analyzed
by PharmMapper gave a list of potential targets (Table 5.2). Docking study of
query 2 was done with cathepsin K, rank 2, a target involved in bone resorption. It
is seen that a part of query 2 overlaps the native ligand of the receptor at its binding
area. The interactions of pi-pi stacking of query 2 with the receptor are seen in
Fig. 5.3b, that further assists its binding. The 3D binding mode (Fig. 5.3c) of
sunitinib with the native ligand shows dotted lines representing H-bonds with the
target protein. Further, very recent reports presented the use of sunitinib for renal
cell carcinoma bone metastases [27], an activity related to bone resorption. This
likeliness of the data made us search further for similarity in the acquired results and
experimental results. It was also found that sunitinib suppresses antiviral immunity
leading to oncolytic virotherapy [28]. The targets in the list of Rank 5, 6, 7
(Table 5.2) also refer to antiviral action. However, direct relation of query 2 with
these targets could not be found.

The top hits for query 3 (fluoxetine) are listed in Table 5.3. Docking studies of
query 3 with retinoic acid receptor (PDB ID 1EXA, Rank 3) are shown as 2D
(Fig. 5.4b) and 3D (Fig. 5.4c) representations. It is seen that query 3 completely
matches with the binding mode of the native ligand, since query 3 is a small
molecule compared to the native ligand. These results were further matched by
literature evidence. There are reports of query 3 (fluoxetine) for therapeutic uses
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other than antidepressants. Fluoxetine has been found to inhibit Coxsackievirus
Replication [29], as well as hepatitis C virus [30], that matches with the presence of
an antiviral target as Rank 2.

Similarly, for query 4, the hit list showed the presence of varied targets other
than the original target (Table 5.4). The docking studies of the query with poly
[ADP-ribose] polymerase 1 receptor (PDB ID 1PAX, Rank 1) are shown as 2D
(Fig. 5.5b) and 3D (Fig. 5.5c) representations. The 3D binding modes of query 4
(Fig. 5.5c) showed presence of hydrogen bonds with the receptor, depicted by
yellow-dotted lines that contribute greatly to the binding of query with the
macromolecule. No literature reports were found for the use of pirenzepine against
the top targets from the list. These hypotheses can therefore be explored further by
curious scientists by drug repositioning approaches.

5.4 Conclusions

The overall aim of the chapter is the use of inverse virtual screening for generation
of hypotheses for drug repurposing. This strategy is adapted within the drug dis-
covery process in order to explore the usefulness of an active molecule.
Ligand-based inverse technique using PharmMapper has gained increasing
importance in the drug repositioning field by characterizing novel target proteins for
already established drugs, which can be further validated by in vitro and in vivo
bioassays. This can be used as an alternative computational strategy for quick
identification of potential therapeutic targets. The application of this approach is the
prediction of activity of unknown ligands, natural products and drugs with side
effects for known targets involved in the development of many life threatening
diseases like cancer and could be applied to other libraries of ligands and different
panels of targets. With the new paradigm in drug discovery process, inverse virtual
screening will play a fundamental role in discovering leads with desired therapeutic
profiles and systematic data mining to reveal the synergistic effects and side effects
of therapeutics.
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Chapter 6
Doping Effect on Melting Temperature
for Gold–Copper Bimetallic Nanocluster
and Dependency on Bulk Melting
Temperature to the Potential Model

Farid Taherkhani

Abstract Molecular dynamics (MD) simulation has been done for the melting
temperature of gold–copper bimetallic nanostructure with 55 total gold and copper
atom numbers and its bulk alloy. The trend of melting temperature for gold–copper
bimetallic nanocluster is not the same as the melting temperature for gold–
copper bulk alloy. MD simulation shows that the melting temperature of gold–
copper bimetallic nanocluster increases with copper atom fraction. Semi-empirical
potential within the tight-binding second moment approximation as new application
potential model regarding the melting temperature for gold–copper bulk structure
shows better result in comparison with EAM, Sutton–Chen potential and quantum
Sutton–Chen potential models.

Keywords Molecular dynamics � Quantum Sutton–Chen potential �
Semi-empirical potential � Gold–copper bimetallic nanostructure

6.1 Introduction

Nanoclusters are aggregates of atoms or molecules of nanometric size, containing a
number of constituent particles ranging from 10 to 106 [1]. There are unusual
chemical and physical properties in metallic nanocluster in comparison with metal
bulk properties. Due to the extended applications of metallic nanoclusters in
heterogeneous catalysts, electronic devices and microelectronics, investigation of
their structural and dynamical properties are topics of interest in previous literature
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[2, 3]. Applications of metal nanoclusters to heterogeneous catalysis have shown
that good selectivity can be achieved toward specific reactions by controlling the
catalyst surface composition [4]. Gold nanoparticle catalysts are used mainly in
selective oxidation reactions and in a broad range of organic transformations
besides hydrogenation [5]. Copper nanoparticles are known to be active in the
oxidation of alcohols to aldehydes [6]. Therefore, by mixing the two metals, Au–Cu
bimetallic nanoclusters offer a way to fine-tune the catalytic properties of these two
metals. Nevertheless, understanding their structural–thermal stability relationship is
a difficult task.

Molecular dynamics (MD) simulation is an ideal tool for investigating the
thermal physical properties of such small clusters. Among different bimetallic alloy
nanoparticle catalysts, Au–Cu catalysts have recently attracted interest for catalytic
oxidation of CO, benzyl alcohol, and propene [7–9] and for the partial oxidation of
methanol to produce hydrogen fuels. Some recent experimental results indicate that
the icosahedral phase structure can be stabilized with the addition of some transition
or noble metal to a pure metallic cluster [10]. It is known that for pure 55-atom
coinage clusters, only the Ag55 and Cu55 exhibit the icosahedral structure, whereas
the Au55 cluster has a low-symmetry C1 structure [11–13]. Gao and co-workers
recently studied doping a single metal atom to the Au55 cluster. They found that a
single-atom dopant is unlikely to convert the low-symmetry parent structure to the
icosahedral (Ih) structure [14]. It is found that doping of Au55 with a single Cu atom
can sharply raise the melting point of the cluster. It is well known that the melting
temperature of Au55 (380 K) is much lower than that of Cu1Au54 (530 K) [15].
A Cu–Au cluster does not experience a smooth transition from a pure Cu-like
behavior to a pure Au cluster with a decrease in the concentration of Cu. The
thermal behavior of Cu–Au is mainly influenced by the presence of Cu atoms in the
bimetallic structure [16]. Studies of phase conformations and thermal behavior of
Au–Cu binary clusters by classical MD simulations showed that the cluster size, the
concentration in the alloy, and the annealing temperature have a dominant effect on
the morphology reconstruction process [17]. For example, when the starting mor-
phology is of a cuboctahedral type, by changing the concentration of copper from
50 to 10 %, an optimum stability of an icosahedral-type morphology is found at a
bimetallic concentration of gold 75 % and copper 25 %, in fair agreement with
experimental reports [18]. In the small size of nanostructure, as the
surface-to-volume ratio is large, the surface effect has a significant contribution on
physical quantities such as transport properties, melting point, and thermal energy
[19, 20]. One of the most commonly used parameters for the description of the
energetic situation on the surface of a solid is the surface energy. The surface
energy may be defined as the excess energy of the surface of a material compared to
its bulk. Joseph and co-workers have investigated the relative surface energy
changes with temperature for two bimetallic alloys. At low temperatures, they
found the segregation to be dependent primarily on the surface energy difference for
Pt–Pd and Cu–Ni systems. In the Pt–Pd system, the surface energy difference
between pure Pt and Pd increases with an increase of temperature. This behavior
was different from that of a Cu–Ni bimetallic alloy where the surface energy
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difference decreases with an increase of temperature [15]. Knowledge of diffusion
behavior is of interest for the production of metallic materials and for their practical use
in the near phase transition. On this basis, investigations were performed on the Pt–Pd
[15], Cu–Ni [19], Ag–Pt [21], Au–Pd [22], and Fe–Al [23] systems. In all cases,
self-diffusion coefficient was found to increase with temperature. Self-diffusion coef-
ficient decreases with pressure [24–26]. Near the melting temperature, the spin mul-
tiplicity of bimetallic nanocluster changes in comparison with its solid state completely
[25, 26]. In the present study, we show that the presence of impurity at the pure cluster
affects the melting temperature for gold–copper bimetallic nanostructure as well as the
bulk structure. In this work, we study the structure details and dynamic behavior of Au–
Cu nanoclusters for the specific case of icosahedral geometry and the variation of the
configurational energy with temperature.

6.2 MD Simulation Details

In classical MD, each particle is treated as a point mass and the motion is governed
by Newton’s second law. The thermodynamic properties are obtained from time
averages over the ensembles of particles.

MD simulations were done in the constant temperature ensemble (NVT) using
the Verlet algorithm for the integration of Newton’s equations of motion, with a
time step of one femto second resulting in long simulation runs of 500 picoseconds
(ps). Ensemble averaging has been done after 400 ps. The Nose–Hoover thermostat
is used for controlling the temperature of MD simulation with DL POLY package
[27]. The quantum Sutton–Chen (QSC) many-body inter-atomic potential leads to
an accurate description of many properties of Ih metals and their alloys. In this
work, we have applied the QSC inter-atomic potential to model the interaction in
the Au–Cu alloy clusters. A cut-off ratio for the range of the interaction of 7.0 Å
was used in all the cases.

6.3 Potential Function

MD simulations using DL POLY were used to gain insights into the melting
process at the atomistic level. All the thermodynamic and transport properties were
obtained as time averages over the particle positions and velocities. The local
electronic density is included to account for the many-body terms [15]. Based on
the Sutton–Chen potential, the potential energy of the finite system is given by

Utot ¼
X
i

Ui ¼
X
i

e
X
j 6¼i

1
2
VðrijÞ � cq1=2i

" #
ð6:1Þ
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where rij is the distance between atoms i and j, c a positive dimensionless parameter
and ε a parameter with the dimensions of energy. Parameter VðrijÞ is a pair potential
for including the repulsion of Pauli’s exclusion principle:

VðrijÞ ¼ a
rij

� �n

ð6:2Þ

The local density ρi accounting for cohesion associated with any atom i is given by

qi ¼
X
j 6¼i

/ðrijÞ ¼
X
j6¼i

a
rij

� �m

ð6:3Þ

where a is a length parameter scaling all spacing (leading to dimensionless V and
ρ); n and m are both positive integer parameters with condition n > m.

Sutton and Chen restricted values of m to be greater than 6 and fitted it to give
close agreement with the bulk modulus and the elastic constants. The Sutton–Chen
potential predicts properties involving defects, surfaces, and interfaces poorly. The
quantum Sutton–Chen potential includes quantum corrections and takes into
account the zero-point energy allowing better prediction of temperature-dependent
properties. The QSC potential function was found to be better suited to melting and
phase transformation studies of bulk Cu–Ni [28], Cu–Au [29], and Pd–Ni [30]
alloys. The QSC parameters for Au and Cu are listed in Table 6.1 [29].

Semi-empirical potential derived within the tight-binding second moment
approximation as in Eq. 6.4 by Cleri and Rosato was applied to describe interac-
tions for bulk systems.

E ¼
X
j

Eb
j � Er

j ð6:4Þ

where Eb
j ;E

r
j are bonding and repulsion of Born–Mayer term and can be written as

Eqs. 6.5 and 6.6, respectively.
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j ¼
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n2swe
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Table 6.1 QSC potential
parameters for Au and Cu

Metal n m ε (eV) C a (Å)

Au 11 8 1.27940E-2 34.4280 4.07830

Cu 10 5 1.23860E-2 39.7550 3.61530
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rji is the distance between the atoms at sites, i.e., j; s = A, B is the chemical species
of the atom j, while w = A, B is the species of the atom i, r0sw is the
nearest-neighbors distance. The parameters Asw, psw, qsw, ξsw are fitted to several
bulk properties of the Au0.25Cu0.75 cubic alloy. The parameters of mentioned
empirical potential can be defined with the exact work of Cleri and Rosato [31]
which is presented at Table 6.2.

6.4 Results and Discussion

6.4.1 Solid–Liquid Phase Transition in Bulk Au–Cu Alloy

The effects of impurity on the melting point of CuxAu55−x are investigated. Sutton–Chen
(SC) [32], quantum Sutton–Chen (Q-SC) many-body [32] and embedded atom method
(EAM) [33] potentials are used. For comparison of the different potential models we
have chosen semi-empirical potential models for investigation of the melting tempera-
ture of copper–gold alloy in bulk structure. Many techniques such as distortion
parameter [34–37], thermal conductivity [19, 20], self-diffusion coefficient [38, 39], heat
capacity [18, 40, 41], phase-field-crystal models [42], local pressure tensor [43] and
Lindemann index [44] can be used for recognition of solid–liquid phase transition [34].

On the basis of Fig. 6.1, the structural configuration at 300 K for 0.250 mol
fraction of gold in copper is more stable than other doping fractions such as 0.75
and 0.50 mol fraction of copper in gold due to more interaction between gold and
copper atoms. Chemical ordering effect is investigated on the phase transition of
solid–liquid bimetallic nanocluster. Heat capacity is used for investigation of solid–
liquid phase of gold–copper alloy transition as well. The results of melting tem-
perature with Gupta potential model are represented in Table 6.3. According to
Table 6.3 the following order for melting temperature is observed:

Cu[Au[Cu0:75Au0:25 [Cu0:25Au0:75 [Cu0:5Au0:5

On the basis of Table 6.3, the bulk melting temperature with Gupta potential
model shows good agreement with available experimental data in comparison with
other potential models such as quantum Sutton–Chen, EAM and Sutton–Chen. The

Table 6.2 Gupta potential
parameters for Au and Cu

Parameter Cu–Cu Au–Cu Au–Au

A/eV 0.0855 0.1539 0.2061

p 10.960 11.050 10.229

ro/Å 2.556 2.556 2.884

ξ/eV 1.2240 1.5605 1.7900

q 2.2780 3.0475 4.0360
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results of heat capacity for investigation of solid–liquid phase transition of pure
bulk gold and copper are given in Fig. 6.2. There is a peak in the heat capacity
graph, which is proportional to the melting temperature for pure and gold bulk
structure.

On the basis of Fig. 6.2, our results for copper and gold in bulk, solid–liquid
phase transition are 1338 and 1325 K, respectively, and are consistent with the
corresponding experimental results of 1356 and 1337 K.

6.4.2 Solid–Liquid Phase Transition in Bimetallic
Nanocluster Au–Cu

MD simulation has been used for studying the melting temperature of bimetallic
Au–Cu system with total atom 55. The most direct way to analyze the thermal
behavior is to consider the configuration energy versus temperature. For this pur-
pose, we calculated the configuration energy at different temperatures; the melting
temperature (Tm) of the system would be located at the point where the thermal

Fig. 6.1 Optimum structure for copper–gold alloy a 0.25 copper mole fraction in gold; b 0.50
copper mole fraction in gold; c 0.75 copper mole fraction in gold

Table 6.3 Melting points obtained from MD simulations with Gupta potential model for bulk
Au–Cu and comparison potential model with experiments

Composition Tm
EAM Tm

SC Tm
QSC Tm

Gupta Tm
exp

Cu 1320.5 ± 1.5 1150 ± 10 1370 ± 10 1338 ± 2 1356

Au 1182.5 ± 1.5 1120 ± 10 1420 ± 10 1325 ± 2 1336

AuCu3 1240.5 ± 1.5 1110 ± 10 1340 ± 10 1225 ± 2 1250

AuCu 1173.5 ± 0.5 – 1360 ± 10 1200 ± 2 1185

Au3Cu 1151.5 ± 1.5 1020 ± 20 1370 ± 10 1220 ± 2 1220
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behavior line presents a change in the slope. On the basis of configuration energy,
the slope is not sharp and seems relatively wide. We observe that the configuration
energy shows a simple jump as a function of temperature at the melting point of the
solid. The results of configuration energy for different chemical compositions
namely Cu6Au49, Cu12Au43, Cu18Au37, Cu27Au28, Cu41Au14, and Cu49Au6 gold–
copper bimetallic nanoclusters are presented in Fig. 6.3.

The melting point of bimetallic Au–Cu 55 atom nanoclusters is examined using
the quantum Sutton–Chen many-body potential function. The impurity effect on the
melting point for Cu6Au49, Cu12Au43, Cu18Au37, Cu41Au14, Cu49Au6 and Cu55
bimetallic nanoclusters is considered. The results of melting temperature as a
function of doping are presented in Fig. 6.4.

According to Fig. 6.4, the melting temperature of gold–copper bimetallic nan-
ocluster increases with copper atom fraction. The trend of melting temperature for
bulk gold–copper is not the same as the melting temperature trend for gold–copper
bimetallic nanocluster. The surface energy effect is an important phenomenon
which is observed in nanosystem but not in bulk structure [40, 41]. Previous
literature shows that the surface energy of gold nanoparticle is less than that of
copper nanoparticle [40, 41]. As a result, most of the gold atoms move on the
surface. The strength of metallic bond for copper is greater than that of gold, thus
the melting temperature of gold–copper bimetallic nanocluster increases with
higher copper atom fraction due to surface effect. The melting temperature of
bimetallic gold–copper nanoclusters has been calculated by Cheng et al. [14]. The
results indicate that the melting temperature of Au55 increases with doping of
copper as impurity. Canonical Monte Carlo simulations [14], based on the
second-moment approximation of the tight-binding potentials, are consistent with
our results. On the basis of Fig. 6.4, the melting temperature for gold–copper
bimetallic nanoclusters is lower than the melting temperature of bulk structure
significantly.

Copper Gold

Fig. 6.2 Heat capacity for copper and gold bulk structure versus temperature
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Fig. 6.3 Configurational energy versus temperature for Cu6Au49, Cu12Au43, Cu18Au37,
Cu27Au28, Cu41Au14 and Cu49Au6 bimetallic nanoclusters

Fig. 6.4 Melting temperature
versus copper atom fraction in
gold–copper bimetallic
nanocluster
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6.5 Conclusions

Configurational energy analysis has been used for the determination of melting
temperature of gold–copper bimetallic nanoclusters. MD simulation with
semi-empirical potential within the tight-binding second moment approximation
has been used as a new application potential model for the melting temperature of
gold–copper bulk structure. Optimum structure of gold–copper bulk structure has
been obtained with MD simulation as well. The following order for the melting
temperature of gold–copper alloy in bulk structure was observed:

Cu[Au[Cu0:75Au0:25 [Cu0:25Au0:75 [Cu0:5Au0:5

Semi-empirical potential model for the melting temperature shows good
agreement with available experimental data in comparison with EAM, quantum
Sutton–Chen and Sutton–Chen potential models. MD simulation regarding the
melting temperature of gold–copper bimetallic nanoclusters with a total of 55 atoms
shows that the melting temperature increases with copper atom fraction due to
lower surface energy and metallic bond energy of gold. MD simulation with
Quantum Sutton–Chen potential model estimates the melting temperature of gold–
copper bimetallic nanoclusters around 600−800 K temperature range which is
significantly lower than its bulk structure.

References

1. Baletto F, Ferrando R (2005) Structural properties of nanoclusters: energetic, thermodynamic,
and kinetic effects. Rev Mod Phys 77:371–423

2. Ferrando R, Jellinek J, Johnston RL (2008) Nanoalloys: from theory to applications of alloy
clusters and nanoparticles. Chem Rev 108:845–910

3. Huang S-P, Mainardi DS, Balbuena PB (2003) Structure and dynamics of graphite-supported
bimetallic nanoclusters. Surf Sci 545:163–179

4. Bracey CL, Ellis PR, Hutchings GJ (2009) Application of copper–gold alloys in catalysis:
current status and future perspectives. Chem Soc Rev 38:2231–2243

5. Della Pina C, Falletta E, Prati L, Rossi M (2008) Selective oxidation using gold. Chem Soc
Rev 37:2077–2095

6. Yoo W-J, Li C-J (2007) Copper-catalyzed oxidative esterification of alcohols with aldehydes
activated by Lewis acids. Tetrahedron Lett 48:1033–1035

7. Liu X, Wang A, Wang X, Mou C-Y, Zhang T (2008) Au–Cu alloy nanoparticles confined in
SBA-15 as a highly efficient catalyst for CO oxidation. Chem Commun 27:3187–3189

8. Zhang L (2012) A molecular dynamics study of thermal behavior of melting an Au54Cu1
cluster. Procedia Eng 36:207–211

9. Zhang L, Zhang C-B, Qi Y (2008) Local structure changes of 54-, 55-, 56-atom copper
clusters on heating. Phys Lett A 372:2874–2880

10. Huang W, Ji M, Dong C-D, Gu X, Wang L-M, Gong XG, Wang L-S (2008) Relativistic
effects and the unique low-symmetry structures of gold nanoclusters. ACS Nano 2:897–904

11. Gao Y, Shao N, Pei Y, Zeng XC (2010) Icosahedral crown gold nanocluster Au43Cu12 with
high catalytic activity. Nano Lett 10:1055–1062

6 Doping Effect on Melting Temperature for Gold–Copper … 93



12. Häkkinen H, Moseler M, Kostko O, Morgner N, Hoffmann MA, Issendorff BV (2004)
Symmetry and electronic structure of noble-metal nanoparticles and the role of relativity. Phys
Rev Lett 93:093401

13. Xing X, Danell RM, Garzón IL, Michaelian K, Blom MN, Burns MM, Parks JH (2005)
Size-dependent fivefold and icosahedral symmetry in silver clusters. Phys Rev B 72:081405

14. Cheng D, Huang S, Wang W (2006) Thermal behavior of core-shell and three-shell layered
clusters: melting of Cu1Au54 and Cu12Au43. Phys Rev B 74:064117

15. Sankaranarayanan SK, Bhethanabotla VR, Joseph B (2005) Molecular dynamics simulation
study of the melting of Pd–Pt nanoclusters. Phys Rev B 71:195415

16. Rodrıguez-López J, Montejano-Carrizales J, José-Yacamán M (2003) Molecular dynamics
study of bimetallic nanoparticles: the case of AuxCuy alloy clusters. Appl Surf Sci 219:56–63

17. Yin J, Shan S, Yang L, Mott D, Malis O, Petkov V, Cai F, Shan Ng M, Luo J, Chen BH
(2012) Gold–copper nanoparticles: nanostructural evolution and bifunctional catalytic sites.
Chem Mater 24:4662–4674

18. Taherkhani F, Akbarzadeh H, Abroshan H, Fortunelli A (2012) Dependence of self-diffusion
coefficient, surface energy, on size, temperature, and Debye temperature on size for aluminum
nanoclusters. Fluid Phase Equilib 335:26–31

19. Huang S-P, Balbuena PB (2002) Melting of bimetallic Cu–Ni nanoclusters. J Phys Chem B
106:7225–7236

20. Taherkhani F, Rezania H (2012) Temperature and size dependency of thermal conductivity of
aluminum nanocluster. J Nanopart Res 14:1–8

21. Negreiros F, Taherkhani F, Parsafar G, Fortunelli A (2012) Kinetics of chemical ordering in a
Ag–Pt nanoalloy particle via first-principles simulations. J Chem Phys 137:194302

22. Mejía-Rosales SJ, Fernández-Navarro C, Pérez-Tijerina E, Montejano-Carrizales JM, José-
Yacamán M (2006) Two-stage melting of Au–Pd nanoparticles. J Phys Chem B 110:12884–
12889

23. Mehrer H, Eggersmann M, Gude A, Salamon M, Sepiol B (1997) Diffusion in intermetallic
phases of the Fe–Al and Fe–Si systems. Mater Sci Eng A 239:889–898

24. Holzapfel C, Chakraborty S, Rubie D, Frost D (2009) Fe–Mg interdiffusion in wadsleyite: the
role of pressure, temperature and composition and the magnitude of jump in diffusion rates at
the 410 km discontinuity. Phys Earth Planet Inter 172:28–33

25. Lott K, Nirk T, Volobujeva O (2002) Chemical self-diffusion in undoped ZnS and in undoped
CdSe. Cryst Eng 5:147–153

26. Palagin D, Doye PK (2014) Ni-based nanoalloys: towards thermally stable highly magnetic
materials. J Chem Phys 141:214302

27. Smith W, Todorov IT (2006) A short description of DL_POLY. Mol Simul 32:935–943
28. Qi Y, Çağın T, Kimura Y, Goddard WA III (1999) Molecular-dynamics simulations of glass

formation and crystallization in binary liquid metals: Cu–Ag and Cu–Ni. Phys Rev B
59:3527–3533

29. Qi Y, Çağin T, Kimura Y, Goddard WA III (2001) Viscosities of liquid metal alloys from
non-equilibrium molecular dynamics. J Comput Aided Mater 8:233–243

30. Özdemir KS, Tomak M, Uludoğan M, Çağın T (2004) Liquid properties of Pd–Ni alloys.
J Non-Cryst Solids 337:101–108

31. Cleri F, Rosato V (1993) Tight-binding potentials for transition metals and alloys. Phys Rev B
48:22

32. Kart H, Tomak M, Çağin T (2005) Thermal and mechanical properties of Cu–Au intermetallic
alloys. Model Simul Mater Sci 13:657–669

33. Lv YJ, Chen M (2011) Thermophysical properties of undercooled alloys: an overview of the
molecular simulation approaches. Int J Mol Sci 12:278–316

34. Akbarzadeh H, Yaghoubi H, Shamkhali AN, Taherkhani F (2013) Effects of gas adsorption on
the graphite-supported Ag nanoclusters: a molecular dynamics study. J Phys Chem C
117:26287–26294

94 F. Taherkhani



35. Akbarzadeh H, Yaghoubi H, Shamkhali AN, Taherkhani F (2014) CO adsorption on Ag
nanoclusters supported on carbon nanotube: a molecular dynamics study. J Phys Chem C
118:9187–9195

36. Taherkhani F, Freshteh Seresht P (2015) Doping effect on the Janus-like structure of a copper–
iron bimetallic nanocluster and its solid–liquid phase transition. PTEP 4:043I01, 1–12

37. Taherkhani F, Parviz Z, Akbarzadeh H, Fortunelli A (2015) Temperature and doping effect on
thermal conductivity of copper–gold icosahedral bimetallic nanoclusters and bulk structures.
J Phys Chem C 119:7922–7932

38. Ala-Nissila T, Ferrando R, Ying S (2002) Collective and single particle diffusion on surfaces.
Adv Phys 51:949–1078

39. Taherkhani F, Negreiros FR, Parsafar G, Fortunelli A (2010) Simulation of vacancy diffusion
in a silver nanocluster. Chem Phys Lett 498:312–316

40. Taherkhani F, Akbarzadeh H, Rezania H (2014) Chemical ordering effect on melting
temperature, surface energy of copper–gold bimetallic nanocluster. J Alloy Compd 617:746–
750

41. Akbarzadeh H, Taherkhani F (2013) Cluster size dependence of surface energy of Ni
nanocluster: a molecular dynamics study. Chem Phys Lett 558:57–61

42. Heinonen V, Achim CV, Elder KR, Buyukdagli S, Ala-Nissila T (2014) Phase-field-crystal
models and mechanical equilibrium. Phys Rev E 89:032411

43. Laasonen K, Panizon E, Bochicchio D, Ferrando R (2013) Competition between icosahedral
motifs in AgCu, AgNi, and AgCo nanoalloys: a combined atomistic−DFT study. J Phys
Chem C 117:26405–26413

44. Alavi S, Thompson DL (2006) Molecular dynamics simulations of the melting of aluminum
nanoparticles. J Phys Chem A 110:1518–1523

6 Doping Effect on Melting Temperature for Gold–Copper … 95



Chapter 7
Correlation of the Experimental
and Theoretical Study of some Novel
2-Phenazinamine Derivatives in terms
of DFT-Based Descriptors

Seema Dhail, Prabhat Ranjan and Tanmoy Chakraborty

Abstract Recently, Gao et al. reported the synthesis of novel 2-phenazinamine
derivatives as one of the promising anticancer drugs isolated from a marine
Actinomycete BM-17. They evaluated the anti-cancerous activity of novel
2-phenazinamine derivatives towards various cancerous cell lines, as well as 293T
(epithelial cells from human embryo kidney) non-cancer cells. They also revealed
some qualitative features of the phenazinamine derivatives in terms of their inhi-
bitory activity against MCF7 cancer cells as compared to cisplatin. In this report,
we have made QSAR/QSPR correlation for anticancer activity of 19 newly syn-
thesized novel 2-phenazinamine derivatives in terms of their global and local
Density Functional-Based Descriptors. The global descriptors invoked in the pre-
sent study are hardness, softness, electrophilicity index and the molecular elec-
tronegativity. The variation of experimental activity with structure of the drug
molecules is nicely correlated in terms of computed global descriptors and the
preferred site of attack by the cancer cells on the drug molecules is also identified
by Fukui function, local softness and local philicity indexes. Finally, we have
predicted QSAR models invoking multi-linear regression analysis method in terms
of experimental activity and computed global quantum mechanical descriptors.
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7.1 Introduction

Cancer is recognized under a broad group of diseases involving unregulated cell
growth. Due to uncontrolled cell division and growth they become malignant
tumors, and invade the various parts of the body. They spread to various body
systems mainly in lymphatic system, by which they infect the other body parts also.
A number of scientists are involved to identify potent bio-active compounds for
resisting the cancer disease. Phenazinamine is one of the potent anti-cancerous
drugs which have been used for curing various cancer cells since 1959. Due to the
small size of phenazinamine molecules, it can easily permeate the tissues and
various organs easily [1, 2]. Some of the phenazinamine molecules are regarded as
secondary metabolites of Streptomyces, Pseudomonas and other marine microor-
ganisms [3]. Due to easy availability and having various biological activities, they
have attracted considerable attention.

Recently, Gao et al. [4] reported about the synthesis and anti-cancer activity of a
novel series of 2-phenazinamine derivatives. Novel 2-phenazinamine derivatives
act as one of the promising anti-cancer drugs, isolated from a marine Actinomycete
BM-17 [5]. They evaluated the anti-cancerous activity of 2-phenazinamine
derivatives towards various cancerous cell lines, as well as towards 293T (epithe-
lial cells from human embryo kidney) non-cancer cells. They also identified that
some of the instant derivatives possess potent anti-cancer efficacy comparable to
cisplatin as reference drug against human breast adenocarcinoma cell line (MCF7).
But in the case of 293T non-cancer cell, it exhibits hardly any effect [6, 7].

In this present work, we have tried to explore a correlation between the known
experimental anti-cancerous activities of 2-phenazinamine derivatives on MCF7
cancerous cells [8] and theoretically computed global and local quantum
mechanical density functional-based descriptors. In addition to invoking local
density functional-based descriptors, an attempt has been made to locate the most
reactive site in the drug molecules. Finally we have predicted some regression
models in terms of Quantitative Structure Activity Relationship (QSAR) analysis.
Multilinear Regression Analysis has been performed to compute such models.

7.2 Computational Methods

In this venture, we have theoretically studied 19 derivatives of 2-phenazinamine
compounds, possessing anti-cancer activity. The parent structure of
2-phenazinamine has been presented in Fig. 7.1. The derivatives of bioactive
2-phenazinamine which have been used in this study are arranged in Fig. 7.2.

The structures of all the 2-phenazinamine derivatives are created by ISIS Draw 2.2
software and 3D modeling of the instant compounds is performed with the help of
Gaussian 03 software. We have computed various DFT-based descriptors invoking
semi-empirical, Hartree-Fock and DFT methods. Gaussian 03 software [9] has been
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used to optimize the structures of phenazinamine derivatives. It may be pointed out that
the semi-empirical methods are more reliable than the ab initio methods [10] in
QSAR/QSPR study. Invoking Koopmans theorem [11, 12], ionization energy (I) and
electron affinity (A) have been calculated using the following formulae:

I ¼ �eHOMO

A ¼ �eLUMO

Thereafter, using I and A, the electronegativity (χ), global hardness (η), molec-
ular softness (S) and electrophilicity index (ω) have been computed. For the
computation of global reactivity descriptors, we have used the following equations:

v ¼ �l ¼ IþA
2

where μ represents the chemical potential of the system.

g ¼ I � A
2

S ¼ 1
2g

x ¼ l2

2g

For the computation of local descriptors, we have used semi-empirical PM6
method [12–15]. The HOMO and LUMO eigenfunctions obtained from PM6

Fig. 7.1 Core structure of phenazinamine
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Fig. 7.2 Various derivatives of newly synthesized phenazinamine derivatives
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calculation have been used for computing Fukui function ðf�; f þ ; f 0Þ with the help
of following formulae [4, 5, 16]:

For governing electrophilic attack,

f�ðrÞ � qHOMOðrÞ

4131

SO

15 

O CH3

O
16 

Cl

O

17 

O

18 
CH3

O
19 

O

11 

O

12 

O

O

S

O

Fig. 7.2 (continued)
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For governing nucleophilic attack,

f þ ðrÞ � qLUMOðrÞ

For governing radical attack,

f 0ðrÞ � 1
2
qHOMOðrÞþ qLUMOðrÞ½ �

The local softness values have been evaluated using the following equations
[17–22]:

For governing electrophilic attack,

s�ðrÞ ¼ S � f�ðrÞ

For governing nucleophilic attack,

sþ ðrÞ ¼ S � f þ ðrÞ

For governing radical attack,

s0ðrÞ ¼ S � f 0ðrÞ

The local philicity indices have been evaluated through the equations as follows
[16]:

For governing electrophilic attack,

x� ¼ x � f�ðrÞ

For governing nucleophilic attack,

xþ ¼ x � f þ ðrÞ

For governing radical attack,

x0 ¼ x � f 0ðrÞ

The observed activity along with the reactivity parameters, computed in terms of
semi-empirical, Hartree–Fock and DFT methods, namely global hardness (η),
molecular softness (S), electrophilicity index (ω) and electronegativity (χ) are
presented in Table 7.1. To perform the QSAR/QSPR analysis, multi-linear
regression analysis has been adopted. The global quantum mechanical descrip-
tors, computed through PM6 method are used separately for regression analysis.
We have performed the multi-linear regression analysis using experimental MCF7
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as dependent variables and various combinations of the selected quantum
mechanical descriptors as independent variables for a series of 2-phenazinamine
derivatives. The standard statistical software MINITAB 16 has been used in the
multi-linear analysis [23].

7.3 Results and Discussion

Recently, Gao et al. [4] have reported the synthesis of some novel 2-phenazinamine
derivatives. The experimental findings reported have been used in this paper to
make a correlation with computed DFT-based counterparts. Correlation of exper-
imental drug activity with theoretical descriptors and identification of the probable
site of reaction in terms of local parameters are the main jargon in the domain of
drug research. Molecular reactivity is expected locally but not globally. According
to the review of earlier research papers based on QSAR studies it was proved that
theoretical descriptors that are effective in site selectivity are local softness, Fukui
functions and the local philicity index [17–22]. We have used global electron
seeking parameters using electrophilicity index for all the 19 derivatives of
phenazinamine. Using electrophilicity index descriptor, we can easily evaluate the
electron donating and electron accepting power of the molecules. Moreover, while
comparing the global electrophilicity index together with the Fukui function, local
softness and local electrophilicity index, it can be easily predicted the mode of
reaction as nucleophilic or electrophilic substitution reaction at the reactive site of a
molecule.

Looking at Fig. 7.2, we have divided all the derivatives of a phenazinamine in
two groups according to the structure of substitutions added at N3 position.
According to the research studies of Gao et al. [4], all the nineteen newly syn-
thesized compounds were subjected to in vitro cytotoxicity evaluation against
MCF7 (human breast adenocarcinoma) cell lines using cisplatin as the reference
drug. Their report revealed that compound number 7 shows the highest growth
inhibitory activity and is 2.4 fold more potent than the cisplatin on MCF7 cell lines;
compound number 13 shows activity close to cisplatin and compounds number 12
and 17 show significant activity towards the MCF7 cell lines. But in the case of
compounds number 16 and 19 they show less potency towards MCF7 cell lines [4].
Our computed theoretical parameters partly support this experimental observation.
As global hardness and activity are known to run in opposite directions, computed
DFT-based global hardness for compounds 7, 12, 13, 16, and 19 validate the
experimental observations. On the basis of structural similarity, we have divided all
the instant derivatives of phenazinamine into two groups as shown in Tables 7.2
and 7.3. We correlate all the experimental activity with the calculated theoretical
activity as shown in Tables 7.2 and 7.3 based on global properties of newly syn-
thesized compounds using DFT-based descriptors. From the results we conclude
that experimental activity runs hand in hand with the calculated theoretical data for
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all the instant phenazinamine compounds. Our theoretical calculated data show the
same reactivity pattern as the experimental research findings.

In the case of calculated local reactivity descriptors for predicting the probable
site of nucleophilic reaction, the values of the nitrogen atom at the position 3 of the
compounds 7, 12, and 13 are consistently higher than the corresponding values of
nitrogen at different positions of other compounds as shown in Tables 7.4, 7.5 and
7.6. Thus, the computed values of local reactivity descriptors predict that if the
species 7, 12 and 13 undergo the nucleophilic reaction, the preferred attacking site
is on the nitrogen atom of position 3 by a bio-molecule.

7.3.1 QSAR Modeling

The activities of bio-molecules are highly influenced by their electronic structures.
The density functional descriptors like the global hardness (η), global softness (S),
electronegativity (χ) and global electrophilicity index (ω) have been useful in
analyzing and correlating the drug activities of bio-molecules. A number of
researchers have already successfully applied the quantum mechanical and density
functional descriptors in QSAR/QSPR analysis [12].

In this venture, we have tried to establish a correlation between the in vitro
cytotoxicity (IC50, μM) of the compounds against human cancer cell lines named as
MCF7 of a series of phenazinamine derivatives with a number of calculated
quantum mechanical descriptors as shown in Figs. 7.3, 7.4 and 7.5. Multi-linear
regression analysis is the most common method used in QSAR analysis. We have

Table 7.4 Calculated local reactivity parameters: Fukui functions (f −, f +), local softness (s−, s+)
and local philicity indexes (ω−, ω+) of compound 7

Reactive centre f − f + s− s+ ω− ω+

N3 0.0025 5.4206 1.7907 0.0084 1.0768 5.0879

Table 7.5 Calculated local reactivity parameters: Fukui functions (f −, f +), local softness (s−, s+)
and local philicity indexes (ω−, ω+) of compound 12

Reactive centre f − f + s− s+ ω− ω+

N3 0.0022 9.6675 3.1822 0.0074 1.9450 4.5479

Table 7.6 Calculated local reactivity parameters: Fukui functions (f −, f +), local softness (s−, s+)
and local philicity indexes (ω−, ω+) of compound 13

Reactive centre f − f + s− s+ ω− ω+

N3 0.01209 9.6052 0.0003 0.0395 1.9786 0.0002
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used this multi-linear regression analysis in this venture for QSAR modeling and to
predict the drug activity of a series of newly synthesized phenazinamine derivatives
as shown in Table 7.7.
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Fig. 7.4 Multi-linear regression analysis between experimental (MCF7) and computed data using
Hartree–Fock method
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semi-empirical method
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7.4 Conclusion

In the present report, we have tried to make a correlation between the experimental
drug activities of 2-phenazinamine derivatives against MCF7 cancerous cell lines
with our calculated density functional-based global and local reactivity descriptors.
The global descriptors computed invoking semi-empirical, Hartree–Fock, and DFT
methodologies nicely correlate the variation of activity with the structure of the
biologically active phenazinamine derivatives. A search has been also launched for
identifying the preferred site of attack by the cells on the phenazinamine deriva-
tives. Moreover, the preferred nature of the reaction by the biologically active
phenazinamine compounds while attaching with the cancerous cells has been
predicted in terms of local quantum mechanical descriptors. Finally, a model

Table 7.7 Suggested regression model using quantum mechanical global descriptors computed
through PM6 method for a series of phenazinamine derivatives

Method Regression models (descriptors computed through PM6
method)

R2 R2

(Adj.)

Semi-empirical Activity (IC50, μM) = −347815 + 281639 χ + 571079
η + 37294 S − 2523681 ω

0.99 0.98

Hartree-Fock Activity (IC50, μM) = 353867 − 85454 χ − 565906
η − 43037 S + 298548 ω

0.99 0.99

DFT Activity (IC50, μM) = 622159 − 303431 χ − 1417681
η − 46565 S + 2125306 ω

0.99 0.96
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Fig. 7.5 Multi-linear regression analysis between experimental (MCF7) and computed data using
DFT methodology
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between experimental activities with theoretical counterparts has been established
in terms of QSAR analysis. High regression coefficient of regression-based model
validates our effort.
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Chapter 8
Analyzing Interaction Energy of Polycyclic
Aromatic Hydrocarbons (PAH) Dimers

Sahar Abdalla and Reinhold F. Fink

Abstract The potential energy surfaces of several dimer configurations of poly-
cyclic aromatic hydrocarbons (e.g., naphthalene and anthracene) have been inves-
tigated. The calculations have been carried out using both force field and quantum
mechanical methods, in particular Hartree Fock (HF-D3) and Density Functional
B97d-D3 approaches, which include dispersion corrections in both cases. The
quantum mechanical methods give rise to very similar potential energy surfaces
with pronounced minimum structures, which are not reproduced with force field
methods. The Morokuma decomposition of the Hartree–Fock interaction energies
into physical components (electrostatic, repulsion and relaxation energies) shows
that the interaction energy in the p-conjugated is strongly dominated by the
repulsion, electrostatic, and dispersion energies.

Keywords Polycyclic aromatic hydrocarbons � Potential energy surface �
Interaction energy � Decomposition analysis

8.1 Introduction

Much interest has been devoted to the properties of weakly bound van der Waals
complexes of p-systems because of their utility in diverse fields. Intermolecular
interactions between polycyclic aromatic hydrocarbon (PAH) molecules are unique,
due to the p-type molecular orbitals contributions. The intermolecular interactions
between the aromatic rings can be obtained experimentally by using spectroscopic
techniques [1, 2]. The interaction between the p orbitals is designated as p–p
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interaction (also called stacking interaction), while that with the C–H bonding is
named a C–H…p interaction. The strength between these interactions determines
the structure of PAH clusters and crystals as well as the mutual orientation of these
molecules in amorphous phases. A significant number of experimental and theo-
retical works address PAH dimers such as benzene [3–24], naphthalene [1, 3–5, 25–
32] and anthracene [33, 34].

The importance of the interactions between aromatic rings comes from the fact
that it influences the three-dimensional structures of proteins and DNA and the
crystal packing of molecules containing aromatic ring [35, 36]. In particular, small
aromatic hydrocarbons have been studied in stacked conformations as models for
p–p interactions in biochemistry. Larger polycyclic aromatic hydrocarbons (PAHs),
such as pyrene, are of direct biological interest as such molecules can be incor-
porated into DNA chains. This process is of relevance for carcinogenesis and for
DNA-based nanotechnology [37]. Larger size PAHs have gained also considerable
attention as semi-conducting materials [38]. As the electronic properties of such
substances are a strong function of the intermolecular arrangement, the interactions
of molecules containing conjugated p bonds represent a key for understanding the
atomistic details of these materials [39].

It is rather demanding to obtain reliable intermolecular interaction potentials of
PAHs due to the high theoretical level required for this purpose. Such potentials are
useful for the development of force fields of these molecules [40, 41]. However, in
order to set up reliable force fields it is even more important to obtain knowledge on
the physical origins of the interaction between PAHs which means to partition the
interaction energy in physically meaningful contributions that can be cast in dif-
ferent contributions of a force field.

Over the years several partition schemes have been developed. The energy de-
composition analysis (EDA) by Kitaura and Morokuma was originally developed in
the framework of the fragment molecular orbital method (FMO) [42, 43]. In this
scheme the interaction energy is divided into the electrostatic, exchange-repulsion,
polarization, charge transfer, exchange polarization, and the remaining energy
designated as coupling term. Ziegler modified the scheme of Morokuma and
introduced another energy partitioning version which is known in the literature as
Morokuma–Ziegler decomposition [44–46]. According to this scheme, the interac-
tion energy is divided into the electrostatic energy, Pauli repulsion, charge transfer,
polarization, and orbital interaction energies, where the latter accounts for the
electron pair bonding. Another partitioning scheme has been developed by applying
the Natural Bond Orbital (NBO) analysis to the SCF wave function and transforming
the Fock matrix to the NBO basis, this scheme is known as Natural Energy
Decomposition Analysis (NEDA) [47]. The NEDA partitions the interaction energy
into charge transfer (CT), electrostatic (ES), deformation (DEF), and basis set
superposition error (BSSE), each of these components is evaluated as difference of
energy expectation values for fully antisymmetric intermediate wave functions. In
the first extension of NEDA [48], the electrostatic interaction energy of the first
approach is further decomposed into “pure” electrostatic (ES), polarization (POL),
and exchange (EX) contributions. In the second extension of NEDA [49], the linear
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response theory was applied to separate the electrical self-energy (SE) from the DEF
component. As a result of that, the energy is given by three components: electrical
interaction (EL), charge transfer (CT), and core repulsion (CORE), whereas the EL
components are decomposed into the electrostatic (ES), polarization energy (POL),
and electrical self-energy (SE). Using a different strategy, the Aromatic
Intermolecular Interaction Model (AIMI) breaks down the energy by calculating the
electrostatic energy to be the interaction between distributed multipoles of the
fragments and the induction energy is obtained by the interaction of polarizable sites
with the electric field produced by the multipoles [4, 50, 51]. In the block-localized
wave function (BLW) scheme, all electrons and basis orbitals of a system are divided
into subgroups of individual fragments. The energy is decomposed into electrostatic
(ES), exchange (EX), polarization (POL), and charge transfer (CT) contributions
[52]. In the Absolutely Localized Molecular Orbital (ALMO) scheme, the energy is
split into an energy associated with geometry distortion of the isolated molecules
from their optimized geometry to the geometry that they have in the complex, the
frozen density term defined as the SCF energy change that corresponds to bringing
infinitely separated distorted molecules into the complex without any relaxation of
the MOs on the fragments, polarization energy, and charge transfer [53]. The energy
decomposition analysis of Morokuma, Ziegler and Rauk [42–46] has been reim-
plemented recently by Su and Li [54]. In this scheme, the energy decomposes into:
electrostatic, exchange, repulsion, polarization, and dispersion energies. Another
strategy is to analyze the interaction energy in terms of the properties of the
monomers by Symmetry-Adapted Perturbation Theory (SAPT), where the frag-
ments are regarded as a zero-order starting point and the intermolecular interaction
between the fragments is considered as a perturbation [55, 56].

In the present work, we investigated the potential energy surface of naphthalene
and anthracene dimers. We are particularly interested to understand the behavior of
the potential energy surface. Moreover, by analyzing the interaction energies of the
PAHs, we provide information about the physical origin of interactions, which are
useful for the development of force field methods of these species. To this end, we
analyzed the interaction energies of different dimer configurations. The concept of
this approach can be extended to larger aromatic hydrocarbons systems and the
results are utilized to gain insight into the underlying physical interaction
mechanism.

8.2 Computational Methods

Single-point energy calculations were performed for naphthalene and anthracene
dimers by using force field methods and quantum mechanical calculations along
with dispersion corrections. For the force field, the MM+ and AMOEBA09 were
applied [57, 58]. The quantum mechanical calculations were performed by using
the Hartree–Fock and the B97d functional of the Density Fuctional Theory
(DFT) [59]. The quantum mechanical calculations employ the D3-dispersion
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correction of Grimme [59–61]. Throughout this paper, the TZVP basis set was used
[62]. It has been reported that the B97d gives good and affordable results for studies
involving the interaction energies of the aromatic molecules [63]. Furthermore, we
believe that because of the use of large basis set, the counterpoise correction is
small and it does not influence the results.

The interaction energy (Eint) of the hydrocarbons was calculated by subtracting
the sum of the total energies of the monomers from the total energy of the dimer in
their distorted positions as represented in Eq. 8.1.

DEint ¼ EA�B � EA � EB ð8:1Þ

where EA−B is the total energy of the dimer, while EA and EB are the monomer
energies. The interaction energy in Eq. 8.1 is obtained by the supermolecule
approach but it does not provide any information about the origin of this interaction.
In order to get knowledge about the physical origin of the interaction, we have
analyzed the interaction energies of the HF level by a scheme based on Morokuma
decomposition scheme [42]. In this approach, an energy expectation value of a
closed-shell dimer system with n doubly occupied orbitals is calculated as

Eh iw1w2...wn
¼

Xn
a¼1

2 wajĥ waj� �þ Xn
a�b

2 wawajwbwbð Þ � wawbjwawbð ÞþVnuc ð8:2Þ

where ĥ is the one particle operator which represents the kinetic energy and the
electron nuclear attraction energy, (wawa|wbwb) is a two-electron integral in the
Mulliken (11|22) notation, and Vnuc is the nuclear repulsion energy.

The binding energy is partitioned into the electrostatic energy

EES ¼ Eh iwA
1 ...w

A
nS;

~wB
1 ...

~wB
nB
�EA � EB ð8:3Þ

where EA and EB are the monomer energies, nA and nB are the corresponding
numbers of electrons.

wA
i and wB

i are the optimal molecular orbitals for the system A and B, respec-
tively. The Pauli repulsion energy is evaluated as

EPL ¼ Eh iwA
1 ...w

A
nS;

~wB
1 ...

~wB
nB
� Eh iwA

1 ...w
A
nA; w

B
1 ...w

B
nB

ð8:4Þ

where the orthonormalized orbitals ~wB
1 . . .

~wB
nB are obtained in a Schmid orthogo-

nalization procedure with respect to the orbital set ~wA
1 . . .

~wA
nA. The relaxation energy

is readily obtained from the Hartree–Fock orbitals of the dimer system w1. . .wn as

EREL ¼ Eh iw1...wn
� Eh iwA

1 ...w
A
nA;

~wB
1 ...

~wB
nB

ð8:5Þ

The dispersion energy is obtained from the empirical D3 scheme of Grimme.
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8.3 Results and Discussion

8.3.1 Potential Energy Surface

Figures 8.1 and 8.2 represent the potential energy surface for naphthalene and
anthracene, respectively, as obtained from the parallel displacement (PD) of one of
the monomers along the longitudinal axis (X-axis) of the molecule (shown in
Fig. 8.3). The distance between the monomers along the Z-axis has been chosen to
be 3.5 Å. The potential energy was calculated by using the standard and the
advance force field methods (MM+ and AMOEBA09) [57, 58] versus the
B97d-D3/TZVP method [61–63]. It is clear that neither the standard nor
the advance force field methods reproduces the correct potential energy surface of
the polycyclic aromatic hydrocarbons, whereas in the case of B97d-D3/TZVP
calculations, the minimum and the maximum structures are well observed in the

Fig. 8.1 Potential energy
surface of naphthalene:
standard (MM+) and
advanced (AMOEBA09)
force field methods versus the
B97d-D3/TZVP level of
theory

Fig. 8.2 Potential energy
surface of anthracene:
standard (MM+) and
advanced (AMOEBA09)
force field methods versus the
B97d-D3/TZVP level of
theory
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potential energy surface. The goal of the present work is to understand the source of
the oscillations in the potential energy surface obtained by the quantum mechanical
calculations. Moreover, this may open a window of thinking and research for those
who are interested in developing the force field methods to reparameterize and
improve the performance of the advanced force field methods to give a better
description of the potential energy surface of the polycyclic aromatic hydrocarbon
dimers.

The most interesting point in the potential energy surface of the dimers of the
polycyclic aromatic hydrocarbons (shown in Fig. 8.4) for the parallel displacement
(PD) orientation is the correlation between the number of the diffuse rings in the
acene member and the number of minimum structures regarding the displacement
of one of the monomers with respect to the other along the longitudinal axis of the
molecule.

Fig. 8.3 The parallel
displacement
(PD) configuration

Fig. 8.4 The potential
energy surface of the
polycyclic aromatic
hydrocarbon dimers:
naphthalene, anthracene,
tetracene, and pentacene
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8.3.2 Decomposition Analysis

The analysis scheme used in the present work based on Morokuma analysis [42,
43], which has been described in the computational section, was applied to analyze
the Hartree–Fock interaction energy of the PAHs. The interaction energies of
naphthalene and anthracene are partitioned into: electrostatic, repulsion, and
relaxation energies. The electrostatic energy includes classical electrostatic inter-
action energies between the occupied molecular orbitals as well as those causing
mixing of molecular orbitals, i.e., classical and the exchange electrostatic. The
repulsion energy is the energy between the occupied molecular orbitals. The
relaxation term here refers to the sum of polarization EPOL, charge transfer ECT,
exchange polarization EEXPOL, and the coupling term EMIX in the original
Morokuma scheme [42, 43]. Figures 8.5 and 8.6 represent Morokuma decompo-
sition analysis for naphthalene and anthracene dimers in the parallel displacement
orientation, respectively. It is worth to mention that the dispersion energies have
been calculated independently of the scheme.

Fig. 8.5 Analysis of the interaction energy in naphthalene dimer in the PD orientations
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The repulsion curve is a structural curve; the relaxation energies have very small
values. The dispersion energy curve is a very smooth curve contributing to the
stability of the structures. The addition of the repulsion and the electrostatic ener-
gies generates a structural curve almost similar to the potential energy curve.
Therefore, the source of the oscillation in the potential energy curve may be due to
the sum of the repulsion and electrostatic energies. The analysis of the interaction
energies for the most stable conformations in different orientations (cross,
T-structures, PD and SP) is shown in Table 8.1. The cross, T1, and T2 structures of
naphthalene and anthracene are presented in Fig. 8.7. The cross configuration is the
most stable dimer structure. The total Hartree–Fock energies of the PD and SP
configurations of naphthalene are in agreement with results obtained by CCSD(T)
method [32].

It is also interesting to investigate the influence of substituting the terminal
hydrogens in the PAHs by polar groups, and how does that affect the potential
energy. To achieve this goal, a derivative of naphthalene (6,7-dihydroxynaphthalene-
2,3-dicarbonitrile), whose structure is shown in Fig. 8.8, has been investigated in the
parallel displacement (PD) orientation.

Fig. 8.6 Analysis of the interaction energy in anthracene dimer in the PD orientations
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The resulting potential energy of the parallel displacement along the longitudinal
axis (X-axis) of the molecule is represented in Fig. 8.9. The binding energy is found
to increase and the minimum and the maximum structure positions are strongly
modified compared to that of naphthalene and this may announce a new crystal
structure.

Table 8.1 Decomposition of the interaction energy of the most stable naphthalene (anthracene)
dimers in different orientations (energy contributions given in kcal/mol)

Energy contributions PD Cross T1 T2 SPa

Electrostatic −22.80
(−3.86)

−18.19
(−23.45)

−18.07
(−27.42)

−7.92
(−16.31)

−19.42
(−27.48)

Repulsion 31.35
(46.31)

24.38
(30.23)

22.94
(35.26)

10.45
(22.16)

26.21
(36.54)

Relaxation −1.42
(−2.22)

−1.24
(−1.52)

−1.70
(−2.72)

−0.73
(−1.52)

−1.36
(−2.05)

Dispersion −12.44
(−18.55)

−11.06
(−16.11)

−8.36
(−12.61)

−5.29
(−6.71)

−11.61
(−17.03)

Total −5.31
(−8.32)

−6.11
(−10.85)

−5.20
(−7.49)

−3.49
(−2.38)

−6.18
(10.02)

Total (CCSD(T)/6-32G*) −5.32b −6.13b

aSP configuration corresponds to the shift of one of the monomers along both the longitudinal and
transversal axis of the molecule
bTaken from Ref. [32]

Fig. 8.7 Cross, T1, and T2 structures for naphthalene and anthracene
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8.4 Conclusions

In summary, we have presented results of analyzing the potential energy surface of
naphthalene and anthracene dimers. It is obvious that even the advanced force field
methods fail to describe the potential energy of the polycyclic aromatic hydrocar-
bon dimers properly, therefore additional parameters may be required, and this
could be interesting for people who are carrying out force field simulations for those
systems. The analysis of the interaction energies showed that the electrostatic
energy is the major source of stability in both naphthalene and anthracene. The
cross and slipped parallel conformers are the most stable structures. The intro-
duction of polar groups in naphthalene increases the binding energies and leads to
strongly modified minimum structures announcing different crystal structure

Fig. 8.8 Structure of 6,7-dihydroxynaphthalene-2,3-dicarbonitrile

Fig. 8.9 Potential energy surface of 6,7-dihydroxynaphthalene-2,3-dicarbonitrile
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compared to that of naphthalene. The source of oscillation in the potential energy
surface (parallel displacement) is essentially due to the sum of electrostatic and
repulsion energies.
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Chapter 9
A Uranium-Based Isothiosemicarbazone
Schiff Base Complex

Reza Takjoo, Seyedeh Fatemeh Mirisalimi and Hadi Amiri Rudbari

Abstract A uranium(VI) complex UO2(L-Sal)EtOH has been synthesized by
template reaction of 2-hydroxyacetophenone S-pentyl isothiosemicarbazone.hy-
drogen bromide (H2L), and salicylaldehyde (Sal) in the presence of uranium acetate
salt. The complex was characterized by elemental analyses, IR, mass, UV–Vis, and
X-ray diffraction methods. The crystal structure of the complex shows a distorted
pentagonal bipyramidal geometry, where the oxo atoms occupy the axial positions
and the pentagonal plane is defined by the N2O2 atoms of the tetradentate Schiff
base ligand and the O atom of the ethanol molecule. The N2O2 donor ligand is
coordinated to uranium(VI) via both deprotonated phenolic oxygen and azomethine
nitrogen atoms.

Keywords Isothiosemicarbazone � Uranium(VI) complex � Crystal structure �
Spectral

9.1 Introduction

Uranium metal ions having oxidation states (+3 to +6) have received much atten-
tion because of interesting bonding interactions between ligand donor sites and
metal, and also reactivity and diverse coordination modes [1–3]. In recent years,
many studies on uranium metal complexes have been done using soft and hard
donor ligands. Investigation of the spectral data of these compounds showed that
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uranium ions form more stable complexes with hard donor atoms such as nitrogen
and oxygen in contrast to the soft ones [4, 5].

Uranium complexes based on Schiff bases have wide application in medicine,
from diagnosis to treatment of many diseases. In recent years, in order to absorb the
nuclear waste, a number of tetradentate Schiff base ligands including salen and
salophen were designed to coordinate to uranium and led to separate it [6].

Isothiosemicarbazones are one of the most interesting Schiff bases that are good
candidates to form more stable complexes with uranium. These ligands coordinate
to the central metal via the sulfur atom, azomethine nitrogen atom and heteroatom
of aldehyde or ketone group forming bi-, tri-, and tetradentate Schiff base com-
plexes. Isothiosemicarbazones have attracted much attention due to their biological
properties such as antifungal, antibacterial, anticancer [7, 8], and also because of
their catalytic properties [9].

There are numerous examples of complexes with metals such as iron, cobalt,
copper, vanadium, zinc, and nickel using S-alkyl isothiosemicarbazone but only a
few uranium compounds of these ligands have been reported [10–14]. In this
project, a new uranium(VI) complex of 2-hydroxyacetophenone S-pentyl isoth-
iosemicarbazone.hydrogen bromide ligand is synthesized and characterized by
elemental analysis, IR, electronic spectra, mass, and X-ray diffraction.

9.2 Experimental

9.2.1 Materials and Apparatus

All chemicals and reagents were of reagent grade quality. Melting points were
determined using an Engineering Electrothermal 9300 apparatus and were uncor-
rected. Elemental analyses (C, H, N, and S) were performed using a Thermo
Finnigan Flash Elemental Analyzer 1112 EA. Infrared spectra were recorded on a
Scientific Spectrometer Buck 500 from 4000 to 400 cm−1 as KBr disc. UV–Vis
spectra were obtained on Agilent 8453 single beam photodiode array spectropho-
tometer. Mass spectra were recorded on a Varian CH-7 spectrometer at 70 eV. The
molar conductance measurement was measured on a Metrohm 644 conductometer
using 10−3 M solution of the complex in DMF at room temperature.

9.2.2 Synthesis of 2-Hydroxyacetophenone S-Pentyl
Isothiosemicarbazone.Hydrogen Bromide (H2L)

The suspension of thiosemicarbazide (0.400 g, 4 mmol) and pentyl bromide
(0.730 g, 5 mmol) in 5 ml ethanolic solution was refluxed for 1 h. Then, an
ethanolic solution (5 ml) of 2-hydroxyacetophenone (0.600 g, 4 mmol) was added
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and refluxed for an additional 1 h. After cooling, the pale yellow solid precipitate
was filtered, washed with ethanol, dried in air, and kept in a desiccator over silica gel.

Pale white fluffy. Yield: 0.51 g, 33 %. m.p.: 119 °C. Anal. calc. for
C14H22BrN3OS (360.31 g mol−1): C, 46.67; H, 6.15; N, 11.66; S, 8.90. Found: C,
47.04; H, 5.75; N, 12.58; S, 7.9 %. IR (KBr) cm−1: v(OH) 3442, v(NH2)as,s 3100,
3040, v(C=N) 1568 m, v(C=C) 1442 m, v(C–O) 1148 m, v(N–N) 1047 m, v
(C=N) + v(NH2) 1631 m, v(C–S) 767 m. Mass spectrometry: m/z (%) = 297 (5), 148
(43), 120 (20), 119 (15), 71 (30). UV/Vis (DMF) kmax, nm (log e, L mol−1 cm−1): 279
(4.38), 300 (3.69) sh, 323 (4.62), 363 (4.62).

9.2.3 Synthesis of (Allyl N-(2-Oxidobenzylidene)-N′-
(1-(2-Oxidophenyl)Ethylidene)
Carbamohydrazonothioato)(Ethanol)
Dioxouranium(VI)

To a solution of 2-hydroxyacetophenone S-pentyl isothiosemicarbazone.hydrogen
bromide (0.050 g, 0.14 mmol) and salicylaldehyde (0.021 g, 0.16 mmol) in 5 ml of
ethanol was added a solution of UO2(OAc)2⋅2H2O (0.056 g, 0.12 mmol) in the
same solvent (5 ml). The mixture was refluxed on a water bath for 1 h and left to
stand for two days at room temperature. The resulting red crystals were filtered,
washed with ethanol and dried in air.

Irregular red. Yield: 0.03 g, 30 %. m.p.: 213 °C. Molar conductivity (DMF):
21 X−1 cm−1 L−1. Anal. calc. for C23H28N3O5SU (696.23 g mol−1): C, 39.66; H,
4.05; N, 6.03. Found: C, 40.25; H, 4.48; N, 5.86. IR (KBr) cm−1: v(C=N) 1715 s; v
(C=N) 1607 m; v(C=C) 1430 m; v(C–O) 1127 m; v(N–N) 1047 m; v(U=O) 904 m.
Mass spectrometry: m/z (%) = 103 (15), 92 (12), 45 (12), 133 (17). UV/Vis
(DMF) kmax, nm (log e, L mol−1 cm−1): 376 (3.85), 322 (3.1), 582 (4.25).

9.2.4 Crystal Structure Determination

X-ray data for the complex, UO2(L-Sal)EtOH, were collected on a STOE IPDS-II
diffractometer with graphite monochromated Mo–Ka radiation. A red crystal was
chosen using a polarizing microscope and was mounted on a glass fiber which was
used for data collection. Cell constants and an orientation matrix for data collection
were obtained by least-squares refinement of diffraction data. Data were collected at
a temperature of 298(2) K in a series of x scans in 1° oscillations and integrated
using the Stöe X-AREA [15] software package. A numerical absorption correction
was applied using the X-RED [16] and X-SHAPE [17] software. The data were
corrected for Lorentz and polarization effects. The structures were solved by direct
methods using SIR2004 [18]. The non-hydrogen atoms were refined anisotropically
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by the full matrix least-squares method on F2 using SHELXL [19]. All hydrogen
atoms were added at ideal positions and constrained to ride on their parent atoms.
Crystallographic data for the complex are listed in Table 9.1.

9.3 Results and Discussion

9.3.1 Synthesis

The ligand H2L was prepared by allylation of thiosemicarbazide and then con-
densation with acetophenone. The complex was synthesized by template conden-
sation reaction of H2L and salicylaldehyde in the presence of uranium salt
(Scheme 9.1). All compounds are stable towards air and moisture at room tem-
perature. The complex molar conductivity is 21 X−1 cm2 mol−1 in DMF which
indicates non-electrolytic nature.

Table 9.1 Selected
crystallographic data and
structure refinements for
complex

Chemical formula C23H28N3O5SU

Formula weight 697.58

T (K) 298(2)

Crystal system, space group Triclinic, P-1

a (Å) 8.7296(17)

b (Å) 11.844(2)

c (Å) 13.270(3)

a (°) 80.30(3)

b (°) 88.38(3)

c (°) 81.43(3)

V (Å3), Z 1337.3(5), 2

Density (g/cm3), l (mm−1) 1.732, 6.18

F(000) 672

Theta range for data collection (°) 2.54–26.00

Index ranges −10 � h � 10
−14 � k � 14
−16 � l � 16

Refl. coll. 17930

Independent reflections 5264 (Rint = 0.0778)

Data/restraints/param. 5264/6/302

R, wR (I > 2(I)) 0.0392, 0.0864

R, wR (all data) 0.0649, 0.0912

Max. peak and hole (e/Å3) 0.585, −2.134
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9.3.2 Spectroscopic Studies

In the infrared spectrum of the ligand, bands at 3442, 3100 and 3040 cm−1 were
attributed to OH, asymmetric and symmetric NH2 stretching vibrations, respec-
tively [20]. These bands are absent after coordination of the ligand to the metal
through the phenolic oxygen atoms and condensation reaction of the salicylalde-
hyde with NH2. The bands at 2928 and 1442 cm−1 are assigned to stretching
vibrations of aliphatic C–H and C=C bonds, respectively [21, 22]. The C–O and
C=N bands are observed at 1148 and 1568 cm−1, respectively [20, 23]. The bands
due to C–S bending and N–N stretching are located at 767 and 1047 cm−1,
respectively [24, 25].

The electronic spectrum of the ligand exhibits two bands at 300 (3.69) and 279
(4.38) nm corresponding to intraligand transitions [26]. The bands at 323 (4.62) and
363 (4.62) nm are assigned to n ! p* transitions of azomethine and thioamide
moieties [22].

The parent ion peak of the ligand is seen at m/z 297. The peaks at m/z 71, 119,
120, and 148 are attributed to pentyl, C6H4(O)C(CH3), C6H4(OH)(CH=N), and
C6H4(OH)(C(CH3)(N–N)), respectively.

Scheme 9.1 Synthesis of uranium(VI) complex
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In the complex, the band at 1127 cm−1 is assigned to C–O of phenolic group and
appeared at lower energy in contrast to the ligand [23, 27]. Two different C=N
stretching vibrations are observed at 1604 and 1569 cm−1. In comparison with ligand
the first one exhibits a bathochromic shift [28, 29] and the second one is assigned to
methine bond made by template reaction [30]. The bands at 1047 and 904 cm−1 are
attributed to N–N and U–O symmetric stretching vibrations, respectively [31].

The parent ion of UO2(L-Sal)EtOH is not observed in the mass spectrum of
complex but the peak corresponding to [UO2(L-Sal)]

+ ion appeared with 10 %
abundance. The other important characteristic species are OCH2CH3, C6H4O,
SCH2CH2CH2CH2CH3, and C6H4(O)C(CH3)N occurring at m/z 45, 92, 103, and
133, respectively.

9.3.3 X-Ray Crystal Structure

The asymmetric unit of the complex consists of one crystallographically indepen-
dent molecule which is shown in Fig. 9.1.

The uranium(VI) centre is heptacoordinated with a pentagonal bipyramidal
geometry where the pentagonal plane is defined by the N2O2 tetradentate ligand and

Fig. 9.1 ORTEP diagram of the complex, UO2(L-Sal)EtOH
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the O atom of the ethanol molecule, and the axial positions are occupied by two
oxygen atoms. The ligand is coordinated as a N2O2 tetradentate ligand via
azomethine nitrogen (N3), thioamide nitrogen (N1), 2-acetylphenol phenolic oxy-
gen (O2), and salicylaldehyde phenolic oxygen (O1) atoms. The N3 atom exhibits
the biggest deviation (0.147 Å) from the equatorial donor atoms mean plane.

Similar to other U6+ compounds, the uranyl oxygen atoms are trans to each other
being slightly bent (178.04°). The U1–O2 bond is longer than the similar bond,
U1–O1, and it seems that the O3i–Hi���O2 (Symm. Code (i): −x, −y, 1 − z) inter-
molecular hydrogen bonding causes folding of C15–O2–U1 towards the neigh-
boring ethanol molecule and U1–O2 elongation. Complexation leads to the
formation of two six- and a five-membered chelating rings including
U1O1C1C6C7N1, U1N3C9C10C15O2, and U1N1C8N2N3, respectively.

Single and double classical characters of C–C and C=N bond distances indicate
p-delocalization of electron density around the isothioamide fragment. Selected
bond distances and angles of complex are summarized in Table 9.2.

According to CSD investigations, there are 15 similar structures with our
compound which show U=O distances in the range 1.741–1.792 Å. U=O distances
in UO2(L-Sal)EtOH are 1.761 and 1.763 Å which lie within the above region.

Two centrosymmetric molecules through O3–H���O2i (Symm. Code (i): −x, −y,
1 − z) hydrogen bondings are connected to each other forming a dimer with R2

2ð8Þ
graph set (Fig. 9.2).

Table 9.2 Selected geometrical parameters of the complex

U(1)–O(5) 1.761(5) O(5)–U(1)–O(6) 178.1(3) N(3)–U(1)–N(1) 61.5(2)

U(1)–O(6) 1.762(5) O(5)–U(1)–O(1) 91.9(2) C(8)–S(1)–C(17) 104.3(5)

U(1)–O(1) 2.238(6) O(5)–U(1)–O(2) 86.2(2) N(2)–C(8)–N(1) 122.4(8)

U(1)–O(2) 2.266(5) O(6)–U(1)–O(2) 92.4(2) N(2)–C(8)–S(1) 118.8(7)

U(1)–O(3) 2.405(5) O(1)–U(1)–O(2) 159.44(18) N(1)–C(8)–S(1) 118.8(8)

U(1)–N(3) 2.549(6) O(5)–U(1)–O(3) 91.0(2) C(15)–O(2)–U(1) 124.3(5)

U(1)–N(1) 2.562(7) O(6)–U(1)–O(3) 90.0(2) N(1)–C(7)–C(6) 128.2(8)

S(1)–C(8) 1.752(9) O(1)–U(1)–O(3) 80.1(2) C(7)–N(1)–C(8) 118.1(7)

C(8)–N(2) 1.311(11) O(5)–U(1)–N(3) 93.5(2) C(7)–N(1)–U(1) 128.0(6)

C(8)–N(1) 1.382(11) O(6)–U(1)–N(3) 84.7(2) C(8)–N(1)–U(1) 113.9(6)

O(2)–C(15) 1.348(9) O(1)–U(1)–N(3) 131.8(2) C(22)–O(3)–U(1) 126.7(6)

C(7)–C(6) 1.416(12) O(3)–U(1)–N(3) 147.5(2) C(9)–N(3)–N(2) 114.4(6)

N(3)–C(9) 1.309(10) O(5)–U(1)–N(1) 89.0(2) C(9)–N(3)–U(1) 127.7(5)

N(3)–N(2) 1.392(9) O(6)–U(1)–N(1) 90.9(2) N(2)–N(3)–U(1) 117.9(5)

O(1)–C(1) 1.305(10) O(1)–U(1)–N(1) 70.8(2) C(8)–N(2)–N(3) 113.7(7)

O(2)–U(1)–N(1) 129.6(2) C(1)–O(1)–U(1) 143.3(5)

O(3)–U(1)–N(1) 150.8(2)
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One-dimensional chain of the compound is formed by joining the dimers along
b axis with C11–H11���O6 hydrogen bonds (DA: 3.46(1) Å) (Fig. 9.3). The
C17-H17A���Cg

i (Cg
i : C1C2C3C4C5C6) p stacking interactions link the latter rib-

bons along a axis and generate two-dimensional ab sheets (Fig. 9.4). Figure 9.5
illustrates the 3D packing of the molecules in an ABAB manner.

Fig. 9.2 A perspective view of the dimer complex with a R2
2ð8Þ hydrogen-bond pattern

Fig. 9.3 1D chain involving dimers by C11–H11���O6
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Fig. 9.4 2D sheet view of complex

Fig. 9.5 3D packing view of complex
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Appendix A. Supplementary Material

CCDC 1028887 contains the supplementary crystallographic data for the com-
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Chapter 10
Theoretical Investigation
of the Conformational Stabilities, Internal
Rotations, and Vibrational Infrared
Spectra of 2-Formylpyridine,
3-Formylpyridine, and 4-Formylpyridine

Yunusa Umar and Jimoh Tijani

Abstract The molecular structures, conformational stabilities, and infrared vibra-
tional wave numbers of 2-formylpyridine, 3-formylpyridine, and 4-formylpyridine
have been computed using Becke-3-Lee-Yang-Parr (B3LYP) density functional
theory (DFT) method with 6-31+G* basis set. From the computations,
2-formylpyridine and 3-formylpyridine were predicted to exist predominantly in
cis conformation both in gas and solution phases. The infrared vibrational wave
numbers of the molecules in Cs symmetry were computed and compared with the
observed infrared vibrational wave numbers. The effect of solvents on the
conformational stability of the molecules in nine different solvents was investigated.
The Integral Equation Formalism in the Polarizable Continuum Model (IEF-PCM)
was used for all solution phase computations.

Keywords Density functional theory � Conformational stability � Vibrational
wave numbers � Solvent effect � Formylpyridine

10.1 Introduction

The molecules 2-formylpyridine (picolinaldehyde), 3-formylpyridine (nicotinalde-
hyde), and 4-formylpyridine (isonicotinaldehyde) are pyridine derivatives that con-
tain an aldehyde (CHO) group, substituted ortho, meta, or para to the nitrogen of a
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pyridine ring. The rotation of the aldehyde group on the pyridine rings of both
2-formylpyridine and 3-formylpyridine leads to two equilibrium configurations. As
such, both 2-formylpyridine and 3-formylpyridine can exist in two asymmetric planar
rotational conformers whereby the nitrogen and oxygen can be either ON-cis or
ON-trans. On the other hand, 4-formylpyridine has only one conformer as illustrated
in Fig. 10.1. Several experimental and theoretical studies examined the conforma-
tional preference and vibrational spectra of thesemolecules [1–4]. A brief summary of
the experimental and theoretical studies on conformational preference of the aldehyde
group on 2-formylpyridine and 3-formylpyridine has been reported [2, 3].
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It is well known that the position of equilibrium between alternative rotational
isomers of a particular molecule can be remarkably medium dependent and to the
best of our knowledge, computational studies about the effect of solvent on the
conformational preference of these molecules have not been reported. The ability
to predict the conformational preference and the rotational barrier reliably are of
great interest for systems where experimental conformational preference is not
clear and is strongly solvent dependent. Such study will contribute to a better
understanding of many controversial aspects of their molecular structures,
structural stabilities, and vibrational spectra. Thus, the aim of this work is to take
advantage of the quantum mechanics to carry out calculations that will aid in
clarifying experimental data and contribute to better understanding of the
molecular structures and conformational stabilities of the studied molecules. In
this study, molecular geometry, potential energy surface, and infrared vibrational
spectra of 2-formylpyridine, 3-formylpyridine, and 4-formylpyridine are investi-
gated using the Gaussian 03 program package [5]. Computations were performed
at DFT/B3LYP level of theory, which had been previously used successfully in a
variety of conformational studies [6–11].

10.2 Computational Methods

GAUSSIAN 03 program package was used to optimize the structures, predict
energies, and calculate infrared vibrational wave numbers for 2-formylpyridine,
3-formylpyridine, and 4-formylpyridine in their possible conformations (Fig. 10.1).
The trans and cis conformers of the studied molecules are defined by the position of
the carbonyl oxygen atom with respect to the adjacent C–C bond in pyridine ring
(Fig. 10.1).

The energies of the possible conformers of the molecules were optimized by
Becke’s three-parameter exchange functional [12] combined with Lee-Yang-Parr
[13] correlation functional (B3LYP) method using the standard 6-31+G* basis set.
From the data, the relative conformational stability and the barrier to internal
rotation were determined. The infrared vibrational wave numbers were computed
and then scaled by 0.955 and 0.967 for wave numbers above 1800 cm−1 and below
1800 cm−1 respectively [14]. The effect of solvents on the conformational stability
of 2-formylpyridine and 3-formylpyridine was investigated using solvents with
different polarities. Dielectric constants of 1.92, 4.90, 7.58, 10.36, 20.70, 24.55,
32.63, 46.70, and 78.39 were used as the values for heptane, chloroform,
tetrahydrofuran, dichloroethane, acetone, ethanol, methanol, dimethylsulfoxide and
water, respectively. The integral equation formalism in the Polarizable Continuum
Model (IEF-PCM) [15–17] was used for all solution phase computations.
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10.3 Results and Discussion

Generation of potential energy functions from the experimental data is a difficult
task, since only conformations near the minima are appreciably populated. The
alternative is to carry out accurate computation for appropriate numbers of rota-
tional angles. Therefore, to study the different conformations of the molecules,
potential energy scan (PES) for the internal rotation of the aldehyde group about the
C–C single bond was performed at B3LYP/6-31+G* level of theory. The rotational
energy profiles were obtained by optimizing the total energy at a fixed dihedral
angle, and the other parameters were relaxed to their equilibrium values. The
torsional angle ϕ(OC-CC) was varied in steps of 15ο between ϕ = 0ο (cis position,
where C=O bond eclipses the adjacent C–C bond) to ϕ = 180ο (trans position,
where the C=O bond is anti to the adjacent C–C bond). The adjacent C–C bond
refers to C2–C3, C3–C4, and C4–C5 (atoms numbering are given in Fig. 10.1) in
2-formylpyridine, 3-formylpyridine and 4-formylpyridine, respectively. The cis and
trans correspond to ON-trans and ON-cis, respectively. The saddle points were
determined, and full geometry optimization was carried out at the transition state.
Figure 10.2 shows the potential energy surface of the three molecules as a function
of the dihedral angle (ϕ). All the reported minima along the potential energy surface
were subjected to full geometry optimization, and the minimum was verified by
calculating the vibrational wave numbers that result in the absence of imaginary

Fig. 10.2 Computed internal rotational potential energy profiles for 2-formylpyridine,
3-formylpyridine and 4-formylpyridine
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wave numbers. The lowest energy structure for 2-formylpyridine and
3-formylpyridine was found to be the planar conformer with dihedral angle of
zero degree. On the other hand, both conformers of 4-formylpyridine have equal
energy due to the symmetry of the molecule. The highest energy structure for the
three molecules occurs at dihedral angle close to 90° (referred to as perpendicular
structure) which is the transition state with one imaginary infrared vibrational wave
number corresponding to the rotation of the aldehyde (CHO) group. The transition
states for 2-formylpyridine, 3-formylpyridine, and 4-formylpyridine are located at a
dihedral angle (ϕ) of 81.7°, 89.9° and 90.2°, respectively. The trend of the internal
rotational barriers is 2-formylpyridine > 3-formylpyridine > 4-formylpyridine. The
same trend was observed experimentally [19].

Table 10.1 shows the gas phase computed total energies (hartree), relative
energy (kcal/mol), rotational barriers (kcal/mol), and relative stabilization energy of
the stable conformers of the studied molecules. The cis conformers of
2-formylpyridine and 3-formylpyridine are more stable than their trans conformer
but the relative energy between the cis and trans conformer of 2-formylpyridine
(4.42 kcal/mol) is higher than the cis-trans relative energy of 3-formylpyridine
(0.73 kcal/mol). The energies of the conformers have been used to calculate the
relative energy (ΔE = Etrans − Ecis). The cis-trans and trans-cis rotational barriers
of the three pyridine derivatives are presented in Table 10.1.

The relative stabilization energy which is the energy differences between the
stable conformers (cis) shows that 3-formylpyridine has the smallest energy, fol-
lowed by 4-formylpyridine and then 2-formylpyridine having the highest energy.
These relative stabilization energies of the stable conformers (cis) of the studied
molecules can be explained in terms of the resonance structures shown in Fig. 10.3.

The conjugations of both 2-formylpyridine (Fig. 10.3a) and 4-formylpyridine
(Fig. 10.3c) show destabilizing contributions. In addition, steric effect could

Table 10.1 Computed total energies (hartree), relative energy (kcal/mol), rotational barriers
(kcal/mol) and relative stabilization energy of the stable conformers of 2-formylpyridine (2-FP),
3-formylpyridine (3-FP) and 4-formylpyridine (4-FP)

2-FP 3-FP 4-FP

Cis −361.7091876 −361.7074841 –361.7055214

Trans −361.7021433 −361.7063198 –361.7055088

Transition state −361.6942465 −361.6938526 –361.6940739

Relative energy 4.42 0.73 0.0

Cis-trans barrier 9.38 8.55 7.18

Trans-cis barrier 4.96 7.82 7.18

Relative stabilization energy of the
stable conformers

2.62 0.00 0.51

Experimental energy barriera 7.50 7.19 5.90
aTaken from Ref. [18]
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contribute to the high energy of 2-formylpyridine. In general, the higher energy of
4-formylpyridine could be due to electronic effect and the higher energy of
2-formylpyridine could be due to both electronic and steric effects.

It is well known that the position of equilibrium between alternative rotational
isomers of a particular molecule can be remarkably medium dependent. In order to
establish the preferred conformations in solution, IEF-PCM model implemented at
the B3LYP/6-31+G* level of theory was used to investigate the conformational
preference of 2-formylpyridine and 3-formylpyridine in nine different solvents.
Figure 10.4 shows the variation of cis-trans relative energy with dielectric constant
of solvent obtained from IEF-PCM optimization at B3LYP/6-31+G* level of
theory. The relative energy of both molecules decreases with the increase in
dielectric constant of solvents. Thus, the cis conformer of both 2-formylpyridine
and 3-formylpyridine which are more stable in gas phase remained the more stable
comformers in solution, but the stability decreases as the dielectric constant of the
solvent increases (Fig. 10.4).

The decrease in relative energy of the conformers with solvent dielectric con-
stant may be due to the increase in stability of the trans conformer in different
solvents, because conformers of higher dipole moment are usually more favored in
media of high dielectric constant [19]. The dipole moments of the trans conformers
of both 2-formylpyridine and 3-formylpyridine are generally higher than the dipole
moments of the cis conformers and the dipole moments of the cis and the trans
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conformers increase with the increase in dielectric constant of the solvent. The
variations of the dipole moment as a function of solvent dielectric constant for the
cis and trans conformers of 2-formylpyridine and 3-formylpyridine are presented in
Fig. 10.5.

The computed relative energies (kcal/mol) of 2-formylpyridine and
3-formylpyridine in gas and solution phases are provided in Table 10.2. It is
interesting to note that the gas phase relative energy for all the molecules are in
good agreement with literature values computed at HF/6-311++G(d,p) and
B3LYP/6-311++G(d,p) levels of theory [2]. The percentage of the cis conformers at
298.15 K for 2-formylpyridine and 3-formylpyridine are given in Table 10.2.

Some of the geometry parameters optimized at DFT/B3LYP level of theory for
the cis 2-formylpyridine in gas phase and different solvents are presented in
Table 10.3. There are no systematic and significant changes in the structures of both
2-formylpyridine and 3-formylpyridine in different solvents. The mean absolute
deviations (MAD) from the gas phase for the nine solvents are 0.0028 Å for the
bond lengths and 0.160° for the bond angles. The individual MAD values for the
nine solvents are given in Table 10.3.

The optimized structural parameters were used to compute the infrared vibra-
tional wave numbers and the resulting scaled infrared vibrational wave numbers and

Fig. 10.4 Variation of relative energy with dielectric constant of the solvent
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their intensities are given in Tables 10.4, 10.5 and 10.6. Complete assignments of
the vibrational modes of the studied molecules have been reported [2, 3, 20]. Both
conformers of the studied molecules belong to Cs symmetry and the 33 vibration
modes are accounted by the irreducible representations Γvib = 23 A′ + 10 A″

Fig. 10.5 Variation of dipole moment with dielectric constant of the solvent

Table 10.2 Computed relative energy (kcal/mol) of 2-formylpyridine and 3-formylpyridine in
gas phase and different solvents

Solvent Dielectric
constant

2-formylpyridine 3-formylpyridine

ΔE % cis at 298.15 K ΔE % cis at 298.15 K

Gas phase – 4.42 99.9 0.73 77.5

Heptane 1.92 3.64 99.8 0.65 77.0

Chloroform 4.90 2.45 98.4 0.51 70.3

Tetrahydrofuran 7.58 2.04 95.5 0.44 67.8

Dichloroethane 10.36 1.80 91.8 0.41 66.7

Acetone 20.70 1.43 90.8 0.36 64.8

Ethanol 24.55 1.35 89.1 0.34 64.0

Methanol 32.63 1.24 88.4 0.32 63.2

Dimethylsulfoxide 46.70 1.20 88.4 0.32 63.2

Water 78.39 1.05 85.6 0.28 61.6
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Table 10.4 Calculated infrared vibrational wave numbers (cm−1) of cis and trans
2-formylpyridine computed at B3LYP/6-31+G* level

Mode Symmetry Experimenta Cis Trans

νb IIR
c νb IIR

c

ν1 A′ 3069 3080 3.60 3071 14.21

ν2 A′ 3053 3054 9.93 3046 1.26

ν3 A′ – 3068 14.74 3059 16.31

ν4 A′ 3009 3038 13.43 3034 16.82

ν5 A′ 2840 2848 7.10 2779 118.41

ν6 A′ 1714 1726 243.88 1744 246.78

ν7 A′ 1584 1577 14.53 1575 6.66

ν8 A′ 1569 1569 10.02 1572 15.65

ν9 A′ 1469 1459 2.14 1462 0.72

ν10 A′ 1437 1427 5.61 1426 10.56

ν11 A′ 1365 1354 7.48 1389 5.15

ν12 A′ 1299 1291 6.13 1295 14.36

ν13 A′ 1259 1271 1.90 1277 13.67

ν14 A′ 1213 1207 52.5 1180 27.82

ν15 A′ 1150 1141 0.51 1144 2.83

ν16 A′ 1089 1081 4.80 1089 8.10

ν17 A′ 1040 1031 3.58 1034 5.53

ν18 A′ 995 980 6.93 984 0.03

ν19 A′ 833 817 33.48 828 38.07

ν20 A′ 662 655 26.17 663 29.26

ν21 A′ 613 604 13.76 610 3.51

ν22 A′ – 450 3.42 428 0.48

ν23 A′ 225 214 9.01 216 9.42

ν24 A″ 1006 998 2.11 988 1.96

ν25 A″ 985 988 0.00 978 7.76

ν26 A″ 974 953 0.07 951 0.01

ν27 A″ 905 895 0.28 887 0.24

ν28 A″ 765 754 55.76 750 55.05

ν29 A″ 735 724 0.79 725 4.15

ν30 A″ 450 450 1.03 454 1.85

ν31 A″ 408 407 7.22 398 3.50

ν32 A″ 225 216 10.51 218 3.99

ν33 A″ 130 114 4.62 94 2.41

MAD 9.63 13.68
aTaken from Ref. [21]
bScaled IR vibrational wave numbers (scaled with 0.955 above 1800 cm−1 and 0.967 under
1800 cm−1)
cIIR, calculated infrared intensities in km mol−1
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Table 10.5 Calculated infrared vibrational wave numbers (cm−1) of cis and trans
3-formylpyridine computed at B3LYP/6-31+G* level

Mode Symmetry Experimenta Cis Trans

νb IIR
c νb IIR

c

ν1 A′ 3085 3075 8.32 3069 14.66

ν2 A′ 3053 3063 7.45 3062 2.71

ν3 A′ 3032 3040 10.51 3042 16.87

ν4 A′ 3000 3024 17.50 3037 3.40

ν5 A′ 2836 2806 101.76 2788 119.76

ν6 A′ 1712 1718 272.81 1723 272.53

ν7 A′ 1587 1586 91.99 1586 77.16

ν8 A′ 1571 1566 18.32 1566 4.86

ν9 A′ 1470 1470 1.48 1464 3.21

ν10 A′ 1422 1420 22.64 1423 16.80

ν11 A′ 1382 1380 16.69 1380 17.58

ν12 A′ 1325 1320 16.89 1322 10.25

ν13 A′ 1235 1274 7.63 1267 7.86

ν14 A′ 1213 1206 65.16 1191 50.79

ν15 A′ 1186 1183 7.88 1189 23.53

ν16 A′ 1109 1099 9.13 1108 8.50

ν17 A′ 1033 1026 1.92 1028 1.34

ν18 A′ 958 981 0.05 978 0.04

ν19 A′ 830 818 35.39 815 42.77

ν20 A′ 665 660 18.74 654 28.47

ν21 A′ 616 608 2.73 607 2.26

ν22 A′ 450 440 0.06 436 0.20

ν23 A′ 218 207 13.96 206 4.67

ν24 A″ 1022 1005 9.73 1004 8.23

ν25 A″ 1005 999 1.78 998 1.59

ν26 A″ 934 954 0.23 944 0.45

ν27 A″ 887 920 0.56 933 0.18

ν28 A″ 794 788 25.80 782 26.97

ν29 A″ 700 690 27.23 689 28.75

ν30 A″ 439 428 0.71 427 0.27

ν31 A″ 396 383 1.85 391 4.52

ν32 A″ 238 227 8.66 221 3.83

ν33 A″ 130 115 10.84 110 5.35

MAD 11.47 13.62
aTaken from Ref. [21]
bScaled IR vibrational wave numbers (scaled with 0.955 above 1800 cm−1 and 0.967 under
1800 cm−1)
cIIR, calculated infrared intensities in km mol−1
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Table 10.6 Calculated
infrared vibrational wave
numbers (cm−1) of
4-formylpyridine computed at
B3LYP/6-31+G* level

Mode Symmetry Experimenta νb IIR
c

ν1 A′ 3090 3078 3.74

ν2 A′ 3070 3053 16.24

ν3 A′ 3033 3045 22.14

ν4 A′ – 3037 7.08

ν5 A′ 2835 2805 105.68

ν6 A′ 1712 1728 243.72

ν7 A′ 1591 1587 0.69

ν8 A′ 1565 1562 23.95

ν9 A′ 1489 1480 3.82

ν10 A′ 1412 1407 18.75

ν11 A′ 1388 1380 9.18

ν12 A′ 1321 1312 15.83

ν13 A′ 1265 1257 11.39

ν14 A′ 1224 1209 18.32

ν15 A′ 1190 1180 61.26

ν16 A′ 1087 1074 0.76

ν17 A′ 1059 1052 5.38

ν18 A′ 962 973 0.00

ν19 A′ 836 818 15.99

ν20 A′ 665 658 1.10

ν21 A′ 646 634 37.30

ν22 A′ 468 466 17.99

ν23 A′ 217 208 9.74

ν24 A″ 1005 997 2.07

ν25 A″ 962 977 3.32

ν26 A″ 907 952 0.06

ν27 A″ 876 868 0.15

ν28 A″ 805 794 42.86

ν29 A″ 726 717 1.32

ν30 A″ 431 421 1.75

ν31 A″ 377 376 0.03

ν32 A″ – 219 1.30

ν33 A″ 126 108 12.43

MAD 11.66
aTaken from Ref. [21]
bScaled IR vibrational wave numbers (scaled with 0.955 above
1800 cm−1 and 0.967 under 1800 cm−1)
cIIR, calculated infrared intensities in km mol−1
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of Cs point group. As seen in Tables 10.4 and 10.5, the experimental vibrations
are in good agreement with the calculated values of both the cis and trans con-
formers of 2-formylpyridine and 3-formylpyridine. The cis/trans mean absolute
deviation (MAD) between the experimental infrared vibrational wave numbers
and the corresponding scaled vibrational wave numbers are found to be
9.63 cm−1/13.68 cm−1 and 11.47 cm−1/13.62 cm−1 for the 2-formylpyridine and
3-formylpyridine respectively. The vibrational deviations for the cis conformers
are better than those of trans conformers. Thus, the preferential conformers for
the 2-formylpyridine and 3-formylpyridine are the cis conformers which are in
agreement with the calculated relative energies. For 4-formylpyridine, both
conformers are equally energetic due to the symmetry of the molecule and the
observed vibrations correspond to the average of the conformers. The MAD
value of calculated infrared vibrational wave numbers from the experimental
wave numbers for 4-formylpyridine is about 11.66 cm−1.

The correlation graphs between computed vibrational [3] and observed wave
numbers of the most stable conformers (cis) of the studied molecules are presented
in Figs. 10.6, 10.7, and 10.8. The correlations reflect a high level of conformity
between the harmonic wave numbers obtained from DFT/B3LYP computations [3]
and the observed fundamental wave numbers.

Fig. 10.6 Comparison between the observed and computed infrared vibrational wave numbers of
cis 2-formylpyridine
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Fig. 10.7 Comparison between the observed and computed infrared vibrational wave numbers of
cis 3-formylpyridine

Fig. 10.8 Comparison between the observed and computed vibrational wave numbers of cis
4-formylpyridine
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10.4 Conclusions

The B3LYP/6-31+G* computations indicate that the internal rotation potential
energy profiles of 2-formylpyridine, 3-formylpyridine, and 4-formylpyridine have
the same skeleton and the trend of the internal rotational barriers is
2-formylpyridine > 3-formylpyridine > 4-formylpyridine. From the computations,
2-formylpyridine and 3-formylpyridine were predicted to exist predominantly in cis
conformation with the cis-trans rotational barrier of 9.38, 8.55, and 7.18 kcal/mol
for 2-formylpyridine, 3-formylpyridine and 4-formylpyridine, respectively. The
computations of solvent effects were performed over nine different values of
dielectric constant to illustrate the effects of varying dielectric constant using
IEF-PCM methods. The cis conformer of both 2-formylpyridine and
3-formylpyridine which are more stable in gas phase remain the more stable con-
formers in solution but the stability decreases as the dielectric constant of the
solvent increases. The computed vibrational wave numbers at B3LYP/6-31+G*
give a reasonable agreement with the observed vibrational wave numbers.
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Chapter 11
Novel c-Butyrolactone Derivatives
as Muscarinic Receptor Antagonists:
Pharmacophore Elucidation and Docking
Analyses

Richie R. Bhandare, Rong Gao, Daniel J. Canney
and Prashant S. Kharkar

Abstract Our efforts in design and development of novel muscarinic acetylcholine
receptor (mAChR) antagonists led to the development of a novel series of
c-butyrolactone derivatives. We were interested in understanding the contributions
of the structural features of these molecules for receptor affinity and subtype
selectivity, if any, to guide further design of second-generation analogs with
tailor-made potency and selectivity. Initially, 3D pharmacophore hypotheses were
developed using high affinity M1 and M2 antagonist ligands. The ‘extended’ and
‘compact’ hypotheses were then used for the retrospective virtual screening of the
c-butyrolactone derivatives. Further, these molecules were then docked into the M2
receptor orthosteric binding site. The results obtained from the pharmacophore- and
structure-based investigations were in agreement with the structure–activity rela-
tionship (SAR) observations. The key findings of these studies will be helpful for
further design and development of subtype-selective muscarinic receptor ligands.
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11.1 Introduction

The cholinergic neurotransmitter acetylcholine (ACh) binds nonselectively to its
receptors, namely, muscarinic and nicotinic, thereby regulating a wide variety of
functions peripherally and centrally, depending on their location [1–3]. The mus-
carinic ACh receptors (mAChRs) are classified into five subtypes, M1–M5, which
belong to the Family A of G-protein-coupled receptor (GPCR) super family.
Molecular cloning studies have identified the existence of these molecularly distinct
mammalian mAChR subtypes. In general subtypes M1, M3, and M5 are positively
coupled to Gq/11 class of G proteins, whereas M2 and M4 subtypes are negatively
coupled to Gi/o class. Given their wide distribution (centrally and peripherally) and
involvement in crucial functions, mAChRs are targets for drug discovery efforts for
many diseases and disorders such as Alzheimer’s disease, chronic obstructive pul-
monary disease (COPD), urinary incontinence, schizophrenia and diabetes [4, 5].

Until recently, the efforts to develop subtype-selective ligands for the mAChRs
have been hampered due to the lack of X-ray crystal structures of the membrane
bound proteins and their high degree of homology among the receptor subtypes [6, 7].
In the last couple of years, the deposition of antagonist-bound crystal structures of
human M2 [8] and rat M3 [9] receptors in Protein Data Bank (PDB) rejuvenated the
mAChR ligand design (orthosteric and allosteric) field [10, 11]. The release of
agonist-bound crystal structures (with and without allosteric modulator) of the human
M2 receptor in 2013 initiated a new chapter in this research area [12]. Numerous
studies involving homology modeling and virtual screening using molecular docking
of the mAChR ligands have been reported [13]. Similar to the structure-based design
efforts, the ligand-based strategies such as pharmacophore elucidation have been used
for the design of selective mAChR ligands [14]. Thus, the design and development of
selective mAChR agonists and antagonists is an intensive area of research.

To understand the selectivity of the ligands towards different subtypes, homol-
ogy modeling and molecular docking analysis of ACh in all mAChRs have been
investigated to reveal unique interactions between the native ligand and the binding
pockets of M1-M5 receptors [15]. The study reported various interactions of ACh
within the orthosteric binding pocket of each of the five muscarinic subtypes. For
example, binding of ACh to the M1 receptor is mediated by (a) H-bonding inter-
actions of the ester group with Thr192 (TM5) and Asn382 (TM6), (b) electrostatic
interaction of the quaternary ammonium group with Asp105 (TM3), and (c) hy-
drophobic interactions in the receptor pocket. The binding of the aromatic residues
constituting auxiliary binding may contribute to the higher affinity but have not
guided modulation of subtype selectivity of the muscarinic ligands [16]. Similar
residues involved in the interaction of ACh in the orthosteric binding sites of
M1-M5 receptors were also found to interact with the agonists and antagonists in
the M1-M3 receptor models [17–19]. Overall, careful tinkering of the
aromatic/hydrophobic features in the ligands may lead to mAChR subtype
selectivity.
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Our early interest in designing novel mAChR ligands has led to preceding
studies detailing the identification of substituted lactones as lead muscarinic com-
pounds using an approach previously reported by Kaiser et al. [20]. The authors had
applied the principle of increasing conformational rigidity in a lead in an attempt to
retain or improve affinity and improve subtype selectivity [21]. Using a known
nonselective muscarinic antagonist (1, Fig. 11.1) as lead compound, a series of
constrained analogs of benactyzine were designed, synthesized and tested as
muscarinic ligands. The biphenyl lactones with an N-substituted imidazole ring led
to the discovery of 2 as M3 antagonist [22]. Several of these compounds were
identified as potential leads for the development of drugs for urinary incontinence.
Replacement of both the phenyl rings in 2 with ethyl groups (3, Fig. 11.1) resulted
in agonist activity in M1 reciprocal hindlimb scratching assay [22].

The lactones in the present investigation were designed based on the preliminary
binding data, structure-activity relationship (SAR) studies and sub-structures pre-
sent in the reported ligands. An important distinction between the newly designed
ligands (Fig. 11.2) and the lead lactones (Fig. 11.1) is the presence of (un)substi-
tuted aryl group that provides additional opportunities for interactions with auxil-
iary binding sites of the mAChRs.

Preliminary binding studies conducted at CEREP revealed that an ethylene
linker was better than a methylene linker. Another observation was the effect of
ortho substitution on the aryl ring showing improved percentage inhibition values

1   3 2 

O

O N

OH

O

O

N
N

O

O

N N

Fig. 11.1 Design strategy based on benactyzine (1) and initial lead structures (2 and 3)

Piperazine,
Piperidine or
N containing heterocyclesCH2/ CH2-CH2

Substituted
Aromatic moiety

Cationic centerLinkerHydrogen bonding
center or Bioisostere

O

O

R

Fig. 11.2 Structural features of the newly designed ligands
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over meta- and para substitutions. SAR data suggest that steric and electronic
influences were minimal in this preference for meta substituents. The improved
binding might be the result of increased length of the flexible molecule and the
resulting position of substituents on the aromatic ring [19, 20]. The present study
reviews the preliminary evaluation of these novel ligands in binding assays and in
subtype selectivity assays followed by elucidation of 3D pharmacophore models.
The models are based on M1- and M2-preferring antagonists followed by docking
analyses in the M2 orthosteric binding site in an attempt to further investigate the
mAChR binding affinity and if possible, selectivity of these muscarinic antagonists.

11.2 Methodology

11.2.1 Chemistry

The newly designed lactone-based compounds 1a/1b-15a/15b (Table 11.1) have
been published previously [22]. Scheme 11.1 shows the synthesis of a methylene
and ethylene series of lactone-based muscarinic ligands beginning with the olefinic
ester starting material.

Table 11.1 Preliminary binding data for compounds 1a-15a and 1b-15b

R # n %
inhib 1,2

R # n %
inhib 1,2

N N

MeO 1a 1 32
N N

9a 1 16

1b 2 82 9b 2 74

N N

OMe 2a 1 9
N N F

10a 1 28

2b 2 75 10b 2 63

N N OMe
3a 1 26

N N
Ph

Ph

11a 1 97

3b 2 56 11b 2 99

N N

HO 4a 1 46
N

12a 1 68

4b 2 81 12b 2 86

N N OH
5a 1 7 

N
N
H

N 13a 1 46

5b 2 61 13b 2 66

N N

NC 6a 1 31
N

14a 1 44

6b 2 83 14b 2 57

N N CN
7a 1 18

N N
Ph

O 15a 1 5

7b 2 57 15b 2 33

N N NO2
8a 1 18

8b 2 70

1For details regarding the evaluation of results, see experimental section
2Percentage inhibition at 10 lM
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11.2.2 Molecular Modeling

11.2.2.1 Hardware and Software

All the molecular modeling studies described herein were performed on Lenovo
UltraBook Laptop (Intel® Core™ i5-3317U CPU @ 1.70 GHz, RAM 4 GB)
running Windows 7 Home Basic Operating System. Schrödinger Small-Molecule
Drug Discovery Suite Release 2013-1 [23] and the products included therein were
used for various molecular modeling operations.

11.2.2.2 3D Pharmacophore Elucidation

Phase, version 3.5 [24] as implemented in Schrödinger Suite 2013-1, was used for
developing common pharmacophore hypotheses.

11.2.2.3 Data Set

Table 11.2 lists all the M1- and M2-preferring antagonists along with their mAChR
binding profiles used in the present investigations. The structures of the entire data
set molecules are shown in Chart 11.1. Compounds 8–13 were used for M1,
whereas 9, 14–18 were used for M2 pharmacophore elucidation. The compounds
were selected based on their pKi values for M1–M5 subtypes. Structural diversity
was the main criterion for inclusion of the molecules in the data set.

The molecular structures of the antagonists were built from SMILES strings
using 2D Sketcher functionality in Maestro, version 9.4 [25]. The 3D structures
were prepared using LigPrep, version 2.6 [26], using default settings. These
structures were then imported and subjected to the pharmacophore model devel-
opment process. Additional conformations were enumerated in the ‘Prepare
Ligands’ step as implemented in Phase, version 3.5. The common pharmacophoric
features were searched followed by scoring of the hypotheses. The scoring process
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leads to identification of the best candidate hypothesis with overall ranking of all
the hypotheses. The scoring algorithm in phase considers the alignment of site
points and vectors, selectivity, volume overlap, number of ligands matched, relative
conformations energy and activity [27]. The hypotheses thus obtained were clus-
tered and the top-scoring members of top five clusters were inspected. The selection
of the best hypothesis was based on alignment score, volume score, and selectivity.
All the hypotheses contained three features—acceptor (A), positive-ionizable
(P) and ring (R). These features represent the key binding interactions of the
antagonists with the muscarinic receptors as seen from the docked poses and are
described in detail in Sect. 11.3. The top-scoring hypotheses were further used for
retrospective virtual screening of the lactone derivatives (1a-15a and 1b-15b,
Table 11.2) to check if they shared these features at appropriate pharmacophoric
distances. This exercise was aimed at obtaining useful information for guiding
design of novel lactone derivatives as muscarinic antagonists and also, to prioritize
the current series for further SAR exploration.

11.2.2.4 Docking Studies

Glide, version 5.9 [28] was used for all the docking studies described in the present
work. PDB search of muscarinic receptors (performed on January 13, 2014)
resulted in 4 hits—three M2 and one M3 structures. Two of the human M2 receptor
structures bound to an agonist with/without an allosteric modulator (PDB IDs
4MQT and 4MQS, respectively) were released only in November 2013 [12]. The
lone human M2 receptor structure bound to an antagonist (PDB ID 3UON) was

Table 11.2 Biological activities of muscarinic receptor antagonists used in the present
investigationa

Compound No. pKi Glide XP GScore

M1 M2 M3 M4 M5 3UON

8 (R-Trihexylphenidyl) 9.43 8.15 8.61 9.08 8.3 −13.214

9 (Atropine)b 8.5–9.6 7.8–9.2 8.9–9.8 8.7–9.5 9.3–9.7 −13.478

10 (Darifenacin)b 8.3 7.3-7.6c 9.1 8.1 8.6 −5.622

11 (Propantheline)b 9.7 9.5 10.0 10.2 – −12.663

12 (4-DAMP)b 9.2 8.3 9.3 8.9 9.0 −12.670

13 (Pirenzepine) 8.20 6.65 6.86 7.43 7.05 −5.803

14 (AF-DX 384) 7.51 8.22 7.18 8.0 6.27 −9.222

15 (AQ-RA 741) 7.54 8.37 7.20 8.19 6.08 −7.372

16 (Dexetimide)b – 8.9 – – – −12.774

17 (S-Dimethindene) 7.08 7.78 6.70 7.0 – −10.125

18 (Himbacine) 6.97 8.0 7.03 7.96 6.31 −11.516
aReceptor binding potencies determined against human receptors
bThe binding potency values are taken from IUPHAR database
cInverse agonist
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used for the docking studies of the known antagonists (Table 11.2) and the lactone
derivatives (Table 11.1). Similar studies using M3 receptor were not performed
despite the availability of the lone rat M3 receptor bound to an antagonist (PDB ID
4DAJ) [9].

The crystal structure of M2 receptor was prepared using protein preparation
wizard. All the default settings were used in this step. Initial runs were performed
using the crystal structure ligand, (3R)-1-azabicyclo[2.2.2]oct-3-yl hydroxy
(diphenyl)acetate. The docking protocol using Extra Precision (Glide XP) outper-
formed the Standard Precision (Glide SP) mode with respect to the docking scores
and reproduction of the binding mode of the crystal structure ligand (data not
shown). Hence, for all the docking runs, Glide XP mode was used with default
settings. The calculation of ligand binding energies was performed using
MM-GBSA as implemented in Prime, version 3.2 [29]. All the default settings were
used in this step.

11.3 Results and Discussion

Table 11.1 represents the preliminary binding data of test compounds at a single
concentration of 10 lM and is presented as the percent inhibition of specific
binding of radioligand.

Homologation approach caused an increase in affinity for each of the homologs
tested. Affinity was influenced by the substitution pattern on the aromatic rings of
the test compounds, but the case was not seen with the electronic nature of the
substituents. For example, the unsubstituted compounds 9a and 9b inhibited
specific binding by 16 and 74 %, respectively, while in the case of electron
donating (3a, 3b; 5a, 5b) and electron withdrawing (7a, 7b; 8a, 8b) compounds, the
ethylene series 3b (56 %), 5b (61 %), 7b (57 %), and 8b (70 %) showed higher
percentage of specific inhibition (Table 11.1) regardless of the electronic nature of
the substituent.

The para substituted compounds were similar to or less in their ability to inhibit
specific binding over unsubstituted 9b. Ortho substitution (1a, 1b, 4a, 4b, 6a, and
6b) shows a similar pattern with their ethylene 1b (82 %), 4b (81 %), and 6b
(83 %) exhibiting higher % inhibition than their parent lactones regardless of the
nature of the substituent. However, the ortho substitution was found to favor
slightly higher % inhibition values than the corresponding unsubstituted 9b, sug-
gesting that ortho substitution may be preferred to para. A probable reason could be
the influence of the ortho substitution on the orientation of the aromatic ring with
respect to piperazine that may have affected the improvement in percentage inhi-
bition values over other positions. Several additional piperazine-based derivatives
(10a, 10b, 11a, 11b, 15b) were prepared and evaluated. In our former work, 11a
was found to have a high percentage inhibition value and was chosen for further
evaluation (IC50 = 340 nM). Its homolog, 11b showed the highest percentage
inhibition and was chosen for further evaluation. The IC50 value (nonselective) for
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11b was found to be 17 nM, the highest affinity of any of the lactone-based
muscarinic ligands reported to date. Compound 11b was evaluated for its possible
subtype selectivity due to its high affinity in the general muscarinic binding assay
(see Fig. 11.3). Compound 11b was tested at a concentration of 10 nM for its
subtype selectivity on muscarinic receptor subtypes hM1-hM5 and the values were
found to be 22, 56, 34, 62, and 14 % for hM1-hM5, respectively, indicating no
subtype selectivity exhibited for the compound.

In order to gain insights into the structural requirements of mAChR antagonists
for potency and selectivity, 3D pharmacophore hypotheses and molecular docking
investigations were conducted. Despite intensive research in this field, the design
and development of selective antagonists for mAChR subtypes still remains a
challenging task. The structural homology of the mAChRs in the orthosteric
binding site seems to be the major obstacle.

11.3.1 3D Pharmacophore Elucidation

The first part of the study was initiated with the derivation of the 3D pharmacophore
hypotheses for both the M1- and M2 receptor antagonists. Since the majority of the
known antagonists have mixed binding profiles at the mAChRs, we focused only on
the M1 and M2 receptors. A careful inspection of the antagonists listed in IUPHAR
database [30, 31] under M1-M5 ligands section did not yield suitable hits which
exhibited preferential selectivity for a particular mAChR. Hence, few hits from this
database and some other literature reports [32, 33] constituted the final list of
structurally diverse M1- and M2-preferring antagonists (Chart 11.1).

Compounds 8-13 were used for M1 and compounds 9 and 14-18 were used for
M2 pharmacophore elucidation. The differences in pKi values for both the sets were
in the 0–2 range, indicating that the antagonists were less than 100-fold selective for

Fig. 11.3 Subtype selectivity data for hM1-hM5 for compound 11b
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either M1- or M2 receptors. Atropine was included in both the sets since it is a
potent and nonselective antagonist and it represented the tropine derivatives class.
The ranges of common molecular properties of the M1 set were—molecular weight
(MW): 289.37–426.55; polar surface area (PSA): 23.47–68.78 Å2; H-bond
acceptors (HBA): 1–3; H-bond donors (HBD): 0–1; rotatable bonds (RB): 2–7
and AlogP: 1.68–4.53. The corresponding values for the M2 set were—MW:
289.37–478.63; PSA: 16.13–80.81 Å2; HBA: 1–3; HBD: 0–2; RB: 2–9 and AlogP:
1.72–4.88.

The 3D pharmacophore hypotheses generation, scoring, clustering and careful
inspection of the top two clusters led to the identification of common pharma-
cophoric features located at varied distances. The differences could be attributed to
the conformational flexibility of the antagonists used in the present study.
Figures 11.4 and 11.5 show the pharmacophore hypotheses developed using M1
and M2 antagonists, respectively. The features were mapped onto one of the
antagonists used for the pharmacophore development process. For ease of under-
standing, these were termed as ‘extended’ and ‘compact’ (Fig. 11.6) hypotheses.

Fig. 11.4 3D pharmacophore
hypotheses APR (A acceptor,
P positive ionisable, R ring)
for M1 receptor antagonists
with corresponding feature
alignment onto a compound
11 (propantheline,
ball-and-stick model) and
b 12 (4-DAMP, ball-and-stick
model). The interfeature
distances are shown for
comparison

164 R.R. Bhandare et al.



Figure 11.6 exhibits the interfeature distances against respective feature pairs—
AP (acceptor-positive), AR (acceptor-ring) and PR (positive ring) for both the
extended and compact M1 and M2 antagonist pharmacophore hypotheses. Careful
examination of Fig. 11.6 showed that the hypotheses for M1 antagonists differed
significantly in the PR distance (1.691 Å) while both the AP and AR distances were
close enough. For M2 hypotheses, the differences in interfeature distances were
relatively higher than the corresponding distance differences for M1 antagonists
[AP (1.609 Å) > PR (1.496 Å) > AR (1.263 Å)], indicating possibly higher con-
formational flexibility of the M2 antagonists.

Compound 11 was found to be the best fit for the ‘extended’ whereas 12
appeared as the best fit for the ‘compact’M1 hypotheses. This is in agreement to the

Fig. 11.5 3D pharmacophore
hypotheses APR (A acceptor,
P positive ionisable, R ring)
for M2 receptor antagonists
with corresponding feature
alignment onto a compound
17 (S-dimethindene,
ball-and-stick model) and
b 16 (dexetimide,
ball-and-stick model). The
interfeature distances are
shown for comparison
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no. of rotatable bonds present (seven in 11 vs. five in 12). Compound 13 was found
to exhibit moderate fitness for both the hypotheses with higher relative energy for
the extended version (data not shown). In other words, 13 was a better match for the
compact M1 hypothesis. This is no surprise since the no. of rotatable bonds in 13 is
only two. The alignments of 11 and 12 matching both the M1 hypotheses are shown
in Figs. 11.7 and 11.8.

For M2 hypothesis, compound 18 was not considered by the software since it
lacked the aromatic ring (R) feature. No further attempts were made to modify the
feature definitions as implemented in Phase version 3.5 to accommodate 18. The
highest differences in the fitness values for the two hypotheses (extended and
compact) were found for 16 and 17, which were the best fit for the compact and
extended hypotheses, respectively (data not shown). Alternatively, the best fit for
one hypothesis was the lowest for the other. This observation may tap critical
information in terms of subtle differences exhibited by these antagonists in their

Fig. 11.6 Interfeature distances plotted against feature pairs—AP, AR and PR—for extended and
compact pharmacophore hypotheses (M1 and M2)

Fig. 11.7 Alignment of 11
and 12 (ball-and-stick
models) with corresponding
mapping onto the M1
extended 3D pharmacophoric
features. Compound 11 is
shown in green while 12 is
seen in pink
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mAChR binding profiles. The extended M2 hypothesis stood apart from other M1
and M2 counterparts with respect to interfeature distances (Fig. 11.6). The align-
ments of 16 and 17 matching both the M2 hypotheses are shown in Figs. 11.9 and
11.10, respectively.

Fig. 11.8 Alignment of 11 and 12 (ball-and-stick models) with corresponding mapping onto the
M1 compact 3D pharmacophoric features. Compound 11 is shown in pink while 12 is seen in
green

Fig. 11.9 Alignment of 16 and 17 (ball-and-stick models) with corresponding mapping onto the
M2 extended 3D pharmacophoric features. Compound 16 is shown in pink while 17 is seen in
green

11 Novel γ-Butyrolactone Derivatives as Muscarinic Receptor … 167



Compound 15 differed in the nature of the acceptor feature (pyridine N) from
other antagonists (C=O oxygen as the acceptor feature). Overall, both the M1 and
M2 antagonist hypotheses exhibited subtle differences in interfeature distances
which may provide a clue for rationalizing their observed moderate/little selectivity,
if any, for either of the two receptors.

11.3.2 Retrospective Virtual Screening of Lactone
Derivatives

The lactone derivatives (Table 11.1) were used for virtual screening using the four
pharmacophore hypotheses (M1/M2, extended/compact). Both the M1 hypotheses
picked the compounds with two ‘C’ spacer (n = 2, Table 11.1) over those with one
‘C’ spacer (n = 1). The hits common to both the hypotheses were 6b, 10b, 11b,
13b, and 15b. This is in accordance with the SAR observation that the confor-
mationally flexible derivatives (n = 2) were more active than those with n = 1 [22].
The alignment of 12 onto both the stereomers of 11b with the corresponding
mapping of the M1 compact hypothesis is seen in Fig. 11.11a. The acceptor feature
was represented by the lactone ‘C=O’. Compounds 1b, 4b and 6b containing
H-bond acceptor feature at the ortho position on the aromatic ring were among the
top hits. The acceptor feature for these compounds was the ortho-substituent and
not the lactone ‘C=O’. Such compounds may exhibit profound differences in the
potency and/or selectivity due to the altered nature and positions of the pharma-
cophoric features.

Similar to the M1 hypotheses-based virtual screening of the lactone derivatives,
both M2 hypotheses selectively picked the two ‘C’ spacer (n = 2, Table 11.1)
compounds over their methylene counterparts. Compounds 4b, 5b, 6b, 9b, 10b and
13b were present in both the hit lists.

Fig. 11.10 Alignment of 16
and 17 (ball-and-stick
models) with corresponding
mapping onto the M2
compact 3D pharmacophoric
features. Compound 16 is
shown in pink while 17 is
seen in green
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Lactone ‘C=O’ represents the acceptor feature in most of the compounds.
A subset of the lactone derivatives in top hits contained ortho-substituent on the
aromatic ring. In such compounds (e.g., 1b, 4b and 6b), similar to M1 virtual
screening hits, the acceptor feature was represented by the ortho-substituent as seen
in Fig. 11.12b. Overall, the retrospective virtual screening of the lactone derivatives
yielded interesting hits which were supported by the SAR. The hypotheses were
able to pick active compounds from the collection. In view of the fact that the
percentage inhibition values in Table 11.1 were derived from all mAChRs, the
virtual screening results raised our confidence in the derived pharmacophore
hypotheses for further design efforts.

11.3.3 Docking Studies

To further gain insights into the binding modes of the mAChR antagonists,
molecular docking studies using the M2 receptor crystal structures were performed
for the ligands used in the present investigation (Tables 11.1 and 11.2).

Fig. 11.11 M1 compact
hypothesis with
corresponding feature
alignment onto compounds
a (R)-11b and (S)-11b
(ball-and-stick model), b (R)-
6b and (S)-6b (ball-and-stick
model). Compound 12
(orange capped-stick model)
is shown for reference
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Fig. 11.12 M1 compact
hypothesis with
corresponding feature
alignment onto compounds
a (R)-10b and (S)-10b
(ball-and-stick model),
b (R)-6b and (S)-6b
(ball-and-stick model).
Compound 16 (orange
capped-stick model) is shown
for reference

The docking scores and related parameters for all the ligands were calculated
(data not shown). For quick reference, Glide XP GScore values of the known
antagonists are given in Table 11.2. These values were found to correlate well with
their corresponding M1 and M2 pKis.

Figure 11.13 illustrates the binding mode of compound 9 (atropine) in the M2
receptor orthosteric binding site (PDB ID 3UON).

Most of the interactions including H-bonds formed by the crystal structure ligand
with Asn404 (tropic acid) and Asp103 (cationic N) were observed for 9 as well. The
binding modes of other ligands in Table 11.1 are shown in Figs. 11.14, 11.15,
11.16, 11.17, 11.18, 11.19, 11.20, and 11.21.

170 R.R. Bhandare et al.



Fig. 11.13 Binding mode of 9 in the antagonist-binding site of M2 receptor (PDB ID 3UON).
The 2D ligand interaction diagram depicts the H-bonding, electrostatic and hydrophobic
interactions of 9 with the M2 receptor

Fig. 11.14 Binding mode of 8 in the antagonist-binding site of M2 receptor (PDB ID 3UON).
The 2D ligand interaction diagram depicts the H-bonding, electrostatic and hydrophobic
interactions of 8 with the M2 receptor
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Further docking analyses of the lactone derivatives (1a-15a and 1b-15b,
Table 11.1) into the M2 receptor were carried out. Both the stereomers of each
compound were docked. Of the two stereomers, for compounds 1a-15a (n = 1,
Table 11.1), S-isomers exhibited higher docking scores than the corresponding R-
isomers (11 out of 15); for 1b-15b, R-isomers exhibited higher docking scores than
the corresponding R-isomers (11 out of 15). Since 1b-14b were more potent than
1a-14a, we carefully inspected the docking scores and the binding modes of all the
compounds in order to derive important design hypotheses. The most potent
compound 11b (both stereomers) exhibited similar binding modes (Fig. 11.22) in
the M2 orthosteric binding site. The lactone C=O formed H-bonds with Tyr426. No
interaction was seen with Asp103. The docked poses of (R)-11a and (R)-11b are
shown in Fig. 11.22. Only (R)-11b lactone C=O formed H-bond with Tyr426;
lower homolog (R)-11a fell short of some distance to form H-bond with Tyr426.

This is in accordance with the observation that the ethylene spacer resulted in
more potent compounds. The binding modes of compounds (R)-9b and (R)-9a, as
seen in Fig. 11.23, clearly demonstrated that only (R)-9b was able to interact with
Tyr426 whereas (R)-9a could not do so.

Fig. 11.15 Binding mode of 10 in the antagonist-binding site of M2 receptor (PDB ID 3UON).
The 2D ligand interaction diagram depicts the H-bonding, electrostatic and hydrophobic
interactions of 10 with the M2 receptor
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Fig. 11.17 Binding mode of 13 in the antagonist-binding site of M2 receptor (PDB ID 3UON).
The 2D ligand interaction diagram depicts the H-bonding, electrostatic and hydrophobic
interactions of 13 with the M2 receptor

Fig. 11.16 Binding mode of 12 in the antagonist-binding site of M2 receptor (PDB ID 3UON).
The 2D ligand interaction diagram depicts the H-bonding, electrostatic and hydrophobic
interactions of 12 with the M2 receptor
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Fig. 11.19 Binding mode of 16 in the antagonist-binding site of M2 receptor (PDB ID 3UON).
The 2D ligand interaction diagram depicts the H-bonding, electrostatic and hydrophobic
interactions of 16 with the M2 receptor

Fig. 11.18 Binding mode of 15 in the antagonist-binding site of M2 receptor (PDB ID 3UON).
The 2D ligand interaction diagram depicts the H-bonding, electrostatic and hydrophobic
interactions of 15 with the M2 receptor
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Fig. 11.20 Binding mode of 17 in the antagonist-binding site of M2 receptor (PDB ID 3UON).
The 2D ligand interaction diagram depicts the H-bonding, electrostatic and hydrophobic
interactions of 17 with the M2 receptor

Fig. 11.21 Binding mode of 18 in the antagonist-binding site of M2 receptor (PDB ID 3UON).
The 2D ligand interaction diagram depicts the H-bonding, electrostatic and hydrophobic
interactions of 18 with the M2 receptor
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The binding energy computations using MM-GBSA led to interesting outcomes.
A plot of percentage inhibition versus MM-GBSA dG binding (Fig. 11.24) clearly
distinguished the methylene series (n = 1, Table 11.1) from the homologous
ethylene series. This further strengthened our belief in the observed binding modes
and the critical information obtained therein.

Fig. 11.22 Binding modes of a (R)-11b and (S)-11b and b (R)-11a and (R)-11b in the
antagonist-binding site of M2 receptor (PDB ID 3UON). The lactone C=O forms H-bonds with
4-OH of Tyr426
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11.4 Conclusions

In summary, the present work describes the combined utilization of the
ligand-based (pharmacophore elucidation for M1- and M2-receptor antagonists)
and structure-based (docking analyses of the known antagonists and lactone
derivatives) approaches, followed by retrospective virtual screening of the lactone
derivatives which helped us to understand the critical design parameters. These

Fig. 11.23 Binding modes of (R)-9a and (R)-9b in the antagonist-binding site of M2 receptor
(PDB ID 3UON). The lactone C=O of (R)-9b forms H-bond with Tyr426

Fig. 11.24 Plot of percentage inhibition (at 10 µM) versus MM-GBSA dG binding. The shapes
clearly divide the two series—methylene (n = 1) and ethylene (n = 2)—based on their binding
energy and percentage inhibition. Ethylene series is located in the upper left-hand corner and the
methylene series is seen at the lower right hand corner
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studies demonstrated the successful application of the ligand- and structure-based
approaches for the design of novel muscarinic ligands with more emphasis on
receptor subtype selectivity.
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Chapter 12
Physicochemical and Microbiological
Studies of Soils in Amaravathi River Bed
Area, Karur District, Tamil Nadu, India

A. Jafar Ahamed, K. Loganathan, S. Ananthakrishnan
and K. Manikandan

Abstract The present study has been undertaken to investigate the physico-
chemical properties of soil samples of agricultural region collected from the
Amaravathi river basin. The soil characterization was carried out for the parameters
like pH, turbidity, total dissolved solids (TDS), total hardness (TH), calcium (Ca),
magnesium (Mg), sodium (Na), potassium (K), bicarbonate ðHCO3

�Þ, nitrate
ðNO3

�Þ, sulfate SO4
2�� �

, chloride (Cl−), fluoride (F−), phosphate PO4
3�� �

, iron
(Fe), manganese (Mn), biochemical oxygen demand (BOD), and chemical oxygen
demand (COD). A variety of values were observed in the different physicochemical
parameters due to the soil quality in different sampling locations. Values of pH,
chloride, fluoride, sulfate, BOD and COD concentration in the soil samples also
showed wide variations. The groundwater samples of Amaravathi river were also
analyzed for different water quality parameters. Comparing the analytical data with
WHO and BIS standards, elevated concentration was observed in parameters like
TDS, TH, Ca2+, Na+, Cl−, SO4

2�, and COD which exemplify the degradation of
water quality. Correlation analysis was carried out for soil samples and groundwater
samples to investigate the relationship between the variables. Chlorinity and salinity
index were performed for both soil and groundwater samples, and it was observed
that most of the groundwater samples have medium to high chlorinity and salinity
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hazards. The microbiological characteristics of soil samples were carried out, and
Bacillus and Pseudomonas species were the predominant bacteria genera isolated.

Keywords Amaravathi River � Chlorinity index � Groundwater � Karur � Salinity
index � Soil

12.1 Introduction

Soil is a dynamic, living natural body and a key factor in the sustainability of
terrestrial ecosystems, fulfilling many functions including those that are essential
for sustaining plant growth. The main components of soil include organic matter,
inorganic mineral matter, water, gases, and living organisms such as earthworms,
insects, bacteria, fungi, algae, etc. [1]. Worldwide, there is a significant decline in
soil productive capacity due to the changes in its physicochemical and biological
properties and contamination by organic and inorganic chemicals [2]. According to
Rodale Institute [3], the three basic components of a soil productive capacity as well
as of quality are (i) the capacity of the soil to enhance crop production; (ii) the
capacity of soil to function in the reduction of environmental contaminants,
pathogens, and off-site damage; and (iii) the linkage between soil properties/quality
and plant, animal, and human health namely, productivity component, environment
component, and health component, respectively.

The soil fertility is primarily influenced by soil properties like soil depth, organic
matter, bulk density, soil reaction, texture, nutrient availability, infiltration, and
retention capacity. The variation in soil profile can be identified by observing
community-level physiological profiles of soil bacterial communities [4].
Scrutinization of the physiological activity of soil bacteria may reveal important
information about soil quality which may go undetected by physico-chemical
evaluation, because soil bacterial action reacts differently to impacts than physic-
ochemical parameters do [5].

Water chemistry is influenced by environmental factors such as precipitation,
stratum, soil, vegetation, bedrock lithology and shows a sensitive response to
regional and global environment change [6]. The study of rivers and its basin
groundwater provides valuable information on dissolved load sources, the extent of
physical and chemical weathering, and leaching of landfills [7]. Due to the rapid
increase in nonpoint anthropogenic pollutant sources arising from urbanization and
development of riverine areas, the data must be interpreted carefully to know the
reasons. Poorly or untreated human sewage, animal wastes, agricultural runoff,
partially treated effluents from the dyeing and bleaching industries and direct
mixing of sewage from municipality contribute to the pollution load on the envi-
ronment. Apart from pollutants, groundwater chemistry may be altered by con-
tinuous water supply, dam construction for flood control and hydroelectric
generations. However, the poor quality of both surface and groundwater is not only
a limiting factor in crop production but its indiscriminate and constant use cause
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salinity and alkalinity [8]. During the last few decades, numerous studies have been
carried out on the geochemistry of rivers in India [9–12]. On the other hand, little
attempt has been made on small watersheds. The objective of this study is to
determine the quality of soil, frequency of microbes, and suitability of groundwater
and also to know the relationship between soil and groundwater in the Amaravathi
river basin of Karur District.

12.2 Description of the Study Area

12.2.1 Location

Amaravathi river rises from Naimakad at an elevation of 2300 m above mean sea
level in the Western Ghats in Idukki district of Kerala state. It flows toward
northeast and finally merges with the river Cauvery on its right bank. Amaravathi
river lies between the latitudes 11.20°N and 12.00°N and longitudes 77.28°E and
78.50°E in Karur district. It receives water from a number of small streams through
the course of 282 km and covers a total area of 8280 km2 mainly constituting four
districts namely Coimbatore, Erode, Dindigul, and Karur in Tamil Nadu.
Amaravathi is a tributary of Shanmuganadhi, Nankanchi, and Kodaganar rivers,
which join at 60, 40, and 20 km upstream of Karur town, respectively. Amaravathi
river enters into Karur district near Aravakurichi and merges with river Cauvery
near Kattali village, and the flow in the river is seasonal from late October to early
February.

12.2.2 Drainage

The major part of Karur district is drained by Cauvery river. Amaravathi,
Kodavanar, and Nanganji are the important rivers draining the western part of the
district and the river Pungar drains in the eastern part of the district. The drainage
pattern, in general, is dendritic. All the rivers are seasonal and carry substantial
flows during the monsoon period.

12.2.3 Geomorphology and Hydrogeology

The entire area of the district is a pediplain. The Rangamalai hills and Kadavur hills
occurring in the southern side of the district constitute the remnants of the much
denuded Eastern Ghats and rise to heights of over 1031 m above mean sea level.
There are numerous small residual hills represented by Ayyarmalai, Thanthonimalai,
and Velayuthampalayam. The general elevation of the area ranges between 100 and
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200 m above mean sea level. The prominent geomorphic units identified in the
district are structural hills, pediments, shallow pediments, buried pediments, and
alluvial plain. Karur district is underlain entirely by Archaean crystalline formations
with recent alluvial deposits occurring along the river and stream courses. The hard
consolidated crystalline rocks of Archaean age represent weathered, fissured, and
fractured formations of gneisses, granites, charnockites, and other associated rocks.
Groundwater occurs under phreatic conditions, and the maximum saturated thick-
ness of these aquifers is up to 10 m depending upon the topographic conditions. The
thickness of the weathered mantle of the hard rocks varies from less than a meter to
as much as 20.10 m.

12.2.4 Soil and Vegetation

Red soil is the predominant one covering a major part of the district followed by
thin red soil and red loam. The red soil is predominantly seen in Kadavur,
Kulithalai, Krishnarayapuram, Thanthoni, and Thogamalai blocks. The thin red
soils are seen in Aravakurichi and K. Paramathy blocks. A major portion of the
Karur block is covered by red loam. The major crops under cultivation in this area
are paddy (16.30 %), groundnut (6.90 %), sugar cane (6.40 %), jowar (22.60 %),
and banana (5.30 %). Total geographical area is 289 557 ha, of which the area
utilized for cultivation is 114 554 ha, 37 264 ha of land is put into nonagricultural
uses, and the remaining is used for other activities (Table 12.1).

12.2.5 Irrigation Practices

The data available indicate that an area of about 54,709 ha, which is about 18.89 %
of the total geographical area of the district is under irrigated agriculture. Dug wells

Table 12.1 The nine-fold land use/land cover statistics for the district [14]

S. No. Classification Area (ha)

1 Forests 6187

2 Barren and uncultivable lands 2901

3 Land put to nonagricultural uses 37,264

4 Cultivable waste 67,831

5 Permanent pastures and other grazing lands 10,801

6 Groves not included in the area sown 1278

7 Current fallows 4774

8 Other fallow lands 46,802

9 Net area sown 111,719

Total 289,557
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are the major source of water for irrigation in the district, accounting for about
59.97 % of the total area irrigated in the district and tube wells about 9.48 %. On
the net area irrigation, the canal irrigates only 29.45 %. The area irrigated under the
tank is 1.10 %.

12.2.6 Rainfall and Climate

The Amaravathi river basin is subjected to four distinct seasons, namely southwest
monsoon from June to early September, northeast monsoon from October to
December, winter season from January to February, and summer season from
March to May. The district receives the rain under the influence of both southwest
and northeast monsoons. The northeast monsoon chiefly contributes to the rainfall
in the district. Most of the precipitation occurs in the form of cyclonic storms due to
the depressions in the Bay of Bengal. The southwest monsoon rainfall is highly
erratic and summer rains are negligible. The normal annual rainfall over the district
from 1901 to 2011 varies from about 620 to 745 mm, and in 2012, it was
527.6 mm, much less than the normal average of 652.20 mm [13], and it is the
minimum around Aravakurichi (622.7 mm) in the western part of the district. It
gradually increases toward the east and attains a maximum around Kulithalai
(744.6 mm). The district enjoys a tropical climate, and the relative humidities are
generally between 40 and 80 %. The mean maximum temperature ranges from 26.7
to 38.6 °C, and the mean minimum temperature ranges from 18.7 to 29.3 °C. The
daytime heat is tyrannical and the temperature is as high as 43.9 °C. The lowest
temperature recorded is of the order of 13.9 °C [14].

12.3 Materials and Methods

12.3.1 Soil Sampling

Soil samples were collected from 36 different places (including river bed soil) of the
Amaravathi river basin area of Karur district. Soil samples were collected from a
depth of 5–10 cm during February 2014 in labeled sterile polyethylene bags and
taken in ice-packed coolers to the laboratory for physicochemical and microbio-
logical analysis. For chemical measurements, the soil samples were air-dried and
then sieved through a 2 mm sieve.
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12.3.2 Analysis of Soil Samples

An aqueous extract of the samples was prepared by mixing 80 g of the air-dried
sample with 400 ml double-distilled water in a 500 ml beaker. Using a hot plate
magnetic stirrer, the mixture was stirred for 30 min at 40 °C, and then the mixture
was allowed to settle for 1 hour. Filtrates of soil–water slurry (1:5 w/v) were used for
chemical analysis. The same procedure was adopted for each sample. Soil pH,
electrical conductivity (EC), and total dissolved solids (TDS) were determined using
a combined water quality multiparameter probe Elico PE 138 make. The sum of the
calcium (Ca2+) and magnesium (Mg2+) contents in the extract were determined by
the Eriochrome black T titration method, and the Ca2+ content was then subtracted
from the sum to determine the Mg2+ content. Total alkalinity (TA) was determined
by titrating with 0.1 MHCl using methyl orange as indicator. Chloride content of the
soil samples was determined by Mohr’s method. Turbidity and sulfate were esti-
mated using a nephelometer. Fluoride was estimated colorimetrically by SPADNS
[2-(p-sulphophenylazo) 1,8-dihydroxynaphthalene-3,6-disulphonic acid trisodium
salt, C16H9N2O11S3Na3]. Nitrate was analyzed by spectrophotometric determination
at 520 nm. A value for biochemical oxygen demand (BOD) was obtained using the
Winkler’s titration method. Chemical oxygen demand (COD) was determined by the
dichromate open reflux method. Iron and manganese were analyzed using the atomic
absorption spectrometer Perkin Elmer A Analyst 3600.

12.3.3 Microbiological Analysis of the Soil Samples

The soil microbiological analyses of the samples were carried out according to the
methods of Rabah et al. [15] and Oyeleke and Manga [16]. The bacterial isolates
were identified and characterized using standard biochemical tests [17]. The tests
employed include gram stain, motility, catalase, oxidase, methyl red, nitrate,
Voges–Proskauer, indole production, urease activity, and citrate utilization tests.

12.3.4 Groundwater Sample Collection and Analysis

Sixteen samples were collected for assessment of groundwater quality during the
post-monsoon season (February 2014) from the different deep bore and hand pumps
which are shown in Fig. 12.1. Hand pumps for sampling were selected on the basis
of industrial unit as well as different land use patterns. Groundwater samples were
collected in clean polyethylene bottles. At the time of sampling, bottles were
thoroughly rinsed two or three times with groundwater to be sampled. The water
samples were collected after flushing water for 10–15 min to remove the stagnant
water as per standard procedure [18]. The samples were filtered using 0.45 μm
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Millipore filter paper and were stored at 4 °C before analysis. pH, EC, and TDS
were measured within few hours using an Elico Multi-water analyzer PC tester.
Total hardness (TH), Ca2+, and Mg2+ were determined titrimetrically using the
standard EDTA method, and chloride was determined by AgNO3 titration method
[19]. Bicarbonate was estimated by hydrochloric acid, and sulfate was determined
by precipitating BaSO4 using BaCl2. Na

+ and K+ were determined using an Elico
flame photometer [18]. Nitrate determination was performed using the Brucine
method. Fluoride was determined by SPADN’S method using a spectrophotometer.
Phosphate was estimated by the spectrophotometric method using stannous chlo-
ride. BOD analysis was carried out after 5 days incubation at 20 °C. Similarly,
analysis of COD was carried out by acidifying sample at pH <2 with sulphuric acid
and titrated with an excess of K2Cr2O7 within 7 days. Iron and manganese were
measured by atomic absorption spectroscopy (Perkin Elmer A Analyst 3600). The
analytical precision for ions was determined by the ionic balances calculated as
100 × Σ(cations − anions)/Σ(cations + anions), which is generally within ±5 %.
The mathematical and statistical results have been derived from the statistical
package for social sciences (SPSS version 16) software.

12.3.5 Reagents

The reagents including indicators and buffers were of analytical grade (Merck). The
aqueous solutions were prepared using double-distilled deionized water. The
glassware employed in this study was of Borosil (India) grade. The standardization

Fig. 12.1 Location map of the Amaravathi river basin showing sampling site
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of reagents and solutions was carried out in accordance with standard methods of
water chemical analysis [18].

12.4 Results and Discussion

The statistical gauges such as maximum, minimum, average, standard deviation,
skewness, and kurtosis of the analyzed physicochemical parameters are represented
in Tables 12.2 and 12.3 for soil and groundwater samples, respectively.

12.4.1 Soil Chemistry

Soil chemistry is an important factor in determining the yield of agricultural crops.
On this basis, the soil samples were collected from irrigation lands of the
Amaravathi river basin and the results are discussed. The turbidity of the soil
samples ranges from 1.3 to 3.6 NTU with a mean value of 2.6 NTU. Soil pH is a
measure of soil acidity and most crops grow prominently if the soil pH is between

Table 12.2 Physicochemical statistics of soil samples of Amaravathi river basin

Parameter Average Minimum Maximum Standard
deviation

Skewness Kurtosis

Turbidity 2.6 1.3 3.6 0.60 −0.15 −0.67

pH 7.77 7.05 8.79 0.43 0.14 −0.67

EC 1420 1210 1719 154.00 0.29 −0.92

TDS 984 838 1191 106.79 0.29 −0.92

TH 220 157 291 31.54 0.22 −0.45

Ca2+ 68 29 116 20.48 0.28 0.14

Mg2+ 51 25 78 10.89 0.19 0.62

Na+ 134 63 257 54.83 0.77 −0.37

K+ 37 6 102 24.25 0.98 0.33

HCO3
� 211 117 279 36.62 −0.26 −0.03

Cl− 261 188 308 26.86 −0.80 1.14

F− 1.3 0.1 2.9 0.56 0.60 1.43

SO4
2� 167 116 228 26.36 0.21 −0.19

PO4
3� 0.04 0.01 0.16 0.03 1.62 3.06

NO3
� 50 32 89 11.91 1.25 2.40

Fe 0.27 0.05 0.69 0.18 0.60 −0.92

Mn 0.08 0.02 0.37 0.07 2.57 7.15

BOD 309 236 420 49.94 0.17 −0.94

COD 244 157 337 31.30 −0.34 2.82

All the values are expressed in ppm except pH, EC in µS/cm, and turbidity in NTU
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6.0 and 7.5. Liming can increase the soil pH, and sandy soil has low pH values
because sandy soils have low amount of reserve acidity due to low cation exchange
capacity [20]. The pH ranges from 7.05 to 8.79 with an average value of 7.77.
About 61 % of samples have a pH value above 7.50, indicating that they are
moderately alkaline. EC of water is a measure of total dissolved contents and is an
indicator of salinity. EC of soil samples ranges between 1210 and 1719 μS/cm
(Mean: 1420 μS/cm). TDS levels have an average value of 984 ppm with a min-
imum and maximum value of 838 and 1191 ppm, respectively.

Hardness is defined as the sum of the concentration of Ca2+ and Mg2+ ions
expressed in ppm [21]. TH ranges from 157 to 291 ppm with a mean value of
220 ppm. The high value of TH is due to the presence of the above metallic ions.
Concentration of calcium and magnesium ranges from 29 to 116 ppm and 25 to
78 ppm, respectively. Calcium level in the soil samples falls under low category
(<1000 ppm), whereas for magnesium, only 20 % of samples are found in the
medium category (60–180 ppm) whilst the remaining 80 % of samples are found in
the low category (<60 ppm). Sodium content in the soil samples ranges from 63 to
257 ppm, with about 17 % of samples exceeding the Na standard value of
200 ppm. Excess soil potassium levels can result in elevated potassium levels in

Table 12.3 Physicochemical statistics of groundwater samples of Amaravathi river basin

Parameter Average Minimum Maximum Standard
deviation

Skewness Kurtosis

Temp 28.6 28.3 28.9 0.13 −0.11 0.32

Turbidity 0.45 0.1 1.6 0.33 2.10 5.51

pH 7.21 6.15 8.16 0.48 0.35 0.37

EC 3093 1492 8091 1621.5 1.50 2.52

TDS 2143 1034 5607 1123.8 1.50 2.52

TH 911 285 3200 689.48 2.02 4.40

Ca2+ 211 66 531 131.99 0.99 0.11

Mg2+ 88 13 396 82.06 2.55 8.18

Na+ 383 105 1011 239.70 1.04 0.48

K+ 28 6 100 28.20 1.58 1.68

HCO3
� 443 273 636 79.98 0.58 0.96

Cl− 789 134 3067 710.96 1.69 3.28

F− 1.1 0.1 4.1 0.83 2.16 6.35

SO4
2� 196 75 362 82.60 0.45 −0.74

PO4
3� 0.2 0.07 0.8 0.16 1.81 4.39

NO3
� 1.28 0.68 2.31 0.42 0.71 −0.20

DO 5.58 2.56 7.49 1.14 −0.87 1.12

BOD 1.5 0.5 4.1 0.76 1.75 4.69

COD 76 32 117 20.51 −0.36 0.03

All the values are expressed in ppm except pH, temperature in °C, EC in µS/cm, and turbidity in
NTU
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grass forage crops which may be detrimental to animal and human health.
Potassium content in all the soil samples falls under low category (<150 ppm)
having a mean value of 37 ppm. Bicarbonate concentration in soil samples ranges
from 117 to 279 ppm, showing a slightly elevated level, which may affect plant
growth leading to white patches on the leaves. According to Mills [22] and Singh
et al. [23], the chloride index can be categorized into five types: <350 ppm (Class
I), 350–750 ppm (Class II), 750–900 ppm (Class III), 900–1300 ppm (Class IV),
and >1300 ppm (Class V). All the soil samples fall in the class I (<350 ppm) which
is suitable for all types of crops.

Fluoride level in 86 % of soil samples was well within 1.5 ppm, which is the
maximum tolerable limit, whereas 14 % of samples exceed the limit. Plants absorb
sulfur in the form of sulfate (SO4

2�–S) and the soils should have adequate sulfate
content (>10 ppm). In the study area, sulfate level ranges from 116 to 228 ppm with
an average value of 167 ppm. Plant available forms of nitrogen are nitrate
(NO3

��N) and 10–20 ppm are considered sufficient for plant growth. An average
value of nitrate of 50 ppm is observed, which is considered as excessive for plant
growth. High soil phosphate content combined with agricultural runoff can cause
excessive growth of plants and algae in surface waters which damage aquatic
ecosystems. Phosphate level ranges from 0.01 to 0.16 ppm, which is low for growth
of plants. Iron and manganese levels in soil samples ranged from 0.05 to 0.69 ppm
and 0.02 to 0.37 ppm, respectively. BOD is the amount of dissolved oxygen
(DO) needed by aerobic biological organisms to break down organic materials [24].
BOD in the soil samples ranges from 236 to 420 ppm. The high level of BOD values
observed is indicative of the presence of high pollution load and high population of
microbes. High COD values may cause oxygen depletion due to decomposition by
microbes. The COD value ranges from 157 to 337 ppm indicating a high level of
organic pollutants from textile and dyeing industries. The cationic composition was
dominated by the presence of Na+ and Ca2+ whilst the anionic composition varies
from dominant Cl− to HCO3

� and SO4
2� (Figs. 12.2 and 12.3).

Fig. 12.2 Radial diagram showing major cation and anion concentrations
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12.4.2 Groundwater Chemistry

The temperature of water collected from the Amaravathi river basin ranges from
28.3 to 28.9 °C; a temperature above 30 °C is unfit for public use [25]. The pH
value of the groundwater is an index of the acidity or alkalinity. The pH value of the
groundwater in the study area ranges from 6.15 to 8.16 indicating faintly alkaline
nature. EC (Fig. 12.4) along the study area ranges from 1492 to 8091 μS/cm (mean:
3093 μS/cm), indicating a strong salinity stratification (Class III–IV). The TDS
value represents the concentration of a solution in terms of the total weight of
dissolved solids, which in turn reflects the degree of salinity [26]. The determined
TDS value of groundwater samples ranges from 1034 to 5607 ppm with an average
value of 2143 ppm. The TH value of water is a measure of dissolved Ca2+ and
Mg2+ ions, and is also a soap neutralizing power [27]. Hardness of the groundwater
ranges from 285 to 3200 ppm, showing hard to very hard types of water. About
96 % of samples exceeded the WHO [28] guideline value for calcium (75 ppm).
The average magnesium value is 88 ppm with a minimum value of 13 ppm and
maximum value of 396 ppm. The Ca2+ and Mg2+ ions may be derived from calcite

Fig. 12.3 Stiff diagram for soil and groundwater samples

Fig. 12.4 Salinity index for groundwater samples
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and gypsum. The concentrations of sodium range from 105 to 1011 ppm with an
average value of 383 ppm. About 75 % of the groundwater samples exceed the
maximum permissible limit of 200 ppm [29]. Sodium coupled with a high con-
centration of chloride results in high salinity. The potassium value ranges from 6 to
100 ppm with a mean value of 28 ppm. The high level of potassium may be due to
saline intrusion and anthropogenic sources.

The analyzed results show that chloride and bicarbonate are the dominant anions
in groundwater, which ranges from 134 to 3067 ppm and 273 to 636 ppm,
respectively. Bicarbonate is mainly derived from the dissolution of atmospheric
CO2 and the weathering of carbonate and silicate minerals. The chlorinity index
(Fig. 12.5) of the groundwater samples was computed using the measured chloride
ion concentrations. Based on the data, 62.5 % of the samples are safe for irrigation
(Class I and II) and the remaining are suitable for high salt tolerant crops only.
Fluoride level in groundwater samples ranges from 0.1 to 4.1 ppm with about 50 %
of samples exceeding the desirable limit of 1.5 ppm. The amount of sulfate ranges
from 75 to 362 ppm with 41.6 % of the samples not being within the maximum
desirable limit of 200 ppm.

Phosphate and nitrate levels are well within the permissible limits of 1 and
45 ppm as per BIS and WHO values. The ionic assemblage of cations and anions is
shown in Fig. 12.2. The observed concentration of DO content of the groundwater
varies from 2.56 to 7.49 ppm and is likely due to the low rate of dissolution of
ambient oxygen into water and a high rate of microbial degradation. The analyzed
BOD values for groundwater samples vary from 0.5 to 4.1 mg/L indicating that
they are not higher than 5 ppm which is the limit set by WHO. The BOD con-
centration is apparently due to the percolation of organic wastes, human and animal
excreta into the water resulting in the uptake of oxygen in the oxidative breakdown
of these wastes into the groundwater. The values of COD oscillate between 32 and
117 ppm for groundwater samples. The high COD values may be due to the dis-
charge of untreated or incompletely treated industrial effluents into the sewage from
various manufacturing plants, thus affecting the status of groundwater.

Fig. 12.5 Chlorinity index for groundwater samples
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12.4.3 Microbial Isolates from Soil Samples

Soil microorganisms respond very quickly to various natural and anthropogenic
pressures or stresses acting on the soil ecosystem as they have a high
surface-to-volume ratio, and thus they are capable of much more intense exchange
of matter and energy with their environment [30, 31]. The bacterial cultures were
isolated and identified by pure culture technique, gram staining method, and bio-
chemical test methods. Bacterial cultures were isolated from 36 soil samples,
identified and maintained by subculturing them in nutrient broth. More than 20
bacterial species were isolated and the most dominant species are taken into
account. The results of the percentage frequency of occurrence of the microbial
isolates are presented in Table 12.4. From the analyzed results, Escherichia coli had
the highest frequency of occurrence (28 %), followed by Bacillus subtilis (22 %),
Staphylococcus aureus (20 %), and Bacillus cereus (12 %). The lowest frequency
of occurrence of 2 % was observed for Bacillus anthracis and Streptococcus fae-
calis followed by Pseudomonas fluorescens and Staphylococcus epidermis with
3 % each.

12.4.4 Correlation Analysis

The correlation coefficient is generally used to measure and establish the rela-
tionship between two variables. It is used to exhibit how well one variable predicts
the other [32]. The correlation matrix of soil and groundwater variables was per-
formed (Tables 12.5 and 12.6) and it reveals that major soil parameters such as EC
with TDS (r = 0.998), Na+ with K+ (r = 0.840), EC and TDS with K+ (r = 0.719),
EC and TDS with Na+ (r = 0.781, 0.782), EC and TDS with Cl− (r = 0.633,
0.632), and Fe2+ with SO4

2� (r = 0.570) exhibit high positive correlation with each
other. Moderate correlations were observed for TH with PO4

3� (r = 0.488), EC and
TDS with HCO3

� (r = 0.458, 0.459), and F− with NO3
� (r = 0.428). Most of the

groundwater parameters were found to bear a statistically significant correlation

Table 12.4 Frequency of
occurrence of bacteria isolated
from soil samples

Bacteria isolate Frequency of occurrence (%)

Bacillus subtilis 22

Bacillus cereus 12

Escherichia coli 28

Staphylococcus aureus 20

Pseudomonas fluorescens 3

Klebsiella pneumoniae 8

Staphylococcus epidermis 3

Bacillus anthracis 2

Streptococcus faecalis 2
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with each other indicating close association of these parameters with each other. EC
and TDS (r = 0.999) had a strong positive correlation with a number of parameters
like TH (r = 0.921), Na+ (r = 0.935), Ca2+ (r = 0.878), Mg2+ (r = 0.876), and Cl−

(r = 0.993). Same was observed for TH, Ca2+, and Mg2+ with Cl− (r = 0.941,
0.888, 0.902) indicating the high mobility of these ions. Some moderate and
negative correlations were observed for TH with Na+ (r = 0.750), K+ with HCO3

−

(r = 0.725), Ca2+ and Mg2+ with Na+ (r = 0.703, 0.710), K+ with HCO3
�

(r = 0.725), and DO with BOD (r = −0.897).

12.4.5 Industrial Usage

Groundwater is used as one of the main sources for many industries due to lack of
sufficient surface water. It is considered to be safe for industrial usage, if it is neither
scale forming nor scale removing [23]. Langelier saturation index (LSI) and Ryznar
saturation index (RSI) were determined to quantify the water suitability for
industrial purposes. LSI [33] values were calculated using Eqs. 12.1 and 12.2.

LSI ¼ pHW � pHS ð12:1Þ

where pHW is the measured pH of water and pHS is the saturation pH for CaCO3,
calculated using Eq. 12.2:

pHS ¼ 9:3þAþBð Þ� CþDð Þ ð12:2Þ

where constant A = (log10[TDS]) − 1)/10, B = −13.12 × log10(°C + 273) + 34.55,
C = log10[Ca

2+ as CaCO3] − 0.4, and D = log10[Alkalinity as CaCO3]. RSI [34]
data were calculated using Eq. 12.3:

RSI ¼ 2 pHSð Þ � pHW ð12:3Þ

LSI may be negative, neutral, or positive indicating, respectively, that the
solution is undersaturated with CaCO3, at equilibrium with CaCO3 or supersatu-
rated with CaCO3. All the groundwater samples (100 %) show negative LSI value
(Fig. 12.6), indicating that they are of CaCO3 dissolving type. RSI point out the
corrosion-level potential and is categorized into (i) 4–5 “Heavy scale;” (ii) 5–6
“Light scale;” (iii) 6–7 “Very light scale;” and (iv) >8 “No scaling” corrosion. From
Fig. 12.6, RSI values are >11 indicating there is no scale formation and corrosion,
and thus the samples are fit for industrial purposes.
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12.5 Conclusions

The physicochemical and bacterial studies were carried out for soil samples along
with groundwater samples from the Amaravathi river basin of Karur District. The
soil pH is moderately alkaline and the parameters like TH, Na+, HCO3

�, NO3
�,

SO4
2�, BOD and COD are at high levels due to the agricultural impact in the upper

Amaravathi river basin and the effects of dyeing effluents and sewages from various
sources causing the pollution in the lower part of the Amaravathi river basin. Most
of the groundwater parameters in the river basin are at elevated levels, indicating
the groundwater to be in a semi-critical category. However, all the water samples
are considered to be safe for industrial usage. Soil management practices alter the
physicochemical properties of soil, and the soil microbial community may respond
to these changes in ways that affect the ability of the soil to resist soilborne diseases.
Soil microbial diversity drops when the soil is subjected to intensive exploitation
during agricultural production. Proficient preservation and caring of the significant
soil properties are major concerns in rigorous crop cultivation for improving soil
productive ability, food security, and environmental superiority.

Fig. 12.6 LSI and RSI for groundwater samples
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Chapter 13
Optical Model Calculation of the Total
Penning Ionization Cross Section
for Ne(3P1) by O2

Deba Bahadur Khadka

Abstract Quantum mechanical calculation of the total Penning ionization cross
section for Ne(3P1) by O2 has been made. The interaction potentials of Ne(3P2,0) by
O2 obtained from the literature are employed. The imaginary part of the optical
potential at long range is expressed by a dipole–dipole autoionization width and at a
small interatomic distance by an electron-exchange autoionization width. Γex is
individually evaluated in the present work by fitting the calculated to σM at the
mean collisional energy corresponding to room temperature. The calculation and
comparison show that good agreement between the calculated results and experi-
mental results has been obtained both in the absolute cross sections and in the
energy dependence.

Keywords Quantum mechanical calculation � Electron-exchange interaction �
Dipole–dipole interaction

13.1 Introduction

Collisional deexcitation of excited rare gas atoms by atoms and molecules is of
great importance in both fundamental and applied sciences, and provides the
essential features of chemical reactions, in particular, those including electronic
energy transfer [1–4]. The collisional deexcitation is a key also to understand the
fundamental processes in the interaction of ionizing radiation with matter and the
phenomena in ionized gases [3–6].

The excitation energy of a rare gas atom is sufficiently large to excite elec-
tronically or ionize various atoms and molecules. The lowest excited atoms are
divided into short-lived resonant atoms and long-lived metastable atoms. The total
deexcitation cross section or rate constant as well as the product branching ratio are
strongly dependent on the electronic states of excited rare gas atoms and target or
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quencher atoms and molecules. The deexcitation cross sections for short-lived reso-
nant states are relatively large as compared to those for long-lived metastable states
[3]. The experimental cross sections for deexcitation of the neon resonance and
metastable states have been reported by the present author [6, 7]. Because of exper-
imental difficulties, however, pronounced interests in the ionization in collisions with
resonance state atoms have restricted experimental studies until the previous report on
absolute cross sections [8]. Micha et al. [9] proposed a two-state model for the
theoretical description of the ionization processes, while Olson [10] has made a
classical calculation of the ionization cross sections for the metastable neon and argon.
A number of theoretical investigations have also been reported [11, 12]. Gregor and
Siska [13] obtained the interatomic potentials from differential scattering cross sections
for the collision of metastable neon with heavier rare gas atoms. Baudon et al. [14]
obtained the interatomic potential of the metastable neon atom and an argon atom
from the simultaneous analysis of differential scattering cross sections, absolute
integral cross sections, and absolute total ionization cross sections as a function of the
collision energy. Recently, the present author has reported the quantum mechanical
calculation of the total Penning ionization cross section for Ne(3P1) by Ar, Kr, and Xe
to reduce a large discrepancy between the previous results with semi-classical
approach based on a dipole–dipole interaction and experimental results and pointed
out that the assumption of straight trajectories for the relative motion of the two atoms
in a collision was rather simple [6]. In this work, the author presents the quantum
mechanical calculation of the total Penning ionization cross sections for Ne(3P1) by O2

collisions using optical potential model. With these objectives, the calculated total
Penning ionization cross section for Ne(3P1) by O2 using optical model as well as the
semi-classical approach are compared with the experimental cross sections, and jus-
tifies the deexcitation of resonant Ne(3P1) atoms dominated by an electron-exchange
interaction rather than dipole–dipole interaction.

13.2 Theoretical Calculations

In the following, two types of calculation are presented, first a semi-classical cal-
culation based on the dipole–dipole interaction with rectilinear trajectories and
second, the quantum mechanical calculation.

As for the deexcitation of resonant atoms, Watanabe and Katsuura (WK) [15]
proposed a theoretical formula for the resonant energy transfer into the ionization
continuum due to a long-range dipole–dipole interaction assuming rectilinear tra-
jectories, i.e.,

rWK¼ 13:88 l2Nel
2
M=v

� �2=5 ðin atomic units), ð13:1Þ

where l2Ne and l2M are the squared dipole matrix elements for the transitions of Ne:
1S0 → 3P1 and the photoabsorption of M (M = O2) at the corresponding photon
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energy to excite Ne to Ne(3P1) [16–20], respectively, and v is the relative velocity
between Ne(3P1) and M. The values of l2Ne and l2M are given by the following
relations:

l2Ne¼ 1=ENeð ÞfNe ð13:2Þ

l2M ¼ 2 1=ENeð Þ dfM=dEð ÞNe ð13:3Þ

where ENe is the excitation energy of Ne(
3P1) (16.67 eV) and fNe and dfM/dE are the

optical oscillator strength of Ne and the differential optical oscillator strength of M
at 16.67 eV, respectively [21].

13.3 Optical Model Calculation for Ne(3P1) by O2

A more appropriate calculation based on the optical model which would reproduce
the reported experimental cross section [6] was used. The calculation procedure was
described in detail previously [6, 22, 23]. In the present paper, a similar type of
calculation has also been made. The deexcitation cross section of a resonant atom
Ne(3P1) is calculated assuming the collisions under the optical potential,

VðRÞ ¼ V � ðRÞ � i
1
2

� �
CðRÞ ð13:4Þ

where R is the intermolecular distance, i.e., the distance between Ne(3P1) and center
of mass of a target molecule M (M = O2), V*(R) is the discrete interaction potential
of Ne(3P1) with M at a distance R, and Γ(R) is the autoionization width to evaluate
the coupling of the discrete entrance state of Ne(3P1)–M with the ionization con-
tinuum of the exit state Ne–(M+ + e−). This causes autoionization from discrete
entrance state into co-locating continuum, depending on the strength of a config-
uration. In treating the scattering problem under the complex optical potential
(Eq. 13.4), the Johnson’s log-derivative method is employed [24].

13.4 Optical Potentials for Ne(3P1) by O2

To the best of my knowledge, there is no published optical potentials for Ne(3P1) by
O2. Thus, in order to calculate the total Penning ionization cross sections of O2 by
Ne(3P1), the optical potentials were tentatively evaluated by considering the
physical properties of Ne(3P1) and partly using the experimental results for meta-
stable Ne(3P0,2) atoms. For the real potential V*(R) in Eq. (13.4), the interaction
potentials for Ne(3P0,2) which were experimentally obtained by Kerstel et al. [25]
for O2 were employed.
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The decay of autoionizing state can be expressed via two alternative mechanisms
[6, 26], namely a dipole–dipole mechanism:

Ne 3P1
� �ð1ÞþM(2) ! Ne(1)þMþ þ e�ð2Þ ð13:5Þ

and an electron exchange mechanism:

Ne 3P1
� �ð1ÞþM(2) ! Ne(2)þMþ þ e�ð1Þ ð13:6Þ

Regarding Eqs. (13.5) and (13.6), where (1) and (2) where (1) and (2) schematically
denote electrons. The autoionization width is assumed to be given by (see
Fig. 13.1):

CðRÞ ¼CdiðRÞþCexðRÞ; ð13:7Þ

where Γdi and Γex are the partial widths due to a dipole–dipole interaction and that for
an electron-exchange interaction respectively. In the present calculation, the isotrop-
ically averaged widths are employed for a dipole–dipole interaction [6, 22, 23]:

CdiðRÞ¼ 4pl2Nel
2
M=R

6; ð13:8Þ

where l2Ne and l2M are obtained in the same manner as shown by Eqs. (13.2) and
(13.3). Γex is known to decrease more rapidly than Γdi with increasing inter-
molecular distance [2–6] and is given by:

CexðRÞ ¼ A expð�aRÞ; ð13:9Þ

The width Γex for Ne(3P1) and M has neither been determined experimentally
nor theoretically. In the previous work, the author successfully showed that Γex of
Ne(3P1) in collision with rare gas atoms can be approximated by Γex of Ne(3P2,0)
[6]. On the other hand, since Γex for Ne(3P0,2)–O2 cannot be obtained, the author
estimated Γex for Ne(3P0,2)–O2 as follows. The parameter α is known to be
approximated by 2(2IP(M))1/2 using the ionization potential IP(M) of M [22, 27].
The value of α thus obtained is 3.553 for O2 in Å−1. The parameter ρ is determined
by fitting the calculated cross section to the experimental cross section using the
pulse radiolysis method at the collisional energy corresponding to room temperature
for the system [28, 29] and the value of A for O2 is 3.190 Å.

13.5 Results and Discussion

The cross section reflects the nature of the partial width on the intermolecular
distance, R. It is seen in Fig. 13.1 that Γex for Ne(3P1) by O2 is much larger than
Γdi(R), which significantly characterizes Γ(R) for nearly the entire region of R. This
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is ascribed to the small optical oscillator strength for Ne: 3P1 → 1S0 transition of
0.010, which is much smaller than that for He: 2 1P → 1 1S (0.276). The deex-
citation probabilities and thus the deexcitation cross sections would be mainly
determined by the Penning ionization due to electron-exchange interaction at even
large intermolecular distance rather than dipole–dipole interaction. Similar behavior
was observed for Ne(3P1) by Ar, Kr, and Xe [6].

In the present research paper, two types of calculations are presented,
semi-classical calculation based on the dipole–dipole interaction with rectilinear
trajectories and second, quantum mechanical calculation. The experimental cross
sections and their collisional energy dependence are compared with the WK the-
oretical ones in Fig. 13.2 [30]. The absolute values of the experimental cross
sections are in the same order of magnitude as the theoretical cross sections (σWK).
The experimental cross sections are smaller for O2 at low collisional energy than
those by σWK, but are almost the same at high collisional energy. The energy
dependence of the present cross sections is not correctly explained by σWK.
Previously, it has been reported that the WK formula does not reproduce well, even
qualitatively, the deexcitation cross sections of Ne(3P1) in collisions with rare gas
atoms due to the rectilinear-trajectory approximation and the assumption of the only
dominant dipole–dipole interaction [6]. The author pointed out the importance of
bent trajectories and an electron-exchange interaction. The difference between σWK

and the present experimental cross sections for Ne(3P1) by O2 can be explained in
the same manner.

Fig. 13.1 The autoionization
widths employed in the
present calculation of Ne(3P1)
by O2. The curves show
————, Γdi + Γex; — —
—, Γdi; and - - - - -, Γex,
respectively
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The collisional energy dependence of the cross sections for the deexcitation of
Ne(3P1) by O2 is shown in Fig. 13.2 for comparison by plotting the experimental
results together with the present results of optical model calculation [30]. The
absolute values of the cross sections are in good agreement with the present results
of optical model calculation and are explained reasonably well. Furthermore, there
is a significant difference between the calculated cross sections with and without
electron-exchange interaction, namely, between σdiex and σdi, respectively, which
shows the predominant contribution of the electron-exchange interaction to the
deexcitation cross sections. A small difference between the calculated cross sections
of σdiex and σdi is also observed and is due to the contribution from the dipole–
dipole interaction. As for the results for Ne(3P1) by O2 in Fig. 13.2, good agreement
between σM and σdiex with respect to both absolute values and the collisional energy
dependence of cross sections is obtained. As described above, the V*(R) for O2 is
derived from the literature, but not Γex which was evaluated in the present work by
fitting the calculated to σM at the mean collisional energy corresponding to room
temperature. The calculated Γex is a probable evaluation not only for Ne(3P1)–O2

but also for Ne(3P2)–O2 case, which is readily seen by the good agreement between
σM for Ne(3P2) and σM. It can thus be safely concluded that σWK is accidentally
coincident with σM for Ne(3P1). Further experimental measurements of the cross
section in an adequately wide collisional energy and an ab initio calculation of the
optical potentials are required to examine the validity of the present optical model
calculation.

Fig. 13.2 The experimental
cross sections for the
deexcitation of Ne(3P1) by O2

(filled diamond). Theoretical
total Penning ionization cross
sections for Ne(3P1) by an
optical model calculation of
— — —, σdi; - - - - -, σex;
————, σdiex, considering
the dipole–dipole interaction,
the electron-exchange
interaction, and both,
respectively, and a
semi-classical cross section,
— - — -, σWK, are shown
together
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13.6 Conclusions

In the present work, quantum mechanical calculations of the total Penning ion-
ization cross section for Ne(3P1) by O2 have been made. The literature values of the
interaction potential of Ne(3P2,0) by O2 are employed. The imaginary part of the
optical potential at long range is expressed by a dipole–dipole autoionization width
and at a small interatomic distance by an electron-exchange autoionization width.
Γex was evaluated in the present work by fitting the calculated to σM at the mean
collisional energy corresponding to room temperature. The examination, calculation
of semi-classical theoretical Penning ionization cross sections, optical model
Penning ionization cross sections, and comparison with experimental results show
that an electron-exchange interaction plays an important role in the deexcitation of
Ne(3P1) by O2.

Further understanding of deexcitation mechanisms for the Ne(3P1) by O2 can be
achieved by collecting experimental and theoretical cross sections in an adequately
wide collisional energy as well as theoretical investigations, such as ab initio cal-
culation of the optical potentials.
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Chapter 14
Impact of Land-Use Changes
on Groundwater Quality from Sangamner
Area, Maharashtra, India

Keshav K. Deshmukh and Sainath P. Aher

Abstract Groundwater is the earth’s largest freshwater resource. The land-use
changes can affect the hydrologic entities and have a potential impact on the quality
of groundwater directly or indirectly. In view of this, 20 groundwater samples from
Sangamner area, 13 from irrigated area, and 7 from non-irrigated area were ana-
lyzed for September 2007 and September 2014. The physical and chemical
parameters such as pH, electrical conductivity (EC), total dissolved solids (TDS),
Ca2+, Mg2+, Na+, K+, Cl−, HCO3

−, SO4
2−, NO3

−, B, Fe and Mn were determined
by standard methods. The changes in land-use were measured from remote sensing
(RS) data with the help of geographical information system (GIS) software.
Moreover, geostatistics techniques like Kriging method were used for the spatial
estimation of selected parameters. It was found that most of the parameters showed
higher values in the majority of the samples from irrigated area. Increased salin-
ization has resulted into large scale non-agricultural area alteration to intensive
agricultural area. The agricultural area was 44.27 % in 2007 and increased to
49.01 % in 2014. This land-use change in the study area has favored the estab-
lishment of agro-based industries, which are responsible for the deterioration of
groundwater quality. Assessing the quality of groundwater is difficult due to
spatio-temporal variability of multiple contaminants. Therefore, this contribution
suggests a GIS and RS-based groundwater quality assessment for improved spatial
estimation. Educating the farmers to adopt better farm management practices,
proper selection of crops, controlled use of chemical fertilizers, suitable cropping
pattern and proper disposal of industrial toxic materials have been suggested to
decrease the problem of groundwater quality in the study area.
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14.1 Introduction

Groundwater is the sole source of water for drinking, domestic, irrigation, and
industrial uses in many arid and semi-arid regions of the world [1]. It plays a vital
role in maintaining the terrestrial biosphere and ecological value of many areas.
About 75–80 % of human requirements for water are fulfilled by groundwater. In
India, the dependence on groundwater has increased sharply in recent years [2]. The
quality and quantity of groundwater are changing due to agriculture, industries,
urbanization, and solid waste generation [3, 4]. Polluted groundwater is less visible
but more insidious and difficult to clean up than pollution in rivers and lakes. The
overall deterioration of groundwater quality in many intensive agricultural areas
and around the vicinity of urban areas and industries has escalated conservation
issues by many governmental and non-governmental agencies [5, 6]. Land-use
changes are one of the main human-induced activities and its effects are felt more
on groundwater than surface water. Throughout the history of mankind, intense
human activities of land resources has resulted in significant changes in the land-use
and its impact on groundwater quality [7]. Sustainable groundwater management
must take into consideration these pollution sources and the potential of fluid
percolation which could convey pollutants to the aquifer [8, 9].

The major parts of the Ahmednagar district are showing degrading groundwater
quality level trends mainly in the central, northern, and eastern parts of the district.
The groundwater is also non-potable at many places as most of the parameters
concentrations are above desirable limits. It is also affected due to agricultural
practices, pollution from sugarcane fields, and allied industries. The change in
land-use and land-cover (LU/LC) was correlated with water quality data and it was
found that the areas around which rapid urbanization as well as industrialization are
taking place showed poor to unfit groundwater in terms of quality [10]. The impact
of land-use changes on groundwater quality have been studied by many researchers
[1, 7, 10–15]. However, the impact of land-use changes on the groundwater quality
of Sangamner area has not been investigated extensively. Few researchers [16–19]
have studied the impact of excess irrigation and other factors on the soil and
groundwater quality in the Sangamner area. Several weirs and dams have been
constructed across the Pravara River which is responsible for bringing the Pravara
River valley under intensive agriculture with sugarcane, pomegranate, and cash
crops. Subsequent to the establishment of co-operative sugar mill and allied
industries, the land-use in the area has witnessed rapid changes.

Water quality assessment involves evaluation of the physical, chemical, and
biological nature of water in relation to natural quality, human effects, and intended
uses, particularly uses which may affect human health and the health of the aquatic
system itself. Groundwater samples gathered from the ground inventory, particu-
larly over large areas are expensive and labor intensive. The use of GIS and RS
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technology has greatly simplified the assessment of natural resources and envi-
ronmental concerns, including groundwater. GIS and RS are emerging technology
paradigms, which have the potential to develop spatial database [20]. Similarly,
Geostatistics techniques give a semi-variogram, which is the distance over which
the observations are assumed correlated [21, 22]. Using geostatistical techniques,
we can use known values at sample points to estimate the values of unsurveyed
areas in between [23]. Such mathematical terms of the models were described by
several researchers [24, 25]. In addition to this, Kriging method is also used for the
interpolation of analyzed groundwater samples, because it is the geostatistical
gridding method that produces visually appealing maps from irregularly spaced
data [26]. Details about the Kriging method were discussed by Goovaerts [27] and
Deshmukh and Aher [28]. Using RS, GIS and geostatistical tools, the estimation of
groundwater quality and its vulnerability to contamination modeling become
easy for spatial decision support systems [29].

14.2 The Study Area

The Sangamner area is located in the northwest part of the Ahmednagar district of
Maharashtra, India. Geographically, it lies between 19° 27′ 38″ to 19° 36′ 51″ N
latitude and 74° 03′ 40″ to 74° 20′ 51″ W longitude. The Sangamner city is located
on the confluence of the Mhalungi and the Pravara River (Fig. 14.1). The intensive
agricultural pattern in the study area is responsible for the decreasing groundwater
quality. In addition to sugar industry, several allied industrial units have also been
set up in the area which affected the cropping pattern [18, 19]. Intensive agriculture
is practiced over 50–60 % of the study area. Thus, the groundwater resources are
facing severe threats from irrigation practices as well as from agro-based industries
in the area.

The study area consists of a plain topography at the central part due to Pravara
River and is covered by undulating hills with plateaus in the north and south
directions. The Pravara River divides the study area into two parts (Fig. 14.1). The
flow of Pravara River is in a mature stage, where observed sufficient deposition of
alluvium is accountable for intensive growth of agricultural activities [30, 31]. The
groundwater from the study area is used for domestic and agricultural purposes in
addition to drinking purposes.

The Sangamner region is a part of Deccan trap, where basaltic lava flows erupted
in the Cretaceo-Eocene age. Extensive colluvio-alluvial deposition (locally up to
20 m thick) is observed around the Pravara River. It is the late quaternary Pravara
formation that overlies the basalts along the Pravara River and its tributaries [32].
There is a thick and expansive sedimentary reservoir which has resulted from
erosional topography [17]. In the study area, aquifers are typically produced by
deep weathering from hilly regions as well as deposition from Pravara River and its
sub-tributaries over a long period of geological time [33]. Colluvium deposits
coarse to medium size fragmentary materials, which may be as high as 17 m thick.
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The thickness of weathered basaltic aquifers varies from 17 to 33 m [32]. The cross
section of the study area in the N–S direction gives an idea of the role of geology,
hydrology, physiography, and land-use in the development of soil and groundwater
salinity (Fig. 14.2).

14.3 Materials and Methods

14.3.1 Physico-chemical Analysis of Groundwater Samples

During the field work in 2007 and 2014, 20 groundwater samples (13 from irrigated
and 7 from non-irrigated areas) were collected from 505.8 km2 area of Sangamner
region. The samples were collected in polythene bottles of 1L capacity with due
care and the pH, EC, and total dissolved solids (TDS) were measured during sample

Fig. 14.1 Map showing the geographical location and topography of the study area
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collection. The latitude and longitude of the sample points were obtained using a
handheld Garmin GPS (global positioning system) receiver.

The collected samples were analyzed using appropriate standard methods [34] in
the laboratory. The physical and chemical parameters such as pH, EC, TDS, Ca2+,
Mg2+, Na+, K+, Cl−, HCO3

−, SO4
2−, NO3

−, B, Fe, and Mn were determined by
standard methods. Analysis of chloride, bicarbonate, calcium, and magnesium were
performed using titrimetric method while nitrate, sulphate, boron, iron, and manganese
were analyzed by spectrophotometric method. The alkali elements like sodium, and
potassium were detected by flame photometer. In order to analyze the variations in the
groundwater chemistry due to land-use changes, physico-chemical data of the
groundwater from the study area in September 2007 and September 2014 were
considered for analysis (Table 14.1).

14.3.2 Digital Image Classification

To evaluate the impact of land-use changes on groundwater quality, digital image
classifications were carried out from satellite images of Google Earth software

Fig. 14.2 Cross section of the study area in N–S direction showing sub-surface geology,
groundwater flow, and mechanism of salinization
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(September 2007 and September 2014). Google images were used for LU/LC clas-
sification using R (Red), G (Green), and B (Blue) bands separation and clustering
methods. These images are georeferenced using the survey of India’s toposheets as a
reference. ILWIS 3.3 Academic Image Processing software was used to classify the
selected images for LU/LC results with attribute data. Then the collected 20
groundwater samples were superimposed over the LU/LC maps for confirmation of
the sampling locations as irrigated and non-irrigated area in the study area.

14.3.3 Spatial Estimation

Geostatistical semi-variogram tools were used for the identification of spatial pat-
tern and variation in collected groundwater quality. It quantifies the relationship
between the semi-variance and the distance between sampling points, thus
Eq. (14.1) was followed for the estimation of groundwater quality in the study area.

y hð Þ ¼ 1
2N hð Þ

XN hð Þ

i¼1

ðZðxi þ hÞ � Z xið ÞÞ2 ð14:1Þ

GIS Surfer 10 software was used to acquire additional information about the
unsurveyed areas through spatial plotting and estimation. Several water quality
parameters were analyzed and their spatial distributions were mapped using the
Surfer 10 software [35]. Similarly, Kriging method was also used for unknown area
groundwater quality estimation. The general form of Kriging Eq. (14.2) was used
for estimation of groundwater quality:

Z� xp
� � ¼ Xn

i¼1

kiZ xið Þ ð14:2Þ

where Z* (xp) is the estimated value at the location xp, Z(xi) is the known value at
location xi, λi is the weight associated with the physico-chemical data. By con-
sidering Eqs. (14.1) and (14.2), the spatial trends in the groundwater quality of
selected parameters were determined.

Use of these approaches finally predicated or spatially estimated the
spatio-temporalmapsanddatasetsof thegroundwaterquality for theoverall studyarea.

14.4 Results and Discussion

Land-use changes are frequently indicated to be one of the main human-induced
factors influencing the groundwater system [14, 36]. Land-use changes are known
to impact the hydrology of the catchment area [37–43]. A relationship between
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LU/LC settings and groundwater recharge, which was evident in this study, allows
a better assessment of impacts of LU/LC changes on the quantity and quality of
groundwater [4]. Much of the information on LU/LC that can be derived using RS
cannot, or can only with great difficulty and/or cost, be obtained using in situ
methods [44]. The percentage of the agricultural area in the study area acquired
from satellite image classification was 44.27 % in 2007 and it increased to 49.01 %
in 2014. The land-use changes are shown in Fig. 14.3 and its comparison is shown
in Table 14.2.

The increase in the agricultural area is responsible for the degradation of
groundwater quality in the study area. This is attributed due to the excessive use of
chemical fertilizers, dairy wastes, animal wastes, industrial wastes, and land-use
transformation in the area. The land-use changes are associated with intensive
agriculture activities resulting in groundwater abstraction and pollution due to
effluent discharge. It is of concern today because the environment, development,
and public health are interlinked as it is essential to adopt sustainable utilization of
the available water resources [45]. The concentration of various ions in the
groundwater is governed by human activities, hydro-dynamic movements and
various geochemical reactions. In view of this, it was decided to analyze the
groundwater from the study area and thereby to study the impact of LU/LC changes
on the groundwater quality.

Fig. 14.3 Land-use maps for September 2007 and September 2014 of the study area

Table 14.2 Comparison of land-use and land-cover between 2007 and 2014

No. Land-use/land-cover 2007 (%) 2014 (%) Area

1 Intensive agriculture 20.45 22.33 Agricultural

2 Agriculture 23.82 26.78

3 Hilly area 29.12 27.48 Non-agricultural

4 Fallow area 26.17 23.14

Total 99.56 99.73
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14.4.1 Variations in pH, EC, and TDS

pH is a measure of the acidity or alkalinity in the water. All chemical and biological
reactions are directly dependent upon the pH of water system [46]. In the study area
pH values varied from 7.5 to 8.6 in 2007 and 7.4 to 8.9 in 2014, indicating weakly
to moderately alkaline nature of groundwater (Table 14.1). The higher values have
been recorded in the river bank and irrigated areas (W1, W3, W7, W8, W12, and
W19). These samples were collected from villages like Chikhali, Nimbhale, and
Jorve. The pH values were found to be high in the northern part around the sugar
factory in 2007, and has increased around the Pravara river in 2014 (Fig. 14.4). The
high values are indicative of the presence of higher amounts of carbonates and
bicarbonates in the groundwater due to excessive irrigation around the river. Lower
values have been observed in the topographically high elevated areas and in the
non-irrigated region (W9, W14, W15, W16, and W20) which are attributed to the
dissolution of carbonates and decomposition of organic matter in the soil.

The EC of water depends upon the concentration of ions and its nutrient status.
Based on EC values the water quality can be classified as poor, medium, or good
[47]. The EC values ranged from 650 to 7650 μS/cm in 2007 and 800 to
7516 μS/cm in 2014 (Table 14.1). Higher values of EC are observed in the alluvial
part of the basin where there is intensive irrigation (W2, W12, W17, and W18).
This is indicative of salinization process of groundwater in the area. Higher EC
values in the irrigated areas suggest the existence of highly mineralized ground-
water in the area. Mineralization is possibly due to higher residence time, sluggish
groundwater movement, and intensive water-rock interaction in alluvial aquifer.

TDS are composed primarily of carbonates, bicarbonates, chlorides, phosphates,
and nitrates of calcium, magnesium, sodium, potassium, manganese salts, and other
particles [48]. If the water contains less than 500 mg/L of dissolved solids, it is
generally satisfactory for domestic use and for industrial purposes. Water with more
than 1000 mg/L of dissolved solids usually gives disagreeable taste or makes the
water unsuitable in other respects [49]. In the study area TDS levels ranged from
416 to 5184 mg/L in 2007 and 527 to 4885 mg/L in 2014. It is observed that 85 %
of the samples in 2007 and 75 % of the samples in 2014 have exceeded the
permissible limit of TDS. This may be due to water percolation mainly from
agricultural runoff in the study area.

Fig. 14.4 Estimated variations in pH during 2007 and 2014 in the study area
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14.4.2 Variations in the Cationic Constituents

In the study area calcium concentration varied from 13 to 116 mg/L and magne-
sium from 7 to 95 mg/L in 2007 whereas Ca ranged from 56 to 320 mg/L and Mg
from 20 to 457 mg/L in 2014. It is observed that Ca and Mg concentration increases
from recharge to discharge, i.e., from non-irrigated (W14, W15, and W20) to
irrigated areas (W2, W17, and W18). The wells situated on alluvial terraces and
along the course of the river (W7, W11, and W19) show higher values of Ca and
Mg [50]. Estimated variations of Ca and Mg during 2007 and 2014 are shown in
Figs. 14.5 and 14.6 respectively.

The concentration of sodium in the groundwater ranged from 16 to 348 mg/L in
2007 and 10 to 681 mg/L in 2014 in the study area. Higher values of Na are
observed in the back water areas of Ojhar weir in the downstream part, i.e., in
irrigated tracts. In both the years at W18 and W19, the high sodium concentration is
attributable to the process of salinization/alkalinization in the soils from irrigated
areas. This also indicates the influence of both primary (geology/hydrogeology) as
well as secondary (intensive irrigation) factors on the composition of groundwater.
The upper part of the study area with undulating topography and non-irrigated
agricultural areas (W9, W14, W15, and W20) shows less Na concentration in both
the years. Wide variations in Na concentration in irrigated and non-irrigated
land-use could be due to differential rate of sodiumization and difference in the Na
salt built in the soil horizon (Fig. 14.7).

Fig. 14.6 Estimated variations in Mg during 2007 and 2014 in the study area

Fig. 14.5 Estimated variations in Ca during 2007 and 2014 in the study area

14 Impact of Land-Use Changes on Groundwater Quality … 219



The K concentration varied from 0.1 to 2.3 mg/L in 2007 and 0.17 to 4.3 mg/L
in 2014 in the study area. As compared to Na, K concentration is negligible in the
groundwater. This is due to the absence of potassium-bearing minerals in the basalt
and its fixation in the formation of clay minerals. The potassium level follows more
or less a similar trend as that of Na in irrigated and non-irrigated land use. However,
the irrigated areas show an increase in concentration of K due to the use of potash
fertilizers in the study area.

14.4.3 Variations in Anionic Constituents

Chloride ions are generally more toxic than sulphate ions to most of the plants and
are excellent indicators of pollution [46]. High chloride concentration gives a salty
taste to water and beverages and may cause physiological damages which may be
objectionable for some agricultural purposes [49]. The concentration of chloride in
the study area ranged from 23 to 289 mg/L in 2007 and 78 to 1533 mg/L in 2014
(Table 14.1). Higher chloride content is observed on the river bank areas and in
intensive irrigated regions which are characterized by the presence of alluvium.
However, the observed values are under the permissible limit suggested by World
Health Organization [51]. It is observed that in topographically low lying, flat areas,
the groundwater tends to be saltiest in character [52]. This may be caused by the
presence of alluvial material leading to sluggish groundwater movement and longer
residence time in irrigated areas. In the study area higher chloride content may be
due to combined effect of agricultural runoff and sugar mill effluents (Fig. 14.8).

Fig. 14.7 Estimated variations in Na during 2007 and 2014 in the study area

Fig. 14.8 Estimated variations in chloride during 2007 and 2014
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The bicarbonate levels ranged from 95 to 719 mg/L in 2007 and 204 to
1744 mg/L in 2014 in the study area (Table 14.1). Higher concentrations of
bicarbonate are observed in the areas showing rolling topography, i.e., in
non-irrigated areas (W1, W14, W15, and W20). This is possibly due to rock-water
interactions. Both silicate mineral weathering of basalt and dissolution of carbonate
present in the alluvium are potential sources of bicarbonates in the groundwater
from the study area.

The sulphate content varied from 40 to 164 mg/L in 2007 and 38 to 175 mg/L in
2014 in the study area (Table 14.1). A higher concentration of sulphate is observed
in the central and downstream part of the river where intensive irrigation is prac-
ticed (W7, W11, W12, and W18). Since this area is intensively irrigated, the
frequent use of sulphate-rich fertilizers can be considered as a potential source of
the sulphate ions in the groundwater. In addition to this, sulphate can be added to
the groundwater from the breakdown of organic substances in the soils, leachable
sulphate present in the fertilizers and human influences. Lower values of sulphate
have been reported from the upstream part characterized by steep valley wall scarps
and in non-irrigated agricultural areas.

The main source of nitrate in water is from the atmosphere, legumes, plant
debris, and animal excreta [51]. Groundwater contamination particularly from
nitrate is an emerging global problem because of its high leachability in soils and its
correlation with development. The primary sources of groundwater nitrate are
domestic fertilizers [53, 54]. The nitrate concentration ranged from 9 to 89 mg/L in
2007 and 3 to 87 mg/L in 2014 in the study area. It is seen that nitrate levels in
groundwater are higher in irrigated areas (W2, W3, W12, and W18). The irrigated
areas are dominated with sugarcane crops. Dripping water due to irrigation return
flow is also observed in many wells in the area (Fig. 14.9).

Nitrogen fertilizers used in the intensively irrigated areas are the possible cause
of nitrate pollution of groundwater. High levels of nitrate are observed in the central
and downstream part. In the intensive irrigated areas, excess use of nitrogenous
fertilizers has hastened the process of nitrate built up. It was also observed that
nitrate pollution is localized to certain areas in the rural belt (W9 and W15). This is
attributed to the nitrogen excreted by cattle in the farms (i.e., animal wastes) and

Fig. 14.9 Irrigation return
flow as the source of nitrate
pollution in groundwater
(Locality: Rahimpur)
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dairies where large numbers of buffaloes and cows are housed in relatively small
areas. Excreta of the animals get accumulated and are leached by rainfall causing
high nitrate pollution of waters. A higher concentration of nitrate was also found in
shallow aquifers, and plains underlain by shallow water table aquifers (W12 and
W18) show uniform contamination by nitrate. Thus, nitrate pollution in the area is
due to the combined effect of agricultural activity, changing land-use pattern,
mixing of sugar mill effluents and animal wastes in the study area.

14.4.4 Variations in the Trace Elements (B, Fe, and Mn)

The boron (B) content varied from 0.03 to 4.47 mg/L in 2007 and 0.54 to
6.95 mg/L in 2014 in the study area (Table 14.1). It is observed that irrigated
agricultural areas are rich in boron content [55]. This trend is also noticed in the
study area (W2, W8, B10, and W12). It is interesting to note that a few wells (e.g.,
W15) from non-irrigated agricultural areas also show high values of boron content
(>1 ppm). This can be attributed to semi-arid climatic condition in the area [56].
The variation of boron distribution is shown in Fig. 14.10.

The concentration of Fe varied from 0.072 to 0.998 mg/L in 2007 and 0.009 to
0.360 mg/L in 2014 in the study area (Table 14.1). A high concentration of Fe was
found in irrigated as well as non-irrigated agricultural areas (W1, W7, W19, and
W20) in 2007. Interestingly, high Fe concentration is associated with low nitrate
level and vice versa, e.g. W14 has NO3

− = 9 mg/L and Fe 0.995 mg/L in 2007 and
W9 has NO3

− = 57 mg/L and negligible Fe in 2014 (Table 14.1). This is possible
due to contrasting conditions needed for their mobility. Fe mobility is favored under
reducing conditions whereas NO3

− is favored under oxidizing conditions [57]. Fe
content decreases as groundwater flow moves from sediment zone to river terrace
(W9–W11) in the study area.

The concentration of Mn ranged from 0.017 to 0.997 mg/L in 2007 and trace
amounts to 0.369 mg/L in 2014 in the study area. Higher concentrations of Mn
were found in poorly drained soils in irrigated zones (W12, W18, and W19) due to
reducing conditions which follow the pattern similar to Fe (Table 14.1).

Fig. 14.10 Estimated variations in B during 2007 and 2014 in the study area
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14.5 Conclusions

The study was carried out to assess the groundwater quality in view of impact of
land-use changes from Sangamner area. The chemical parameters like pH, EC,
cations, anions, and trace elements (B, Fe, and Mn) were estimated by analyzing 20
groundwater samples from irrigated and non-irrigated areas. The present study
reveals that most of the parameters of the study area exceeded the permissible limit
prescribed by WHO. Higher values of pH and EC were observed in the irrigated
areas. This is due to low flushing rate and sluggish groundwater movement where
intensive irrigation is practiced. The levels of the parameters like Ca2+, Mg2+, Na+,
Cl−, NO3,

− and B are found to be higher in the irrigated areas compared to the
non-irrigated belt. The groundwater contamination is more severe in irrigated
land-use. The primary control on land-use is the physiography and lithology fol-
lowed by availability of water. The agricultural area in the downstream part of the
Pravara basin is intensively irrigated with sugarcane as the dominant cash
crop. Increased salinization has caused large scale variation in the land-use pattern.
The involvement of GIS, RS techniques in the groundwater quality assessment and
the use of geostatistical approach for its estimation is supportive for better spatial
estimation of selected parameters. To reduce the negative impacts of land-use
changes on natural ecosystems, there is a need to encourage adoption of sustainable
practices through educating farmers and providing them with technical assistance. It
will help them to adopt better farm management practices, avoid excessive irriga-
tion, proper selection of crops, controlled use of chemical fertilizers, and mixed
cropping pattern culture which will minimize the groundwater quality deterioration
in the study area.
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Chapter 15
Polycyclic Aromatic Hydrocarbons
and Health Risk Assessment of Selected
Household Borehole Water of Lagos–
Ogun Axis, Nigeria

Adeleke Adeniyi, Kafeelah Yusuf, Olumuyiwa Okedeyi
and Mutiu Sowemimo

Abstract The study area, Lagos–Ogun axis of Southwestern Nigeria is densely
populated. The safety of drinking water is essential to human health. Polycyclic
aromatic hydrocarbons (PAHs) are ubiquitous toxic organic compounds. This work
investigated the distribution of eight PAHs, naphthalene (Nap), phenanthrene (Phe),
fluoranthene (Flan), pyrene (Pyr), benzo[a]anthracene (B[a]a), chrysene (Chry),
benzo[k]fluoranthene (B[k]f), and benzo[a]pyrene (B[a]p) using gas chromatography
(GC)–mass spectrometry (MS) equipped with mass selective detector (MSD). The
borehole water samples were collected from selected households in the Lagos–Ogun
axis, Nigeria. Naphthalene was detected in the range of ND−897.50 µg L−1 (Lagos)
and 242.50–657.50 µg L−1 (Ogun). The other heavier PAHs were not detected (ND).
The PAHs levels in the water samples were compared with values recorded in other
areas of the world and the guideline values proposed by World Health Organization
(WHO). Human health risk assessment was evaluated and revealed that the levels of
naphthalene have potential to pose long-term adverse health effects to the populace.
Protecting drinking water sources and adopting basic water treatment protocol are
recommended with emphasis on continuous monitoring.
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15.1 Introduction

Improving access to clean drinking water is one of the least expensive and most
effective means to improve public health [1]. In furtherance to this, the World
Health Organization (WHO) has declared 2005–2015 the decade of water, with the
goal of establishing the framework to eventually provide full access to water supply
and sanitation for all people.

Polycyclic aromatic hydrocarbons (PAHs) are a group of common organic
pollutants with at least two condensed rings and are known for their carcinogenic
and mutagenic characteristics even at low concentrations [2]. PAHs are released
into the environment through both natural and anthropogenic activities.
Consequently, the sources of contaminants can be difficult to determine in some
instances [3, 4]. They are formed as by-products of incomplete combustion of
organic materials [5]. The most significant anthropogenic sources of PAHs include
heat and power generation from coal and other fossil fuels, coal production, pet-
roleum refining, coal and oil shale conversion, and chemical manufacturing [6, 7].
The ubiquity and persistence of PAHs in the environment is responsible for their
presence in most soils, where they accumulate due to their low solubility in water.
PAHs are lipophilic compounds with very low water solubility and therefore, their
concentration in water is often low, in fact their solubility decreases with increase in
molecular weight [3].

A number of instrumental techniques have been developed for PAHs analysis.
These include GC–MS, GC-FID, and HPLC, respectively.

PAHs exposure is mainly through automobile, industrial emissions, and cigarette
smoking. PAHs are mostly inhaled by smokers, or those around them, because
cigarettes contain significant amounts of PAHs [8]. PAHs can also be absorbed
through dermal contact from contaminated water sources. The study carried out by
Perera et al. [9] linked prenatal exposure of PAHs to anxiety/depression disorders in
children.

The major commercial use of naphthalene is to manufacture other chemicals
used in making polyvinyl chloride (PVC) plastics [10]. The International Agency
for Research on Cancer (IARC) and the United States Environmental Protection
Agency (USEPA) concluded that naphthalene is possibly carcinogenic to humans,
since there is enough evidence that naphthalene causes cancer in animals, even
though there is not much data of its effect on humans [11, 12].
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Naphthalene in air can irritate eyes and breathing passages. Workers who have
been exposed to large amounts of naphthalene through skin contact and from
breathing naphthalene vapor have developed blood and liver abnormalities [13].

At hazardous waste sites and landfills, naphthalene can be weakly attached to
soil and pass through the soil particles into underground water [14].

For a long while, in Nigeria and in many developing countries, the chemical
quality of groundwater used for human consumption is a neglected public health
issue. There is a general misleading assumption that water extracted from boreholes
is indeed safe for human consumption [15]. The negative impacts of urbanization
on groundwater hydrochemistry have also attracted considerable concern [16].

Bioremediation is one approach that has been applied in recent times to reme-
diate contaminated land and water. This promotes the natural attenuation of the
contaminants using ex situ and in situ microbial communities [17, 18].

As a principle to determine the wholesomeness of the household borehole water,
samples are randomly taken, analyzed, and compared with global values from
India, Turkey, Iran, Germany and those of WHO guideline values.

This study assessed the levels of PAHs in selected household borehole water
within the Lagos–Ogun axis, Nigeria. It also investigated the potential health effects
of the chemicals on consumers. The groundwater in these locations does not go
through any well-established water processing plant, only few households make use
of water filters. The sampling area in the Lagos–Ogun axis, South West Nigeria is
predominantly urban and semi-urban, where a large number of residents rely on
privately operated water supply from shallow wells and boreholes for their water
needs. In these areas, waste management practices are largely uncoordinated, waste
burning is common and industries are haphazardly located. In addition, vehicular
traffic is generally moderately high with gas and refined petroleum pipelines
crisscrossing some of the communities. Even in most homes, petroleum products
are stored in surface containers to power generators for electricity. These invariably
expose the water supplies to these chemicals, with potential health consequences.
To date, however, no work has been reported on the PAHs level in the groundwater
within this area, which is very significant in health considerations.

The outcome of this study will assist inhabitants and the appropriate authorities
in formulating policies and strategies aimed at preventing future contamination and
mitigating likely adverse effects.

15.2 Materials and Methods

15.2.1 Materials and Chemicals

PAHs used in this study included naphthalene (Nap), phenanthrene (Phe), fluo-
ranthene (Flan), pyrene (Pyr), benzo[a]anthracene (B[a]a), chrysene (Chry), benzo
[k]fluoranthene (B[k]f), and benzo[a]pyrene (B[a]p). All PAH standards were of
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98.0–99.5 % purity and were purchased from Sigma (Seelze, Germany). The sol-
vents used for extraction and clean up were hexane and acetone and were purchased
from Sigma–Aldrich (Seelze, Germany). Silica gel used in column chromatography
was purchased from Merck (Darmstadt, Germany).

15.2.2 Sampling Area

Samples were collected in selected households within the Lagos–Ogun axis of
Southwestern Nigeria. The study area comprises predominantly sedimentary and
basement rocks complex. The global positioning system (GPS) data of the sampling
areas are indicated in Table 15.1.

Table 15.1 Sampling location and mean concentration values of naphthalene in the borehole
water samples

Location Global positioning system data
(latitude; longitude)

Nap (µg L−1)

Erunwen 1 6°36′29″N; 3°32′04.0″E 140.00 ± 14.14

Erunwen 2 6°36′38″N; 3°32′13.0″E 510.00 ± 84.85

Erunwen 3 6°36′42″N; 3°32′28.0″E 142.50 ± 201.53

Agbele 6°36′29″N; 3°30′34.0″E 220.00 ± 311.13

Kokoro Abu 6°37′09″N; 3°38′29.0″E 897.50 ± 647.00

Eyita 1 6°38′00″N; 3°30′06.0″E ND

Eyita 2 6°38′01″N; 3°29′58.0″E 522.50 ± 102.53

Eyita 3 6°37′57″N; 3°29′59.0″E 645.00 ± 912.17

Ikosi-Ketu 6°36′02″N; 3°22′57.0″E 350.00 ± 497.97

Oshodi 6°33′12″N; 3°20′32.0″E ND

Ogudu 6°36′12″N; 3°22′57.0″E 820.00 ± 98.99

Akesan 1 6°32′25″N; 3°13′59.7″E 190.00 ± 268.70

Akesan 2 6°32′05″N; 3°13′18.6″E 462.50 ± 74.25

Ilado 6°31′40″N; 3°13′25.4″E 792.50 ± 364.16

Ogijoa 6°41′14″N; 3°30′00.0″E 545.00 ± 770.75

Ibafoa 6°43′50″N; 3°25′52.0″E 242.50 ± 342.95

Magboroa 6°43′29″N; 3°23′52.1″E 402.50 ± 569.22

Ilupeju-Agbaraa 6°29′52″N; 3°04′52.6″E 607.50 ± 859.13

Lusada 1a 6°34′35″N; 3°13′59.7″E 657.50 ± 929.85

Lusada 2a 6°34′32″N; 3°05′14.0″E 460.00 ± 523.26

Notes ± standard deviation; ND not detected; aOgun state sampling sites, others are from Lagos
state
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15.2.3 Sampling and Sample Preparation

Water samples were collected from household boreholes following standard sam-
pling techniques [19] in order to analyze their PAHs contents. 5 L of each water
sample was taken in polyethylene plastic containers. Samples were transported in
cooled containers to the laboratory.

A 250 mL water sample aliquot was transferred to a 500 mL separatory funnel,
and 15 mL of hexane was added. The separatory funnel was shaken for a period of
2 min, and the organic layer was separated and collected in a 50 mL flat-bottom
flask containing 2 g of anhydrous sodium sulfate. The extraction step was repeated
twice, and the resulting extracts were combined. The combined extracts were
transferred to a rotary evaporator and pre-concentrated to a volume of 2 mL with a
vacuum rotary evaporator, Buchi R-200 (Flawil, Switzerland). The concentrated
extract was cleaned up using silica gel column chromatography. PAHs were eluted
with acetone and concentrated to 1.5 mL with a gentle stream of nitrogen [20].

15.2.4 Determination of Blank Levels

For the chemical analysis, hexane extracts from unspiked distilled de-ionized water
samples were processed to establish blank levels. Spiked samples of mixtures of the
eight PAHs standards were extracted and quantified for quality assurance purposes.

15.2.5 GC–MS Analysis and Quantification

Stock standard solutions were prepared in acetone and stored at 4 °C. The deter-
mination of PAHs was performed on an Agilent GC–MS consisting of a 7890A GC
equipped with a splitless injector, 5975C mass selective detector (MSD), and 7693
autosampler from Agilent Technologies (Santa Clara, CA, USA). Data acquisition
was achieved using MSD ChemStation. A sample of 1 µL was injected into an
Agilent Technologies capillary column DB-1HT 30 m × 250 µm i.d. with 0.25 µm
film thickness. A splitless injection mode was used. Temperature programming was
as follows: initial temperature was at 60 °C held for 4 min, followed by an increase
to 310 °C at 10 °C min−1, and held for 1 min at the maximum set temperature.

Ultra high-purity helium (99.999 %) gas from Afrox (Johannesburg, South
Africa) was used as the carrier gas at a flow rate of 1 mL min−1. An external
standard calibration method based on a four-point calibration curve (0.05 to
2 mg L−1) was used. The chromatogram showing the eight PAHs standards is
presented in Fig. 15.1.
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15.2.6 Statistical Analysis

To estimate statistical significant differences between Lagos and Ogun State sam-
ples, t-test statistical analysis at p < 0.05 level of significance was employed.

15.2.7 Risk Assessment

To assess potential health risks, interviews were conducted and questionnaires were
administered to members of the participating households for information about age,
source of water supply, water treatment method, waste disposal practices, protection
of water sources, and health related problems. It was observed that the households
involved use the borehole water for cooking, washing, and bathing. Similarly, the
majority of the households also use the water for drinking. Two of the households
not drinking theirs have neighbors who rely solely on them as source of drinking
water. Therefore, the health risk indicators, such as chronic daily intakes (CDI) and
health risk index (HRI) were calculated for the borehole water samples [21–26].

CDI mg kg�1 day�1� � ¼ Cm � Iw=Wb

where Cm (µg L−1) = naphthalene concentration in water; Iw (L day−1) = average
daily intake of water (assumed to be 2 L day−1 for an adult and 1 L day−1 for a

Fig. 15.1 Chromatogram of the eight PAHs standards

232 A. Adeniyi et al.



child); Wb = average body weights (assumed to be 72 kg for an adult and 32.7 kg
for a child). The CDI data are shown in Table 15.2.

HRI ¼ CDI=RfD

where the oral toxicity reference dose (RfD, mg kg−1 day−1) value for naphthalene
is 2 E−2. The HRI values are listed in Table 15.3.

15.3 Results and Discussion

The most common method for the extraction of PAHs in water is liquid–liquid
extraction (LLE) using nonpolar solvent [27]. In the solid phase extraction
(SPE) method the recoveries recorded, (56–96 %) and RSDs (5–28 %) were less
satisfactory than those obtained using the LLE method (recoveries of 60–105 %
and RSDs of 1–28 %) [20].

As can be seen from Table 15.1, only naphthalene (Nap) was detected. The other
heavier PAHs, Phe, Flan, Pyr, B[a]a, Chry, B[k]f, and B[a]p were below detection

Table 15.2 Chronic daily intakes (CDIs, µg kg−1 day−1) of naphthalene through drinking water
consumption

Location Adults Children

Erunwen 1 3.89 ± 0.39 4.28 ± 0.43

Erunwen 2 14.17 ± 2.36 15.60 ± 2.59

Erunwen 3 3.96 ± 5.60 4.36 ± 6.16

Agbele 6.11 ± 8.64 6.73 ± 9.51

Kokoro Abu 24.93 ± 17.97 27.45 ± 19.79

Eyita 1 – –

Eyita 2 14.47 ± 2.79 15.98 ± 3.14

Eyita 3 17.92 ± 25.34 19.72 ± 27.90

Ikosi-Ketu 9.72 ± 13.75 10.70 ± 15.14

Oshodi – –

Ogudu 22.78 ± 2.75 25.05 ± 3.03

Akesan 1 5.27 ± 7.46 5.81 ± 8.22

Akesan 2 12.85 ± 2.06 14.14 ± 2.27

Ilado 22.01 ± 10.12 24.24 ± 11.14

Ogijoa 15.14 ± 21.41 16.67 ± 23.57

Ibafoa 6.74 ± 9.53 7.42 ± 10.49

Magboroa 11.18 ± 15.81 12.31 ± 17.41

Ilupeju–Agbaraa 16.88 ± 23.86 18.58 ± 26.27

Lusada 1a 18.26 ± 25.83 20.11 ± 28.44

Lusada 2a 12.78 ± 14.53 14.07 ± 16.00

Note aOgun State sampling sites, others are from Lagos state
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limits (µg L−1): 110 (Phe), 40 (Flan), 70 (Pyr), 50 (B[a]a), 170 (Chry), 10 (B[k]f),
40 (B[a]p) respectively. Nap detection limit is 40 µg L−1.

The concentration of Nap detected in Lagos samples ranges from ND in Eyita 1
and Oshodi to 897.50 ± 647.00 µg L−1 in Kokoro Abu whereas the Ogun State
samples have values ranging from 242.50 ± 342.95 µg L−1 in Ibafo to
657.50 ± 925.85 µg L−1 in Lusada 1 samples. These values were higher than
naphthalene Health Advisory value of 100 µg L−1 [28] and the WHO limit of
0.7 µg L−1 for all PAHs [29]. The average naphthalene concentration within Ogun
State (485.83 µg L−1) is higher than the concentration found within Lagos State
samples (399.58 µg L−1). The relatively high naphthalene values in these samples
may not be unconnected to poor waste management practices, run-offs, and
usage/handling of refined petroleum products [6, 30, 31].

However, Nap concentrations between the two states were found to be statisti-
cally non-significant, 0.61 at p < 0.05 (ttab = 1.73). We can therefore infer that Nap
contamination is not State dependent.

The results from this study, compared to groundwater PAHs values reported for
Okrika Mainland, Nigeria and for countries like India, Turkey, Iran, and Germany
revealed the prevalence of heavier PAHs in these countries. In the groundwater
samples collected from Okrika, Nigeria, Nap recorded concentrations were between
0.58 and 525.10 µg L−1, fluorene 0.18–204.38 µg L−1, Phe 0.41–267.32 µg L−1,

Table 15.3 Health risk index
(HRI) of naphthalene through
drinking water consumption

Location Adults Children

Erunwen 1 1.90 E−01 2.10 E−01

Erunwen 2 7.10 E−01 7.80 E−01

Erunwen 3 1.99 E−01 2.20 E−01

Agbele 3.10 E−01 3.40 E−01

Kokoro Abu 12.47 E−01 13.70 E−01

Eyita 1 – –

Eyita 2 7.24 E−01 8.00 E−01

Eyita 3 8.96 E−01 9.90 E−01

Ikosi-Ketu 4.86 E−01 5.40 E−01

Oshodi – –

Ogudu 11.39 E−01 12.50 E−01

Akesan 1 2.65 E−01 2.90 E−01

Akesan 2 6.43 E−01 7.10 E−01

Ilado 11.01 E−01 12.10 E−01

Ogijoa 7.57 E−01 8.30 E−01

Ibafoa 3.37 E−01 3.70 E−01

Magboroa 5.59 E−01 6.20 E−01

Ilupeju-Agbaraa 8.44 E−01 9.30 E−01

Lusada 1a 9.13 E−01 10.10 E−01

Lusada 2a 6.39 E−01 7.00 E−01

Note aOgun state sampling sites, others are from Lagos state
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and anthracene between 0.29 and 250.84 µg L−1 [32]. In Chennai city, Tamil Nadu,
India, Nap, Pyr, B[a]a, Chry, B[k]f and B[a]p were not detected. However, Phe and
Flan levels ranged from 106.80 to 143.20 µg L−1 and ND—104.00 µg L−1,
respectively [33]. Caylak [34] reported a B[k]f range of 0.0004–0.0012 µg L−1 for
groundwater samples collected from Kizilirmak, Turkey. Karyab et al. [35], in their
analysis of water samples collected in different districts in Tehran, Iran, reported
concentration ranges as follows (µg L−1): Nap, ND—0.06; Phe, ND—0.003; B[a]a,
ND—0.03; Chry, ND—0.44; B[k]f, ND—0.20; B[a]p, ND—0.01, whereas Flan and
Pyr were not detected in the samples. Groundwater samples from different wells in
Kirchseeon region, Germany gave average concentrations (µg L−1) of 41.50, 71.30,
and 20.40, respectively for Nap, Phe, and Flan [17].

The CDI values of Nap are shown in Table 15.2. The highest values for both
adults and children within the Lagos axis were found in Kokoro Abu,
24.93 ± 17.97 and 27.45 ± 19.79 µg kg−1 day−1, respectively, whereas Lusada 1
recorded the highest Ogun State values (µg kg−1 day−1) of 18.26 ± 25.83 and
20.11 ± 28.44 respectively for adults and children. The mean values of CDI
(µg kg−1 day−1) in Ogun State for both adults and children (13.50, 14.86) were
higher than those of the Lagos State samples (11.29, 12.43). In the entire sample
sites, the CDI values for the children are found to be higher than those of the adults.
This trend has been observed before [22, 23] and is an indication that children are
more vulnerable to contaminants exposure than adults. Consequently, the adverse
health outcomes of ingestion and dermal exposure are expected to be more severe
for children [24].

The values of Nap HRI shown in Table 15.3 are worthy of note. The highest
values within Lagos State for both adults and children are found in Kokoro Abu
(12.47 E−01, 13.70 E−01), while the highest values within Ogun State are found in
Lusada 1 (9.13 E−01, 10.10 E−01). The HRI values of the children are also more
than those of the adults in all the sample sites. The HRI of Nap at most of the sites
was within safe limits (HRI < 1) [23]. Nevertheless, Kokoro Abu’s values of 12.47
E−01 (adults) and 13.70 E−01 (children); Ogudu, 11.39 E−01 (adults) and 12.50 E
−01 (children); Ilado, 11.01 E−01 (adults) and 12.10 E−01(children); Lusada 1,
10.10 E−01 (children) have HRI values greater than 1. The water supplies in these
households are considered unsafe for consumers [21, 23].

Protecting drinking water sources and having adequate water treatment proce-
dures are imperative to ensure the wholesomeness of household drinking water in
this axis and others. The need for continuous water quality monitoring exercises
cannot be overemphasized.

15.4 Conclusions

The Nap concentrations in virtually all household water involved in this study
except for Eyita 1 and Oshodi were higher than the prescribed WHO limit of
0.7 µg L−1 and USEPA’s health advisory value of 100 µg L−1. The Nap values
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within the two States were found to be non-significant at p < 0.05 and were
compared with global groundwater values. Heavier PAHs were not detected in the
water samples. They probably occur at ultra-trace levels beyond the limits of
detection. Health risk assessment is a useful tool in revealing the true meaning and
relevance of contaminants in drinking water. Based on the HRI values obtained in
this study, some of the household drinking water is considered unsafe, i.e., those
with HRI values greater than 1. Results obtained in this study will avail consumers
and governments with the relevant baseline information on the levels and potential
health consequences of PAHs in the Lagos–Ogun groundwater supplies. Leaving
individual households to fend for their water needs in this time and age is unac-
ceptable. Furthermore, adopting sustainable waste management practices in this
axis is imperative.
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Chapter 16
Visualization of Chemical Reaction Based
on Quantum Calculation for Teaching
Material—Addition of Halogens
to Cyclopentene

Haruo Ogawa, Hiroshi Nagashima and Akira Ikuo

Abstract Teaching material by visualization of the reaction mechanism of halo-
genation of cyclopentene wasmade for students to understand and realize the nature of
the chemical reaction. The reaction in the gas phase was studied by B3LYP/LanL2DZ
level quantum calculation. The calculation revealed that the reaction with halogen
radical via homolytic dissociation of halogen molecule is preferred compared with
halogen ions via heterolytic dissociation of halogen molecule. The results were visu-
alized in diagrams with the geometries of atoms on molecular structures and potential
energies of reactants, intermediate compounds, and products. The lesson using the
diagrams was carried out in an undergraduate physical chemistry laboratory class of
junior (third year) level students of teacher’s college, Tokyo Gakugei University.
Students’ attitudes and answers to questionnaire suggested that they realized the nature
of halogenation somewhat smoothly. Their answers overall revealed that the lesson
using the visualized diagrams was one of the influential methodologies for enhancing
students’ understanding and grasp of the nature of the chemical reaction.

Keywords Halogenation � Cyclopentene � Visualization � Teaching material �
Quantum calculation

16.1 Introduction

Teaching instruments and materials for visualization in chemical education are very
important, for example, interesting experiments and/or instruments, videos, com-
puter graphics (CG), and so on. Visualization of abstract chemical concepts using
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CG helps to realize images of them, and is an effective methodology for producing
teaching material [1]. Visualization needs to be more user-friendly and appealing
for students from the stand point of a useful teaching material. It is our aim to
produce a teaching material, in which students enjoy good experiences of discov-
ering the “how” and “why” of chemical reactions [2, 3].

Halogenation of olefins is a typical reaction in chemistry [4], often encountered
in a student laboratory. For example, addition of a bromine molecule to ethylene in
a solution proceeds with the approach of the bromo-cation to ethylene forming the
bromonium ion as shown in Scheme 16.1. The bromonium ion is subsequently
attacked at carbon by bromide ion to form trans-1,2-dibromoethane [5]. In the case
of cyclopentene, 1,2-dibromocyclopentane is formed as shown in Scheme 16.2.
The reaction mechanism via a bromonium ion as shown in Scheme 16.3 was
verified using SbF5 and BrCN in SO2 as solvent, where the bromonium ion was
detected by NMR [4]. Calculations of aromatic electrophilic substitution [6] and
chlorobenzene reactions with hydrogen atoms [7] have also been reported.

This paper reports the details of the reaction mechanism of halogenation of
cyclopentene studied by quantum calculation and visualization of outcomes, where
the reaction proceeds through several intermediates. This research work may be
useful as a teaching material in chemical education.

Scheme 16.1 Bromination
of ethylene

Scheme 16.2 Formation of
1,2-dibromocyclopentane

Scheme 16.3 Formation of
bromo-cyclopentonium cation
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16.2 Calculation and Visualization

The ab initio molecular orbital calculation software, Gaussian 03W [8], was used in
all the calculations for the optimization of all geometries of atoms of reactants,
intermediates of transition states, energetically stable isomers, and product, for
vibrational analysis, and for population analysis. The geometries of the molecules
were optimized by DFT method [9, 10] with B3LYP/LanL2DZ [11, 12].
Vibrational analysis and population analysis were carried out by the DFT method.
Visualization software Jmol [13] was applied for geometries of atoms obtained by
calculations in order to draw the molecular structures.

16.2.1 Heat of Formation (ΔHf) and Geometry in the Case
of Cl2

Structures and ΔHf of Reactant and Product

Dissociation of chlorine molecule can be expressed by two mechanisms:
(i) heterolytic dissociation resulting in chloride ions, and (ii) homolytic dissociation
resulting in chlorine atoms (Scheme 16.4).

The molecular structure of the reactant cyclopentene was optimized by
B3LYP/LanL2DZ level calculation, and then the heat of formation (ΔHf) of
35.3 kJ mol−1 was estimated. This value is in fairly good agreement with the
reference value of 34.0 kJ mol−1 [14].

The structures of the products of the cis- and trans-conformers of
1,2-dichlorocyclopentane were optimized in the same manner, and the ΔHf of cis-
and trans-conformers were calculated to be −323.8 and −362.6 kJ mol−1, respec-
tively. The trans form of 1,2-dichlorocyclopentane was more stable than that of the
cis-form by 38.8 kJ mol−1. The difference is thermodynamically reasonable, and
thus trans-1,2-dichlorocyclopentane (Fig. 16.1) was adopted as the structure of the

Scheme 16.4 Chlorination mechanism of cyclopentene

16 Visualization of Chemical Reaction Based on Quantum Calculation … 241



product at the final state. Presumably, even the addition with radical would lead to
the trans-form.

ΔHf and Geometry of Intermediates

The enthalpy changes (ΔHf) of the intermediates of transition states of TS1,TS2, and
TS3, and of the energetically stable isomers Iso1 and Iso2 were obtained under both
heterolytic and homolytic dissociation with accompanying molecular structures. The
results of ΔHf, bond distances and bond angles of intermediates under heterolytic and
homolytic dissociation are listed in Tables 16.1 and 16.2, respectively.

In the case of heterolytically dissociated chlorine, the chlorine cation was placed
perpendicular to the cyclopentene plane at a distance starting from 3.5 Å from the
center of double bond, and the formation of the intermediate of transition state of
TS2 and the isomer Iso1 were postulated. Subsequently, chloride ion was placed at
the symmetric position about the cyclopentene plane to the cation, leading to the
formation of the isomer Iso2 and the intermediate of transition state of TS3.

In the case of homolytically dissociated chlorine, the chlorine atomwas placed in a
certain region as halogen radical is generally known to approach sp2 carbon at an angle
of 105°–110° [15], giving rise to the intermediate of transition state of TS2 and the
isomer Iso1. Addition of the second chlorine atomwas similarly carried out leading to
the formation of the isomer Iso2 and the intermediate of transition state of TS3.

Smaller energies of ΔHf under homolytic dissociation were observed compared
to those obtained under heterolytic dissociation. The bond angle of C2–C1–Cl14 of
Iso1 was 99.8° in the case of heterolytic dissociation while the angle was 108.0° in
the case of homolytic one.

Diagram with ΔHf and Structure

The potential energy diagram based on the results of the calculation together with
the proposed molecular structures is shown in Fig. 16.2. Each ΔHf of intermediate
of the transition state was normalized at reactant level and was expressed as ΔHrel,
e.g. ΔHrel of heterolytic and homolytic dissociations were 1031.0 and
66.0 kJ mol−1 for the formation of chloride ions and chlorine atoms, respectively.
These values were estimated for TS1 state besides those of other intermediates of

Fig. 16.1 Structure of trans-
1,2-dichlorocyclopentane
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Table 16.1 ΔHf and structure parameters under heterolytic dissociation

ΔHf was estimated by B3LYP/LanL2DZ level calculation

Table 16.2 ΔHf and structure parameters under homolytic dissociation

ΔHf was estimated by B3LYP/LanL2DZ level calculation
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TS2, TS3, Iso1, and Iso2. One Cl atom is shown in TS2 and Iso1 with another
hidden counter Cl atom somewhere (not shown); however, the calculations inclu-
ded both Cl atoms. The values of ΔHrel at TS2 were very close for both heterolytic
and homolytic dissociation with a difference of ca. 75 kJ mol−1. Halogenation in
the gas phase readily proceeds with ease via homolytic dissociation with formation
of radicals. Halogenation in a solution via heterolytic dissociation may proceed in
consideration of solvent effect.

16.2.2 Various Halogens

The charges on the halogen atom and on the interactive carbon atom of intermediate
of TS1 were calculated with Cl2, Br2, and I2 under both heterolytic and homolytic
dissociations and the results are listed in Tables 16.3 and 16.4, respectively. The
interatomic distances of RDumX and RCX and the potential energy (PE) were found
to increase with atomic number. The charges on the halogen X atoms increase with

Fig. 16.2 Potential energy and structure diagram of homolytic or heterolytic chlorination of
cyclopentene. ΔHrel was estimated at B3LYP/LanL2DZ level and normalized at reactant level. TS
transition state, Iso isomer
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increasing positive values in the case of heterolytic dissociation while they increase
with increasing negative values in homolytic dissociation. The charges on inter-
active carbon atoms were also found to increase with atomic number with
increasing negative values under both dissociations.

16.2.3 Verification of Less π-Donor Effect to Cl2

Both the charge of Cl(14) of Cl2 molecule and PE versus interatomic distance of d//-
X are shown in Fig. 16.3.

The charge of Cl(14) and PE were found to increase at d//-X of ca. 2 Å and
increased drastically near 1.767 Å of C–Cl bond length [16]. This implied that less
π-donor effect to Cl2 molecule is observed.

On the other hand, the calculation was also attempted in the case of SbF5 and
BrCN, where the bromonium cation has been detected experimentally in the
bromination of cyclopentene in a solution [4], as a candidate for the model with the
hope of electron donor effect by F atom of SbF5. The results of the charge on
bromine atom Br and potential energy ΔH versus interatomic distance of RBrC and
RFBr are shown in Figs. 16.4 and 16.5, respectively, where the interatomic distance
of RFBr and RBrC was fixed at 2.04 and 1.90 Å, respectively.

Table 16.3 Charges and potential energy on heterolytically dissociated Iso1

aDum: Dummy atom at the position of the center of C–C bond
bThe charge on halogen atom X
cThe charge on one carbon atom of C–C bond
dPotential energy

Table 16.4 Charges and potential energy on homolytically dissociated Iso1

aThe charge on halogen atom X
bThe charge on carbon atom of C–X bond
cPotential energy
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In the former case, the charge on Br versus RBrC started to increase drastically at
a point at ca. less than 2.0 Å of RBrC, the normal bonding distance while the charge
of CN started to decrease in the reverse manner (Fig. 16.4). In the latter case, the

Fig. 16.3 Charge on Cl(14) and PE (ΔHrel) versus d//-Cl. 1. ΔHrel was normalized at reactant level.
2. The value of C–Cl on CHCl3 cited by the book of Chemical Society of Japan [16]. 3. Structure
of chlorine was optimized at B3LYP/LanL2DZ level

Fig. 16.4 Charge and PE (ΔH) versus RBrC. 1. Charge on Br; the charge of CN is the summation
of those on both C and N. 2. The value of Br–C on CHBr3 was cited by the book of Chem Soc Jpn
(ed.), “Kagaku binran kisohen II rev. 3rd Ed.”, Maruzen, Tokyo (1984), II-660
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charge on Br versus RFBr started to increase drastically around the point at 3.0 Å,
before the point at 1.85 Å, the normal bonding distance while the charge of CN
started to decrease in the reverse manner (Fig. 16.5). The electron donor effect of F
atom of SbF5 to Br was thus confirmed by the quantum calculation in the case of
SbF5 and BrCN even in the gas phase.

16.3 Educational Effect

16.3.1 Evaluation of Visualization

Diagrams from the quantum calculation were made up from the stand point of
structure and energy (Fig. 16.2, in particular). They were visualized on a screen of
PC in order to ease access for students getting information about the reaction
besides the popular reaction mechanisms about the addition reaction
(Schemes 16.1, 16.2, 16.3, and 16.4). Students looked at them, and they perceived
the overall image of the reaction of addition of halogen to cyclopentene.

The effect of the visualized results was observed in a class of physical chemistry
laboratory of 37 undergraduate students of junior (third year) level in Tokyo
Gakugei University (TGU). The educational effect of the visualized diagrams was
conducted through a questionnaire which was (Fig. 16.6) to be filled by students
before and after self-viewing of the diagrams on PC.

Fig. 16.5 Charge and PE (ΔH) versus RFBr. 1. Charge on Br; the charge of CN is the summation
of those on both C and N. 2. The value of F–Br is half the bond length of F2 and Br2 cited by the
book of Chem Soc Jpn (ed.), “Kagaku binran kisohen II rev. 3rd Ed.”, Maruzen, Tokyo (1984),
II-715
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The percentages of the numbers of “yes” equivalent to including those who
answered “strongly” and “fairly” were increased drastically when comparing with
the responses of the questionnaire after (Fig. 16.7) and before (Fig. 16.8) accessing
the diagrams on PC. The visualized diagrams could enhance the understanding of
the addition reaction, and to have more clear images about the reaction such as
(i) ΔH < 0 through the addition of halogens, (ii) higher thermal energy of hetero-
lytic dissociation rather than that of homolytic dissociation, (iii) formation of rad-
icals by homolytic dissociation and ions by heterolytic dissociation, (iv) structure
and energy in the system of each step of intermediate, and (v) the image of the
overall reaction of the addition. The study revealed that the visualization of the
results from the quantum calculation can be considered as a teaching material for
students to have clear images of chemical reactions concerning structure and
energy. Visualization on the basis of the data from quantum calculation could be
one of the methodologies for students to understand chemical reactions. It was
verified that before accessing the diagrams on PC, students had clear images of only
simple representations about the reaction mechanism such as Scheme 16.1.
Application of visualization to chemical education is a great help for students to
comprehend science and chemical concepts and phenomena, and these have already
been reported in papers, e.g., visualizing chemical structure [17], molecules [18],
and models and modeling in science [19]. The answers to the questions overall
revealed that lessons using visualized diagrams can be one of the influential
methodologies for enhancing images of the chemical reaction.

Fig. 16.6 Questionnaire administered to the students
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16.3.2 Understanding and Enhancing Images
of the Chemical Reaction

The following questions in the questionnaire were asked; Q3: which items maintain
an importance for understanding the addition reaction? and Q4: which items
enhance images of behavior of reaction molecules? Three items have to be chosen
by each student for each of the above questions. Students expressed their preference

Q1.1

Q1.2

Q1.3

Q1.4

Q1.5

Fig. 16.7 Summary of results to Q1 of the questionnaire

Q2.1

Q2.2

Q2.3

Fig. 16.8 Summary of results to Q2 of the questionnaire
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for the items of “Practical use of figure”, “Practical use of graph”, and “Experience
of experiment and observation” both for understanding the addition reaction and for
enhancing images of behavior of reaction molecules (Fig. 16.9).

Thinking and behaving imaginatively in science are important to promote cre-
ativity as outcome with value to the original objective [20–22]. Answers showed
that students assigned importance to imagination through experiment, observation,
and application of schemes as important items for learning methodologies. Childs
[23], and Osborne et al. [24] mentioned that students should appreciate that science
is an activity that involves creativity and imagination as much as many other human
activities, and that some scientific ideas are enormous intellectual achievements.
Scientists, like any other profession, are passionate and involved humans whose
work relies on inspiration and imagination [24]. Even in science education it is
more desirable that students should educate themselves in a similar manner.
Learning on the basis of students’ enthusiastic activities over imaginative thinking
and behavior would be of great importance to understand science.

Visualization is a key for students to have images of objectives such as in
phenomena, chemical concepts, and molecular world. Visualization at an appro-
priate stage through experiment, drawing, explanation, and CG based molecular
world on quantum chemical calculation would be an effective method for
achievement. Realizing images led to understanding that is expected to be enhanced
with the students’ enthusiastic activities on imaginative thinking and behavior.

Q3

Q4

Fig. 16.9 Summary of results to Q3 and Q4 of the questionnaire
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16.4 Conclusion

The quantum calculation was demonstrated in the reaction of halogenation of
cyclopentene. The calculation revealed that the reaction proceeded preferentially
with halogen radical via homolytic dissociation compared to halogen ions via
heterolytic dissociation in the gas phase. The reaction proceeds through the for-
mation of several intermediates step by step. Less π-donor effect to halogen
molecule such as Cl2 was observed in the gas phase. In the study of addition of
various halogens such as Cl2, Br2, and I2, the charges on the interactive carbon
atoms were found to increase with atomic number with increasing negative values
under both dissociations. Electron donor effect of SbF5 to BrCN was also observed
in the gas phase.

The results of quantum calculation were visualized in diagrams for use as
teaching material with the geometries of atoms on molecular structures and
potential energies of reactants, intermediate compounds, and products. From stu-
dents’ attitudes and answers to questionnaire throughout the lesson, the visualized
diagrams were found to be effective for students to understand the nature of the
halogenation. Their answers overall revealed that using the visualized diagrams was
found to be one of the influential methodologies for enhancing student’s under-
standing and comprehension of the nature of the chemical reaction.
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Chapter 17
Synthesis and Characterization of Co(II),
Ni(II) and Cu(II) Complexes
with Thio-1,3,4-oxadiazole Derivatives

Hikmat Ali Mohamad and Beriwan Mohamad Hamad Ameem

Abstract Transition metal complexes of Ni(II), Co(II) and Cu(II) with the ligands
[L1 = 2-(5-phenyl-1,3,4-oxadiazole-2-ylthio)benzenamine, L2 = (E)-3-(2-(5-phenyl-
1,3,4-oxadiazole-2-ylthio)phenylimino)indolin-2-one, L3 = 2,2′-(5,5′-1,4-phenylene)bis
(1,3,4-oxadiazole-5,2-diyl)bis(sulfanediyl)dibenzenamine], derived from the condensa-
tion of 5-phenyl-1,3,4-oxadiazole-2-thiol, 5,5′-(1,4-phenylene)bis(1,3,4-oxadiazole-2-
thiol) and 2-aminothiophenol or isatin were synthesized. The ligands and their com-
plexes were characterized on the basis of analytical, conductance, magnetic data,
infrared, electronic spectra and 1H-NMR data. IR spectral data suggest that the ligands
were chelated with the ionic metal through S and N atoms. On the basis of the spectral,
physicochemical data as well as magnetic moment measurements, octahedral geome-
tries were assigned for the complexes.

Keywords Isatin � 2-aminothiophenol � 1,3,4-oxadiazole-2-thiol � Nuclear mag-
netic resonance � Infrared

17.1 Introduction

Oxadiazoles are five membered, aromatic heterocycles that contain three hetero
atoms on the same ring [1]. There are four isomers of oxadiazoles (Fig. 17.1) of
which 1,3,4-oxadiazole has enormous importance [2]. 1,3,4-Oxadiazole is consid-
ered to be derived from furan by replacement of two –CH= groups by two pyridine
type nitrogen –N=, and is a cyclic compound containing one oxygen and two
nitrogen atoms in a five-membered ring [3].
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Three main derivatives of 1,3,4-oxadiazole were prepared, namely I, II, III, and
from these three derivatives a large number of compounds were prepared depending
upon the nature and the type of the substitutions at the position 2 and 5 (Fig. 17.2).

Attention has been concentrated on [I] due to the biological activity of the thiol
group, and the ligand ability to form complexes with many transition metal ions.
Derivative [I] can exist in two tautomeric forms [Ia] and [Ib], the shift to any one
form being induced by reaction conditions [4] (Fig. 17.3).

There are several methods for the synthesis of 1,3,4-oxadiazole, most of them
being multisteps and generally involving cyclization of acid hydrazides with a
variety of anhydrous reagents such as thionyl chloride, phosphorous oxychloride
and sulfuric acid, usually under hard reaction conditions [5]. Recently some effi-
cient techniques have been reported for the synthesis of 1,3.4-oxadiazoles, espe-
cially from readily available carboxylic acids and acid hydrazides [5].
1,3,4-Oxadiazoles, especially 2,5-disubstituted-1,3,4-oxadiazole derivatives, have a
broad spectrum of biological activity in both the agrochemicals and pharmaceutical
field, such as insecticidal, herbicidal, antibacterial, antifungal, analgesic,
antiinflammatory, antimalarial, antiviral, anti-HBV, anticancer, anti-HIV, antitu-
bercular and anticonvulsant [6]. The reason behind all these mentioned activities of

NN

O

NN

O
N

N

O

N

N

O

1,2,4-oxadiazole 1,2,3-oxadiazole 1,3,4-oxadiazole 1,2,5-oxadiazole

Fig. 17.1 Isomers of oxadiazole

NN

O

NN

O

NN

OR SH R NH2 R OH

[I] [II] [III]

Fig. 17.2 Derivatives of 1,3,4-oxadiazole

NHN

O

NN

OR SH R S

[I]Thiol Thione

(a) (b)

Fig. 17.3 Tautomeric forms of [I]
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oxadiazoles is their metabolic profile and their ability to engage in hydrogen
bonding [7]. The 1,3,4-oxadiazole-2-thiones represent an important type of com-
pounds in the field of coordination chemistry because of their potential multi-
functional donor sites, namely, either exocyclic sulphur or endocyclic nitrogen [8].
Since 1,3,4-oxadiazole-2-thiones are biologically active compounds, information
about their 3-dimensional structures may be of great interest for rational drug
design. 1,3,4-Oxadiazole-2-thione consists of an equilibrium mixture of its thione
and thiol forms, and therefore it will be of interest to investigate the mode of
coordination of oxadiazole in their complexes [9]. Binuclear complexes of [{(η5-
C5H5)2M}2Cl2(L)] (M = Ti, Zr or Hf) (Fig. 17.4) were prepared in dry tetrahy-
drofuran in the presence of n-butylamine and were characterized by magnetic
moment and spectral data (UV-Vis, IR, 1H-NMR and 13C-NMR) [10].

In this article, the preparation and characterization of new ligands [L1 = 2-
(5-phenyl-1,3,4-oxadiazole-2-ylthio)benzenamine, L2 = (E)-3-(2-(5-phenyl-1,3,4-
oxadiazole-2-ylthio)phenylimino)indolin-2-one and L3 = 2,2′-(5,5′-1,4-phenylene)
bis(1,3,4-oxadiazole-5,2-diyl)bis(sulfanediyl)dibenzenamine] and their complexes
with Ni(II), Co(II) and Cu(II) are presented.

17.2 Materials and Methods

All chemicals were of analytical reagent grade and purchased from Fluka, Merck,
Alpha or BDH and were used as supplied. Conductivity measurements of 10−3 M
solution of the complexes in DMSO were carried out with a Jenway conductivity
meter 4200. Infrared spectra were recorded on a Shimadzu FT-IR 8400 spec-
trometer in the 200–4000 cm−1 range. The UV/Vis spectra were recorded on a
spectrophotometer AE-UV 1609 in DMSO solvent. Melting points were measured
using a melting point-MPD-100 Pixel Technology Co. Ltd. Magnetic susceptibility
was measured on a Bruker magnet BM6 at 25 °C. 1H-NMR spectra of ligands were
carried out on a Bruker ultra shield 300 MHz with TMS as internal reference, in
Al-ALBayt University Central Labs (Jordan), in deuterated DMSO as solvent.

NN

xR

N
N

x
SS

M

Cl
Cp

M

Cl

Cp

Cp

Cp

X = NH, O, S
M = Ti, Zr, Hf

Fig. 17.4 Structures of binuclear complexes of [{(η5-C5H5)2M}2Cl2(L)]
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17.2.1 Synthesis of Ligands

17.2.1.1 Synthesis of L1, 2-(5-phenyl-1,3,4-oxadiazole-2-ylthio)
benzenamine

A solution of 2-aminothiophenol (0.375 g, 0.3 ml, 3 mmol) was added to a solution
of 5-phenyl-1,3,4-oxadiazole-2-thiol (0.534 g, 3 mmol) in 50 ml of ethanol. The
mixture was refluxed for 5 h (Scheme 17.1). The reaction mixture was poured into
ice water. The resulting light green precipitate was filtered off, dried and recrys-
tallized from methanol.

17.2.1.2 Synthesis of L2, (E)-3-(2-(5-phenyl-1,3,4-oxadiazole-2-ylthio)
phenylimino)indolin-2-one

A solution of L1 (0.807 g, 4 mmol) in 20 ml of ethanol was added to an isatin
solution (0.58 g, 4 mmol) dissolved in 10 ml of ethanol. Two drops of glacial
acetic acid were added and the mixture was then refluxed for 5 h (Scheme 17.2).
The reaction mixture was poured into ice water to give an orange precipitate. The
precipitate was filtered off, washed with diethyl ether, dried and recrystallized from
ethanol (Scheme 17.2).

17.2.1.3 Synthesis of L3, 2,2′-(5,5′-1,4-phenylene)bis
(1,3,4-oxadiazole-5,2-diyl)bis(sulfanediyl)dibenzenamine

A solution of 2-aminothiophenol (0.5 g, 0.4 ml, 4 mmol) was added to a solution
of 5,5′-(1,4-phenylene)bis(1,3,4-oxadiazole-2-thiol) (0.55 g, 2 mmol) in 30 ml of
ethanol. The mixture was refluxed for 4 h, then poured into ice water to give a light
green precipitate. The precipitate was filtered off, dried and recrystallized from
ethanol (Scheme 17.3).

NN

O SH

5-phenyl-1,3,4-oxadiazole-2-thiol

+

H2N

HS

2-aminothiophenol

NN

O

S

H2N

2-(5-phenyl-1,3,4-oxadiazole-2-ylthio)benzenamine

5h

Reflux

Scheme 17.1 Synthesis of L1
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17.2.2 Synthesis of Metal Complexes

17.2.2.1 Synthesis of [Ni(L1)2Cl2]

A clear solution of ligand L1, 2-(5-phenyl-1,3,4-oxadiazole-2-ylthio)benzenamine
(0.538 g, 2 mmol) in 10 ml of absolute ethanol was added to a solution of
NiCl2.6H2O (0.237 g, 1 mmol) in 10 ml of ethanol. The reaction mixture was
refluxed for 2 h until a green precipitate was formed. The precipitate was filtered off
and washed several times with diethyl ether.
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O
S

H2N

2-(5-phenyl-1,3,4-oxadiazole-2-ylthio)benzenamine

+
N

O

O
H

isatin
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O
S

N
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(E)-3-(2-(5-phenyl-1,3,4-oxadiazole-2-ylthio)phenylimino) indolin-2-one
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Scheme 17.2 Synthesis of L2
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Scheme 17.3 Synthesis of L3
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17.2.2.2 Synthesis of [M(L2)Cl2(H2O)2]

A solution of NiCl2.6H2O or CoCl2.6H2O or CuCl2.2H2O (0.33 mmol) in 10 ml of
ethanol was added to 10 ml ethanolic solution of (E)-3-(2-(5-phenyl-1,3,4-
oxadiazole-2-ylthio)phenylimino)indolin-2-one (L2) (0.133 g, 0.33 mmol). The
reaction mixture was refluxed for 2 h, then the mixture was left for 24 h to give a
precipitate which was filtered off, washed with ethanol and diethyl ether.

17.2.2.3 Synthesis of [M2(L3)Cl4(H2O)4]

A solution of NiCl2.6H2O or CoCl2.6H2O or CuCl2.2H2O (1 mmol) in 10 ml of
ethanol was added to 10 ml ethanolic solution of [2,2′-(5,5′-1,4-phenylene)bis
(1,3,4-oxadiazole-5,2-diyl)bis(sulfanediyl)dibenzenamine](L3) (0.5 mmol). The
reaction mixture was refluxed for 2 h. Then the mixture was left for 24 h to give a
precipitate which was filtered off, washed with ethanol and diethyl ether.

17.3 Results and Discussion

The new ligands (L1), (L3) and (L2) were prepared by the reaction of [5-phenyl-
1,3,4-oxadiazole-2-thiol] and [5,5′-(1,4-phenylene)bis(1,3,4-oxadiazole-2-thiol)]
with 2-aminothiophenol and [2-(5-phenyl-1,3,4-oxadiazole-2-ylthio)benzenamine]
with isatin respectively. The complexes were prepared by the direct reaction of the
metal chlorides, NiCl2.6H2O or CoCl2.6H2O or CuCl2.2H2O with the above
ligands. All the metal complexes are coloured and are soluble in DMF and DMSO.
Conductance measurements of the metal complexes in 10−3 M DMSO solution at
room temperature suggested non-electrolytic nature for all the complexes. The
yields, physical properties, analytical and spectral data of the ligands and their metal
complexes are shown in Tables 17.1 and 17.2, respectively. The proposed struc-
tures of the metal complexes are shown in Fig. 17.5.

17.3.1 1H-NMR Data

The 1H-NMR spectra of the ligands (L1), (L2) and (L3) were recorded in deuterated
DMSO solution. The results showed that the signals at δ 5.4 ppm for (L1) and (L3)
ligands are due to the N-H protons. Aromatic ring protons appeared at δ 6.42, 6.50,
6.79 and 7.00 ppm for (L1) ligand (Fig. 17.6) and at δ 6.40, 6.45, 6.74 and
7.00 ppm for (L3) ligand (Fig. 17.7). Signals at δ 7.40, 7.21 and 7.11 ppm for (L1)
ligand and at δ 7.0-7.1 ppm for (L3) ligand are due to the chemical shifts of
aromatic ring protons linking the oxadiazole ring. The 1H-NMR spectrum of (L2)
ligand showed a signal at δ 11.0 ppm due to the N-H proton of isatin. Aromatic ring
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protons of isatin appeared at δ 7.61, 7.58, 7.33 and 7.09 ppm for (L2) ligand. In
addition there are other aromatic protons appearing at δ 6.99, 6.72, 6.55 and
6.35 ppm. The signals at δ 8.05, 7.89 and 7.48 ppm are assigned to aromatic ring
protons bonded to oxadiazole. All the observed chemical shift values were within
the values found in the literature [11, 12].

17.3.2 Infrared Spectral Studies

The infrared spectra of (L1) (Fig. 17.8), (L2) (Fig. 17.9) and (L3) ligands showed
bands in the range 3379–3300 cm−1, 3200–3400 cm−1 and 3305–3230 cm−1

respectively, corresponding to ν(N–H) [13, 14]. Strong and broad bands in the
range 3419–3560 cm−1 can be assigned to ν(O–H) of coordinated water molecules
[15, 16]. A strong absorption at 1616, 1614 and 1620 cm−1 appeared in the
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Fig. 17.5 Proposed structures of the metal complexes
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spectrum of (L1), (L2) and (L3), respectively, due to the endocyclic ν(C=N) of
oxadiazole ring. The infrared spectra of two nickel complexes [Ni(L1)2Cl2] and [Ni
(L2)2Cl2(H2O)2] are depicted in Figs. 17.10 and 17.11 respectively. A negative and

Fig. 17.6 1H-NMR spectrum of (L1)

N
N

O

N
N

O
SS

H2NNH2

Fig. 17.7 1H-NMR spectrum of (L3)
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positive shift in ν(C = N) of the chelates (1612-1654 cm−1) suggest the involve-
ment of nitrogen in coordination [17–19]. The ν(C–S) band of the free ligands in the
range 698–684 cm−1 shifted to lower frequency (682–619 cm−1) in the complexes,
indicating coordination of (C–S) to the metal ions [15]. Further support came from
the IR spectra of the complexes which showed new bands at 519–578 cm−1

attributed to ν(M–N) [17]. A band was also observed in the region 370–393 cm−1

which may be due to ν(M–Cl) [20]. Further support for this coordination has been
provided by the appearance of new bands in the 420–453 cm−1 range which are
attributed to ν(M–S) [21].

Fig. 17.8 Infrared spectrum of (L1)

Fig. 17.9 Infrared spectrum of (L2)
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17.3.3 Magnetic Susceptibility Measurements

The magnetic moments were measured at 25 °C. The results indicated an octahedral
geometry for Ni(II) (µeff = 3.2–3.7 B.M.), Co(II) (µeff = 4.1–4.2 B.M.) and Cu(II)
(µeff = 1.7–1.9 B.M.) complexes, and compared favourably with similar octahedral

Fig. 17.10 Infrared spectrum of [Ni(L1)2Cl2]

Fig. 17.11 Infrared spectrum of [Ni(L2)2Cl2(H2O)2]
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complexes such as Ni(L)Cl2�H2O (µeff = 3.0 B.M.), Co(L)Cl2�H2O (µeff = 4.46
B.M.) and Cu(L)(SO4)2�H2O (µeff = 1.9 B.M.), where L = 2,2′-diimino-N-phe-
nylhydrazobenzene. The number of unpaired electrons are 2, 3 and 1 for the Ni(II),
Co(II) and Cu(II) complexes, respectively [22].

17.3.4 Electronic Spectral Studies

The electronic spectra of the ligands and their complexes in 10−3 M solution in
DMSO were recorded and the results are listed in Table 17.2. The bands at 258–
340 nm are due to π–π* and n–π* transitions in the ligands. The spectra of nickel
(II) complexes showed bands at 390-560 nm, which are assigned to
3A2g → 3T1g(P) and

3A2g → 3T1g (F) transitions, consistent with proposed octa-
hedral symmetry of these complexes [21]. The electronic spectra of Co(II) com-
plexes showed bands at 427-560 nm assigned to 4T1g(F) → 4T1g(P) and
4T1g → 4A2g transitions in an octahedral environment around cobalt ion [23]. The
high energy band observed around 280 nm may be assigned to M → L charge
transfer transition [24]. The electronic spectra of Cu(II) complexes showed broad
bands at 562–582 nm which were assigned to 2B2g → 2Eg transition in a distorted
octahedral environment [10].

17.4 Conclusions

The present work includes the synthesis of three new ligands of 1,3,4-oxadiazole
derivatives, and seven complexes with these ligands. On the basis of IR,
UV-Visible spectra, and magnetic susceptibility values, the complexes of Ni(II), Co
(II) and Cu(II) metal ions are postulated to have most probably octahedral
geometries, with the ligands chelated to the metal through S and N atoms.
According to the molar conductivity data, all the synthesized complexes are found
to be non-electrolytic in nature.
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Chapter 18
Crystals of Sugar to be Consumed
Sparsely and other Healthy Behaviours

M.F. Chan Sun, J. Neptune-Madeleine and D. Ramasawmy

Abstract On the occasion of the International Year of Crystallography, it was
pertinent to focus on the consumption of sugar crystals and all other forms of fast
sugars in view of the primary and secondary prevention of type 2 diabetes mellitus.
This study was carried out to determine the extent to which Mauritians with type 2
diabetes engage in diet modification and physical exercise as means of
self-management of their disease. A cross-sectional quantitative study was carried
out among diabetic patients aged 25 and above, randomly identified. Data were
obtained from face-to-face interview with anonymity of respondents and confi-
dentiality of data being respected. The study sample constituted of 266 participants
with type 2 diabetes. Findings revealed that less than half of the participants
reported engaging in each of the lifestyle behaviours all the time. Statistical analysis
showed that there was a significant association between weight control and advice
received from a health professional. The majority of the participants engaged in diet
modification, but only a minority sustained the diet modification all the time. In an
island which has been producing tonnes of sugar for local consumption and for
export, it could be expected that temptation for fast sugars prevails.
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18.1 Introduction

Diabetes mellitus is a major public health concern affecting more than 382 million
people in the world and is projected to rise to 592 million by 2035 [1]. Type 2
diabetes mellitus, the most common form of the disease, constitutes about 85 % of
all cases in high-income countries; it has also reached epidemic proportions in
many developing nations [2]. Mauritius is one of the developing countries having
an alarmingly high prevalence of type 2 diabetes [3]. This small multi-ethnic island
in the Indian Ocean, which is a middle-income country undergoing rapid societal
change, had in 2010 the fourth highest prevalence of diabetes in the world [4]. The
Mauritius Non Communicable Diseases (NCD) Report (2009) showed that diabetes
affected 23.6 % of the Mauritian population aged 25–74 years with 24.5 % men
and 22.8 % women [5]. Indeed, the prevalence of diabetes has increased by 64 %
over 22 years in that age group. The increase in diabetes prevalence in Mauritius
could be explained mostly by age and lifestyle risk factors [3].

Previous research done in Mauritius using simple activity scale had suggested
that physical inactivity was one of these environmental components, contributing to
the high prevalence of type 2 diabetics [6]. The Mauritius NCD Report (2009)
showed that more than 80 % of the population was not undertaking sufficient
physical activity; the prevalence of current smoking was about 22 % and a total of
48.5 % individuals reported consuming alcohol [5]. The high rates of type 2 dia-
betes in Mauritius among all ethnic groups with varying genetic background pro-
vide strong support for the importance of environmental components in the
aetiology of the disease [7].

In light of the prevalence of the disease and that of its risk factors, it was
estimated that one in two people either has diabetes or is at a high risk for its
development [3]. Type 2 diabetes is thus a major threat to Mauritius [7]. Moreover,
this asymptomatic disease is a condition that requires continuing medical care and
on-going patient self-management education and support to prevent acute com-
plications and to reduce the risk of long-term complications [8]. Above all, diabetic
care requires that glycaemic control be to achieved [8]. However, 47 % of the type
2 diabetic patients in Mauritius were poorly controlled with an HbA1c greater or
equal to 9 %, indicating high risk of developing diabetic complications [5]. This
alarming situation indicates the need for strategies to empower patients towards
healthy behaviour change.

Patient self-management includes maintaining a healthy diet, performing regular
physical activity, achieving and maintaining a healthy body weight, restrictive
alcohol intake, and not or quitting smoking [9]. It is crucial that diabetic patients
engage in lifestyle modification and self-management for effective diabetes man-
agement so as to avoid the complications of diabetes which lead to morbidity and
mortality. There are currently no data on self-management practices in type 2
diabetic patients. On the other hand, health awareness activities regarding healthy
lifestyle are being carried out at national level. However, no information or pub-
lished data is available on their effectiveness. In primary care settings, health
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professionals are expected to counsel patients on the need for the adoption of
healthy lifestyles. Nonetheless, the impact of healthcare professional counselling
about healthy lifestyles to patients has never been evaluated.

This study was thus designed with the aim to determine the extent to which
Mauritians with type 2 diabetes engage in lifestyle behaviours for the management
of their disease in relation to self-management advice received from health pro-
fessionals. The objectives of the study were: (1) to determine the extent to which
Mauritians with type 2 diabetes adopt different lifestyle behaviours for the man-
agement of their disease; (2) to investigate any association between sustained
lifestyle modification and self-management advice received from health profes-
sionals; (3) to look for any association between sustained lifestyle behaviour
modification and duration of the disease for more than six years; and (4) to
investigate whether there is an association between sustained lifestyle behaviour
change and glycaemic control.

A better understanding of these lifestyle patterns in those patients will provide
evidence-based information for the design of new guidelines and better health care
planning in order to decrease the health, social, and financial burden associated with
this condition.

18.2 Benefits of Lifestyle Changes in Type 2 Diabetes
Patients

In the clinical management of patients with type 2 diabetes, attention must be given
mostly to the following: smoking, overweight/obesity, physical inactivity, alcohol
consumption, and adverse nutrition [9].

18.2.1 Diet

Healthy eating habits are essential in type 2 diabetic patients as it helps in achieving
near-normal blood glucose levels, a healthy weight, healthy lipid levels, and control
of blood pressure [10]. The United Kingdom Prospective Diabetes Study (UKPDS)
(1990) was a randomized controlled trial designed to assess the effect of dieting on
3044 newly diagnosed diabetic patients in 15 centres in UK [11]. Sixteen per-
centage of all patients achieved a near-normal (less than 6 mmol/L) fasting plasma
glucose after 3 months’ dieting [11]. The data also confirmed that the decrease in
fasting plasma glucose was determined more by the restriction of energy intake
rather than by decrease in body weight [11].

There were also randomized trials which examined the efficacy of diets con-
sisting of low glycaemic index in type 2 diabetic patients [12, 13]. In one of them,
choosing low glycaemic index foods in place of conventional or high glycaemic
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index foods had a small but clinically useful effect on medium-term glycaemic
control in patients with diabetes, and the incremental benefit was similar to that
offered by pharmacological agents [14]. In another research, very-low-energy diets
decreased fasting plasma glucose values by 50 % within two weeks and these
changes were sustained with continued energy restriction; a further twelve weeks of
energy-restricted diets were associated with significant decrease of 25.7 % in
fasting plasma glucose [15]. Additionally, Järvi et al. [16] demonstrated that a diet
characterized by low glycaemic index starchy foods lowered the glucose and insulin
responses throughout the day and improved the lipid profile, suggesting a thera-
peutic potential in diabetes. Chandalia et al. [17] showed that type 2 diabetes
patients who had an intake of dietary fibre above the level recommended by the
ADA improved glycaemic control, decreased hyperinsulinemia, and plasma lipid
concentrations.

18.2.2 Weight Control

Improvement in fasting blood glucose is directly related to the relative amount of
weight lost [18]. The Finnish Diabetes Prevention Study was preceded by a pilot
study which began in 1993 when newly diagnosed diabetic patients were either
attributed to a diet and exercise programme or were given usual care [19]. After one
year, the weight reduction was greater (−4.6 kg) in the intervention group com-
pared to the usual care group. At two years, the intervention group had a greater
incidence of a 5 kg weight reduction compared to the usual care group (42 vs.
12 %). It appeared that the main determinants of success in improving glucose
tolerance were weight reduction and reduction in saturated fats [20].

Look AHEAD (Action for Health in Diabetes) was a large clinical trial designed
to determine whether long-term weight loss could improve glycaemia and prevent
cardiovascular events in subjects with type 2 diabetes [21]. One-year results of the
intensive lifestyle intervention in this trial showed an average 8.6 % weight loss,
significant reduction of HbA1c, and reduction in several cardiovascular disease risk
factors, with benefits sustained at 4 years [21, 22]. Another randomized control trial
was done among 4503 US adults to examine the association of a long-term
intensive weight-loss intervention with the frequency of remission from type 2
diabetes [23]. Adults with body mass index of 25 or higher and with type 2 diabetes
were divided into two groups, one group receiving the intensive lifestyle inter-
vention and the other group was given diabetes support and education only. The
main outcome was that the lifestyle intervention group was significantly more likely
to experience partial or complete remission of their diabetes, with 11.5 % during
the first year and 7.3 % at year 4, compared with 2.0 % for the other group at both
time points [23].
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18.2.3 Regular Physical Activity

Regular physical activity is also a key factor in achieving and maintaining a healthy
body weight [24]. Along with diet and medication, physical activity has been
considered for more than fifty years as one of the three cornerstones of diabetes
therapy [25]. Large randomized controlled trials have confirmed the important role
of physical activity in the prevention and treatment of type 2 diabetes [26]. As a
matter of fact, physical activity, with appropriate endurance and resistance training,
is a key therapeutic modality for type 2 diabetes [27]. Regular physical activity
enhances insulin sensitivity, improves glucose control, and corrects some cardio-
vascular risk factors [28]. Exercising on a regular basis improves blood glucose
level by increasing the sensitivity of liver, skeletal muscle, and adipose tissue to
insulin action [29].

Eriksson and Lindgarde [30] carried out a 5-year prospective study consisting of
dietary treatment and/or increase of physical activity or training with annual
check-ups among male patients with early stage type 2 diabetes and among male
patients with impaired glucose tolerance of 47–49 years old. Glucose tolerance was
normalized in greater than 50 % of subjects with impaired glucose tolerance, the
accumulated incidence of diabetes was 10.6 %, and more than 50 % of the diabetic
patients were in remission after a mean follow-up of 6 years. Moreover, Boulé et al.
[31] carried out a meta-analysis of controlled clinical trials to systematically review
and quantify the effect of exercise on HbA1c and body mass in patients with type 2
diabetes [31]. Structured exercise interventions of at least 8-week duration have
been shown to lower HbA1c by an average of 0.66 %, amount expected to reduce
the risk of diabetic complications significantly [29, 31, 32].

18.2.4 Smoking Cessation

Smoking has on a healthy person devastating effects which become even more
intricate for people with type 2 diabetes [33]. Smokers with diabetes have an
average excess risk of 33 % of dying [34], especially from cardiovascular diseases
and strokes. The incidence of neuropathy is 2.2 times higher in smokers versus
non-smokers [35]. Both macro-vascular and micro-vascular complications progress
more rapidly in current smokers when compared to those who quit and those who
never smoked [36]. The most profound impact of smoking in diabetic patients is on
insulin sensitivity [37]. Smoking decreases subcutaneous absorption of insulin,
resulting in increasing dose requirements [38]. When the action of insulin is
impaired in smokers, a dose–response relationship can be seen between the number
of cigarettes smoked and the degree of insulin resistance [38].

In diabetes care, smoking cessation is of utmost importance to facilitate gly-
caemic control and limits the development of diabetic complications [39]. Indeed,
tobacco cessation is very likely to be the most beneficial intervention that is
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available, and should be emphasized by providers [40, 41]. Thus, smoking cessa-
tion counselling and other forms of treatment like nicotine replacement should be
included as a routine component of diabetes care. Research has shown that people
with diabetes who quit smoking have better control of their blood sugar levels and
insulin resistance starts to decrease 8 weeks after quitting [42]. A prospective
cohort study was carried out among 7401 US female registered nurses, with type 2
diabetes from 1976 to 1996. The relationship between cigarette smoking and
mortality among those women was assessed [34]. The analysis showed that the
relative risk of mortality was lower for past smokers, compared to current smokers
and for current smokers, the relative risk increased proportionately to the number of
cigarettes smoked per day.

18.2.5 Alcohol Abstinence

The consumption of alcohol can have different effects in people with type 2 diabetes
depending on the amount consumed. Alcohol may have beneficial effects when
consumed in moderation [43, 44]. Moderate alcohol intake is defined by the US
department as the consumption of up to one drink per day for women and up to two
drinks per day for men. The lowest all-cause mortality occurs at an intake of one to
two drinks per day [45]. According to the meta-analysis by Koppes et al. [46],
numerous epidemiological studies conducted with type 2 diabetic patients reported
a nearly consistent pattern of a beneficial effect of modest levels of alcohol con-
sumption, with reductions in the risk of mortality and coronary heart disease in
those populations.

On the other hand, too much alcohol consumption by type 2 diabetic patients can
make blood sugar control difficult to manage. For example, long-term alcohol
ingestion in well-nourished diabetics usually results in excessive blood sugar levels.
Conversely, long-term alcohol use in diabetics who are not adequately nourished
leads to dangerously low blood sugar levels [47]. Heavy drinking, particularly in
diabetics, can increase the risk of developing complications by putting on weight,
increasing triglycerides, and increasing blood pressure. In fact, morbidity and
mortality are highest among those drinking large amounts of alcohol [45]. In
contrast, another systematic review of the literature was performed to assess the
effect of alcohol consumption on management and complications of diabetes
mellitus. Its best evidence suggested that ingestion of moderate amounts of alcohol
appeared to have no acute effect on glycaemic control in persons with diabetes. The
investigators found no study that assessed the effects of alcohol use on diabetes
self-care behaviours [48].
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18.3 Methods

18.3.1 Research Design

A cross-sectional quantitative study was carried out among Mauritians with type 2
diabetes aged ≥25 years, recruited from five randomly selected Area Health Centres
(AHCs) around the island.

18.3.2 Research Participants

The participants were randomly identified using the list available from the yellow
pages of Mauritius so as to obtain a representative sample of the target population.
All diabetic patients attending these AHCs and satisfying the inclusion criteria were
selected on the day of their appointment.

18.3.3 Determination of Sample Size

Calculated from last population census done in Mauritius in 2011, there were about
765,293 people above 25 years old. About 24 % of this population had type 2
diabetes according to NCD survey done in 2009. Therefore, the number of research
subjects targeted was 280. The sample size was statistically calculated by using the
following formula:

N ¼ t2 � p 1� pð Þf g=m2t ¼ 95 % confidence interval standard value of 1:96ð Þ
p ¼ estimated prevalence of type 2 diabetes patients

m ¼ margin of error at 5 % level

N ¼ required sample size

N ¼ 1:962 � k 0:24 1� 0:24ð Þf g=0:052 ¼ 280:

18.3.4 Eligibility Criteria

Inclusion criteria included the following:

• Patients aged ≥25 years diagnosed with type 2 diabetes for at least six months,
period required to be able to assess behaviour change since diagnosis and also to
determine whether any advice was received from health professional.

• Patients attending the five AHCs as per random selection.
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Exclusion criteria included the following:

• Patients with type 1 diabetes.
• Patients with type 2 diabetes aged ≤25 years.
• Patients with type 2 diabetes who were pregnant.
• Type 2 diabetes patients following treatment in other AHCs.
• Newly diagnosed type 2 diabetes less than six months.

18.3.5 Ethical Considerations

Prior to start of data collection, ethical clearance was obtained from the Ethics
Committee of the Ministry of Health and Quality of Life of the country. Moreover,
approval from the different NCD coordinators responsible of the randomly selected
AHCs was obtained to carry out the survey in the respective AHCs.

18.3.6 Data Collection

18.3.6.1 Procedures to Which Participants Were Submitted

Prior to recruitment, respondents were given an information sheet with general
details about the study. It was specified that participation in the study was entirely
voluntary. All survey respondents had to sign a consent form and they were assured
of the confidentiality of data collected in an anonymous manner.

18.3.6.2 Survey Instrument

The survey instrument was a questionnaire developed in English, devised to collect
information on socio-demographic characteristics (age, gender, ethnicity, educa-
tional attainment, marital status, and urban versus rural residence), duration of
diabetes and any eventual diabetic complications. Participants were asked infor-
mation pertaining to the lifestyle modification as a result of being diagnosed with
diabetes, like if they have: (i) changed the type or amount of food; (ii) increased the
amount of exercise or physical activities; and (iii) stopped drinking or limited
alcohol intake. Those who responded “yes” were further asked if they continued to
maintain the change “all the time”, “most of the time”, “some of the time”, or “none
of the time” for dietary change, physical activity, and alcohol intake. For analysis,
participants were categorized as not sustaining the behaviour change, if they
reported “none of the time” or “some of the time”. Likewise, patients were also
asked if, as a result of being diagnosed with diabetes, they had ever: (i) tried to
control or lose weight; and (ii) quit smoking for smokers. Patients who responded
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“yes” were further asked if they continued to maintain this change. Finally, the
respondents were asked if they had received any advice for each lifestyle behaviour
from any health care professional in the previous 6–12 months. Additional data,
such as HbA1c (last six months), weight, and eventual complications noted in the
file, were retrieved from the respondent’s medical file.

18.3.6.3 Pilot Study

Before starting data collection for the study, a pilot trial involving 10 patients was
conducted at the nearest AHC to assess the clarity of the questions set in the
questionnaire, to evaluate the understanding of respondents and to identify eventual
difficulty that could be encountered by participants. Questions were read to them in
the language they understand and answers were noted, thereby reducing literacy
barriers. It took about five minutes for each questionnaire. No major difficulty was
noted in the comprehension of the questions; participants were encouraged to ask
any clarifications if desired. The data from the 10 questionnaires used for the pilot
trial were not included in the analysis of the study.

18.3.6.4 Method of Data Collection

The survey was held at the different AHCs on the days of NCD clinics during the
month of October 2013. All diabetic patients satisfying the inclusion criteria were
selected on the day of their appointment and data were collected through
face-to-face survey after obtaining informed consent to participate in the study. This
method of data collection tends to yield higher response rate as well as question-
naire completion compared to other modes of survey administration.

18.3.7 Participation Rate

Out of 280 patients, 266 participated in the study giving a response rate of nearly
95 %.

18.3.8 Statistical Analysis

Data entry and statistical analyses were carried out using SPSS 20.0 software. Both
descriptive and inferential statistics were performed. Characteristics of the sample
population and the prevalence of engaging in self-reported behaviours for type 2
diabetes management were estimated using standard statistical methods. Microsoft
Excel 2007 was used to generate charts due to its superior visual display of results.
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Inferential statistics was used to test for association between different variables in
the study. Using cross tabulations and chi-squared test, the proportions of
respondents engaging in self-management behaviours were calculated according to
whether or not they received health professional advice for lifestyle behaviours.
Also, association between sustaining in lifestyle change and duration of diabetes,
association between receiving advice from health professional and duration of
diabetes, and association between lifestyle modification and glycaemic control were
examined. A p-value of less than 0.05 was considered to be statistically significant.

18.4 Results

18.4.1 Descriptive Statistics

18.4.1.1 Socio-demographic Characteristics

Characteristics of the study population are shown in Table 18.1. About half of the
sample was from rural and other half from urban regions. The majority of the study
population was Hindu (56.8 %), most of them married (68.4 %) and have

Table 18.1 Socio-demographic aspects of the study population

Frequency Valid percent

Area Health Centre Urban 130 48.9

Rural 136 51.1

Gender Male 112 42.1

Female 154 57.9

Age (years) 36–45 15 5.6

46–55 65 24.4

56–65 101 38.0

>65 85 32.0

Ethnicity Hindu 151 56.8

Muslim 43 16.2

Chinese 2 0.8

General population 70 26.3

Marital status Single 14 5.3

Married 182 68.4

Divorced/separated 13 4.9

Widowed 57 21.4

Education level Less than primary school 66 24.8

Completed primary school 167 62.8

Completed secondary school 24 9.0

Completed university 9 3.4
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completed primary school (62.8 %). The patients were in the following age groups:
36–45 (5.6 %), 46–55 (24.4 %), 56–66 (38 %), and >65 years (32 %). The
respondent sample consisted predominantly of female with 57.9 and 42.1 % males.

18.4.1.2 Diabetes Mellitus History

The majority of the patients in the sample (53.4 %) were diagnosed with diabetes
for more than 6 years while 19.2 % were living with diabetes for less than two
years and 27.4 % between two and six years. Considering the complications of
diabetes mellitus, 18 % of the type 2 diabetic patients suffered from ischemic heart
disease, 0.4 % from congestive cardiac failure, 5.3 % had stroke previously,
15.8 % had retinopathy, 4.9 % was suffering from renal impairment, and 11.3 %
from neuropathy. No one had any amputation done.

18.4.1.3 Prevalence of Lifestyle Behaviours

Since being diagnosed with diabetes, 94.0 % of the respondents reported having
changed the type or amount of food they eat; 77.1 % increased their amount of
exercise or participation in physical activity; and 34.6 % were still trying to control
or lose weight. Among the participants, 29.3 % consumed alcohol and all of them
reported that they have limited their alcohol intake. Restricted alcohol intake is
considered as taking less than 14 standard drinks of alcohol/week for men and nine
standard drinks for women. The prevalence of current smokers was 12.8 %,
ex-smokers was 7.1 %, and non-smokers 80.1 %.

18.4.1.4 Frequency of Self-management Behaviours

Overall, less than half of the participants reported engaging in each of the lifestyle
behaviours all the time: 13.2 % for diet; 11.3 % for physical activity or exercise;
46.6 % achieved goal weight; and 64.1 % for limiting alcohol. Among the smokers,
34 % never quit, 28.3 % tried to quit, and 37.7 % quit smoking and sustained the
change (Table 18.2).

18.4.1.5 Advice from Health Professionals

About half of the sample reported having received advice for diet, exercise/physical
activity, weight control and for those who smoke in the previous twelve months.
But, only about one quarter of those who consume alcohol received advice for
limiting amount of alcohol (Table 18.3). There were also few missing data as some
of the participants could not recall whether they have discussed lifestyle changes
with a healthcare provider during these previous twelve months.

18 Crystals of Sugar to be Consumed Sparsely … 277



Table 18.2 Frequency of self-management behaviours

Self-management behaviour Response Frequency Valid
percent

Diet All the time 35 13.2

Most of the time 111 41.7

Some of the time 97 36.5

None of the time 23 8.6

Exercise or physical activity All the time 30 11.3

Most of the time 95 35.7

Some of the time 76 28.6

None of the time 65 24.4

Control or lose weight Achieved or maintained goal
weight

124 46.6

Still trying to lose weight 92 34.6

Not doing so because already
healthy weight

14 5.3

Not doing so 36 13.5

Quit smoking (among
smokers, n = 53)

Quit smoking, sustained 20 37.7

Quit smoking, started again 15 28.3

Never quit smoking 18 34.0

Limit alcohol
consumption (n = 78)

All the time 50 64.1

Most of the time 17 21.8

Some of the time 11 14.1

None of the time 0 0

Table 18.3 Advice received from health professionals

Advice from health professionals for: Response Frequency Valid percent

Diet Yes 126 47.9

No 137 52.1

Missing 3

Exercise or physical activity Yes 132 50.2

No 131 49.8

Missing 3

Weight control Yes 124 47.0

No 140 53.0

Missing 2

Quitting smoking (among smokers, n = 53) Yes 19 42.2

No 26 57.8

Missing 8

Limiting alcohol intake (n = 78) Yes 19 24.7

No 58 75.3

Missing 1
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18.4.1.6 Control of Type 2 Diabetes Mellitus

Considering the HbA1c value for the last six months, 41.7 % had less than 8 %,
15 % were in the range 8–9 %, and 22.6 % had an HbA1c more than 9 %. It is
important to mention that there was 20.7 % of missing HbA1c values which were
not available in the medical files.

18.4.2 Inferential Statistics

The results showed that there was no association (p > 0.05) between engaging in
each lifestyle behaviour and having discussed behaviour change with a health
professional during the last twelve months for diet, physical activity, limiting
amount of alcohol, and smoking cessation. But, it showed a strong association
between weight control and advice received from a health professional (p < 0.004).
Table 18.4 shows the relationship between lifestyle behaviours on one part and on
the other part advice received from health professionals, duration of the disease and
glycaemic control.

Participants having diabetes more than six years were more likely to have stopped
smoking (p < 0.005), whereas there was no difference in sustaining other lifestyle
change for diet, exercise/physical activity, limiting alcohol, and weight control with
duration of diabetes. There was a significant relationship between sustaining diet
change and improved HbA1c. Similar findings were observed for those who have
achieved a healthy weight and for those who have stopped smoking. For sustaining in
physical activity and limiting alcohol, there was null effect on glycaemic control.

18.5 Discussion

18.5.1 Lifestyle Behaviour Modification

This study showed that most patients reported that they had changed their lifestyle
since diagnosis of their diabetes but only few engaged in each of the lifestyle
behaviours all the time. This finding is consistent with the study done by Chen et al.

Table 18.4 Relationship between sustaining lifestyle behaviours

Lifestyle behaviour p-value for significant association

Advice received Diabetes duration Glycaemic control

Diet NS NS 0.019

Exercise/physical activity NS NS NS

Limiting alcohol NS NS NS

Weight control 0.004 NS 0.001

Smoking cessation NS 0.002 0.017
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[49] showing that few participants practised ideally health promoting behaviours.
A study among 2933 Canadians living with type 2 diabetes in 2011 showed that
self-management behaviour change was common, particularly among newly diag-
nosed individuals [50]. However, Agborsangaya et al. [50] also observed that
sustaining lifestyle behaviours change seemed to be very complex. On the other
hand, a review of the management of obesity in type 2 diabetic patients confirmed
that after initial treatment for obesity, continued professional contact, skills training,
and social support enhanced the long-term maintenance of weight loss [51]. A study
in the US on type 2 diabetic patients showed that medical nutrition therapy pro-
vided by dieticians resulted in significant improvements in medical and clinical
outcomes of the patients [52].

Moreover, structured physical activity counselling by a physician [53] or skilled
healthcare personnel or case managers [54] has been very effective in increasing
physical activity. In a randomized control trial of patients with type 2 diabetes [55],
a brief intervention to increase dialogue between patients and health care providers
about lifestyle behaviuor modification for diabetes management significantly
improved the level of recommended physical activity and weight loss. A systematic
review done using multicentre cluster randomized controlled trial in 207 general
practices in 13 primary care sites in the UK showed that a structured group edu-
cation programme for patients with newly diagnosed type 2 diabetes resulted in
greater improvements in weight loss and smoking cessation and positive
improvements in beliefs about illness [56]. There is thus sufficient evidence that
advice from health professionals make patients adopt recommended healthy
lifestyle.

18.5.2 Advice from Health Care Professionals

It was observed that about half of the sample reported that they had received advice
from healthcare provider for most of the lifestyle behaviours in the previous
12 months. But, only about one quarter of those who consume alcohol received
advice for limiting the intake of alcohol. This finding is consistent with other
studies showing that professionals in primary care do not adhere optimally to
guidelines for lifestyle counselling [57]. Beisecker and Beisecker [58] documented
patients’ unmet desires for more information from their physicians and they showed
that patients were less likely to seek information during visits of short duration. In
addition, as many as 50 % of patients leave an office visit not knowing what they
are supposed to do to take care of themselves [59]. The possible reasons for such
findings are missed appointments with health professionals and also limited time of
health professionals in the management of an increasing number of patients [18,
60]. Finally, some of the patients had difficulty in recalling when advice on lifestyle
behaviour change was given to them.

Research has shown that a patient’s ability to retain information from health
professionals is often limited, with 40–80 % of information forgotten immediately
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[61]. This is why there is need for health professionals to have excellent commu-
nication skills. Good communication between healthcare providers and patients is
essential to guarantee the continuity of care, to integrate education and to encourage
patient’s attendance [9]. On the other hand, evidence from several studies indicates
that a combination of professional interventions improved process outcomes [62].
Therefore, referral to professionals in tobacco cessation, healthy eating and other
pertinent field within a multi-disciplinary team is recommended to empower
patients towards healthy lifestyle behaviour. This recommendation is supported by
the evidence that type 2 diabetic patients who receive self-management support
from physicians, nurses, dieticians or other health professionals on the management
of their diet [63], exercise and weight management [55] or combinations thereof
[64] are generally more likely to make such changes.

18.5.3 Sustaining Lifestyle Behaviour and Receiving Health
Advice

Sustaining healthy behaviours remains a major stumbling block in order to achieve
the desired therapeutic goal [50, 65]. Weight control was the only lifestyle modi-
fication significantly associated with receipt of advice from the healthcare profes-
sional. This finding is consistent with Galuska et al. [66] who showed that patients
receiving advice to lose weight were more likely to attempt to lose weight than
those who did not receive this advice. However, the study did not capture any
association between advice received and sustaining the other lifestyle behaviour
change. This finding is different from other studies which showed that diabetic
patients were generally more likely to make relevant behaviour change if they
received advice from health professionals on the management of their diet [67],
exercise [55], and smoking cessation [41].

The meta-analysis of 47 randomized controlled trials by Minet et al. [65] con-
cluded that there were improvements in glycaemic control in people with type 2
diabetes who received self-care management treatment [65]. On the other hand, a
considerable number of individuals in this study who reported not receiving advice
from health professional in the last 12 months still engaged in self-management
behaviours for change in diet, exercise or physical activity, smoking, and limited
amount of alcohol. Similar findings were observed in the study carried out by
Agborsangaya et al. [50]. The findings of the research carried out by Galuska et al.
[66] were also consistent with the fact that health provider support is essential for
lifestyle changes. It showed that among the 12,835 obese adults, only 42.8 % of
them who had had a routine check-up in the past year, had been advised by health
care professionals to lose weight. Persons who received advice to lose weight were
more likely to attempt to lose weight than those who did not receive this advice
[66]. Also, frequent patient-provider contact (e.g. weekly or biweekly) is associated
with better long-term weight loss maintenance [68].
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18.5.4 Sustaining Lifestyle Behaviour and Control
of Diabetes

Data analysis showed a positive relationship between diet change and improved
glycaemic control which was also observed for those who have achieved a healthy
weight and for those who have quit smoking. This finding was generally consistent
with previous studies which found that practising health promoting behaviour was
positively associated with fasting blood glucose and HbA1c levels [49]. Davies
et al. [56] observed a reduction in fasting plasma glucose in type 2 diabetic patients
consuming low energy diets. Additionally, the Look AHEAD trial showed a sig-
nificant reduction of HbA1c with weight reduction [21]. Finally, Gunton et al. [69]
documented improvement in HbA1c level with smoking cessation and Haire-Joshu
et al. [36] affirmed the importance of quitting smoking in type 2 diabetic patients.
The study, however, did not show any positive association between physical
activity and HbA1c as opposed to the study by Boulé et al. [31], which showed a
reduction of HbA1c with exercise training.

Another review carried out by Norris et al. [70] to evaluate the efficacy of
self-management education on glycaemic control in adults with type 2 diabetes
showed that on average, the intervention decreased HbA1c by 0.76 % more at
immediate follow-up and that HbA1c decreased more with additional contact time
between participant and educator. Another study done in Indian health service in
2001 reported that clinical nutrition education was associated with favourable
trends in glycaemic control [71]. Kirk et al. [72] showed the effect of physical
activity counselling to be positive with improved glycaemic control and cardio-
vascular risk factors through case-control diabetic patients. Moreover, physical
activity counselling has been effective in reducing the need for oral
anti-hyperglycaemic agents and insulin [54]. Therefore, brief provider advice is an
effective intervention to promote healthy behaviours in type 2 diabetic patients [73].

18.5.5 Limitations and Strengths of the Study

This study was based on self-report. Thus, participants may not accurately
remember if they received advice from their healthcare providers during the last
twelve months. However, face-to-face interviews decreased the cognitive burden on
the respondents and resulted in very few missing data, thereby increasing the
accuracy of the data collected. This study which was carried out in five different
AHCs randomly selected around the island that presented a particular strength as
the study sample is a representative sample of the target population.
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18.5.6 Recommendations

Such cross-sectional study capturing data at a single point in time needs to be
continued as a longitudinal study of the same cohort of patients to determine the
intermediate and long term impact of diabetes care in countries where diabetes
prevalence is high. Moreover, health professionals should be trained to deliver
structured holistic diabetes care because the role of health professionals in the
delivery of diabetes care is crucial.

18.6 Conclusions

This study showed that self-management behaviour change was quite common among
adult Mauritians living with type 2 diabetes. About half of the diabetic patients reported
having received advice from a healthcare provider during the previous twelve months
but no relationship was found between lifestyle modification and advice. Patients living
with diabetes for more than six years were less likely to receive advice from any
healthcare professional. No association was found between sustaining healthy beha-
viour change and duration of diabetes.

Findings in connection with patients not receiving advice about healthy lifestyle
behaviours need to be disseminated to health care professionals, on the basis of the
importance of communication skills. Health professionals should be trained to deliver
structured holistic diabetes care to be effective in counselling patients on healthy life-
style and in diabetes management. There is sufficient evidence that advice from health
professionals makes patients adopt recommended healthy lifestyle. Therefore, the role
of health professionals in the delivery of diabetes care is crucial.

On the other hand, there is need for longitudinal research studies to assess
changes in lifestyle behaviours over time and monitor the effectiveness of advice
provided by healthcare professionals. It is thus recommended that this
cross-sectional study capturing data at a single point in time be continued as a
longitudinal study of the same cohort of patients to determine the intermediate and
long term impact of diabetes care. Finally, qualitative studies about needs of
patients and about barriers encountered by patients in engaging in healthy lifestyle
behaviours are also recommended.
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Chapter 19
An Approach to Developing Electronic
Laboratory Textbook—Experimental
Program of Esterification of Acetic Acid
and Ethanol

A. Ikuo, Y. Yoshinaga and H. Ogawa

Abstract A computer graphics (CG) teaching material of the esterification of
acetic acid and ethyl alcohol was made based on the quantum chemistry calculation.
The CG teaching material could simultaneously display realistic shapes and elec-
trostatic potentials of the molecules on the way from the state of reactants to that of
products. The teaching material could demonstrate images of dynamical reaction
mechanism of the esterification. We have integrated the teaching material with the
laboratory manual of chemical experiments for University students to develop an
electronic textbook. The textbook in the tablet PC could display not only experi-
mental procedure but also the reaction mechanism by the CG teaching material.

Keywords CG � Visualization � Electronic textbook

19.1 Introduction

To understand the observed phenomena, chemists have been used to imagine and
explain observation in terms of molecules (Fig. 19.1).

Observed phenomena and molecular level models are then represented in terms
of mathematics and chemical equation [1, 2]. Students’ difficulties and miscon-
ceptions in chemistry are from inadequate or inaccurate models at the molecular
level [3]. Visualization is of great help for students to have images at the molecular
level. It is our aim to produce computer graphics (CG) teaching material based on
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the quantum chemistry calculation, which provides students with clear images of
the nature of chemical reaction [4]. If the CG teaching material is integrated with
the laboratory manual of chemical experiments for University students, students
would observe the reaction from three thinking levels, namely, phenomena in the
observable level, the CG teaching material in the molecular level, and chemical
equation in the symbolic level. Our ultimate goal is to produce an electronic
textbook for chemistry experiments, which integrates these three thinking levels.

Electronic textbook has several advantages, such as attaching movie and pro-
grammable capability, over paper textbook. Interactive web-based electronic text-
book was reported [5]. By using the tablet PC, interactive electronic textbook was
produced for the mechanical engineering [6]. In the field of chemistry, inclusion of
lecture movie to the electronic textbooks is common [7, 8]; however, limited number
of electronic textbook deals with the laboratory manual [9]. Moreover, combination
of CG movie of reaction mechanism and experiment has not been reported.

We report here a CG teaching material adopting the CG with the electrostatic
potential on electron density (EPED) model that represents both the realistic shape
and electrostatic potential of molecule, and an approach to developing electronic
textbook for University students which could encourage students to integrate the
observable level experiment and the molecular world of the esterification reaction.

19.2 Procedure

19.2.1 Calculation

Esterification of acetic acid and ethyl alcohol is described as shown in the Eq. 19.1.

CH3COOHþC2H5OH ! CH3COOC2H5 þH2O ð19:1Þ

Fig. 19.1 Dividing the image into the three thinking levels
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The mechanism of the reaction is well known [10], and generally, the esterifi-
cation proceeds in the presence of a proton catalyst. The rate-determining step
includes the attack of the oxygen atom of hydroxyl group of ethyl alcohol to the
central carbon of the formed carbonium ion and release of water as shown in the
Scheme 19.1. As this step dominates all over the reaction, therefore, the calculation
based on quantum chemistry on the rate-determining step was carried out. Although
another mechanism that involves more than a pair of reactants is possible as
reported in the case of carbonic acid formation [11], it was not considered in this
paper for simplicity of the program.

The structures of intermediates of the esterification of acetic acid and ethyl alcohol
and their electrostatic potentials on electron density were calculated as follows: the
semi-empirical molecular orbital calculations MOPAC [12] with PM5 Hamiltonian
in CAChe Work System for Windows (Former name of Scigress, ver. 6.01,
FUJITSU, Inc.) was used in all the calculations for optimization of geometry by the
Eigenvector following method, for search of transition state by use of the program
with saddle point search, and for search of the reaction path from the reactants to the
products via the transition state by the intrinsic reaction coordinate (IRC) calculation
[13]. Details of procedure of the quantum chemistry calculations were described in a
previous paper [4]. The electrostatic potential on electron density (EPED) model [14]
was calculated [15] based on structures from the results of the IRC calculation.

19.2.2 Production of Electronic Textbook

A movie of the reaction path was produced by the DIRECTOR (ver. 8.5.1J,
Macromedia, Inc.) software, after displaying the bond order of structure of reactants
in each reaction stage, which was drawn by the CAChe software. The obtained CGs
of the EPED model, the ball-and-stick model, and reaction profile were combined.
The Quick Time movie file was created by use of 100 frames of combination CGs.
It was confirmed that the drawn CGs of the molecular models of reactants move
smoothly in the produced movie. The green ball, which indicates progress of the
reaction, was arranged on the reaction profile and simultaneous movements of the
ball and the models of reactants were confirmed. The produced movie file was
converted to the Quick Time movie for iPad by the Quick Time PRO (ver. 7.66,
Apple, Inc.) software. Electronic textbook was produced with iBooks Author
software (ver. 2.1.3, Apple, Inc.).

+ C2H5OH
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H3C OH
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Scheme 19.1 Mechanism of the esterification in the rate-determining step
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19.3 Results and Discussion

19.3.1 CG Teaching Material in Tablet PC

Figure 19.2 shows the combination CGs of molecules on the way from the state of
reactants to that of products via the transition state. The CG teaching material
demonstrates changes of the electrostatic potential and realistic shape of the reac-
tants on the reaction profile in all stages at the same time.

The values of electrostatic potentials were represented in different color on the
model of reactants in the transition state, and the figure legend of color boundaries
for electrostatic potential was also listed. Distribution of the electrostatic potential
among the reactant can be seen by the colors. For example, oxygen of ethanol is
negatively charged with relative value of −0.06 based on evaluation of energy of
interactions of prove proton to the charge of the iso-surface, and hydrogen of
carbonium ion is positively charged with relative value of +0.09. The model by the
electrostatic potential provides information about change of electrostatic distribu-
tion of molecules on the way from the state of reactants to that of products.

The green ball on the reaction profile indicates the most probable pathway of
chemical reaction according to the IRC theory [13]. Other CGs such as the EPED
model and the ball-and-stick model are synchronized with the movement of the ball

Fig. 19.2 CG teaching material
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on the reaction profile. By using the Quick Time control bar, the degree of the
reaction progress can be changed which simultaneously changes the structure of the
reactant. When a student touches the teaching material in the tablet computer, the
Quick Time control bar appears and the green ball on the profile can be moved by
student’s choice. The students can manipulate the reaction back and forth until they
obtain the image of the reaction. The CG teaching material provides details of the
chemical reaction mechanism dynamically.

19.3.2 Electronic Textbook in Tablet PC

In order to integrate the observable level and the molecular level, the small-scale
chemical experiments of students’ laboratory, and the CG teaching material were
integrated in the electronic textbook. The experimental section of the electronic
textbook was inserted with images of experimental procedure in the forms of
flowcharts and pictures, which can be enlarged by students’ touch (Fig. 19.3).
The CG teaching materials of reaction profiles were inserted in the textbook
(Fig. 19.4). When a student touches the icon on the profile, the teaching material
appears to show the image of the structural change during the reaction. After
studying the concept of activation energy with the text and the CG teaching

Fig. 19.3 Experimental procedure from the electronic textbook
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Fig. 19.4 CG teaching material in the electronic textbook

Fig. 19.5 Determination of activation energy in the electronic textbook
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material, the student could actually measure the apparent activation energy from the
product yield at different temperatures, in the advanced section of the experiment
(Fig. 19.5). The obtained activation energy of 56.5 kJ mol−1 agreed with the lit-
erature value of ca. 60 kJ mol−1 [16].

19.4 Conclusions

The CG teaching material of the esterification of acetic acid and ethyl alcohol was
made based on the semi-empirical molecular orbital calculation. The CG teaching
material could simultaneously display realistic shapes and electrostatic potentials of
the molecules on the way from the state of reactants to that of products. The
teaching material could demonstrate images of dynamical reaction mechanism of
the esterification. We have integrated the teaching material with the laboratory
manual of chemical experiments for University students to develop an electronic
textbook. The textbook in the tablet PC could display not only experimental pro-
cedure but also the reaction mechanism by the CG teaching material. After studying
the concept of activation energy, students could actually measure the apparent
activation energy. The textbook could be used to encourage students to integrate the
observable level experiment and the molecular world of the esterification.
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Chapter 20
Dechlorination of Selected Pesticides
in Water using Catalytic Bimetallic
(Fe–Pd) Nanoparticles Immobilized
on MgAlO Support

R.M. Nthumbi, S.M. Musyoka, A.A. Adelodun and J.C. Ngila

Abstract Chlorinated pollutants commonly found in contaminated water include
pesticides such as fipronil, chlorpyrifos, dieldrin, diuron and 1,1,1-trichloro-2,2-di
(4-chlorophenyl)ethane (DDT), chlorinated phenols and polychlorinated biphenyls
(PCBs), as well as industrial solvents, especially trichloroethylene (TCE) among
others. Most of these pollutants are toxic, carcinogenic, and are said to be endocrine
disruptors. Biodegradation is a confirmed benign technology for the control of these
pesticides, despite being problematic due to the presence of the strong carbon–
chlorine bond that is always involved. In this research, we aimed to develop an
effective, safe, and cheap dechlorination process using bimetallic nanoparticle iron–
palladium (Fe–Pd) catalyst. The use of an inert porous metal oxide catalyst support
is an ideal strategy as it is capable of preventing agglomeration, providing a large
surface area for binding with the nanoparticles. This prevents metal leaching and
thus, improves separation by filtration. We report the dechlorination of chlorpyrifos
and dieldrin using Fe–Pd nanoparticles immobilized on magnesium aluminum
oxide (MgAlO) support. The metal oxide support was synthesized by the copre-
cipitation of Mg(NO3)2�6H2O and Al(NO3)3�9H2O with NaOH and Na2CO3 to
yield Mg6Al2CO3(OH)16�4H2O. The calcined MgAlO gave average surface area,
particle size, pore volume, and pore diameter of 223.69 m2 g−1, 21.4 nm,
0.89 cm3 g−1, and 15.9 nm. Particle size investigation with scanning electron
microscope (SEM) and nanosizer of the Fe–Pd-loaded MgAlO showed a staggering
increase to 1406 nm. X-ray diffraction (XRD) results confirmed that only the
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periclase crystalline structure was present in the MgAlO. SEM/EDS
(electron-dispersive spectroscopy) was also used to confirm the molar ratios
which are reported in percentage compositions. Pesticide model solutions analysis
using two-dimensional gas chromatograph bearing a time-of-flight mass spectro-
metric detector (GC × GC-TOFMS) shows that dechlorination of trace level
(5 ppm) of chlorpyrifos achieved 92.6 % removal after 1 h while that same con-
centration of dieldrin was 96 % after 3 h. Dieldrin dechlorination was found to
follow first-order kinetics while that of chlorpyrifos followed pseudo-first order
with an activation energy (Ea) of 34.34 kJ. Conclusively, mineralization for
chlorpyrifos and dieldrin attained 36 and 45 % degradation, respectively.

Keywords Dechlorination � Pesticides � Bimetallic nanoparticles � Metal oxide
support � Degradation � Water pollution

20.1 Introduction

Water pollution is a persistent global problem due to the ever-increasing anthro-
pogenic activities and population explosion. South Africa has a water per capita
(volume of water per person per year) of 1136 m3 just above the threshold of
1000 m3 and has been classified as a water scarce nation by World Health
Organization, WHO [1, 2]. For this reason, Rand Water Corporation in
Johannesburg, South Africa, has been tasked to provide portable water and monitor
pollutants at sources in respective water catchment areas.

Water pollutants could be broadly classified as organic, inorganic (both under
chemical), and solids. The organic pollutants are often chlorinated species which
include pesticides, chlorinated methane, chlorinated benzene, chlorinated phenol
and ethers, as well as trihalomethane and dioxins among many others. Most of these
chlorinated compounds are environmentally refractory, permitting their long resi-
dence time in the environmental host. When ingested, they accumulate in body
tissue and become highly toxic. They have been found to be carcinogenic and could
cause damages to the endocrine and nervous systems [3].

Conventional methods such as high-temp incineration often employed in the
degradation of solid wastes may lead to production of dioxins, furans, and biphe-
nyls which are regarded as more toxic than other pollutants. These compounds
could get deposited into open-system water bodies and concentrate along the food
chain in trace, even ultratrace levels. Since, most water treatment technologies are
not capable of removing pollutants at such low concentrations, interventions for
their recovery, removal, and degradation are necessary [4, 5]. Their degradation
requires harsh conditions such as high reaction temperatures or the use of a catalyst
in order to cleave their characteristic strong C–Cl bond. Remediation methods using
zerovalent iron (ZVI) reductive dechlorination have been reported [6, 7]. The ZVI
catalyst is easily deactivated due to the presence of other metals and oxidation to
iron (III). Iron is preferred because it is nontoxic, abundant, and cheap. These
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reactions often result in incomplete degradation and have limited reactivity on
chlorinated aromatics. Another method is the use of Fe2+ in the presence of per-
oxide which produces nontoxic acids and chloride ions. Unfortunately, this reaction
proceeds in acidic medium only, therefore, it is of little use. The catalytic
hydrodechlorination generates HCl as shown in Eq. (20.1) [4].

RClþH2 ! RHþHCl ð20:1Þ

This reaction requires a hydrogen reactor to be operated at elevated temperatures
(around 400 °C) which makes the process somewhat costly and unsustainable.
A modern approach is the use of catalytic bimetallic nanoparticle systems of Pd and
any of the following metal ions: Fe2+, Ni2+, Cu2+ Zn2+, and Co2+ to form a redox
couple [8–12]. For instance, in ethylene conversion, the reaction rate has been
reported to increase 100 times when a nanocatalyst was used and 100,000 times
when a second metal (such as in a 1 wt% Fe–Pd couple) was introduced [13–15].

Although the use of nanocatalysts has many advantages which include higher
effectiveness, faster reaction rate, and low dosage requirement due to high surface
energy. However, there are also a number of negative challenges associated with
their use such as their removal after use, inherent toxicity, the possibility of sin-
tering and leaching, all of which are associated with their small particle sizes and
high surface energies. Furthermore, leaching has also been found to deactivate the
catalyst simply by removing it making it a retrogressive secondary pollution
challenge due to the release of nanoparticles into the treated water.

In order to address the above challenge, this research has focused on immobi-
lizing, anchoring, and entrapping the nanoparticles onto inert porous inorganic
support cavities of MgAlO as well as on polymeric materials [13, 16–20]. With the
increasing demand for catalyst supports, new methods, viz., the microwave
hydrothermal synthesis, the slurry method, and the atom economic reaction are
available in open literature [21–23]. In the atom economic reaction, there are no
by-products formed so the tedious washing and filtration processes associated with
some other methods are not required.

During microwave hydrothermal method, the supports are traditionally synthe-
sized by coprecipitation of their corresponding nitrates using NaOH and Na2CO3

into layered double hydroxides (LDH) also known as hydrotalcite (HT) by aging
[24, 25]. The coprecipitation method presents serious environmental problems due
to the large amount of nitrate and hydroxide effluents released during rigorous and
tedious washing. The two alternative methods (atom economic reaction and slurry)
are therefore preferred. Here, the LDH, with the chemical formula Mg6Al2CO3

(OH)16�4H2O, was calcined at about 500 °C to give a mixed oxide, MgAlO.
However, the LDH-layered crystal structures that form homogeneous supports could
not be achieved by mechanical means. Mixed oxides do have tunable basic prop-
erties, high surface areas, memory effects of reconstruction to original structure, and
good thermal stability [26]. They can be used in the dechlorination of chlorpyrifos
and dieldrin [20, 27–30]. They are thus used as precursors in preparing catalysts
using the following fundamental steps: (i) preparation of primary solid by
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impregnation or coprecipitation, (ii) processing the primary solid to obtain a catalyst
precursor, (iii) activation by reduction of metal precursor, and (iv) hydrosulfurization
or selective oxidation [26].

This study reports the synthesis, characterization, immobilization of iron–pal-
ladium (Fe–Pd) nanocatalyst on mixed oxide (MgAlO) support synthesized using
both the coprecipitation and the slurry methods, in a molar ratio of 2:1, 3:1, and 4:1.
We also report their subsequent applications in the dechlorination of two pesticides
(dieldrin and chlorpyrifos), as well as carry out degradation kinetics and catalyst
leaching using model solutions.

20.2 Methodology

20.2.1 Materials

Ferrous sulfate heptahydrate (FeSO4�7H2O), sodium borohydride (NaBH4, Sigma
Aldrich), palladium acetate Pd(OAc)2 and hexane (GC grade), ethanol, acetone, Mg
(NO3)2�6H2O, Al(NO3)3�9H2O, NaOH, Na2CO3 (sigma Aldrich) were all reagents
procured as analytical grade and used in this work.

20.2.2 Instruments

The instruments used for the characterization and quantitative analyses in this study
include Fourier transform infrared (FTIR) spectrometer with an attenuated total
reflectance (ATR), Spectrum 100 Perkin Elmer (USA); scanning electron microscope
(SEM) coupledwith an electron-dispersive spectrometer (EDS), TescanVega 3XMU
(Czech Republic); X-Ray diffractometer (XRD) Rigaku (Japan), transmission elec-
tron microscope (TEM) Jeol 2100F GmbH (Germany), surface area and porosity
analyzer using Brunner–Emmett–Teller (BET) method, Micromeritics ASAP 2020
(USA); two-dimensional gas chromatograph hyphenated to time-of-flight mass
spectrometer (GC × GC-TOFMS), Pegasus 4D, Leco (USA); ICP-OES, Spectro
Arcos (Germany); Zetasizer Nano ZS, Malvern Instruments (UK) and a pH meter,
Starter 20100 Ohaus.

20.2.3 Preparation of MgAlO by Coprecipitation
and the Slurry Method

20.2.3.1 Coprecipitation

A mixed oxide catalyst support (MgAlO) was prepared by calcining LDH of the
carbonate. A solution mixture containing 0.25 and 0.125 mol of Mg(NO3)2�6H2O
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and Al(NO3)3�9H2O, respectively, in 175 mL of Millipore water was added to
another solution mixture of 0.875 and 0.236 mol of respective NaOH and Na2CO3

in a separate 250 mL of Millipore water. These molar quantities are for molar ratio
3:1. These values were recalculated to also prepare those with stoichiometric molar
ratios of 2:1 and 4:1. Under vigorous stirring using a mechanical stirrer set at
1000 rpm, the mixture was homogenized in an oil bath at 35 °C for 1 h. The
obtained slurry was aged at 35 °C for 20 h. The LDH, intercalated catalyst support
precipitated was filtered, copiously washed to neutral pH at 60 °C.

About 5 g was then calcined in a furnace set at 500 °C, at a ramping rate of 2 °C
min−1, and kept for 5 h before allowing to cool to room temperature. The calcined
product was stored in a desiccator. The schematic flow diagram for the synthesis,
dechlorination, and leaching experiments is presented in Fig. 20.1.

20.2.3.2 Slurry Method

In the slurry method, one stream contains a mixture of MgO (20 g MgO in 200 mL
of deionized water) and water that slowly react to form a slurry of Mg(OH)2 while
the second stream slurry contains stoichiometric moieties (46.1 and 15.0 g of Al
(NO3)3 and NaOH, respectively, dissolved in 188 mL of water) to form boehmite
aluminum hydroxide (AlOOH) and metal nitrates. The NaOH was put in a burette
and added dropwisely to form gelatinous slurry while keeping the pH at 10. After
24 h, the boehmite slurry was slowly transferred to Mg(OH)2 slurry. The
mechanical stirring was increased to 2000 rpm for 2 h before being reduced to
1000 rpm for 20 h in order to age the precipitate at a maintained temperature of
80 °C in an oil bath. The LDH precipitate was filtered, washed thrice with 100 mL
cold water, then with 50 mL of ethanol, before oven-drying at 60 °C. About 5 g of
the sample was calcined at 500 °C for 5 h.

Fig. 20.1 Flow diagram for the synthesis of the experimental work
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20.2.4 Catalyst Synthesis and Loading Metal Oxide Support

20.2.4.1 MgAlO

Fe2+ was loaded on the catalyst support MgAlO and reduced to Fe0 using NaBH4.
Saturated solution containing 1 g of Fe2+ was made by dissolving 5 g of
FeSO4�7H2O in 70 mL Millipore water. To this solution, 1 g of the catalyst sup-
port, MgAlO, was added. The solution was stirred for 30 min so as to impregnate
Fe2+ on the support. The pH was adjusted to 6.8 by dropwise addition of 4 M
NaOH. The Fe2+ was then reduced to Fe0 by adding 2.3 M NaBH4 dropwisely, as
shown in Eq. (20.2), The iron-loaded support was filtered, rinsed with deoxy-
genated water, and then with acetone.

FeðH2OÞ2þ6 þ 2BH�
4 ! Fe0 þ 2BðOHÞ3 þ 7H2 ð20:2Þ

The Fe0 nanoparticles was soaked in 50 mL of 0.85 g L−1 of palladium
(II) acetate in acetone and stirred for 20 min. A redox reaction occurred which
resulted in a Pd0–Fe2+ bimetallic system as indicated in Eq. (20.3). Note that the
Fe2+ was filtered off leaving Fe–Pd on the support.

Pd2þ þ Fe0 ! Pd0 þ Fe2þ ð20:3Þ

20.2.4.2 Capped MgAlO Fe–Pd

In the preparation of chitosan-capped MgAlO Fe–Pd nanoparticles, 0.1 g of chi-
tosan flakes was dissolved in 30 mL of 5 % acetic acid. To this solution, 40 mL of
freshly prepared solution containing 1 g Fe2+ was added and the solution stirred for
30 min resulting in one with pH 2.6. The pH was adjusted to 6.8 using 4 M NaOH.
The capped Fe2+ nanoparticle was reduced to Fe0 by adding 2.3 M NaBH4 drop-
wisely. They were then loaded with palladium as described above, washed, dried,
and stored. The catalyst was finally activated by calcining at 500 °C for 2 h.

20.2.5 Characterization

20.2.5.1 FTIR Analysis

The FTIR-ATR was used to investigate the changes in the functional groups present
on the mixed oxide catalyst support, usually the OH and C=O groups, brought
about by the calcination. The instrument was set to scan from 500 to 4000 cm−1.
The spectra obtained for the samples were overlaid for ease of comparison.
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20.2.5.2 Structural Analysis by Nitrogen Sorption at 77 K

Surface area and porosity was determined by BET method. Between 0.2 and 0.3 g
of the sample were degassed at 200 °C. Nitrogen adsorption test was carried out
and the derived isotherms, surface area, pore volume, and diameters were obtained
and reported.

20.2.5.3 XRD Analysis

The XRD was set at 40 kV, 40 mA scanning in continuous mode using K-beta
filter, and a scan speed of 1.000°/min. Scanning was carried from 3 to 90° and the
step width used was set at 0.0100°.

20.2.5.4 SEM/EDS

The SEM was used to determine the particle sizes from the micrographs. When
used in the energy dispersive mode, the mapping of the elements present and their
percentages were determined.

20.2.5.5 TEM

The TEM Jeol 2100F with a field electron gun (200 kV) was used to estimate the
particle sizes as well as to examine the surface and superficial pore morphologies
and the positioning of the Fe–Pd on the metal oxide support.

20.2.5.6 Nanosizer

The size distribution profile of the nanoparticles was determined by diffraction
when light is passed through the nanoparticles suspended in water or ethanol sol-
vent held in a cuvette. The nanosizer also provides information on the particle size
distribution on a graph.

20.2.6 Dechlorination and Performance Analysis

20.2.6.1 Dechlorination Analysis by GC × GC-TOFMS

A 10 mL aliquot of the model pesticide solution and 30 mg MgAlO/Fe–Pd were
agitated in a shaker at 160 rpm for a predetermined period. The pesticides were
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extracted with four portions of 4 mL hexane, dried using anhydrous sodium sulfate,
reconstituted into 1 mL with hexane and filtered into a GC vial. The
GC × GC-TOFMS was fitted with column Rxi 5 sil MS 30 m × 0.25 mm
(i.d) × 0.25 µm film thickness. Analysis temperature was set between 90 and 310 °C
at a ramp rate of 5 °C min−1. A splitless injection mode was used.

20.2.6.2 Fe–Pd Loading on MgAlO

To determine the loading of Fe–Pd nanoparticles, 0.1 g of MgAlO/Fe–Pd
nanocatalyst was digested using 5 mL analytical grade nitric acid. The digestion
was carried at 80–90 °C in a Teflon crucible using hot plate method. Nitric acid was
added dropwisely until a clear solution formed. The contents were cooled, trans-
ferred to 100 mL flask. Subsequent metal ion quantization was carried out using
ICP-OES.

20.2.6.3 Leaching

The examination of leached nanoparticles was carried using 30 mg Fe–Pd/MgAlO
and 10 mL of 5 ppm chlorpyrifos at pH 7.03 at 21 °C. The mixture was agitated at
200 rpm in an orbital shaker for a predetermined time of 5, 15, 30, 60, 90, 150, and
240 min. The solution was filtered using a 5-micron disk filter and kept prior
ICP-OES analysis using multielement standards. Hence, concentrations of metal
ions were determined.

20.3 Results and Discussion

20.3.1 FTIR of Calcined (MgAlO) and Uncalcined
Mg6Al2(CO3)(OH)16�4H2O

FTIR spectra of calcined catalyst support (R1, R2, and R3) in Fig. 20.2 shows the
disappearance of the OH peaks at 3400–3500 cm−1 and at 1300 cm−1, and the
carbonyl (C=O) peak at 1730 cm−1 which were clearly present in the uncalcined
counterparts (R4, R5 and R6). At increased calcination temperature, the LDH,
Mg6Al2(CO3)(OH)16�4H2O losses both adsorbed and interlayer or lamellar water
molecules . This was followed by the desorption of water of crystallization coor-
dinating the exchangeable anions. Thereafter, the carbonate and nitrate ions started
to decompose at about 300 °C. The last process observed was the dehydroxylation
as the mixed metal oxide (MgAlO) was formed at ca. 500 °C.
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20.3.2 Nitrogen Physisorption

The obtained BET results are given in Table 20.1, from which we found that the
calcined MgAlO has a surface area of 223.70 m2 g−1, doubling that of the uncal-
cined (108.68 m2 g−1). Their corresponding particle sizes are 78.8–615.1 nm and a
pore volume of 0.89 cm3 g−1 for the calcined MgAlO whereas the pore diameter of
15.90 nm (down from 17.20 nm) was recorded for the uncalcined LDH. From these
results showed that MgAlO is mesoporous. This was expected as the LDH structure
collapses during calcination as the adsorbed and lamellar water molecules were
ridden off, resulting in the decomposition of carbonate and dehydroxylation. This
phenomenon leaves small crystalline particles behind which are then closely packed
together and making the surface area to increase. The surface area of 223.69 m2 g−1

achieved here compares well with that of literature value (227.0 m2 g−1).
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Fig. 20.2 FTIR spectra for
calcined and uncalcined
Mg6Al2(CO3)(OH)16�4H2O

Table 20.1 Results of textural and porous properties of the catalyst supports

Mg:Al molar ratio Mg:Al from
EDS

Surface area
(m2 g−1)

Pore volume
(cm3 g−1)

Pore size and
diameter (nm)

MgAlO PPT 2:1 1.9:1 238.3 1.07 18.01 17.88

MgAlOFe/Pd 3:1
cal

3:1 223.7 0.89 15.92 14.27

MgAlO 3:1 uncal 3:1 108.7 0.47 17.12 17.63

MgAlO
3:1 + chitosan

3 121.8 0.48 15.68 14.82

MgAlO PPT 4:1 3.8:1 123.4 0.49 15.26 14.73

Slurry 3.1 2.8 221.5 0.88 16.98 17.37
aMgAlOFe/Pd 3:1 – 227.0 0.90 34.50
aMgAlO 3:1 uncal – 93.0 0.45 –

aLiterature values [21]
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It was noted that when the Fe–Pd catalyst was loaded on the support, the pore
volume and sizes diminished from 1.07 to 0.89 cm3 g−1 and 18.01–15.92 nm,
respectively. Such significant changes may be attributed to Fe–Pd nanoparticles
occupying some pore space of the support.

20.3.3 SEM

By SEM imaging and nanosizing, it was noted that particle size of the Fe–Pd loaded
MgAlO increased from unloaded 955.4 to 1999.0 nm (mean value of 1406.0 nm).
When chitosan was used as the capping agent, the particle size decreased to a mean
value of 568.30 nm. This was attributed to the impact of the chitosan in preventing
agglomeration of the nanoparticles. It was also found that the small MgO and Al2O3

crystalline phases pack more closely than in the LDH porous structure. The energy
dispersive spectra show that the major elements present are Mg, Al, and O. The
carbon composition was mainly from the carbon coating during sample pretreat-
ment prior analysis. The displayed results of EDS and SEM in Fig. 20.3 show that
some calcium and silicon particles were also detected in minute quantities albeit
their source could not be categorically established.

The elements present in the EDS are quantitatively listed in Table 20.2. The
results obtained were in conformity with the molar ratio used for the MgAlO PPT
2:1 sample, indicating the high integrity of the sample preparation method
employed.

Fig. 20.3 EDS and SEM of slurry 3:1, slurry 4:1, and PPT 2 3:1, respectively
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20.3.4 TEM

The obtained TEM micrographs showed the morphology of the mixed metal oxide
support (MgAlO) as well as that catalyst loaded support (Fe–Pd/MgAlO) as
obtained using ImageJ software and nanosizer, displayed in Fig. 20.4a, b. The
highlighted (red encircled) particles indicate the presence of Fe–Pd nanoparticles
while the pores on the MgAlO support was observed as white speckles. The Fe–Pd
found in the micrograph (Fig. 20.4a) is an indication that some degree of
agglomeration occurred. The use of a capping agent such as chitosan minimizes
agglomeration which led to a more uniform size distribution (Fig. 20.4a).

20.3.5 Particle Size Distribution

The calcined MgAlO, Fe–Pd/MgAlO, and the Fe–Pd/MgAlO-Chitosan catalysts
were suspended in ethanol–water and agitated in a vortex shaker for 10 min. The
suspension was filled in a cuvette and placed in the zeta nanosizer for determina-
tion. The results in Fig. 20.5 represent the particle size distribution in nanometers.

Table 20.2 SEM/EDS
composition data for MgAlO
ratio 2:1

Element Weight
(%)

Atomic
(%)

Compound
(%)

Formula

Na 0.79 0.70 1.07 Na2O

Mg 36.89 30.72 61.16 MgO

Al 20.00 15.00 37.77 Al2O3

O 42.32 53.58

Total 100.00

Fe-Pd

(a) (b)

Fig. 20.4 TEM micrographs of (a) MgAlO and (b) Fe–Pd/MgAlO
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The results show that the calcined catalyst support, MgAlO, has particle size
distribution range of 78.8–615.1 nm with the smallest average value of 221.4 nm,
which is quite similar to the values obtained from SEM images, i.e., 217–244 nm.
When loaded with Fe and Pd, the particle diameters increased from 955.4 to
1999 nm for the uncapped nanoparticles and 458.7–715 nm for the chitosan-capped
nanoparticles. This shows that the catalyst support takes up water to regain the
water lost during calcination in order to attain the LDH structure, a phenomenon
known as memory effects. Also, the structure accommodates Fe–Pd nanoparticles
which distort the close packing. It can be argued also that the chitosan-capped
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Fig. 20.5 a Calcined MgAlO, average diameter = 221.4 nm; range = 78.8–615.1 nm. b Calcined
MgAlO Fe–Pd/CH, average diameter = 568.3 nm; range = 458.7–715.4 nm with chitosan.
c Calcined MgAlO Fe–Pd, average diameter = 1406 nm, range = 955.4–1999 nm without
chitosan
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nanoparticles have smaller average particle diameters than those without chitosan as
capping do prevent agglomeration. In our opinion, the use of the MgAlO/Fe–Pd
nanoparticles without chitosan capping is most suited for the dechlorination as they
can be recovered easily by filtration due to their relatively large sizes.

20.3.6 XRD

XRD results confirmed that the only phase in the MgAlO oxide was the periclase
structure at (1,1,1) (2,0,0) (2,2,0) (3,1,1) (2,2,2). The two fabrication methods
(coprecipitation and the slurry methods) gave the same product. No spinel phases
(often associated with temperatures beyond 500 °C due to sintering of the oxides)
were present. From the overlaid diffractograms showed in Fig. 20.6, the copre-
cipitation and the slurry methods were observed (at different molar ratio). Although
the phases exhibit the same periclase crystalline structure, yet different peak
intensities were noticed as a result of disorder in the staking of the layers which
lowers the symmetry. When different molar ratios 2:1, 3:1, and 4:1 are used, the
XRD evinced the presence of only the periclase crystalline structure. However, the
different peak intensities observed when the diffractograms were overlaid clearly
indicates the differing crystalline symmetries. In this case, molar ratio 3:1 gave the
highest peak intensity and therefore propertied the least distorted MgAlO crystalline
structure.

20.3.7 Dechlorination of Dieldrin

The dechlorination exercise was conducted at varying dosage (5, 10, 20, 30, 40 50,
70, and 80 mg) of Fe–Pd/MgAlO chlorpyrifos and dieldrin. The graphical trend
depicted in Fig. 20.7 shows the that chlorpyrifos required 30 mg dosage for the
concentration to drop from 5 to 0.05 ppm when the dechlorination was carried at
35 °C for a fixed period of 60 min. Dieldrin dechlorination was comparatively
much faster as it dropped below detection limit within 60 min. When the experi-
ments were carried out at 25 °C, 30 mg dosage gave dechlorination results for both
chlorpyrifos and dieldrin shown in Figs. 20.7 and 20.8. For this reason, the optimal
dosage for this study was 30 mg at 25 °C while only dechlorination of chlorpyrifos
was further investigated at elevated temperatures of 35 and 45 °C.

The dechlorination of 5 and 1 ppm solutions of dieldrin recorded excellent
removal efficiency of 92.1 and 96.1 %, respectively. The obtained exponential
decay curve of the dechlorination of dieldrin shown in Fig. 20.8 is of the first-order
kinetics. This was confirmed by a plot of natural log (ln) concentration of dieldrin
against time which was relatively linear (R2 = 0.9479) as shown in Fig. 20.9.
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The first- and second-order kinetic model fittings were done and provided in
Fig. 20.9, from which the rate of dechlorination (the slope of the curves) and the
coefficient of correlation R2 were extrapolated. These results indicate the model
which best describes how the dechlorination proceeds. Kinetic data are therefore
summarized in Table 20.3. The mechanism of dechlorination of dieldrin is similar
to that described in Scheme 20.1 part b.

The dieldrin chromatogram obtained from the GC × GC-TOFMS analysis was
compared with the reference spectra available in the instrument’s library as shown
in Fig. 20.10. All the major peaks were identified and matched.
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Table 20.3 Rate constant
(k) and correlation coefficient
(R2) at 25 °C

Pesticide Dieldrin Chlorpyrifos

First order

k mg s−1 −0.0052 −0.1900

R2 0.9392 0.7386

Second order

k mg s−1 0.0048 0.8331

R2 0.9260 0.6870
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Scheme 20.1 Showing mechanism with the hydrolysis step prior to the dechlorination. Part
a hydrolysis and transformation products identified from the spectra. Part b Catalytic dechlori-
nation and transformation products identified spectra. Part c The catalytic mechanism
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20.3.8 Dechlorination of Chlorpyrifos

The GC × GC-TOFMS results show that a dechlorination efficiency of 92.6 % was
achieved with 5 ppm chlorpyrifos dosage after 4 h period of treatment. However,
no chlorpyrifos was detected for the 1 ppm solution implying that dechlorination
achieved removal efficiency to a level below detection limit, estimated as 0.33 ppb.
The chlorpyrifos dechlorination pathways at 25 and 35 °C based on the ion masses
are represented by the chart in Fig. 20.11.

The first section (from 0 to 10 min), the chlorpyrifos hydrolyses in water into
diethylthiophosphate (DEPT) and 3,5,6-trichloro-2-pyridinol (TCP). DEPT degra-
dation releases ethanol finally forming phosphorothioic acid while the TCP
undergoes subsequent dechlorination to yield 2-pyridinol as shown in Scheme 20.1
part a. After 40 min, the reaction almost reached completion as the curve gave a
plateau. Thus, it is believed to have followed a pseudo-first-order reaction pathway.
Under environmental conditions, the 2-pyridinol has been reported to degrade
further to maleamide semialdehyde and maleamic acid [27]. The prominent frag-
mentation peaks: m/z 65, 81, 125, 171, 141, 113, 197, 97, 258, 286, 314, and 351 in
the spectra are thus identified and found to compare qualitatively well with the
library spectra in Fig. 20.12.

Fig. 20.10 Obtained GC × GC-TOFMS spectra for dieldrin compared to (a) reference spectra (b)
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The results for first- and second-order dechlorination of chlorpyrifos shown in
Fig. 20.13 are also summarized in Table 20.3.

The obtained correlation coefficient, R2, for dieldrin indicates that its dechlori-
nation mainly follows first-order kinetics. However, those R2 values for chlor-
pyrifos (first order and second order of 0.7386 and 0.6870, respectively) indicate
poor correlation for both kinetic models. The mechanism suggested in Scheme 20.1
explains that this was due to the hydrolysis that ensues prior to the dechlorination
step. The release of a less bulky and smaller TCP molecule makes dechlorination to
proceed faster since it exhibits less stearic hindrance (Scheme 20.1). The dechlo-
rination of chlorpyrifos is therefore considered a pseudo-first-order process.

So in this reaction, iron is used up during dechlorination while palladium is the
catalyst.
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The Fe0 generates nascent hydrogen which is adsorbed onto the palladium and
reductive dechlorination occurs as shown in Scheme 20.1 part b. The solution turns
reddish brown with time as the Fe0 is oxidized to Fe2+ and Fe3+ during dechlori-
nation as indicated by Eqs. (20.4)–(20.6). Aerial oxidation could also be attributed
to this observation. It is noteworthy to state that as a catalyst, the palladium is not
consumed during this process as shown in Eqs. (20.7)–(20.9).

Pd� HþR� Cl ! PdClþR� H ð20:7Þ

Pd� HþCl� ! Pd� ClþHCl ð20:8Þ

Pd� ClþH2 ! Pd� HþHCl ð20:9Þ

20.3.9 Activation Energy (Ea)

Equation (20.10) (Arrhenius equation) expresses how activation energy for the
reaction was derived:

k ¼ e�Ea=RT ð20:10Þ

This equation can be linearized, making it easily useful for graphical interpre-
tation. This rearrangement is achieved by taking logarithms of both sides and
separating the terms, resulting in Eqs. (20.11) and (20.12), respectively:

ln k ¼ ln Ae�Ea=RT
� �

¼ lnAþ ln e�Ea=RT
� �

ð20:11Þ

ln k ¼ lnA� Ea

RT
ð20:12Þ

A plot of ln k as a function of 1/T (Table 20.4) gives a linear plot whose gradient
is −Ea/R. The slope equals −(Ea/R), where R = 8.314 J mol−1 K−1. Since the plot is
linear, Ea is calculated by carrying out experiments at only two temperatures by the
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subtraction of the two equations from each other obtained and solving Eq. (20.13)
to obtain Eq. (20.14).

ln k2 � ln k1 ¼ lnA� Ea

RT2

� �
� lnA� Ea

RT

� �
¼ Ea

R
1
T1

� 1
T2

� �
ð20:13Þ

Ea ¼
R ln k2

k1
1
T1
� 1

T2

ð20:14Þ

Ea ¼ 34:34 kJ

20.3.10 Recoveries

Chlorpyrifos and dieldrin recoveries were carried out by extracting 10 mL of 5 ppm
chlorpyrifos solution using an orbital shaker for a predetermined time in the same
manner the dechlorination was carried out (Sect. 20.2.6.1). The pesticides were
extracted with four portions of 4 mL hexane and then dried with anhydrous sodium
sulfate. This was then reconstituted to 1 mL hexane and before filtering using
2.2 µm disk filter. GC × GC-TOFMS column used was Rxi 5 sil MS
(30 × 0.25 mm i.d. × 0.25 µm film thickness) with He as the carrier gas. The oven
conditions were 90–310 °C; ramp rate of 20 °C min−1 with splitless injection.
Results obtained gave recoveries of 91.3 and 107.7 % for chlorpyrifos and dieldrin,
respectively. These show that the extraction was achieved and thus validates the
extraction process.

20.3.11 Loading and Leaching Examination

The results obtained after digestion of the catalyst and analysis with ICP-OES on
the mixed oxide support showed an average loading of 173.5 and 5320 ppm for Pd
and Fe, respectively. The Mg and Al percentage contents were found as 95.93 %
(95,926 ppm) and 2.96 % (2964 ppm), respectively. The log scale concentration
plot is as compared in Fig. 20.14. The loading translates to Pd content of about

Table 20.4 Data required for
determining Ea of
dechlorination of chlorpyrifos

T(K) 296 308

1/T 0.003378 0.003247

k s−1 −0.1900 −0.057

ln k −1.6607 −2.8647
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0.2 %. As the leaching of nanoparticles is of general environmental concern, and
specifically to human health, future work will undertake speciation of the leached
metals in an effort to assess the degree of toxic forms (bioavailability versus tox-
icity) leached. Further analytical results obtained from quantization of Pd at pH 3
indicated that its level rose to 153 ppm from 27 ppm found at pH 7.0. As expected,
this observation indicates that the metal ions are easily released into solution in
acidic media. Although immobilization into a mixed oxide was achieved, their
intended use in water purification may need further investigations.

20.3.12 Leaching of the Fe–Pd/MgAlO

Leaching studies of the mixed oxide support (Fe–Pd) bimetallic nanoparticles were
carried out by rapid agitation of the aqueous solution in an orbital shaker at
200 rpm. This was done at predetermined periods of 5, 15, 30, 60, 90, 150, and 240
and at both neutral and acidic pH values. The results after 240 min of agitation at
pH 7.0 and 21 °C showed that the leaching of the metals was minimal. The
leaching of Pd showed the least followed by Fe whilst Mg had the highest as shown
in Fig. 20.15. It should be noted that during loading, Fe had already precipitated at
pH 6.8 while both Al and Mg did not show any defined profiles. ICP-OES analysis
showed that Al and Mg were present in the test solution.

20.3.13 Mineralization and Transformation Products
(TPs) During Dechlorination

The total organic carbon (TOC) concentration was determined using Teledyne
Tekmar TOC Fusion (USA). Solutions of 10 % sodium persulfate and 21 % phos-
phoric acid were used. The use of ultraviolet (UV) light and persulfate in the advanced
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oxidation process (AOP) allows enhanced carbon liberation. Mineralization rate (Mr)
was calculated using Eq. (20.15) reported by Zahar et al. [31].

Mr ¼ 100� 100� TOC t¼0½ �
TOC t¼t½ �

� �
% ð20:15Þ

where

TOC ðt ¼ 0Þ is TOC at time 0;

TOC ðt ¼ tÞ is TOC at time t:

Figure 20.16 shows the results obtained. From there, it was noticed that
increasing the temperature results in enhancement of both the rate of mineralization
as well as that of dechlorination. Whereas 91–93 % of dechlorination took place in
4 h, only 36–45 % of mineralization ensued. These results agree with those
reported in literature that the rate of dechlorination is always lower than that of
mineralization [29].

When temperature was increased from 25 to 35 and 45 °C, at a fixed dechlo-
rination period of 240 min, the mineralization for chlorpyrifos increased from 11 to
36 and 44 % in that respective order. However, there was no experimental data
obtained for dieldrin as the concentration reduced to below detection limit.

Consequently, it should be noted that the disappearance of the two pesticides
during dechlorination revealed the presence of new transformation products (TPs).
Furthermore, the low mineralization rate indicates that the pesticides were not
readily mineralized, but were transformed to new products. These facts infer that
there is the need for further scientific study of individual pesticide dechlorination

0 50 100 150 200 250
0

200

400

600

800

1000

C
on

c 
pp

m
 x

 1
0

Time min

 Pd
 Mg
 Fe
 Al

Fig. 20.15 Leaching of Pd,
Mg, Al, and Fe at pH 7.0 at
21 °C

20 Dechlorination of Selected Pesticides in Water using Catalytic … 319



process in order to establish the structures of the TPs. Moreover, there is a quest to
combine dechlorination with AOPs in order to achieve higher mineralization rate of
the pesticides.

20.4 Conclusion

The synthesis, characterization, immobilization, and anchoring of Fe–Pd nanopar-
ticle on MgAlO was successfully carried out. The materials showed great potential
in the dechlorination of pollutants present in contaminated or polluted waters at
ambient temperature. The slurry method showed to be indeed superior for syn-
thesizing MgAlO considering its less tediousness and little or no washing
requirement. Besides, it releases much less toxic wastes into the environment when
compared to other fabrication methods.

FTIR analysis confirmed that decomposition of the LDH structure was achieved
and that moisture content, carbonate, and nitrate and hydroxyl groups were quan-
titatively removed after calcining at 500 °C. Structural analysis via BET method
clearly indicates that a sufficient large surface area required for immobilizing Fe–Pd
was achieved, which compares well with reported values in open literature. We can
draw the conclusion that Fe–Pd nanoparticles indeed occupied the pores since the
pore volume decreased upon loading Fe–Pd nanoparticles.

Anchoring and immobilization of catalyst nanoparticles on metal oxide support
was achieved which enhanced the dechlorination of the pollutants and their sub-
sequent filtration. Dechlorination efficiency of 92.0 and 96.0 % were, respectively,
achieved for dieldrin and chlorpyrifos after 4 h of agitation. The dechlorination
reaction suggests that hydrogen was first generated by iron corrosion and adsorbed
on the Pd catalyst. This reaction can be said to be a reductive dechlorination.
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Dieldrin dechlorination followed first-order kinetics while chlorpyrifos profile
showed distorted first-order kinetics (Pseudo-first order) attributed to hydrolysis.

The XRD diffractograms gave clear differences in the crystalline symmetry of
the samples, which resulted from distortions in layer staking. In this case, molar
ratio 3:1 gave the highest peak intensity and therefore this ratio gives the least
distorted MgAlO crystalline structure. The results of loading of Fe–Pd on MgAlO
analyzed by ICP-OES after nitric acid digestion, gave a loading of Pd between 0.2
and 0.3 %. The investigation into the leaching of Fe, Mg, Al, and Pd showed that
some slight leaching occurred at pH 7. However, the leaching intensity increases as
pH decreases. Further work using modified silica fused with support metal oxide
support is opinionatedly needed, so also is the identification of TPs during
dechlorination. However, the mineralization of 36–45 % achieved suggests the
possibility of complete degradation which could be achieved by AOP. Hence,
further work is recommended to investigate the degradation of stable organic
molecules containing the benzene ring.
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Chapter 21
Forensic Analysis of Black, Blue, Red,
and Green Ballpoint Pen Inks

M. Irfan Nunkoo, M. Bilall Saib-Sunassy, Henri Li Kam Wah
and Sabina Jhaumeer Laulloo

Abstract Ballpoint pen inks (24 black, 18 blue, 21 red and 15 green) purchased in
Mauritius were analyzed by 5 different methods, namely thin layer chromatography
(TLC), Fourier transform infrared (FTIR), visible spectroscopy (VIS), filtered light
examination (FLE) and Raman spectroscopy (Raman). The results of the different
colored ballpoint pen inks obtained by the above techniques were compared in terms
of their discriminating power (D.P.). The results showed that the non-destructive
technique FLE was found to be the one with the highest D.P. (0.94–0.99) for the
black, red and green ballpoint pen inks whereas for the blue ballpoint pen inks,
highest D.P. was achieved using TLC. Higher D.P. were obtained for red, green,
black and blue ballpoint inks by FLE and TLC compared to the other methods such
as VIS, FTIR and Raman, showing the lower effectiveness of the latter for ink
analysis. Improvement in discrimination could be obtained by combining different
methods of analysis. Hence, by applying FLE, TLC and FTIR spectroscopy, all the
24 black ballpoint pen inks were successfully discriminated, whilst for the blue
ballpoint pen inks, the combination of two methods (FLE and TLC) resulted in a
discriminating power of 0.99. Only one pair of pens from the same
brand/manufacturer Cello could not be discriminated. On the other hand, the study
has also shown that by combining FLE with TLC, all the 21 red and 15 green
ballpoint pen inks were successfully discriminated, except for two pairs of red pens
and one pair of green pens.
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Keywords Ballpoint pen inks � Thin layer chromatography � Fourier transform
infrared spectroscopy � Visible spectroscopy � Filtered light examination � Raman
spectroscopy � Discriminating power

21.1 Introduction

Examination of writing materials is one of the oldest branches of forensic science and
analysis of inks represents an important area. Ballpoint pens are most commonly used
and their inks consist of viscous liquids containing a mixture of dyes and pigments,
organic solvents, additives such as antioxidants, resins, preservatives, softeners, and
trace elements [1]. The exact composition of pen inks is specific for each brand and
manufacturer and is a trade secret. Ink analysis is an important forensic procedure,
which can answer questions regarding the investigation of documents such as forged
cheques, contracts, wills, insurance claims, and threatening notes. The main purpose
of ink analysis is to determine whether two pieces of written text originated from the
same ink. Various analytical and spectroscopic techniques have been used to dis-
tinguish between different inks used in ballpoint pens and they are usually divided
into two broad categories: destructive/semi-destructive and non-destructive/
non-invasive. In the destructive/semi-destructive techniques, a portion of the ink
sample from the document or ink reservoir has to be removed prior to analysis.
Examples of destructive/semi-destructive methods that have been applied for ink
analysis include mass spectrometry coupled with various ionization techniques [2–
17], visible spectroscopy (VIS) [18–23], Fourier transform infrared spectroscopy
[19, 21, 22, 24–28], chromatography (thin layer, gas, high performance liquid) [3, 16,
19–22, 24, 29–34], capillary electrophoresis [34, 35], and techniques involving
determination of elemental composition [28, 35–37]. On the other hand,
non-destructive tools refer to ink observation on the document by methods allowing
the determination of the ink characteristics without any document alteration and
comprise visual examination using a microscope, optical techniques employing
different light sources, and filters [29, 30, 38, 39], luminescence [40], reflectance IR
[41, 42], and Raman spectroscopy [1, 43–46]. Other studies have combined the use of
a spectroscopic/analytical technique with chemometrics such as principal component
analysis, linear discriminant analysis, or cluster analysis to discriminate various types
of inks [5, 18, 22–25, 38, 40, 43].

The aim of this study was to analyze different brands of black, blue, red, and
green ballpoint pen inks using various analytical and spectroscopic techniques and
to see to what extent they can be used to distinguish between the ballpoint pen inks
in terms of their discriminating power (D.P.) [47] defined by

D.P. ¼ Number of discriminating pairs=Number of possible pairs:
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21.2 Experimental

21.2.1 Sampling

A total of 78 ballpoint pens (24 black, 18 blue, 21 red and 15 green) of various
types produced by different manufacturers from China, France, Germany, India,
Japan, South Africa, and United Kingdom were purchased from local stationeries in
the small island of Mauritius, situated in the Indian Ocean. The list of the studied
ballpoint pens is given in Tables 21.1 and 21.2.

21.2.2 Thin Layer Chromatography

The black and blue inks were dissolved in chloroform while ethanol (95 %) was
used for the red and green inks. Each ink sample was spotted on a non-UV-active

Table 21.1 List of black and
red ballpoint pens examined
in the study

Black inks Red inks

Company/model Code Company/model Code

Universal SpeedEX BK01 Montex German
fluid

RP01

Bic medium BK02 Cello u-nic RP02
Reynolds fine BK03 Montex Hy-Slim RP03
Schneider Tops BK04 Cello Techno Tip 0.6 RP04
Staedtler Stick BK05 Montex Hyscale RP05
Cello Techno Tip BK06 Cello Uno RP06
Cello Top Ball BK07 Montex 9 ball pen RP07
Cello fine grip BK08 Cello fine grip RP08
Mon Ami Clique Ball BK09 Faber-Castell fine RP09
Faber-Castell BK10 Pentek Top Tec RP10
Schneider medium BK11 Beifer easy clicker RP11
Penflex medium BK12 Ballpen red add RP12
Bic Clique medium BK13 Bic atlantis RP13
Retro just write BK14 Nataraj 621 RP14
Pentel Superb BK15 Bic fine RP15
Mitsubishi SAS fine BK16 Crystal tyno 0.7 RP16
Beifa AA934K BK17 Staedtler RP17
Montex Megatop BK18 Luxut Grippy RP18
Pentek Top Tec BK19 B master 0.6 RP19
Montex Hyper BK20 Red Leaf RP20
Cello U-nic BK21 Reynolds medium RP21
Montex Hypower BK22
Parker medium BK23
Cello Maxriter BK24
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Whatman glass sheet precoated with silica gel F254. The different solvent systems
used for developing the chromatograms are summarized in Table 21.3. The retar-
dation (retention) factor, Rf and color tone of the separated bands were determined
and recorded. Standard dye solutions of basic fuchsin/rosaniline hydrochloride and
Basic Yellow 2 were used as control.

21.2.3 Infrared Spectroscopy

Fourier transform infrared (FTIR) spectra were recorded on an Avatar Thermo
Nicolet 320 spectrometer equipped with a diamond cell. Ink samples from the barrel
of each pen were removed, dried at 100 °C and crushed to fine powders. The IR
spectra of the powdered ink samples were recorded over 64 scans with a resolution
of 4 cm−1 in the frequency range of 2000–400 cm−1.

Table 21.2 List of blue and green ballpoint pens examined in the study

Blue inks Green inks

Company/model Code Company/model Code

Universal Primo BU01 Montex Hy-Power GP01
Bic fine BU02 Bic fine GP02
Reynolds medium BU03 Montex Megatop GP03
Mitsubishi SAS fine BU04 Nataraj 0.7 fine GP04
Staedtler Stick BU05 Staedtler GP05
Cello U-nic BU06 Stabilo liner GP06
Cello Techno Tip BU07 Montex Hy-Slim GP07
Cello Voyager BU08 Luxut Spark 11 GP08
Pentek fine BU09 Nataraj 1.0 Bold GP09
Montex Megatop BU10 Bally GP10
Montex Hyper BU11 Montex jet flow GP11
Penflex medium BU12 Cello fine grip GP12
Bic Clique medium BU13 Cello speed GP13
Retro Just write BU14 Cello gripper GP14
Flair Twist BU15 Stick ball GP15
Linc Starview BU16
Cello fine grip BU17
Parker fine point BU18

Table 21.3 Solvent systems used for the development of the four colored inks

Ink Solvent system Ratio

Black/blue Ethyl acetate/ethanol 95 %/distilled water 70:35:25

Red Ethyl acetate/ethanol 95 %/distilled water 70:35:10

Green Ethyl acetate/ethanol 95 %/ammonia 25:10:5
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21.2.4 Visible Spectroscopy

Inks were extracted from paper writings by cutting a 5 mm × 5 mm square, then
gently lifting the inked section before placing it into test tubes containing 95 %
ethanol (5 ml). The spectrum was recorded in the range of 400–700 nm on a
UV-visible Herios Unicam spectrophotometer using a 1 cm quartz cell.

21.2.5 Filtered Light Examination

Filtered light examination (FLE) of the ink samples was conducted using a Foster
and Freeman Video Spectral Comparator 4 Plus (VSC 4 Plus). Ink writings on plain
white A4 paper were prepared and were subjected to various light conditions/
sources and barrier filters of varying wavelengths (590–780 nm). The wavelength
filter at which each ink line disappeared was then recorded.

21.2.6 Raman Spectroscopy

Raman spectra of the inks were recorded using a Foster and Freeman Foram 685-2
Raman spectrometer, equipped with a laser at a maximum output of 4.5 mW CW
with an excitation wavelength of 685 nm, over the 400–2000 cm−1 range under the
following conditions: integration time of 1 s, average count of 10 and 100 % laser
power.

21.3 Results and Discussion

21.3.1 Thin Layer Chromatography

Thin layer chromatography (TLC) was found to be the most time-consuming method
used for the analysis of inks. On comparing the dye components present in each ink,
TLC was able to classify the 24 black ballpoint pen inks into 16 groups (TL-1 to
TL-16). 12 groups (TL-1 to TL-12) consisted of only 1 black ballpoint pen ink. One
group namely TL-13 consisted of two inks (BK17 and BK19), whereas TL-14 and
TL-15 comprised three black ballpoint pen inks each, with, BK02, BK13 and BK23
in TL-14 and BK06, BK07, and BK09 in TL-15. For TL-14, two inks (BK02 and
BK13) were from the same manufacturer, Bic. Same was also observed for TL-15
where BK06 and BK07 were of the same Cello brand. Finally TL-16 consisted of
four pen inks (BK04, BK11, BK14, and BK15), among which two of them (BK04
and BK11) were from the same manufacturer, Schneider. From the series of black
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ballpoint pen inks analyzed, a total of 12 dyes were found to be present, among which
were six violet dyes, two black, two yellow, one blue, and one UV-active pink dye.
Violet dyes (Rf = 0.75 and 0.78) and yellow dye (Rf = 0.85) were the three most
commonly used dyes in the manufacture of black ballpoint inks found in this study.

The 18 blue ballpoint pen inks were classified into 16 groups (TL-A to TL-P).
14 groups (TL-A to TL-N) were singly populated. The remaining two groups
consisted of two blue ballpoint pen inks each, namely TL-O (BU07 and BU08,
where both were from a single manufacturer, Cello) and TL-P (BU11 and BU15).
A total of 14 dyes were found to be present, among which there were principally
violet, blue, and pale blue dyes [29]. It was also observed that all the inks contained
a minimum of four dyes and a maximum of eight. The violet dyes (Rf 0.75 and
0.78) were found to be the most commonly used dyes in the manufacture of blue
ballpoint pen inks, as was the case observed for black ballpoint pen inks.

The 21 red ballpoint pen inks could be classified into 11 groups labeled TLC1–
TLC11. Out of the 11 groups, 7 (TLC2–TLC4 and TLC8–TLC11) consisted of
only one pen, whereas TLC1 consisted of 8 pens (RP02, RP04, RP06-RP10, and
RP19), TLC5, TLC6, and TLC7 comprised two red ballpoint pen inks each, with
RP11 and RP17 in TLC5, RP12 and RP14 in TLC6 and RP13 and RP15 in
TLC7. Similar spots were observed for the four Cello pens (RP02, RP04, RP06,
and RP08) in TLC1 and two Bic pens (RP13 and RP15) in TLC7. 13 dyes were
found to be present, mostly brown, orange, pink, and yellow.

TLC analysis of the 15 green ballpoint pen inks showed that they could be
classified into 7 groups (TLC-A to TLC-G) out of which 6 groups (TLC-B to
TLC-G) consisted of only 1 pen. The remaining group TLC-A contained 9 pens
(GP03-GP07, GP09, and GP12-GP14) from which GP12-GP14 were from the
same brand Cello, GP03 and GP07 from the manufacturer Montex and GP04 and
GP09 from the manufacturer Nataraj. A total of 10 dyes were found to be present,
the two most common being a yellow dye (Rf 0.830) and a blue dye (Rf 0.538).

The results obtained from the TLC analysis of black, blue, red, and green
ballpoint pen inks are summarized in Table 21.4.

A higher D.P. of 0.95 for 24 black ballpoint pen inks and 0.99 for 18 blue ballpoint
pen inks was achieved compared to 0.85 and 0.66 for red and green ballpoint pen inks
respectively by TLC in this study. A lower D.P. of 0.90 and 0.89 was obtained for 12
blue and 21 black ballpoint pen inks, respectively, by Causin et al. [19].

Table 21.4 Analysis of ballpoint pen inks by TLC

Parameter Ballpoint pens

Black
(n = 24)

Blue
(n = 18)

Red
(n = 21)

Green
(n = 15)

Number of possible pairs 276 153 210 105

Number of groups 16 16 11 7

No. of discriminating pairs 263 151 179 69

No. of indiscriminating pairs 13 2 31 36

Discriminating power (D.P.) 0.95 0.99 0.85 0.66
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21.3.2 FTIR Spectroscopy

FTIR spectroscopy is a technique used to differentiate inks based on the presence of
different dyes, solvent, or resin molecules. In this study, a number of bands have been
selected for comparison of the different ink samples. Most of the black, blue, red, and
green ballpoint ink samples displayed peaks at around 1500–1700, 1000–1400, 910,
and 700 cm−1.

It was observed that the FTIR spectra obtained for both the black and the blue
ballpoint pen inks can be classified into four major groups which are listed in
Table 21.5.

A similar classification was done by Wang et al. [27], but the latter classified the
inks into two major groups only, i.e., one with carbonyl peaks and the other without
peaks in the region 1700–2000 cm−1 and only blue ballpoint pen inks were studied.
In this study, two more groupings were considered as shown in Table 21.5. The 24
black ballpoint pen inks were classified into 4 groups FT-1 (6 pens), FT-2 (10
pens), FT-3 (4 pens), and FT-4 (4 pens). On the other hand, based on their IR
spectra, out of the 18 blue ballpoint pen inks, 3, 6, 2, and 7 pens were assigned,
respectively, to FT-1, FT-2, FT-3, and FT-4 (Table 21.5). From a total number of
276 pairs of black pen inks and 153 pairs of blue pen inks, the number of indis-
tinguishable pairs amounted to 72 and 40, leading both to a discriminating power of
0.74. On the other hand, Zieba-Palus and Kunicki [28] and Causin et al. [19]
reported higher values of D.P., 0.95 for 27 blue inks and 0.99 for 23 black inks, and
0.82 for 21 black inks and 0.95 for 12 blue inks respectively using IR spectroscopy.

Figure 21.1 depicts the FTIR spectra of two groups of red ballpoint pen inks
(I.R.A and I.R.B) where diagnostic bands indicative of presence of possible
components are shown by arrows, similarly to that presented by Causin et al. [19].

The IR spectra of red inks can be classified into two main groups, depending on
the presence or absence of the band at around 1700 cm−1 due to acid/ester
(Fig. 21.1). I.R.A contained 16 red pens (RP01-RP06, RP08, RP10-RP12,
RP014, RP16, RP18-RP21), out of which 3 pens (RP01, RP03 and RP05) and 4
pens (RP02, RP04, RP06 and RP08) were from the brands Montex and Cello,

Table 21.5 Classification of FTIR spectra

Group Bands in the region
1600–2000 cm−1

Black pens Blue pens

FT-1 None BK01, BK03, BK06, BK11, BK16,
BK22

BU01-BU03

FT-2 One peak around
1620 cm−1

BK02, BK04, BK05, BK07, BK09,
BK12, BK13, BK20, BK23, BK24

BU04, BU11,
BU12,
BU14-BU16

FT-3 One peak around
1725 cm−1

BK10, BK14, BK17, BK21 BU10, BU13

FT-4 Two peaks at around
1610 and 1750 cm−1

BK08, BK15, BK18-BK19 BU05-BU09,
BU17, BU18
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respectively. The other group I.R.B comprised five pens (RP07, RP09, RP13,
RP15, and RP17), among which two red ballpoint pen inks (RP13 and RP15) were
from the manufacturer Bic. A very low D.P. of 0.38 was obtained for the FTIR
analysis of red ballpoint pen inks with 130 ink pairs found to be indistinguishable
out of a total of 210 pairs.

The IR spectra of green ballpoint pen inks were found to comprise all the FTIR
mentioned bands in Fig. 21.1 except peaks corresponding to presence of ester/acid
moiety. The green inks can be classified into two main groups I.G.A (11 pens:
GP01, GP03-GP07, GP09, GP12-GP15) and I.G.B (4 pens: GP02, GP08, GP10
and GP11) based on the presence or absence of the double peak at 740 and
760 cm−1. In the group I.G.A, three pens (GP01, GP03, and GP07), two pens
(GP04 and GP09) and three pens (GP12-GP14) were found to originate from the
brands Montex, Nataraj and Cello, respectively. 61 out of 105 pairs of green inks
were found to be indistinguishable from each other resulting in a low D.P. of 0.42.

21.3.3 Visible Spectroscopy

Visible spectroscopy is a suitable method for analyzing dyes in ink samples. All the
visible spectra of the 24 black ballpoint pen inks exhibited a single peak in the 576–
592 nm region with a slight shoulder at around 550 nm. No attempt was made to
discriminate the inks on the basis of the slight differences in the position of the peak
contrary to Causin et al. [19] and Roux et al. [21].

Two classes were obtained for the 18 blue ballpoint pen inks. The visible spectra of
16 blue ballpoint pen inks depicted a single peak in the region 579–589 nm, whereas
two blue ballpoint pen inks (BU02 and BU05) showed two peaks at 585 and 667 nm,
giving a low D.P. of 0.20 for the 18 blue ballpoint pen inks. On the other hand, higher

Fig. 21.1 FTIR spectra
obtained for red ink samples
I.R.A and I.R.B where a acid
or ester, s solvent,
t triarylmethane system,
r resin
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D.P. were obtained by Causin et al. [19] (0.96 and 0.79 for 21 black and 12 blue inks,
respectively) and Roux et al. [21] (0.83 for both 21 blue and 12 black inks).

The 21 red ballpoint pen inks can be classified into two groups, namely VIS 1
and VIS 2 based on the position of the maxima (530 or 544 nm) of the single peak
as illustrated in Fig. 21.2.

VIS 1 and VIS 2 comprised 13 (RP01-RP10, RP12, RP14, and RP20) and 8
(RP11, RP13, RP15-RP19, and RP21) red ballpoint pen inks, respectively. It is
noteworthy that in VIS 1, four pens (RP01, RP03, RP05, and RP07) and another
four pens (RP02, RP04, RP06 and RP08) were from the brand Montex and Cello,
respectively, and in VIS-2, two pens (RP13 and RP15) were found to come from
the same brand Bic. The D.P. (0.50) was found to be low for the red ballpoint pen
inks, with 106 indistinguishable pairs.

Based on the visible spectra of the 15 green ballpoint pen inks, the latter can be
categorized into two groups: VIS-A (4 pens: GP02, GP08, GP10 and GP11)
exhibiting two peaks at 600 and 668 nm, and VIS-B (11 pens: GP01, GP03-GP07,
GP09, and GP12-GP14) displaying two peaks at 618 and 664 nm. From the group
VIS-B, three pens (GP01, GP03, and GP07), two pens (GP04 and GP09) and three
pens (GP12-GP14) were found to originate from the brands Montex, Nataraj, and
Cello, respectively. A low D.P. of 0.42 was found for the green ballpoint pen inks
with the number of indistinguishable pairs amounting to 61.

21.3.3.1 Filtered Light Examination

In ink analysis, FLE is the one which is usually the first attempted due to its
non-destructive nature. It usually makes use of the video spectral comparator
(VSC) [39], which is an imaging device that allows an examiner to analyze inks
using various light sources and filters (Table 21.6). The wavelength filter at which
each ink writing disappeared for all the light sources and whether the ink was
fluorescent or not was recorded for all the ballpoint pen inks.

Fig. 21.2 Visible spectra of the red ink samples
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Out of the 24 black ballpoint pen inks, only 8 (BK03, BK05, BK09, BK12,
BK16-BK18, and BK22) did not fluoresce under excitation. Based on the FLE
results, the black ballpoint pen inks can be grouped into 20 classes (FL-1 to FL-20).
18 classes (FL-1 to FL-18) consisted of 1 pen only, and two classes comprised 3
pens each namely FL-19 (BK04, BK11, and BK19) and FL-20 (BK02, BK14, and
BK21). In FL-19, it was observed that two of the pens, BK04 and BK11 were from
the same manufacturer, Schneider. A discriminating power of 0.98 was obtained
with only 6 indistinguishable pairs for the 24 black ballpoint pen inks.

As for the blue ballpoint pen inks, the results obtained were less discriminating
compared to those of black ones. Most of the pens except 4 (BU02, BU04, BU13,
and BU14) fluoresced under excitation. The 18 blue ballpoint pen inks can be
grouped into 12 classes (FL-A to FL-L), among which 8 were singly populated
(FL-A to FL-H). Three classes consisted of 2 pens each, namely FL-I (BU05 and
BU18), FL-J (BU10 and BU11), and FL-K (BU16 and BU17) whereas FL-L
consisted of 4 pens (BU07, BU08, BU09 and BU12). In FL-K, both the pens were
from the same manufacturer, Montex while in FL-L, two out of the four pens,
namely BU07 and BU08 came from the manufacturer Cello. A D.P. of 0.94 was
obtained, with 9 pen pairs found to be indistinguishable.

The 21 red ballpoint pen inks can be grouped into 18 classes (FLE-1 to
FLE-18). 15 classes (FLE-1 to FLE-15) consisted of only 1 pen, and three classes
comprised 2 pens each, namely FLE-16 (RP07 and RP 09), FLE-17 (RP01 and
RP02) and FLE-18 (RP08 and RP10). 5 red inks (RP13, RP15, RP18, RP20, and
RP21) were found to be nonfluorescent. A high D.P. of 0.99 for the FLE of red
ballpoint pen inks was obtained, with only 3 undistinguishable pen pairs out of 210
possible pairs.

The 15 green ballpoint pen inks can be categorized into 10 classes (FLE-A to
FLE-J), among which 6 were singly populated (FLE-A to FLE-F). Three classes
consisted of 2 pens each, namely FLE-H (GP07 and GP08), FLE-I (GP10 and
GP11) and FLE-J (GP12 and GP13, both from Cello), whereas FLE-G comprised
3 pens (GP01, GP02 and GP03), out of which GP01 and GP03 were from Montex.
None of the green ballpoint pen inks was found to fluoresce upon excitation. A D.P.
of 0.94 was obtained, with only 6 pen pairs found to be indistinguishable.

Table 21.6 Light sources and wavelength filters used

Light source Wavelength filters
(nm)

Light emitting diode (LED) 590–780

Visible and infrared radiant energy (VIS/IR) 590–1000

Incident ultraviolet, short wave (UV-254) 590–780

Incident ultraviolet, medium wave (UV-313) 590–780

Incident ultraviolet, long wave (UV-365) 590–780

Incident intense visible (SPOT) 590–850

Transmitted high intensity white and infrared (TRANS-1, TRANS-2
and UV TRANS)

590–780
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It is noteworthy that Roux et al. [21] also obtained better discrimination among
black ballpoint pen inks compared to blue ones. A higher D.P. was obtained in this
study for the 18 blue pen inks (0.94) compared to Payne et al. [48] who reported a
D.P. of 0.81 for 9 blue ballpoint pen inks.

21.3.3.2 Raman Spectroscopy

Raman spectroscopy is complementary to FTIR spectroscopy and is becoming an
important tool for the analysis of inks on paper, especially as it does not require
sample preparation and is a non-destructive method.

Not all Raman spectra were obtained for the studied ballpoint pen inks due to the
fluorescent nature of most of the inks which saturated the Raman signal. The
spectra of the black and red inks were not very informative and were not further
discussed in this study. For the 18 blue pens, the inks can be grouped into 3 classes:
RS-A (BU02, BU13, and BU14), RS-B (BU04) and RS-C (remaining blue inks
which were all found to be fluorescent). It is noteworthy that two of the pens, BU02
and BU13 classified in RS-A were from the same brand/manufacturer Bic. On the
basis of the obtained results, a very low D.P. was obtained (0.39) for the blue
ballpoint pen inks.

The Raman spectra of the 15 nonfluorescent green inks exhibited several peaks
at different wavenumbers and can be classified into two main groups RA.GA and
RA.GB, depending on whether or not there are prominent peaks in the vicinity of
498 and 655 cm−1 (Fig. 21.3).

RA.GB consisted of 4 pen inks (GP02, GP08, GP10 and GP11) whereas RA.
GA comprised 11 pen inks (GP01, GP03-GP07, GP09, GP12-GP15). Among the
latter, the ink pens GP01, GP03, and GP07 were from Montex, GP04 and GP09
from Nataraj and GP12, GP13, and GP14 from Cello. Out of a total number of 105
pairs, there were 61 indiscriminating pairs, resulting in a low D.P. of 0.42.

Fig. 21.3 Raman spectra of
RA.GA and RA.GB
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21.4 Conclusions

The project aimed at analyzing 24 black, 18 blue, 21 red, and 15 green ballpoint pen
inks using five different techniques, namely TLC, FTIR, VIS, FLE, and Raman and
investigating whether the ballpoint pen inks could be differentiated successfully.

Table 21.7 summarizes the D.P. and the number of classes obtained by the
different methods in the analysis of the ballpoint pen inks. It can be observed that
wherever there are more groups, the D.P. is higher.

The results of this study showed that the non-destructive FLE was a better
discriminating tool for the analysis of black, red, and green ballpoint pen inks
compared to the other methods (TLC, FTIR, VIS, and Raman). TLC was found to
be the best for blue ballpoint pen inks (D.P. = 0.99). It is noteworthy that good D.P.
were also obtained for both black (0.95) and red (0.85) ballpoint pen inks by TLC.
However, lower D.P. was observed for TLC analysis of red and green inks com-
pared to 0.96 and 0.99 (present study) and 0.90 and 0.89 [19] for blue and black
inks, respectively.

By combining the results of three of the methods of analysis, namely FLE, TLC,
and FTIR spectroscopy, all the 24 black ballpoint pen inks, even those from the
same brand/manufacturer could be successfully discriminated as shown in
Fig. 21.4.

For the 18 blue ballpoint pen inks, the combination of the results of FLE and
TLC was able to discriminate only 16 of them (Fig. 21.5). No further improvement
in discrimination was obtained using the results of the other three methods. The
indiscriminating pair was BU07 and BU08, both from the same manufacturer Cello.

Application of FLE followed by TLC enabled discrimination of the 21 red
ballpoint pen inks except for two pairs, namely RP07/RP09 and RP08/RP10 as
depicted in Fig. 21.6.

As for the 15 green ballpoint pen inks, only one pair of pens (GP12/GP13)
remained indistinguishable after analyzing the inks by FLE followed by TLC
(Fig. 21.7).

It is noteworthy that for all the four ballpoint pen inks, the first discriminating
method chosen was FLE as it is a non-destructive technique. Further improvement
in discrimination of the blue, red, and green ballpoint pen inks could be achieved by
determination of metal content.

Table 21.7 D.P. and number of classes obtained for the ballpoint pen inks

Method D.P. (No of classes)

Black (n = 24) Blue (n = 18) Red (n = 21) Green (n = 15)

TLC 0.95 (16) 0.99 (16) 0.85 (11) 0.66 (7)

FTIR 0.74 (4) 0.74 (4) 0.38 (2) 0.42 (2)

Visible 0 (1) 0.20 (2) 0.50 (2) 0.42 (2)

FLE 0.98 (20) 0.94 (12) 0.99 (18) 0.94 (10)

Raman – 0.39 (3) – 0.42 (2)
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Fig. 21.5 Discrimination of the 18 blue ballpoint pen inks

Fig. 21.4 Discrimination of the 24 black ballpoint pen inks

21 Forensic Analysis of Black, Blue, Red, and Green Ballpoint Pen Inks 335



Acknowledgements We are grateful to the University of Mauritius for providing the necessary
facilities to carry out the study. Thanks also to David Flatman-Fairs for carrying out the Raman
spectra of the inks at Staffordshire University, UK.

Fig. 21.6 Discrimination of the 21 red ballpoint pen inks

Fig. 21.7 Discrimination of the 15 green ballpoint pen inks

336 M.I. Nunkoo et al.



References

1. Braz A, Lopez-Lopez M, Garcia-Ruiz C (2013) Raman spectroscopy for forensic analysis of
inks in questioned documents. Forensic Sci Int 232:206–212

2. Bugler JH, Buchner H, Dallmayer A (2005) Characterization of ballpoint pen inks by thermal
desorption and gas chromatography-mass spectrometry. J Forensic Sci 50:1–6

3. Chen H-S (2005) Analysis of four ball point pen inks and two dyes by thin layer
chromatography with fluorescence detection and matrix assisted laser desorption time-of-flight
and electrospray ionization mass spectrometry. Forensic Sci J 4:15–27

4. Coumbaros J, Kirkbride PK, Klass G, Skinner W (2009) Application of time of flight
secondary ion mass spectrometry to the in situ analysis of ballpoint pen inks on paper.
Forensic Sci Int 193:42–46

5. Denman JA, Skinner WM, Kirkbride KP, Kempson IM (2010) Organic and inorganic
discrimination of ballpoint pen inks by ToF-SIMS and multivariate statistics. Appl Surf Sci
256:2155–2163

6. Dunn JD, Allison J (2007) The detection of multiply charged dyes using matrix-assisted laser
desorption/ionization mass spectrometry for the forensic examination of pen ink dyes directly
from paper. J Forensic Sci 52:1205–1211

7. Gallidabino M, Weyermann C, Marquis R (2011) Differentiation of blue ballpoint pen inks by
positive and negative mode LDI-MS. Forensic Sci Int 204:169–178

8. Grim DM, Siegel JA, Allison J (2001) Evaluation of desorption/ionization mass spectrometric
methods in the forensic applications of the analysis of inks on paper. J Forensic Sci 46:1411–
1420

9. Ifa DR, Gumaelius LM, Eberlin LS, Manicke NE, Cooks RG (2007) Forensic analysis of inks
by imaging desorption electrospray ionization (DESI) mass spectrometry. Analyst 132:461–
467

10. Jones RW, Cody RB, McClelland JF (2006) Differentiating writing inks using direct analysis
in real time mass spectrometry. J Forensic Sci 51:915–918

11. Jones RW, McClelland JF (2013) Analysis of writing inks on paper using direct analysis in
real time mass spectrometry. Forensic Sci Int 231:73–81

12. Matthews B, Walker GS, Kobus H, Pigou P, Bird C, Smith G (2011) The analysis of dyes in
ball point pen inks on single paper fibres using laser desorption ionization time of flight mass
spectrometry (LDI-TOFMS). Forensic Sci Int 209:e26–e30

13. Ng L-K, Lafontaine P, Brazeau L (2002) Ballpoint pen inks: characterization by positive and
negative ion-electrospray ionization mass spectrometry for the forensic examination of writing
inks. J Forensic Sci 47:1238–1247

14. Sakayanagi M, Komuro J, Konda Y, Watanabe K, Harigaya Y (1999) Analysis of ballpoint
pen inks by field desorption mass spectrometry. J Forensic Sci 44:1204–1214

15. Siegel J, Allison J, Mohr D, Dunn J (2005) The use of laser desorption/ionization mass
spectrometry in the analysis of inks in questioned documents. Talanta 67:425–429

16. Weyermann C, Marquis R, Mazzella W, Spengler B (2007) Differentiation of blue ballpoint
pen inks by laser desorption ionization mass spectrometry and high-performance thin-layer
chromatography. J Forensic Sci 52:216–220

17. Williams MR, Moody C, Arceneaux LA, Rinke C, White K, Sigman ME (2009) Analysis of
black writing inks by electrospray ionization mass spectrometry. Forensic Sci Int 191:97–103

18. Adam CD, Sherratt SI, Zholobenko VI (2008) Classification and individualization of black
ballpoint pen inks using principal component analysis of UV-vis absorption spectra. Forensic
Sci Int 174:16–25

19. Causin V, Casamassima R, Marega C, Maida P, Schiavone S, Marigo A, Villari A (2008) The
discrimination potential of ultraviolet-visible spectrophotometry, thin layer chromatography,
and Fourier transform infrared spectroscopy for the forensic analysis of black and blue
ballpoint inks. J Forensic Sci 53:1468–1473

21 Forensic Analysis of Black, Blue, Red, and Green Ballpoint Pen Inks 337



20. Morsy FA, El-Sherbiny SI, Awadalla M (2005) A systematic approach to Egyptian ballpoint
ink analysis for forensic science application. Forensic Sci J 4:1–13

21. Roux C, Novotny M, Evans I, Lennard C (1999) A study to investigate the evidential value of
blue and black ballpoint pen inks in Australia. Forensic Sci Int 101:167–176

22. Senior S, Hamed E, Masoud M, Shehata E (2012) Characterization and dating of blue
ballpoint pen inks using principal component analysis of UV-vis absorption spectra, IR
spectroscopy, and HPTLC. J Forensic Sci 57:1087–1093

23. Thanasoulias NC, Parisis NA, Evmiridis NP (2003) Multivariate chemometrics for the forensic
discrimination of blue ball-point pens based on their Vis spectra. Forensic Sci Int 138:75–84

24. Kher A, Mulholland M, Green E, Reedy B (2006) Forensic classification of ballpoint pen inks
using high performance liquid chromatography and infrared spectroscopy with principal
components analysis and linear discriminant analysis. Vib Spectrosc 40:270–277

25. Silva CS, Borba FL, Pimentel MF, Pontes MJC, Honorato RS, Pasquini C (2013)
Classification of blue pen inks using infrared spectroscopy and linear discriminant analysis.
Microchem J 109:122–127

26. Trzcinska BM (1993) The possibility of blue ball pen inks differentiation using IR
spectroscopy. Chem Anal 38:545–549

27. Wang J, Luo G, Sun S, Wang Z, Wang Y (2001) Systematic analysis of bulk blue ballpoint
pen inks by FTIR spectrometry. J Forensic Sci 46:1093–1097

28. Zieba-Palus J, Kunicki M (2006) Application of the micro-FTIR spectroscopy, Raman
spectroscopy and XRF method examination of inks. Forensic Sci Int 158:164–172

29. Djozan D, Baheri T, Karimian G, Shahidi M (2008) Forensic discrimination of blue ballpoint
pen inks based on thin layer chromatography and image analysis. Forensic Sci Int 179:199–
205

30. Houlgrave S, LaPorte GL, Stephens JC (2011) The use of filtered light for the evaluation of
writing inks analyzed using thin layer chromatography. J Forensic Sci 56:778–782

31. Lyter AH (1982) Examination of ball pen ink by high pressure liquid chromatography.
J Forensic Sci 27:154–160

32. Neumann C, Ramotowski R, Genessay T (2011) Forensic examination of ink by
high-performance thin layer chromatography. J Chromatogr A 1218:2793–2811

33. Samanidou VF, Nikolaidou KI, Papadoyannis IN (2004) Development and validation of a
gradient-HPLC-PDAD method for the identification of ballpoint pen ink components: study of
their decomposition on aging for forensic science applications. J Liq Chromatogr 27:215–235

34. Zlotnick JA, Smith FP (1999) Chromatographic and electrophoretic approaches in ink
analysis. J Chromatogr B 733:265–272

35. Vogt C, Becker A, Vogt J (1999) Investigation of ballpoint pen inks by capillary
electrophoresis (CE) with UV/Vis absorbance and laser induced fluorescence detection and
particle induced X-ray emission (PIXE). J Forensic Sci 44:819–831

36. Kula A, Wietecha-Posluszny R, Pasionek K, Krol M, Wozniakiewicz M, Koscielniak P (2014)
Application of laser induced breakdown spectroscopy to examination of writing inks for
forensic purposes. Sci Justice 54:118–125

37. Dhara S, Misra NL, Maind SD, Kumar SA, Chattopadhyay N, Aggarwal SK (2010) Forensic
application of total reflection X-ray fluorescence spectrometry for elemental characterization
of ink samples. Spectrochim Acta B 65:167–170

38. da Silva VAG, Talhavini M, Peixoto ICF, Zacca JJ, Maldaner AO, Braga JWB (2014)
Non-destructive identification of different types and brands of blue pen inks in cursive
handwriting by visible spectroscopy and PLS-DA for forensic analysis. Microchem J
116:235–244

39. Gregg MM (1999) Advances in document examination: the video spectral comparator 2000.
Forensic Sci Commun 1:3

40. Adam CD (2008) In situ luminescence spectroscopy with multivariate analysis for the
discrimination of black ballpoint pen ink-lines on paper. Forensic Sci Int 182:27–34

41. Merrill RA, Bartick EG (1992) Analysis of ballpoint pen inks by diffuse reflectance infrared
spectrometry. J Forensic Sci 37:528–541

338 M.I. Nunkoo et al.



42. Wilkinson TJ, Perry DI, Martin MC, McKinney WR, Cantu AA (2002) Use of synchrotron
reflectance infrared spectromicroscopy as a rapid, direct, non-destructive method for the study
of inks on paper. Appl Spectrosc 56:800–803

43. Borba FL, Honorato RS, de Juan A (2015) Use of Raman spectroscopy and chemometrics to
distinguish blue ballpoint pen inks. Forensic Sci Int 249:73–82

44. Claybourn M, Mansell G (2000) Using Raman spectroscopy to solve crime: inks, questioned
documents and fraud. Sci Justice 40:261–271

45. Geiman I, Leona M, Lombardi JR (2009) Application of Raman spectroscopy and
surface-enhanced Raman scattering to the analysis of synthetic dyes found in ballpoint pen
inks. J Forensic Sci 54:947–952

46. Seifar RM, Verheul JM, Ariese F, Brinkman UAT, Gooijer C (2001) Application of Raman
spectroscopy and surface-enhanced Raman scattering for the direct discrimination of ballpoint
pen inks. Analyst 126:1418–1422

47. Smalldon KW, Moffat AC (1973) The calculation of discrimination power for a series of
correlated attributes. J Forensic Sci 13:291–295

48. Payne G, Walllace C, Reedy B, Lennard C, Schuler R, Exline D, Roux C (2005) Visible and
near-infrared chemical imaging methods for the analysis of selected forensic samples. Talanta
67:334–344

21 Forensic Analysis of Black, Blue, Red, and Green Ballpoint Pen Inks 339



Chapter 22
Promoting Conceptual Understanding
of “Chemical Energetics” at ‘A’-Level
through Guided Inquiry

M.R. Let Shee and F.B. Narod

Abstract The topic “Chemical Energetics” forms an important part of the
Cambridge International Examinations (CIE) ‘A’-Level syllabus. An attempt has
been made in the present study to promote conceptual understanding of “Chemical
Energetics” through the use of guided inquiry (GI). The study was carried out
through an action research in a coeducational secondary school in Rodrigues (an
autonomous outer island and dependency of Mauritius located about 650 km to the
northeast of Mauritius). The sample consisted of 16 students (eight boys and eight
girls aged between 16 and 19 years old), who were preparing to sit for the CIE ‘A’-
level examinations in November 2013. The action research comprised three cycles
with a total of eight lessons incorporating the use of GI to teach concepts pertaining
to “Chemical Energetics.” Data were collected through observation checklists,
students’ achievement tests, a students’ questionnaire, and a semi-structured
interview. Our findings have revealed that active participation of students in GI
activities has resulted in enhanced students’ motivation and interest during the
lessons leading to improved conceptual understanding of the topic “Chemical
Energetics.” Using GI with a differentiated approach was found to be effective in
enhancing the learning of students of all abilities. We also report here that imple-
mentation of GI lessons needed a high level of planning, preparation, and
responsiveness from teachers. Teachers should take time to design inquiry activities
by adjusting the process to the needs and level of different students. Last but not
least, the present study has also brought to light the flexibility of GI as a peda-
gogical strategy that can accommodate the use of varied resources and strategies.
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22.1 Introduction

It is generally acknowledged that Chemistry is a very important branch of science
[1, 2]; yet it is perceived as a difficult and challenging subject by many students
because of the abstract nature of many chemistry concepts and also because it
requires students to coordinate and manage information across different levels [2–
4]. It is thus not surprising that students do encounter difficulties in many chemistry
topics, including “Chemical Energetics,” which is an integral part of the Cambridge
International Examinations (CIE) Advanced Level (‘A’-level) syllabus. The topic
deals with energy changes that accompany chemical reactions, and mastery of the
topic is crucial for students’ learning chemistry, as it underlies many other topics
like atomic structure, periodicity, and thermochemistry amongst others. According
to the Cambridge International Examiners’ reports [5], students encounter diffi-
culties to answer questions pertaining to “Chemical Energetics.” Some difficulties
encountered by students include poor understanding of the meaning of the different
enthalpy changes, confusion about the energy changes associated with bond for-
mation and bond breaking as well as mathematical errors like use of incorrect signs
and units amongst others. Many students also hold the wrong belief that breaking
chemical bonds release energy [6, 7]. It is also reported that students fail to
understand the origin of energy changes associated with chemical interactions at the
molecular level [8]. Most surprisingly, many students have also been reported to
hold conceptual misunderstandings about the concept of burning and to encounter
difficulties in describing the energetics involved [9].

It is worth highlighting that some authors are of the view that students encounter
problems in “Chemical Energetics” because they are introduced to concepts of
chemical bonds and energetics involved only when they reach high school [10].
Thus, according to these authors, lack of necessary prerequisites may hinder con-
ceptual understanding of the topic. Other authors attribute students’ difficulties in
chemical reactions and associated energy changes to misconceptions in the par-
ticulate nature of matter [11]. On the other hand, according to Cooper and
Klymkowsky [8], students’ difficulties and misconceptions in “Chemical
Energetics” tend to arise due to their earlier experiences with the concept “energy.”
These authors claim that the way students are taught about “energy” might hinder
them from properly applying their understanding of energy to new areas. In view of
the above, an interesting observation to be made is that all of the authors are, in one
way or another, attributing students’ difficulties and misconceptions in under-
standing “Chemical Energetics” to past experiences and/or the need for required
prior knowledge. Further, it is indeed acknowledged that students’ past experiences
and prior knowledge do influence learning of new concepts and form the basis for
constructing new knowledge [12, 13]. According to the constructivist theory of
learning, students construct new knowledge and meanings on the basis of their prior
existing knowledge and experiences [14, 15].
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On another note, it is also acknowledged that education in schools has laid much
emphasis on the accumulation of facts. Teachers have been regarded as transmitters
of knowledge and students as recipients of knowledge with little or no consideration
given to the facilitation of students’ learning [16]. As highlighted by Douglas and
Chiu [17]: “In a traditional class, students acquire knowledge by coming to the
classroom, listening to instructors’ lectures, and taking notes.” However, in today’s
technologically driven world, students are exposed to vast amount of information
from various sources like media and Internet. Mere acquisition of information is
thus no longer enough to succeed in the increasingly complex and rapidly evolving
world. It is more important now for students to learn how to make sense of this
large amount of information. They should be able to select information that is
relevant and use it to solve problems. Students should today be endowed with skills
that would not only allow them to correctly acquire information, but also to make
sense of, to use, and process the information in meaningful ways. In addition, the
modern society needs young people who are flexible and proactive, and can make
informed decisions, solve problems, think critically, and communicate ideas
effectively. It is thus imperative that teachers prepare students to adapt to the
modern world’s expectations and develop strategies that would respond to their
needs. Students need to be provided with opportunities to develop effective thinking
and problem-solving skills that would allow them to make informed choices in their
everyday life and to meet the challenges of technological change and globalization
of the market place.

In view of the difficulties encountered by students in “Chemical Energetics”
discussed above, and in view of the need to promote the development of effective
thinking and problem-solving skills amongst students, the present study has been
designed to use guided inquiry (GI) in the teaching and learning of the topic.
Several benefits have been attributed to inquiry as a learner-centered strategy based
on the constructivist theory that can promote conceptual understanding [18–20].
Inquiry refers to a learning process which engages students in a range of activities
such as posing questions, planning investigations, and constructing their own
understanding by analyzing data collected during investigations [21]. During the
inquiry process, students may also be involved in finding solutions to problems,
decision-making as well as justifying their decisions and actions. According to
Tweed [18], inquiry, as a teaching strategy, helps to promote conceptual under-
standing by engaging students with the content in meaningful ways. Inquiry
activities range from structured inquiry to GI and open inquiry, depending on the
degree of autonomy and instructions given to learners.

As far as GI is concerned, the strategy has been reported to promote the
development of students’ individual responsibility, cognitive methods,
problem-solving skills [19, 22], and their active participation in the learning process
as they seek answers through engagement in hands-on and minds-on activities [23].

Thus, the present study is based on an investigation into the use of GI in the
teaching and learning of “Chemical Energetics” in an attempt to promote concep-
tual understanding.
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22.1.1 Theoretical Framework—Guided Inquiry (GI)

Inquiry refers to a process through which people learn about an object or event
through asking questions and searching answers [24]. Inquiry has also been defined
as “a seeking for truth, information, or knowledge—seeking information by
questioning” (http://www.thirteen.org/edonline/concept2class/inquiry/). In the
educational setting, inquiry-based science education has emerged out of the quest
for more effective teaching and learning methods. Inquiry owes its roots to John
Dewey, who is considered as being the pioneer of inquiry-based science education
[25]. According to Dewey, science teaching had emphasized too much on trans-
mission and accumulation of large amount of information, without considering
science as a method of thinking and an attitude of mind [25]. Dewey advocated that
teaching and learning of Science should go beyond simple memorization of facts
and regurgitation of information. According to him, students should learn science
by being actively involved in inquiry activities which would support construction of
knowledge. Students would thus be placed in an active learning environment where
they are engaged in posing questions, planning and conducting investigations,
gathering data to construct reasonable explanations and communicating their
findings [26].

In line with the constructivist approach to teaching and learning, inquiry pos-
tulates that knowledge is not transmitted from teacher to learners, but knowledge is
constructed by learners through questioning and inquiry-based activities.
Accordingly, teacher’s role in inquiry classrooms is no longer that of a source and
transmitter of information, but rather a guide and facilitator. Indeed, inquiry
activities differ according to the degree of teacher support and involvement and the
degree of autonomy given to students. Inquiry activities range from structured
inquiry to GI and open inquiry depending on the degree of autonomy and
instructions given to learners.

Open inquiry (or “full inquiry”), considered as the most complex level of
inquiry, involves teachers defining the framework in which the inquiry will be
conducted and students formulating their questions and hypotheses and designing
and conducting investigations. Thus, students are involved in decision-making and
are allowed to frame their inquiry questions and design their approaches [27]. In
structured inquiry, the teacher provides the inquiry question and investigation
procedure. In other words, students are required to explore a question presented by
the teacher following a procedure which is also provided by the latter. Though
structured inquiry allows students to be involved in the process of science and in
developing skills like observation, hypothesis making, data collecting, and making
inferences, it does not make provision for autonomous thinking and
decision-making. This type of inquiry has also been referred to as a “cookbook
lesson” by Martin-Hansen [28] who states that “student engagement in the task is
limited to following teacher instructions.” On the other hand, GI involves students
investigating questions presented by the teacher. GI has been defined as a learning
process during which students develop knowledge and understanding of scientific
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ideas [29] by investigating a teacher-presented question, collecting and analyzing
data, summarizing and communicating the conclusions of the results obtained from
the investigations [27, 30]. The role of the teacher in a GI classroom is to provide
students with carefully constructed questions and lead them through the process of
acquiring the desired key concepts [29].

GI activities are preferred over both open inquiry and structured inquiry activ-
ities [31]. On one hand, as opposed to open inquiry, GI activities tend to avoid
“waste of time” and are less likely to cause students’ frustration due to uncertainties
[32, 33]. On the other hand, structured inquiry has been reported to be insufficient to
develop students’ critical and scientific thinking; students are less actively engaged
in decision-making and critical thinking as they only follow teacher-directed
instructions and procedures [28]. At this stage, it is also worth noting that GI has
been reported to represent an intermediary level that is suitable to prepare students
for making the transition from structured to open inquiry classroom situations [31].

Several benefits have been attributed to GI in the teaching/learning process.
According to Gialamas et al. [23], GI promotes students’ active participation in the
learning process as they seek answers to their questions by being engaged in both
hands-on and minds-on activities. GI has also been reported to promote the
development of students’ individual responsibility, cognitive methods, as well as
thinking, and problem-solving skills [19, 22]. Indeed, Bilgin [19] investigated the
effects of GI instruction on students’ achievement of acids and bases. His findings
revealed that students taught by the GI method showed better understanding of
acids and bases concepts, and more positive attitude toward GI instruction. Other
reported benefits of GI include its appropriateness for all types of learners, as it is
linked to Gardner’s theory of multiple intelligences, and its potential to make
learning more meaningful [22, 23].

In view of the reported benefits of GI, the present study was done in an attempt
to promote students’ conceptual understanding of “Chemical Energetics” and the
findings are reported in this paper.

22.2 Methodology

22.2.1 Sample

The study was carried out in a coeducational secondary school in Rodrigues (an
autonomous outer island and dependency of Mauritius located about 650 km to the
northeast of Mauritius). The sample included 16 students in the range of 16–
19 years (8 boys and 8 girls). The students were enrolled in a Lower VI class which
is the first preparatory year for the CIE ‘A’-level examinations. They were preparing
to sit for ‘A’-level examinations in November 2013 (Students are usually prepared
for the CIE ‘A’-level examinations over a period of 2 years).
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22.2.2 The Research Design

The study was carried out through an action research method. Action research was
chosen for the purpose of the study as it allows for improvements as the research is
carried out, and is appropriate for introducing a new strategy in classroom teaching.
For the purpose of the study, the action research included three cycles with a total of
eight lessons (each of 2 × 40 min duration). All the lessons were based on the topic
“Chemical Energetics” in line with the CIE ‘A’-level syllabus learning outcomes,
and incorporated the use of GI activities in the teaching–learning process as
illustrated in Table 22.1.

22.2.3 Instrumentation and Data Collection

In order to investigate the impact of GI on students’ learning of “Chemical
Energetics,” both qualitative and quantitative data were collected. The instruments
that were used to collect data include:

(a) Observation Checklists

Participant students were observed during the lessons incorporating use of GI to
have a holistic picture of classroom events. For this purpose, observation checklists
were carefully designed in line with the aim of the study. The checklists included
criteria related to the following:

• Participants’ engagement in the GI activities
• Participants’ motivation and interest during the lessons
• Participants’ conceptual understanding of concepts being taught through GI

Different observation checklists were designed and used for each lesson
depending on the type of GI activities and the concepts that were addressed. A total

Table 22.1 Concepts taught through GI during the three cycles of the action research

Cycle Lesson Concepts taught through use of GI

One 1 Endothermic and exothermic reactions

2 Standard enthalpy change of reaction and its calculation from
experimental results

3 Standard enthalpy change of combustion and its calculation from
experimental results

Two 1 Hess’s law and simple energy cycles

2 Standard enthalpy change of formation

3 Energy cycles using bond energies

Three 1 Lattice energy and factors affecting magnitude of lattice energy

2 Enthalpy change of hydration and dissolving of ionic solids
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of eight different observation checklists were designed for the action research which
included eight lessons.

(b) Student Achievement Tests

A student achievement test was administered at the end of each cycle to assess
participants’ understanding of concepts taught by GI. Thus three tests, namely Tests
1, 2, and 3, were administered after cycles 1, 2, and 3, respectively, based on
concepts addressed in the respective cycles.

(c) Student Questionnaire

After completing the three cycles of the action research, a questionnaire was
administered to all participant students to find out their opinions and attitudes
regarding the use of GI in the teaching and learning of “Chemical Energetics.” The
questionnaire was designed in line with the aim of the research, and included both
close-ended and open-ended questions. Participants were also given opportunities
to provide explanations for their responses in the questionnaire. Confidentiality and
anonymity were ascertained as students were not required to include their names on
the questionnaire. The questionnaire was pilot tested by two students to check for
clarity of the questions and to avoid ambiguity.

(d) Interview

A semi-structured interview was carried out with a group of six students after com-
pleting the three cycles of the action research. The interview allowed the researchers to
probe further into participants’ views and attitudes regarding the use of GI in class-
room teaching, and also to triangulate data collected through student questionnaire and
observation checklists. The participants were encouraged to respond from their own
perspectives and in their own words. A list of questions were drawn for the interview
focusing on participants’ perceptions about the use of GI.

22.2.4 Implementation of the Action Research

The implementation of the three cycles of the action research is illustrated in
Fig. 22.1, while Fig. 22.2 shows the planning for each lesson.

22.2.4.1 Use of GI in the Lessons during the Action Research

The action research comprised three cycles with a total of eight lessons based on the
topic “Chemical Energetics” as per the CIE ‘A’-level syllabus. A total of 17 GI
activities were planned in line with the learning outcomes of the lessons. The GI
activities included both minds-on and hands-on activities involving either practical
work or use of models. All the GI activities were planned together with relevant
activity sheets, which students had to complete during the activities (Fig. 22.2). In
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the activity sheets, students were required to record all their observations (during
hands-on practical activities) and answer a series of questions based on the activities
(both hands-on and minds-on). In line with the constructivist perspective behind GI,
these activity sheets were designed in such a way as to allow students to develop an
understanding of the concepts as they actively engage themselves in the GI
activities.

Cycle 1
Cycle 1 included three lessons, each of which was of 80 min duration (2 periods of
40 min). The first lesson aimed at developing an understanding of exothermic and
endothermic reactions through GI activities. The second lesson dealt with standard
enthalpy change of reaction and its calculations from experimental results. The third
lesson was based on standard enthalpy change of combustion and its calculation
from experimental results. All the GI activities were carried out by the participant
students in heterogeneous groups of four (groups constituted by the teacher in Cycle
1). A total of eight GI activities were implemented in Cycle 1 (3 in Lessons 1 and 2;
2 in Lesson 3), out of which four were minds-on activities, while the remaining four
were practical-based GI activities.

Fig. 22.1 Implementation of the action research

Fig. 22.2 Planning for each
lesson in the study
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Cycle 2
Cycle 2 of the action research also comprised three lessons of 80 min duration
(2 × 40 min). All the three lessons of Cycle 2 dealt with Hess’s Law and the
construction of energy cycles. A total of five GI activities were planned and
implemented in Cycle 2. Students were required to carry out the activities in
heterogeneous groups of four (new heterogeneous groups were formed for Cycle 2).
The activities were designed in such a way as to allow the students to construct
relevant energy cycles, which they had to use and to apply Hess’s law to calculate
the standard enthalpy change of hydrogenation of ethyne, the standard enthalpy
change of reaction of sulfur dioxide with oxygen, and the standard enthalpy change
of the reaction of nitrogen with hydrogen. Indeed, out of these five GI activities,
three included two parts—the first part engaged participants in hands-on activities
using learning cards and models to construct relevant energy cycles, whilst in the
second part, participants were required to use the energy cycles constructed to
calculate necessary standard enthalpy changes.

Cycle 3
Cycle 3 included only two lessons, one of 80 min (2 periods of 40 min) duration and
one of 120 min duration (3 periods of 40 min). In the first lesson, students were
introduced to the concept of lattice energy, while the second lesson dealt with the
factors affecting magnitude of lattice energy. A total of four GI activities (all minds-on
activities) were included in the third cycle of the action research, two in each lesson.
At this stage, it needs to be highlighted that in this cycle, GI was implemented through
a differentiated approach. Indeed, for each of the four minds-on GI activities, two
different types of activity sheets were prepared—one set of activity sheets with fewer
instructions and more of the open type for students of average and higher abilities,
while the second set of activity sheets was more guided and included more instructions
and more visuals in an attempt to better scaffold and support the remaining students.

22.3 Results and Discussion

For the purpose of the present study, both qualitative and quantitative data were
collected through use of the data collection instruments discussed in Sect. 22.2.3. In
the present section, the data collected will be presented and discussed.

22.3.1 Data Collected through Observation Checklists

As previously highlighted, students were observed during all the lessons of the
action research to gather information about their attitude, motivation, interest, and
response during the implementation of the GI activities. In addition, the data
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collected through observation also provided the researchers with an insight into
students’ conceptual understanding of the concepts being addressed during the GI
activities.

One major observation in Cycle 1 was that some students encountered diffi-
culties to work in groups for carrying out the GI activities, in terms of communi-
cation and interactions. In some groups, it was also observed that while some
students were actively engaged in carrying out the GI activities, other group
members were passive and were not participating. It was also noted that in the first
lesson of Cycle 1, some students experienced difficulties to understand the ques-
tions in the GI worksheets and to follow the instructions for carrying out the
practical task. Support and scaffolding were provided to students experiencing
difficulties by the teacher–researcher during the GI activities. However, it was
interesting to note that students’ engagement increased while doing the practical
activities in lessons 2 and 3, though the same cannot be said for the minds-on GI
activities. Indeed, a few students were not fully involved in completing the
minds-on activities. Though all participant students were able to define the term
standard enthalpy change of reaction through the planned GI activity, some were
not able to calculate its value in the second part of the activity. Nevertheless, it was
interesting to note that in the third lesson of Cycle 1, most students were able to
explain how the enthalpy change of combustion of propan-1-ol was determined and
to design a plan for determining the enthalpy of solution of sodium thiosulfate
through the respective designed minds-on GI activities. An important observation
from Cycle 1 is that there were too many GI activities planned per lesson. Students
not only faced difficulties to complete all the activities in each lesson, but they were
also frustrated as they did not have enough time to reflect on the activities.

In Cycle 2, further increase in students’ participation and motivation during the
GI activities was observed. It was also noted that use of resources like charts,
colorful learning cards, and colorful ball and stick models during the GI activities
has helped to increase the enthusiasm and interactions of a few students who were
passive in Cycle 1. Students were found to be very enthusiastic to work with the
ball and stick models to construct the energy cycles. Teacher–students interactions
were also promoted as students were more at ease to ask help from the teacher
during the activities. It was also noted that there was improved communication and
cooperation between peers in the different groups during the activities. An
important observation during Cycle 2 was that though all students were able to
participate and interact during the activities, a few students encountered difficulties
in the problem-solving part of the activities to carry out the necessary calculations.
This was also obvious during the formative assessments; several students were
found to be requesting help from their friends though they were required to work
individually. Findings from this second cycle tend to point out that though use of GI
activities has had a positive impact on students’ participation, motivation, enthu-
siasm, and interactions, a few students were not able to develop conceptual
understanding and had difficulties to complete the formative assessment exercises.

In view of the above findings from Cycle 2, it was decided to implement GI
through a differentiated approach in the last cycle. Two different sets of worksheets
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were designed for the GI activities: students who were having problems in Cycle 2
were provided with worksheets with more instructions and guidance, while the
remaining students were provided with worksheets with less instructions and higher
order questions.

Observation during the lessons in Cycle 3 has revealed that implementation of
GI with a differentiated approach was effective not only in further enhancing stu-
dents’ participation, motivation, and enthusiasm, but most importantly in engaging
all students actively in completing the tasks and in answering the questions in the
worksheets. Students who were having difficulties in Cycle 2 were better able to
complete the worksheets and answer the questions as they were provided with more
instructions. Our observation has revealed that use of differentiated worksheets
during the GI activities can help students to construct knowledge as the additional
instructions, guidance, and questions help them to take ownership of their learning
as they work through the activities. For instance, all students were able to identify
and explain the factors affecting the magnitude of lattice energy and were also able
to carry out calculations through the differentiated GI activities and worksheets. It
was also observed that in Cycle 3, students’ conceptual understanding was
enhanced for all the students despite the fact that some students were provided with
less guidance and instructions in the worksheets.

22.3.2 Data Collected through the Students’ Achievement
Tests

As highlighted in Sect. 22.2.3, three students’ achievement tests were administered
during the present action research to gather information about students’ under-
standing of the concepts being taught through GI in each cycle. In this section, the
data collected through the three achievement tests are presented and discussed. The
percentage marks scored by each participant student in the three tests are given in
Table 22.2 and represented in Fig. 22.3. On the other hand, Fig. 22.4 shows the
number of students scoring in different percentage ranges in Tests 1, 2, and 3.

Based on the data collected through the achievement tests, it can be deduced that
use of GI has helped to promote students’ conceptual understanding of the topic
“Chemical Energetics.” The percentage of students obtaining pass marks in the
three tests was 73.3, 80, and 86.7 for Tests 1, 2, and 3, respectively, showing that
the majority of the students were able to develop the understanding of concepts
being taught through GI. In addition, findings from the students’ achievement tests
have revealed that five students (representing 33.3 %) were able to score more than
70 % in the three tests (out of these five students, two scored greater than 90 % in
all three tests). From Figs. 22.3 and 22.4, it is noted that there has been a definite
improvement in students’ performance from Tests 1 to 2 and 3. This is also evident
from Table 22.2, in which it is noted that the percentage scores of all students range
from 61 to 98 % (except for one student) in Test 3 with seven students scoring
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above 90 %. On the other hand, in Tests 1 and 2, only two students managed to
score above 90 %. The number of failures (% mark <45) decreased from Tests 1 to
2 and 3. Another important finding from the students’ achievement tests is that a
few students performed better in Test 1 than in Test 2, despite the overall
improvement in performance from Test 1 to Tests 2 and 3. This can be attributed to
the fact that Test 1 required less mathematical calculations than Test 2, in which all
questions were based on the mathematical calculation of enthalpy changes. Scripts
of these students revealed that they performed better in Test 1 than in Test 2,

Table 22.2 Percentage
scores obtained by students in
Tests 1, 2, and 3

Participant Percentage scores

Test 1 Test 2 Test 3

S1 36 38 37

S2 40 56 91

S3 56 81 89

S4 40 38 61

S5 56 63 93

S6 40 44 89

S7 60 56 74

S8 48 47 Absent

S9 80 50 98

S10 72 75 83

S11 88 63 96

S12 88 75 87

S13 88 88 96

S14 92 100 96

S15 96 94 93

S16 Absent Absent Absent
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because they encountered some difficulties to carry out the calculations on enthalpy
changes. This was also observed during the lessons in Cycle 2 where some students
struggled to work out the problem-solving part of the GI activities involving
mathematical calculations. Nevertheless, as highlighted above, almost all the par-
ticipants have performed very well in Test 3, with 12 students (representing 80 %)
scoring above 70 %.

These findings thus tend to point out that using GI with a differentiated approach
has been most effective in promoting conceptual understanding of the students in
Cycle 3 as their performance was highest in Test 3. Indeed, differentiating the GI
activities (with use of differentiated activity sheets) has proved to be effective in
enhancing understanding of concepts like lattice energy, hydration energy, and
enthalpy changes of solutions taught by GI during the lessons in Cycle 3. It is also
interesting to note that three students who scored 40 % in Test 1 were able to
improve their performance to 91, 61, and 89 % in Test 3, further lending support to
the effectiveness of differentiating the GI activities in Cycle 3.

22.3.3 Data Collected through Students’ Questionnaire

The students’ questionnaire was administered to all participants after completing
the three cycles of the action research. The questionnaire aimed at gathering stu-
dents’ opinions and attitudes regarding the use of GI in the teaching and learning of
“Chemical Energetics.” In this section, the pertinent findings from the questionnaire
are presented and discussed.
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22.3.3.1 Students’ Exposure to GI in Classroom Teaching

Our findings reveal that a few students (26.7 %) have been exposed to use of GI in
classroom teaching prior to the present study (Fig. 22.5). On further probing, these
students stated that they have come across GI during their Biology lessons.

22.3.3.2 Students’ Perception of the Topic “Chemical Energetics”
at ‘A’-Level

As the topic “Chemical Energetics” was taught by GI, it was deemed important to
find out how the participants perceived the topic. It is interesting to note that the
majority of the participants claimed that they found the topic easy (66.7 %) or very
easy (26.7 %) (Fig. 22.6). This finding further confirms that GI did help to promote
conceptual understanding of the topic, in line with findings from the students’
achievement tests (Table 22.2 and Fig. 22.3).

22.3.3.3 Students’ Responses to whether they Liked the Way the Topic
“Chemical Energetics” was Taught

The majority of the participants (93.3 %) stated that they liked the way “Chemical
Energetics” was taught as depicted in Fig. 22.7. These students claimed that the GI
activities rendered the lessons interesting as they were actively engaged. They also
liked the fact that they were involved in finding answers through interactions and
discussions with their peers and the teacher; this allowed them to enhance their
conceptual understanding. Only one student (6.7 %) answered negatively to this
question claiming that he found the lessons taught by GI were too time-consuming.
At this stage, it needs to be pointed out that it has also been reported earlier [34] that
use of inquiry is time-consuming and may not always be applicable in all situations.
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22.3.3.4 Students’ Responses to whether they Found it Easy
or Difficult to Answer the Questions during the GI Activities

Most students stated that they found it easy (66.7 %) or very easy (26.7 %) to
answer questions during the GI activities as depicted in Fig. 22.8. Some students
highlighted that discussions with their peers helped them to answer the questions,
while others claimed that the visuals in the worksheets were also helpful. These
findings tend to point out that allowing students to be engaged in discussions during
GI activities does support the students to complete the activities and to develop
conceptual understanding as earlier reported by Gerber et al. [35, 36].

22.3.3.5 Students’ Responses to whether the GI Activities Helped them
to Understand the Topic “Chemical Energetics”

All students unanimously agreed that the GI activities did help them to understand
the topic “Chemical Energetics.” Indeed, this finding is in line with those from the
students’ achievement tests (Sect. 22.3.2) in which the students’ performance did
provide evidence for students’ conceptual understanding. Furthermore, the stu-
dents’ positive response to this question also correlates with the findings shown in
Fig. 22.6 where the majority of the students claimed that they found the topic easy
or very easy.
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22.3.3.6 Students’ Responses to whether they were Interested
to Participate in the GI Activities

As evident from Fig. 22.9, the majority of the students (93.3 %) stated that they
were interested to participate in the GI activities. The reasons put forward by the
students were that they found the activities interesting and that they enjoyed
working with their peers to find out the answers to the questions—this helped them
to learn better. This was also evident from the observations made during the les-
sons, especially those of Cycle 3.

22.3.3.7 Students’ Responses to whether they Faced Any Difficulty
when Carrying out the GI Activities

When asked whether they faced any difficulty to carry out the GI activities, most of
the students (60 %) answered negatively (Fig. 22.10)—the main reason put forward
by the students was that working cooperatively with their friends and with the
teacher acting as facilitator helped them to complete the activities. This finding is in
line with those of Wetzel [37] and Olibie and Ezeoba [38] who claimed that during
inquiry, it is important that teachers act as facilitators to guide students through
thought-provoking questions. On the other hand, 40 % of the students acknowl-
edged that they did encounter some difficulties during the GI activities (Fig. 22.10).
These students claimed that they encountered some difficulties during the lessons in
Cycles 1 and 2 to carry out the GI activities. This finding is consistent with
observations made during the lessons in Cycles 1 and 2, as highlighted earlier in
Sect. 22.3.1.

93.3%

6.7%

Yes

No

Fig. 22.9 Students’
responses to whether they
were interested to participate
in the GI activities

60%
40%

Yes
No

Fig. 22.10 Students’
responses to whether they
faced any difficulty when
carrying out the GI activities
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22.3.3.8 Students’ Perceptions about the Different Types of GI
Activities Carried out during the Lessons

During the present study, an attempt has been made to implement GI through
various types of activities and use of varied resources. Our findings have revealed
that the majority of the students have found all the different types of activities
interesting as illustrated in Fig. 22.11. These findings lend further support to
observations made during the lessons, where it was noted that the students were
actively engaged in carrying out the GI activities, and also to findings illustrated in
Fig. 22.9 which show that the majority (93.3 %) of the students found the GI
activities interesting.

22.3.3.9 Students’ Responses to whether it was easy or Difficult
to Understand the Lessons through the GI Activities

Almost all participants (93.3 %) asserted that they found it easy to understand the
lessons by carrying out the GI activities (Fig. 22.12). The students claimed that they
found the GI activities interesting and this helped to motivate them to complete the
activities. Further, some students stated that the GI activities helped them to
understand as they were encouraged to think and to share ideas with their peers.
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Fig. 22.11 Students’ perception about the different types of GI activities carried out during the
lessons
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22.3.3.10 Students’ Opinions about the Use of GI to Teach other
Topics in Chemistry

A great majority of the participants (80 %) stated that they would like the teacher to
use GI activities to teach other chemistry topics (Fig. 22.13). The students claimed
that use of GI can help them to understand abstract chemistry concepts and that they
found the GI activities interesting. On the other hand, three students (representing
20 %) answered negatively, claiming that GI is time-consuming. This finding tends
to lend support to those reported by McBride et al. [39] and Opara and Oguzor [34].

22.3.4 Data Collected through Interview

As mentioned in Sect. 22.2.3, a semi-structured interview was carried out with six
students after completing the action research in an attempt to probe further into
participants’ views and attitudes regarding the use of GI in classroom teaching.
Data gathered from the interview further confirm that GI has promoted conceptual
understanding of the topic “Chemical Energetics” as the participants replied that
participation in the GI activities has helped them to understand the topic. Indeed,
the interviewed students also stated that they were able to understand the topic
because of the way it was taught; they claimed that finding answers to the questions
during the GI activities helped them to better understand the concepts taught. In
addition, the interviewed students also asserted that they liked the way the topic was
taught because they were actively engaged during the lessons. Further, though most
of the interviewed students claimed that they found it easy to carry out the GI
activities, two students stated that they encountered some difficulties to carry out the
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Fig. 22.12 Students’
responses to whether it was
easy or difficult to understand
the lessons through the GI
activities

80%
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Fig. 22.13 Students’ opinion
about the use of GI to teach
other chemistry topics
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activities and to answer the questions in Cycle 2. This was also noted through
observations made during the lessons in Cycle 2. Some students also claimed that
they were better able to complete the GI activities in Cycle 3 than in the first two
cycles. This further lends support to the fact that using GI with a differentiated
approach was more effective than implementing the same GI activities for the whole
class. Furthermore, the interviewed participants also acknowledged that working
and discussing in groups together with teacher’s guidance helped them to suc-
cessfully complete the GI activities. It is also interesting to note that the students
claimed that they were happy to find the answers during the activities and this
boosted up their confidence to proceed with the other activities, in line with earlier
findings reported by Wilson and Murdoch [40]. It needs to be highlighted that
though all the interviewed students stated that implementing GI rendered the les-
sons interesting, they also agreed that the strategy is time-consuming.

22.4 Conclusions

The present study is based on an investigation into the use of GI in the teaching and
learning of “Chemical Energetics” through an action research.

The study has revealed that GI has enhanced the participation and motivation of
the students during the lessons. Our study has also shown that working in groups
helped students to carry out the GI activities as they were able to share and discuss
ideas. This finding lends support to those of Gerber et al. [35, 36] who earlier
reported that inquiry in science classes allowed individuals to actively engage with
others in attempting to understand and interpret phenomena for themselves.
Nevertheless, our study has also revealed that random and arbitrary grouping of
students can impede on the execution and completion of GI activities. Thus, proper
structuring of the groups plays an important role in the effective implementation of
GI in classroom teaching.

Throughout the present study, an attempt has been made to implement GI
activities through use of a variety of resources together with relevant worksheets.
Our study has clearly shown that use of varied and relevant teaching resources lead
to further enhancement of students’ motivation, enthusiasm as well as conceptual
understanding during the GI lessons. At this stage, we would like to highlight that
similar findings were reported in a study on the effect of GI on preservice teachers’
science teaching self-efficacy beliefs [41]. In the latter study, the participants found
that hands-on activities based on GI have the potential to make science learning
enjoyable and to enhance learning of abstract concepts.

Despite the fact that engaging students in GI activities was found to have pos-
itive impacts on students’ motivation, interest, and understanding, we also report
here that incorporation of too many GI activities in one lesson can lead to students’
frustration and inability to develop conceptual understanding. We would thus
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suggest that when planning to use GI in classroom teaching, teachers need to ensure
that adequate time is available not only for students to carry out the activities, but
also to reflect on the questions as these would support conceptual understanding.

Based on the present study, we would also like to highlight that using GI with a
differentiated approach was found to be most effective in motivating and engaging
learners during the GI activities, as well as in promoting conceptual understanding
of students of all abilities. Our findings thus tend to point out that GI is most
effective when the activities are adjusted to the needs and abilities of the learners,
rather than implementing the same activities for all learners. We would suggest that
when planning to implement GI in classroom teaching, it is important to differ-
entiate the GI activities (especially in terms of differentiated worksheets) to provide
all learners with the opportunity to actively engage in the activities and develop
conceptual understanding.

In conclusion, the present study has revealed that GI has impacted positively on
students’ motivation, interest, and most importantly classroom participation and
engagement during the lessons. This has helped to promote conceptual under-
standing of the topic “Chemical Energetics.” Thus, our findings lend support to
those of earlier researchers, who reported that GI promotes students’ active par-
ticipation and enhances conceptual understanding [19, 22, 23]. Most importantly,
we would also like to report here that differentiating the GI activities, and use of
varied resources are important factors which further enhance the effectiveness of
GI. We also report here that when implementing GI in classroom teaching, students
must be given enough time to carry out the GI activities and to reflect on the
activities and questions to develop conceptual understanding.

Based on the present action research, we would like to highlight that imple-
mentation of GI in classroom requires intensive and dedicated planning, prepara-
tion, resourcefulness, and responsiveness from the part of teachers. We would also
like to emphasize on the crucial role that teachers have to play when using GI as a
strategy in terms of the following:

• prior planning and preparation of the activities, worksheets, and teaching
materials;

• facilitating and guiding students’ work during the activities to support con-
ceptual understanding.

As a concluding remark, we would suggest that for successful implementation of
GI in classroom teaching, the following points need to be taken into consideration:

• Methodical planning of the GI activities using a differentiated approach;
• Designing and using relevant worksheets and activity sheets;
• Using appropriately selected and prepared teaching/learning resources;
• Ensuring proper grouping of students to promote active participation and col-

laboration of all students.
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Chapter 23
The Study of the Microstructure
and Interfacial Reaction of Binary
Composite Coating

Ojo Sunday Isaac Fayomi, Abimbola Patricia Idowu Popoola
and Cleophase Akin Loto

Abstract Surface modification is known to contribute immensely to the properties
of alloys. The motivation behind this present study is to develop a bath with quality
coating with targeted Zn–SnO2 reinforced Zn-based composite particulate produced
by electrolytic co-deposition route. The influence of SnO2 on Zn–13SnO2 sulphate
electrolyte on the properties of the nano-particulate coatings was investigated. SnO2

was varied from 0 to 16 wt%. The microchemistry and interfacial structural
properties were tested by X-ray diffraction (XRD), optical microscope, scanning
electron microscope (SEM) equipped with energy disperse spectrum (EDS). The
corrosion degradation properties in 3.65 % NaCl static solution at 40 °C were
characterized by high-resolution optical microscope (HR-OPM). The structure of
the conditioned composite coating indicates the presence of thin blend phase of
ZnSn2, Zn2Sn and Zn. The microstructure revealed good distribution of particulate
within the interface. The corrosion rate results properties shows 0.007786 mm/year
for Zn–7Sn–0.3 V–S. The study has established that up to 13 wt% SnO2 particulate
in bath on mild steel can be used in improving the structural and corrosion resis-
tance of mild steel.
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23.1 Introduction

The usage of zinc coating for industrial application is enormous. It is considered as
one of the versatile methods of protection of steel. Coatings over years have been
known to exhibit excellent susceptibility to mechanical and corrosion resistance in
harsh medium [1–4]. Although cyanide, non-cyanide, alkaline and acidic bath are
known to be associated with pollutant, chloride and sulphate solution even in their
admixed state have been gaining much importance with their exceptional charac-
teristics. Meanwhile, zinc services life depreciates drastically in a more severe and
high temperature environment due to the existence and formation of corrosion
product [5–7].

Invariably excellent surface modification and coatings depend on the kind of
bath formulation and constituents. Complexing agents contribute immensely to the
coating activities which simultaneously depend on the pH, the ions of the individual
particulate, temperature and other parameters. In view of this, production of single
deposit alloys with quality deposits is essential for good coating resistance.

Nanocomposite materials which consist of grain and metal matrix possess good
characteristics to be developed as new materials that are novel in nature [6–12].
From the literature, several studies on zinc coating have been carried out over
decades but the focus of the authors differs. Popoola and Fayomi [10] attempted to
increase the corrosion behaviour of mild steel by depositing SiO2 into the zinc
matrix. Lin and Huang [9] worked on pulse current electrodeposition of zinc–nickel
alloy on steel. Kanagalasara and Thimmappa [7] evaluated Zn–ZrO2 progression in
bath in an attempt to improve the surface properties of steel for better performance.
The coated layer is extremely bound to the steel substrate with good microstructure
due to proper optimum process parameter and additive inclusion. Studies on zinc
coating are ever unending due to the unique properties it gives.

However, in an attempt to further consider possible advanced material, SnO2

was inoculated on the Zn-based bath formation leading to binary induced
co-deposited Zn–Sn films. Subsequently, the present research was aimed in eval-
uating the effect of process variable on the electro-oxidation stability and
strengthening behaviour of Zn–SnO2 interface.

23.2 Experimental Procedure

The dimension of the mild steel (substrate) sheet used was 40 mm × 20 mm × 1
mm and zinc sheets of 30 mm × 20 mm × 1 mm were prepared as anode elec-
trodes. The mild steel specimens’ chemical composition is shown in Table 23.1.

The cathode was mild steel. The mild steel specimens were polished mechani-
cally, degreased and rinsed with water. The initial surface preparation was per-
formed with the fine grade of emery paper, properly cleaned with sodium carbonate,
degreased/pickled and activated with 10 % HCl at ambient temperature, then
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followed by instant rinsing in deionized water. The prepared Zn–Sn composite as
stipulated in Tables 23.2 and 23.3 was periodically stirred to obtain a homogeneous
solution before electrolytic deposition process. The cathode was made of mild steel
and the anode used of commercially of 99.99 % pure zinc was obtained from
Surface Engineering Research Centre Laboratory, Pretoria, South Africa. The bath
was prepared a day prior to the plating test. SnO2 (50 nm) nanoparticles added to
the bath were kept in suspension for 12 h using a magnetic stirrer to prevent
unnecessary agglomeration of the particulate in the medium. The pH of the bath
was kept constant at 4.8 and adjusted with addition of HCl and NaOH. The pre-
pared cathode and anodes were connected to the D.C. power through a rectifier at a
current density of 2 A/cm2. With varying applied voltage of 0.3 and 0.5 V for dwell
time of 20 min and stirring rate of 100 rpm, all the experiments were conducted at
ambient temperature.

Table 23.1 Nominal chemical composition (wt%) of mild steel substrate

Element C Mn Si P S Al Fe

% composition 0.15 0.45 0.18 0.01 0.031 0.005 Balance

Table 23.2 Summarized data of deposited samples for Zn–SnO2 sulphate bath formulation

Composition Mass concentration (g/L)

Zn 75

K2SO4 50

Boric acid 10

SnO2 7–13 g

ZnSO4 75

pH 4.8

Voltage 0.3–0.5 V

Time 20 min

Temp 40 °C

Table 23.3 Itinerary bath composition of binary Zn–SnO2 sulphate alloy co-deposition

Sample order Material sample Time of deposition (min) Potential (V) Current (A/cm2)

Blank – – – –

Sample 1 Zn–7SnO2–0.3 V–S 20 0.3 2

Sample 2 Zn–7SnO2–0.5 V–S 20 0.5 2

Sample 3 Zn–13SnO2–0.3 V–S 20 0.3 2

Sample 4 Zn–13SnO2–0.5 V–S 20 0.5 2

23 The Study of the Microstructure and Interfacial Reaction … 365



23.3 Characterization of the Coated Composite

The structural evolution was characterized on Joel JSM6510 scanning electron
microscope (SEM) built with energy dispersive spectroscopy (EDS) and Olympus
BX51M optical microscope (OM). The X-ray diffraction (XRD) appearance was
extrapolated from Rigaku/Dmx 2200 pc automatic X-ray diffractometer with Cu
target Kα radiation to identify the phase change.

23.4 Electrochemical Studies

Linear potentiodynamic polarization technique was used to investigate the corro-
sion properties of the coating. The electrochemical studies were performed with
Autolab PGSTAT 101 Metrohm potentiostat/Galvanostat using a three-electrode
cell assembly in a 3.65 % NaCl static solution at 40 °C. The anodic and cathodic
polarization curves were recorded by a constant scan rate of 0.012 V/s which was
fixed from ±1.5 mV. From the Tafel corrosion analysis, the corrosion rate,
potential and the linear polarization resistance were obtained. The coated samples
were used as working electrode with exposed surface area of 1 cm2. Nova 1.7 was
used to extrapolate the corrosion propagation obtained from the Tafel curves.

23.5 Results and Discussion

23.5.1 Structural Studies

Figure 23.1 shows the morphological structure of the mild steel substrate and Zn–
SnO2 coating. The surface morphologies of the Zn–SnO2 sulphate deposited mild
steel coatings developed at different applied voltages with variation of additives
were investigated. The influence that the composite particles incorporated was felt.
It can be seen that the structure comprised of dispatched shaped crystallites of
various compactable sizes. More so coating structure is observed to be more
adhered with Zn–13Sn–S–0.5 V matrix. It is important to note as mentioned by
researchers [3, 4] that composite particle has a strong effect on the deposit surface
structure which is caused by the changes in deposition mechanism. The nucleation
and the proportion of growth could be attributed to the current density and potential
which is in line with that observed in the literature [5]. The non-porous nature of the
deposited coating indicated in Fig. 23.1b shows the potent capacity of Sn ions
distributed within the Zn bath interface. The build-up resulting into slight regularity
of the crystal was in accordance with opinion [1, 2] that some atoms in sites inhibit
crystal growth at a particular location; hence the crystal growth due to inhibition
and remaining plane developed preferred orientation as a function of slow rate of
deposition.
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In order to attest to the existence of the admixed composite, an elemental EDX
quantification was employed as shown in Fig. 23.2 with Sn and Zn content at the
interface. The resultant elemental composition from the EDS correlates with the
morphological dispersed film physically observed in the study. Likewise, the
improvement of different crystal structures can be related to the growth of grains
due to its compactness.

Fig. 23.1 SEM showing the surface morphology of a mild steel substrate b Zn–13Sn–0.5 V
chloride deposited sample

Fig. 23.2 EDX micrograph of Zn–13Sn–0.5 V sulphate deposited sample
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23.5.2 Corrosion Studies

The electrochemical oxidation properties of the Zn–SnO2 sulphate coatings were
examined using a linear potentiodynamic polarization testing method. For quanti-
tative studies the immersion was done in 3.65 % NaCl and the polarization curve is
illustrated in Fig. 23.3. The potential of the entire as-coated composite alloy was
observed to shift towards positive values for all the samples except for the substrate
that moves drastically towards more negative region. The negative shift of the
potential indicated the strong dissolution of the mild steel films due to the absence
of passivation [10]. It is significant to mention that the positive shift of the potential
indicates the formation of protective film and an increase in the passive film
thickness. Among the composite deposited sample, Zn–7Sn–S–0.3 V exhibited a
more stable passivity than the other coatings due to the large number of tiny
particles deposited on the cathode surface at higher applied voltage.

In addition, it was also observed from the curves that the corrosion rate of Zn–
7Sn–S–0.3 V alloy coating decreases with the presence of Sn in the deposit for all
samples. The effect of the composite particle on the structural behaviour helped to
improve corrosion resistance which is against the literature findings [12, 13] that
stated that the microstructure of the deposited coating had less effect on corrosion
resistance.

From the polarization results (Table 23.4), mild steel was found to exhibit
highest corrosion current density of 7.04 × 10−2 A/cm2 than all deposited samples,
while Zn–7Sn–S–0.3 V had Icorr of 1.87 × 10−5 A/cm2; a three order magnitude

Fig. 23.3 Potentiodynamic
polarization curves for Zn–Sn
sulphate deposited mild steel

Table 23.4 Summary of the potentiodynamic polarization results of Zn–Sn

Sample Icorr (A/cm
2) Ecorr (V) Corrosion rate (mm/year)

As-received 7.04E−02 −1.53900 4.100000

Zn–7Sn–0.3 V–S 1.87E−05 −1.09955 0.007786
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decrease in corrosion current density was attained due to the effects of alloy
composition electrodeposited on mild steel. Polarization resistance (Rp) for Zn–
7Sn–S–0.3 V is 5.64 × 103 Ω which was the highest attained for all coated samples
in this matrix. Three orders increase in magnitude was attained when compared
with 2.76 × 102 Ω for the as-received sample.

Optical microscope was used to observe the post-corrosion morphology of Zn–
SnO2 before and after corrosion. In general, no obvious pitting was observed. The
stability of the coated alloy at this harsh environment might be due to the existence
of the passive film layers (Fig. 23.4).

23.6 Conclusions

After critical investigation of the deposition of the Zn–SnO2 alloy phase on the mild
steel substrate, the trend of coating performance was examined and a coherent
structure was identified. Based on the evaluation of the results and discussion, the
following conclusions can be made:

• After successful co-deposition, it was observed that adding a small percentage
of SnO2 particles into the sulphate bath improved the microstructural properties
of the Zn–Sn alloy. The Sn ions dissolve homogeneously and further increase
the oxidation resistance of the Zn–SnO2 alloy.

• Bright and cohesive Zn–Sn alloy surfaces were fabricated from bath containing
equimolar average ratio of Sn2+/Zn2+ without brightener.

• The electrochemical study revealed that corrosion resistance of mild steel was
significantly improved after zinc–tin deposition. The increase in corrosion
resistance of the entire composite is especially due to the formation of high Sn
alloy phase.

Fig. 23.4 Optical micrograph of the morphology for Zn–13Sn–0.5 V sulphate deposited a before
corrosion and b after corrosion
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• The uncoated substrate has been seen to be actively unstable for use in active
simulated environment because of the corrosion rate trends. However, with the
Zn–SnO2 alloy formation, formidable protection against excessive corrosion
challenge was reduced dramatically.

• Invariably, the addition of SnO2 particulate into zinc on mild steel can be used to
improve the properties of mild steel.
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