


   The Neurology of Consciousness: 
Cognitive Neuroscience and 

Neuropathology



This page intentionally left blank 



   The Neurology of Consciousness: 
Cognitive Neuroscience and 

Neuropathology

Edited by

   Steven Laureys and Giulio Tononi 

AMSTERDAM • BOSTON • HEIDELBERG • LONDON • NEW YORK • OXFORD
PARIS • SAN DIEGO • SAN FRANCISCO • SINGAPORE • SYDNEY • TOKYO 

Academic Press is an imprint of Elsevier



Academic Press is an imprint of Elsevier
32 Jamestown Road, London NW1 7BY, UK
30 Corporate Drive, Suite 400, Burlington, MA 01803, USA
525 B Street, Suite 1900, San Diego, CA 92101-4495, USA

First edition 2009

Copyright © 2009 Elsevier Ltd. All rights reserved

No part of this publication may be reproduced, stored in a retrieval system 
or transmitted in any form or by any means electronic, mechanical, photocopying, 
recording or otherwise without the prior written permission of the publisher

Permissions may be sought directly from Elsevier’s Science & Technology Rights 
Department in Oxford, UK: phone (�44) (0) 1865 843830; fax (�44) (0) 1865 853333; 
email: permissions@elsevier.com. Alternatively you can submit your request online by 
visiting the Elsevier web site at http://elsevier.com/locate/permissions, and selecting 
Obtaining permission to use Elsevier material

Notice
No responsibility is assumed by the publisher for any injury and/or damage to persons 
or property as a matter of products liability, negligence or otherwise, or from any use 
or operation of any methods, products, instructions or ideas contained in the material 
herein. Because of rapid advances in the medical sciences, in particular, independent 
verification of diagnoses and drug dosages should be made

British Library Cataloguing in Publication Data 
A catalogue record for this book is available from the British Library

 Library of Congress Cataloging-in-Publication Data
A catalog record for this book is available from the Library of Congress

 ISBN: 978-0-12-374168-4

For information on all Academic Press publications
visit our website at www.books.elsevier.com

Typeset by Charon Tec Ltd (A Macmillan Company), Chennai, India
www.charontec.com.

Printed and bound in China

09     10        10     9     8     7     6     5     4     3    2    1



To our families and loved ones; 
to our students, fellows and teachers.



This page intentionally left blank 



    Contents

Preface ix

Prologue xi

List of Contributors xiii

    Section I: Basics 1  

   1. Consciousness: An Overview of the Phenomenon and of Its Possible Neural Basis 3 
           Antonio Damasio and Kaspar Meyer 

   2. The Neurological Examination of Consciousness 15 
           Hal Blumenfeld 

   3. Functional Neuroimaging 31 
           Steven Laureys, Melanie Boly and Giulio Tononi 

   4. Consciousness and Neuronal Synchronization 43 
           Wolf Singer 

   5. Neural Correlates of Visual Consciousness 53 
           Geraint Rees 

   6. The Relationship Between Consciousness and Attention 63 
           Naotsugu Tsuchiya and Christof Koch 

    Section II: Waking, Sleep and Anaesthesia   79

   7. Intrinsic Brain Activity and Consciousness 81 
           Marcus E. Raichle and Abraham Z. Snyder 

   8. Sleep and Dreaming 89
           Giulio Tononi 

   9. Sleepwalking (Somnambulism): Dissociation Between  ‘ Body Sleep ’  and  ‘ Mind Sleep ’  108 
           Claudio L. Bassetti 

   10. General Anaesthesia and Consciousness 118 
           Michael T. Alkire 

    Section III: Coma and Related Conditions   135

   11. Coma  137 
           G. Bryan Young 

   12. Brain Death  151
           James L. Bernat 

vii



   13. The Assessment of Conscious Awareness in the Vegetative State 163
           Adrian M. Owen, Nicholas D. Schiff and Steven Laureys 

   14.  The Minimally Conscious State: Clinical Features, Pathophysiology 
and Therapeutic Implications 173

           Joseph T. Giacino and Nicholas D. Schiff 

   15. Consciousness in the Locked-in Syndrome 191
            Olivia Gosseries, Marie-Aurélie Bruno, Audrey Vanhaudenhuyse, 

Steven Laureys and Caroline Schnakers 

   16. Consciousness and Dementia: How the Brain Loses Its Self  204 
           Pietro Pietrini, Eric Salmon and Paolo Nichelli 

   17.  Brain–Computer Interfaces for Communication in Paralysed 
Patients and Implications for Disorders of Consciousness  217

           Andrea Kübler 

   18.  Neuroethics and Disorders of Consciousness: A Pragmatic 
Approach to Neuropalliative Care  234

           Joseph J. Fins 

    Section IV: Seizures, Splits, Neglects and Assorted Disorders   245

   19. Epilepsy and Consciousness  247
           Hal Blumenfeld 

   20. The Left Hemisphere Does Not Miss the Right Hemisphere 261
           Michael S. Gazzaniga and Michael B. Miller 

   21. Visual Consciousness: An Updated Neurological Tour  271 
           Lionel Naccache 

   22. The Neurophysiology of Self-awareness Disorders in Conversion Hysteria 282
           Patrik Vuilleumier 

   23. Leaving Body and Life Behind: Out-of-Body and Near-Death Experience  303
           Olaf Blanke and Sebastian Dieguez 

   24. The Hippocampus, Memory, and Consciousness  326
           Bradley R. Postle 

   25. Syndromes of Transient Amnesia  339
           Chris Butler and Adam Zeman 

   26. Consciousness and Aphasia  352
           Paolo Nichelli 

   27. Blindness and Consciousness: New Light from the Dark 360
           Pietro Pietrini, Maurice Ptito and Ron Kupers 

   28. The Neurology of Consciousness: An Overview 375
           Giulio Tononi and Steven Laureys 

Index 413

viii CONTENTS



  Thinking must never submit itself, neither to a dogma, 
nor to a party, nor to a passion, nor to an interest, nor 
to a preconceived idea, nor to anything whatsoever, 
except to the facts themselves, because for it to submit 
to anything else would be the end of its existence. 

Henri Poincaré (1854–1912; 
French mathematician and theoretical physicists) 

    ‘ Truth is sought for its own sake. And those who 
are engaged upon the quest for anything for its own 
sake are not interested in other things. Finding the 
truth is difficult, and the road to it is rough. ’  wrote 
Ibn al-Haytham (965–1039; Persian polymath), a pio-
neer of the scientific method. This book tackles one 
of the biggest challenges of science; understanding
the biological basis of human consciousness. It does 
so through observation and experimentation in neu-
rological patients, formulating hypotheses about the 
neural correlates of consciousness and employing an 
objective and reproducible methodology. This sci-
entific method, as first proposed by Isaac Newton 
(1643–1727; English polymath), has proven utterly 
successful in replacing dark-age,  ‘ magical thinking ’  
with an intelligent, rational understanding of nature. 
Scientific methodology, however, also requires imagi-
nation and creativity. For example, methodologically 
well-described experiments permitted Louis Pasteur 
(1822–1895; French chemist and microbiologist) to 
reject the millennia-old Aristotelian (384–322 BC; 
Greek philosopher) view that living organisms could 
spontaneously arise from non-living matter. Pasteur’s 
observations and genius gave rise to germ theory of 
medical disease which would lead to the use of anti-
septics and antibiotics, saving innumerable lives. 

   The progress of science also largely depends upon 
the invention and improvement of technology and 
instruments. For example, the big breakthroughs of 
Galileo Galilei (1564–1642; Tuscan astronomer) were 
made possible thanks to eyeglass makers ’  improve-
ments in lens-grinding techniques, which permitted 
the construction of his telescopes. Similarly, advances 

in engineering led to space observatories such as the 
Hubble Telescope to shed light on where we come 
from. Rigorous scientific measurements permitted to 
trace back the birth of the universe to nearly 14.000 
million years; the age of the earth to more than 4.500 
million years; the origin of life on earth to (very) 
approximately 3.500  million years and the apparition 
of the earth’s first simple animals to about 600 mil-
lion years. Natural evolution, as brilliantly revealed 
by Charles Darwin (1809–1882), over these many mil-
lion years gave rise to nervous systems as complex as 
the human brain, arguably the most complex object in 
the universe. And somehow, through the interactions 
among its 100 billion neurons, connected by trillions 
of synapses, emerges our conscious experience of the 
world and of ourselves. 

  Neurology is the study of mankind itself, said 
Wilder Penfield (1891–1976; Canadian neurosurgeon). 
You are your brain. This book offers neurological facts 
on consciousness and impaired consciousness. While 
philosophers have pondered upon the mind–brain 
conundrum for millennia, without making much if 
any progress, scientists have only recently been able to 
explore the connection analytically through measure-
ments and perturbations of the brain’s activity. This 
ability again stems from recent advances in technology 
and especially from emerging functional neuroimag-
ing modalities. As demonstrated in the chapters of this 
book, the mapping of conscious perception and cogni-
tion in health (e.g., conscious waking, sleep, dreaming, 
sleepwalking and anaesthesia) and in disease (e.g., 
coma, near-death, vegetative state, seizures, split-
brains, neglect, amnesia, dementia, etc.) is providing 
exiting new insights into the functional neuroanatomy 
of human consciousness. Philosophers might argue 
that the subjective aspect of the mind will never be 
sufficiently accounted for by the objective methods of 
reductionistic science. We here prefer a more pragmatic 
approach and see no reason that scientific and techno-
logical advances will not ultimately lead to an under-
standing of the neural substrate of consciousness. 
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    CONSCIOUSNESS AND THE BRAIN 

   Suddenly it is spring. 
   We have survived the long winter of behaviour-

ism. We have tripped over the traces of reflexology. 
We are about to walk out of the long shadow of psy-
choanalysis. This, surely, is cause for celebration. 
Consciousness, like sleep, is of the Brain, by the Brain, 
and for the Brain. A new day is dawning. 

   The brain is not, after all, a black box. We can now 
look into it as its states produce a rainbow array of 
colours to admire and contemplate. We can distin-
guish waking, sleeping, and, yes, even dreaming. We 
can compare these normal states of consciousness 
with each other and with abnormal states of the brain 
and consciousness caused by disease and disorder. 
Of course we will still use behaviourism to help us 
understand our habits and in the design of cognitive 
science tools but we will look beyond all that, to the 
brain, and to consciousness itself. 

   The brain is still a collection of reflexes but neu-
ronal clocks and oscillators alter reflex excitability as 
they undergo spontaneous changes in the temporal 
phase of their intrinsic cyclicity. The timing mecha-
nisms of these clocks can be established using the 
tools of neuroscience that served reflexology so well. 
Single neurons and single molecules of their chemical 
conversation can be resolved, mapped, and compared 
with the coloured pictures of the brain in action. 

   The brain still keeps most of its activity out of 
consciousness but what it excludes and admits is 
governed more by rules of activation, input–output 
gating, and neuromodulation than by repression. The 
unconscious is now seen as a vast and useful look-up 
system for the conscious brain rather than a seething 
source of devils aiming at the disruption of conscious-
ness. Consciousness itself is thus a tool for investiga-
tion of itself as well as for the study of that small part 
of the unconscious that is dynamically repressed. 

   This is all to the good. So why not simply dance 
with glee? We must be chagrined because we are 

now faced with recognition of the impoverishment of 
our psychology. It has not grown as fast as our neu-
robiology. Some say that we do not need psychol-
ogy anyway. But these eliminative materialists will 
never satisfy the subjectivist in all of us. We refuse to 
believe that conscious choice is truly or completely 
illusory. We refuse to believe that consciousness is 
without function. Rather than refurbish psychoanaly-
sis, which is now so scientifically discredited as to be 
an embarrassment, we need to construct a responsible 
introspectionism to take full advantage of the oppor-
tunities presented by the new dawn. In my opinion, 
we need to take ourselves far more seriously as expert 
self-observers. We need to take closer account of how 
consciousness works. We need to use the fruits of 
third person accounts to better inform and direst first 
person enquiries. Consciousness, we are relieved to 
admit, is finally a bona fide subject of enquiry. Let us 
take the next obvious step and teach it to study itself. 

  For starters, consider the mental status exam which 
has long been so useful a part of patient examination 
in neurology and psychiatry. It does inform most of the 
modules of modern cognitive science such as sensation, 
perception, attention, emotion, and so on but it does not 
go into adequate detail in characterizing each aspect of 
mentation. For example, dreaming is said to be bizarre 
but 5 years of scrupulous work were required to show 
that dream bizarreness reduced to plot discontinuity 
and incongruity. Hence dream bizarreness is micro-
scopic disorientation. Since disorientation is a compo-
nent of delirium, it was natural to ask the question: in 
what other ways is dreaming like delirium? The visuo-
motor hallucinations, the confabulation, and the mem-
ory loss all assume new meaning in the light of this 
formulation. Dreaming is delirium by definition. 

   Cognitive science does already use the quantifiabil-
ity of behaviouristic paradigms to study the modules 
of consciousness experimentally. But sentient human 
subjects, including brain-damaged ones, are privy to 
detailed experiential data that we need to heed and 
harness. ‘ Did your dreaming change after your stroke ’  
is a question only recently asked. It opens a whole 
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new area for clinical neuropsychology. The creation of 
a responsible introspective approach to the subjective 
awareness of altered mental states is a task for which 
sophisticated hardware is no substitute. The fact 
that paper and pencils are cheap does not mean they 
should not be used to study consciousness. 

   In all the excitement, we may also be chastened by 
the relatively low spatial resolving power of current 
imaging techniques, which are still two orders of mag-
nitude less sensitive than cellular and molecular neu-
roscience probes. An important antidote to this defect 
is brain imaging of those animal species that are such 
useful models of human consciousness. And while we 
are about it we might just take such animal models of 
consciousness a bit more seriously. We will always be 
limited in what experiments are possible in humans. 
What can and what can we not expect to learn from 
animals. Moreover, speaking of models, is it not time 
for an improvement on two dimensional diagrams 

showing brain regions and alterations of conscious-
ness. Since it is spring, we should let a thousand flow-
ers bloom. The visual and mathematical talents of 
brain scientists may now awaken and provide us with 
brain images of our own devising. 

   For the research scientists and clinicians who share 
a passion for understanding the brain basis of mind, 
this book provides a rich offering of observations that 
will be essential; building blocks of the new synthesis. 
Here, at last, is a survey of the way that damage to 
the brain alters consciousness. This volume is a well-
equipped hardware shop with most of the pieces that 
are needed to build a state-of-the-art model of how 
the brain performs its most magical function, the crea-
tion of a self that sees, perceives, knows that it does 
so, and dares to ask how.   

  Allan Hobson 
   Harvard Medical School, Boston, Massachusetts 
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O U T L I N E

C H A P T E R

 ABSTRACT 

 The first part of this chapter provides a phenomenological description of consciousness from a dual perspective. 
From the observer’s perspective, a conscious subject (1) is awake; (2) displays background emotions; (3) exhibits 
attention; and (4) shows evidence of purposeful behaviour. From the subject’s perspective, consciousness emerges 
when the brain generates (a) neural patterns about objects in sensorimotor terms; (b) neural patterns about the 
changes those objects cause in the internal state of the organism; and (c) a second-order account that interrelates 
(a) and (b). The second-order account describing the relationship between the organism and the object is the neural 
basis of subjectivity; it portrays the organism as the protagonist to which objects are referred and establishes  ‘ core 
consciousness ’ .  ‘ Extended consciousness ’  occurs when objects are related to the organism not only in the  ‘ here and 
now ’  but in a broader context encompassing the organism’s past and its anticipated future. In the second part of the 
chapter, we describe the neural structures required to generate consciousness according to the preceding hypothesis, 
drawing on (a) extant neuroanatomical and neurophysiological data and (b) a number of conditions in which 
wakefulness, core consciousness, and extended consciousness are selectively impaired, such as coma, vegetative 
state, and anaesthesia. We conclude that a number of cortical midline structures, especially in the medial parietal 
region (the so-called posteromedial cortices), are essential to the generation of both core and extended consciousness. 

3S. Laureys & G. Tononi (Eds.) The Neurology of Consciousness © 2009, Elsevier Ltd.
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4 1. CONSCIOUSNESS: AN OVERVIEW OF THE PHENOMENON AND OF ITS POSSIBLE NEURAL BASIS

I. BASICS

  The topic of consciousness remains controversial 
both within and outside neuroscience. In addition to 
the problems posed by explaining biologically any 
aspect of mental activity, the difficulties also stem from 
the range of concepts associated with the term con-
sciousness and from the need to specify the particu-
lar meaning attached to each of them. In approaching 
consciousness and its possible neuroanatomical basis, 
we shall begin by outlining what we mean by con-
sciousness and providing a working definition of the 
phenomenon. Following that, we present a neurobio-
logical account of consciousness compatible with the 
definition, and describe the neuroanatomical structures 
required to realize consciousness in that perspective. 

    DEFINING CONSCIOUSNESS 

   It would be convenient if consciousness could 
be defined very simply as the mental property we 
acquire when we wake up from dreamless sleep, 
and lose when we return to it. This definition might 
help if we were explaining consciousness to a newly 
arrived extraterrestrial, or to a child, but it would 
fail to describe what consciousness is, mentally 
speaking.

  The commonplace dictionary definitions of con-
sciousness tend to fare better since they often state that 
consciousness is the ability to be aware of self and sur-
roundings. These definitions are circular – given that 
awareness is often seen as a synonym of consciousness 
itself, or at least as a significant part of it – but in spite of 
the circularity, such definitions capture something essen-
tial: consciousness does allow us to know of our own exist-
ence and of the existence of objects and events, inside and 
outside our organism. However, although an improve-
ment, these definitions do not go far enough. In particu-
lar, they do not recognize the need for a dual perspective 
in consciousness studies. One perspective is internal, 
first-person, subjective, and mental. Another perspective 
is external, third-person, objective, and behavioural. The 
latter, of course, is the observer’s perspective, an observer 
who, incidentally, may be a clinician or a researcher. 

   What does a conscious person look like to an 
observer? What are the telltale behavioural signs of 
consciousness? The sign of consciousness we should 
consider first is wakefulness. If we disregard the 
somewhat paradoxical situation of dream sleep, one 
cannot be conscious and asleep. Wakefulness is easy to 
establish on the basis of a few objective signs: subjects 
should open their eyes upon request; the muscular 
tone should be compatible with movements against 
gravity; and there should be a characteristic awake 

electroencephalography (EEG) pattern. However, 
although normal consciousness requires wakefulness, 
the presence of wakefulness does not guarantee con-
sciousness. Patients with impaired consciousness in 
conditions such as vegetative state, epileptic automa-
tisms, and akinetic mutism, are technically awake 
but cannot be considered conscious (see below for a 
behavioural description of these disorders). 

  Second, conscious persons exhibit background emo-
tions. The term emotion usually conjures up the pri-
mary emotions (e.g., fear, anger, sadness, happiness, 
disgust) or the social emotions (e.g., embarrassment, 
guilt, compassion), but the phenotypes of emotion also 
include background emotions, which occur in contin-
ual form when the organism is not engaged in either 
primary or social emotions. Background emotions are 
expressed in configurations of body movement and 
suggest to the observer states such as fatigue or energy; 
discouragement or enthusiasm; malaise or well-being; 
anxiety or relaxation. Telltale signals include the over-
all body posture and the range of motion of the limbs 
relative to the trunk; the spatial profile of limb move-
ments; the speed of motion; the congruence of move-
ments occurring in different body tiers; and, perhaps 
most importantly, the animation of the face. When we 
observe someone with intact consciousness, well before 
any words are spoken or major gestures produced, we 
find ourselves presuming the subject’s state of mind. 
Correct or not, those presumptions are largely based 
on preverbal emotional signals available in the sub-
ject’s behaviour. The absence of background emotions 
usually betrays impairments of consciousness. 

   Third, conscious subjects exhibit attention. They 
orient themselves towards objects and concentrate 
on them as needed. Eyes, head, neck, torso, and arms 
move about in a coordinated pattern which establishes 
an unequivocal relationship between subjects and cer-
tain stimuli in their surround. The mere presence of 
attention towards an external object usually signifies 
the presence of consciousness, but there are excep-
tions. Patients in states of akinetic mutism, whose 
consciousness is impaired, can pay  transient  attention 
to a salient  object or event, for example, a phone ring-
ing, a tray with food, an observer calling their name. 
Attention only denotes the presence of consciousness 
when it can be sustained  over a substantial period of 
time and is focused on the objects or events that must 
be considered for behaviour to be appropriate in a 
given context. This period of time is measured in the 
order of minutes rather than seconds. 

Another important qualification is needed. Lack of 
attention towards an external object may indicate that 
attention is being directed towards an internally repre-
sented mental object and does not necessarily denote 
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impaired  consciousness, as in absentmindedness. 
However, sustained failure of attention as happens in 
drowsiness, confusional states, or stupor, is associated 
with the dissolution of consciousness. Attention is dis-
rupted in coma, VS, and general anaesthesia. 

   Neither attention nor consciousness are monoliths 
but rather occur in levels and grades, from simple 
(core consciousness) to complex (extended conscious-
ness). Low-level attention is needed to engage core 
consciousness; in turn, the process of core conscious-
ness permits higher-level attention. 

   Fourth, conscious persons exhibit purposeful 
behaviour. The presence of adequate and purpose-
ful behaviour is easy to establish in patients who can 
converse with the observer. When there are impair-
ments of communication, however, the observation 
requires more detail. Purposeful behaviour towards a 
stimulus suggests a recognizable plan that could only 
have been formulated by an organism cognizant of 
its immediate past, of its present, and of anticipated 
future conditions. The sustained purposefulness and 
adequateness of behaviour require consciousness 
even if consciousness does not guarantee purposeful 
and adequate behaviour. Sustained adequate behav-
iour is accompanied by a flow of emotional states as 
it unfolds background emotions that continuously 
underscore the subject’s actions. Conscious human 
behaviour exhibits a continuity of emotions induced 
by a continuity of thoughts. (Of note, terms such as 
alertness and arousal are often incorrectly used as 
synonyms of wakefulness, attention, and even con-
sciousness. The term ‘ alertness ’  should be used to 
signify that the subject is both awake and disposed to 
perceive and act, the proper meaning of  ‘ alert ’  being 
somewhere between  ‘ awake ’  and  ‘ attentive ’ . The term 
 ‘ arousal ’  denotes the presence of signs of autonomic 
nervous system activation such as changes in skin col-
our (rubor or pallor), behaviour of skin hair (piloerec-
tion), diameter of the pupils, sweating, sexual erection, 
all of which correspond to the lay term  ‘ excitement ’ . 
Thus, subjects can be awake, fully conscious, and alert 
without being aroused; on the other hand, they can be 
aroused during sleep and even coma, when they are 
obviously not awake, attentive, or conscious.) 

  What does consciousness look like from the internal 
perspective?

   The answer to this question is tied to what we 
regard as a central problem in the study of conscious-
ness: subjectivity and the process that generates sub-
jectivity. From the internal standpoint, consciousness 
consists of a multiplicity of mental images of objects 
and events, located and occurring inside or outside 
the organism, and formulated in the perspective of 
the organism. Those images are automatically related 

to mental images of the organism in which they occur, 
thus appearing to be ‘ owned by ’  the organism and 
 ‘ perceived ’  in its perspective. (By  ‘ object ’  we mean 
entities as diverse as a person, a place, a state of local-
ized pain, or a state of feeling; by ‘ event ’  we mean the 
actions of objects and the relationships among objects. 
Note that both objects and events may be part of the 
current occurrences or, alternatively, may be recalled 
from memory. By  ‘ image ’  we mean a mental pattern 
in any of the sensory modalities, for example sound 
images, tactile images, or images of pain or well-being 
conveyed by somatic sensation. We do not regard the 
issue of generating mental images as an insurmount-
able problem in consciousness research. We believe 
that mental images correspond to neural patterns 
and acknowledge that further understanding of the 
relationship between neural and mental descriptions 
is required. We also note that, in this review, we shall 
not address the qualia problem at all.) 

  From the internal perspective, the first step in the 
making of consciousness consists of generating neu-
ral patterns representing objects or events. The mental 
images which arise from these neural patterns, and 
whose ensemble constitutes a mental event, i.e. mind, 
are integrated across sensory modalities in space and 
time; for example, the visual and auditory images of 
a person who is speaking to us, along with images of 
facts related to that person, are synchronized and spa-
tially coherent. However, consciousness requires some-
thing beyond the production of such multiple images. 
It requires the creation of a sense of self in the act of 
knowing, a second step that follows that of creating 
mental images for objects and events. This second step 
delivers information about our own mind and organ-
ism. It creates knowledge to the effect that we have a 
mind and that the contents of our mind are shaped in 
a particular perspective, namely that of our own organ-
ism. This second step in the generation of conscious-
ness allows us to construct not just the mental images 
of objects and events, for example the temporally and 
spatially unified images of persons, places, and of their 
components and relationships, but also the mental 
images which automatically convey the sense of a self 
in the act of knowing. In other words, the second step 
consists of generating the appearance of an owner and 
observer of the mind, within that  very same mind        [1, 2] . 

  How is this sense of self constructed by the brain? In 
answering this question, it is indispensable to note that 
consciousness is not only about the representation of 
objects and events, but also about the representation of 
the organism it belongs to, as the latter interacts with 
objects and events. The sense of our organism in the act 
of knowing endows us with the feeling of ownership 
of the objects to be known. We have suggested that 

DEFINING CONSCIOUSNESS 5



6 1. CONSCIOUSNESS: AN OVERVIEW OF THE PHENOMENON AND OF ITS POSSIBLE NEURAL BASIS

I. BASICS

this sense of self is newly created for each moment 
in time; conscious individuals continuously generate 
 ‘ pulses of consciousness ’  which bring together organ-
ism and object, multiple and consecutive periods of 
mental knowledge along with the external behaviours 
that accompany this process. (For other views on the 
phenomena of consciousness from philosophical, cog-
nitive and neurobiological angles see                        [3–12] .) 

   Taking into account all of the above, our work-
ing definition describes consciousness as a momen-
tary creation of neural patterns which describe a relation 
between the organism, on the one hand, and an object or 
event, on the other.  This composite of neural patterns 
describes a state that, for lack of a better word, we 
call the self.  That state is the key to subjectivity. The 
mental states which inhere in the processing of neural 
patterns related to all sorts of objects and events are 
now imbued with neural patterns and corresponding 
mental states which correspond to the relationship 
between the organism and objects/events. The defini-
tion also specifies that the creation of self neural patterns 
is accompanied by characteristic observable behaviours.

  In conclusion, consciousness must be considered 
from two standpoints: the external (behavioural) and 
the internal (cognitive, mental). From the external 
standpoint, the human organism is said to be conscious 
when it exhibits signs of wakefulness, background 
emotions, sustained attention towards objects and 
events in its environment, and sustained, adequate, 
and purposeful behaviour relative to those objects and 
events. From the internal standpoint, a human organ-
ism is said to be conscious when its mental state repre-
sents objects and events in relation to itself, that is when 
the representation of objects and events is accompanied 
by the sense that the organism is the perceiving agent. 

   In the absence of the above collection of behav-
ioural signs, it is not permissible to say that a person is 
conscious unless the person reports by gesture, words, 
or some other behavioural manifestation that in spite 
of the absence of such signs, there is in fact a con-
scious mind at work. This is precisely the situation of 
locked-in patients, who exhibit, via a minimal amount 
of movement, unequivocal evidence of conscious men-
tal activity. In the absence of  any  conventional form of 
communication, the assumption that the individual 
is conscious is unlikely to be correct although, at the 
moment, it cannot be verified one way or another. 
Accordingly, we caution against interpreting signs of 
coherent brain activity in either resting or activation 
imaging scans as evidence for consciousness. Unless 
we are prepared to reject the current understanding 
of the phenomenon, consciousness is associated with 
behaviours that communicate the contents of a mind 
aware of self and surroundings. On the other hand, 

we applaud the attempts to identify conditions of 
 disturbed consciousness in which particular patterns 
of stimulation may temporarily restore some aspects 
of consciousness [13] .

    VARIETIES OF CONSCIOUSNESS 

   The evidence from neurological patients makes it 
clear that there are simple and complex kinds of con-
sciousness. The simplest kind, which we call ‘ core con-
sciousness ’ , conforms to the concept of consciousness 
described just above, and provides the organism with 
a sense of self about one moment, now, and about one 
place, here. The complex kind of consciousness, which 
we call ‘ extended consciousness ’ , provides the organ-
ism with an elaborate sense of self and places that self 
in individual historical time, in a perspective of both 
the lived past and the anticipated future. Core con-
sciousness is a simple biological phenomenon, and 
its mental aspect is comparably simple; it operates in 
stable fashion across the lifetime of the organism; and 
it is not dependent on conventional memory, working 
memory, reasoning, or language. Extended conscious-
ness is a complex biological phenomenon and is men-
tally layered across levels of information; it evolves 
during the lifetime of the organism; it depends on 
memory; and it is enhanced by language. 

  The sense of self which emerges in core conscious-
ness is the  ‘ core self ’ , a transient form of knowledge, 
recreated for each and every object with which the 
organism interacts. The traditional notion of self, how-
ever, is associated with the idea of identity and person-
hood, and corresponds to a more complex variety of 
consciousness we call extended consciousness. The self 
that emerges in extended consciousness is a relatively 
stable collection of the unique facts that characterize a 
person, the ‘ autobiographical self ’ . The autobiographi-
cal self depends on memories of past situations. Those 
memories were acquired because core consciousness 
allowed the experience of the respective situations, in 
the first place. 

   Impairments of core consciousness compromise 
extended consciousness, indicating that extended 
consciousness depends on core consciousness. The 
disturbance of core consciousness compromises all 
aspects of mental activity, because core consciousness 
establishes a basic sense of self, thereby allowing the 
mind of the organism to take possession of the objects 
it interacts with, and to add them to the autobio-
graphical self. Any object or event, current or recalled 
from memory, can only become conscious when the 
basic self is generated. Core consciousness is a central 
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resource and serves the entire compass of neural pat-
terns generated in the brain. 

  It is noteworthy that impairments of neural pattern 
processing (and thus mental image generation) within 
one sensory modality only compromise the conscious 
appreciation of one aspect of an object (e.g., visual or 
auditory) but do not compromise consciousness of the 
same object through a different sensory channel (e.g., 
olfactory or tactile). Image-making within a sensory 
modality may be lost entirely, as in cortical blindness, 
or just in part. For example, achromatopsia is a circum-
scribed defect of the ability to imbue images with colour. 
Patients so affected have a disturbance of object process-
ing for certain attributes of an object, but they generate 
normal images for other visual aspects of that object (as, 
for example, its form), and also for all other modalities. 
From the fact that they are aware of their lack of ability, 
it can be derived that they even create a mental image 
for the fact that their object processing is abnormal. In 
brief, outside of the area of defective knowledge, those 
patients have normal core consciousness and normal 
extended consciousness. Their circumscribed defect 
underscores the fact that core consciousness and its 
resulting sense of self are a central resource. 

   Core consciousness is fundamentally different from, 
but not unrelated to, other cognitive processes. On the 
contrary, core consciousness is a prerequisite for the 
focusing and enhancement of attention and work-
ing memory; enables the establishment of explicit 
memories; is indispensable for language and normal 
communication; and renders possible the intelligent 
manipulations of images (e.g., planning, problem 
solving, and creativity). Furthermore, although core 
consciousness is not equivalent to wakefulness or low-
level attention, it requires both to operate normally, as 
already mentioned. 

  Core consciousness is also not equivalent to working 
memory although it is related to it. As we have seen, 
core consciousness is newly and individually generated 
for each object or event. On the other hand, working 
memory is vital for the process of extended conscious-
ness, because a percept has to be held active over a cer-
tain amount of time in order to be placed into the rich 
context extended consciousness endows it with. 

   Core consciousness does not depend on the pro-
cesses of conventional learning and memory, either, 
that is, it does not depend on creating a stable memory 
for an image or recalling it. Also, core consciousness is 
not based on language, is not equivalent to manipu-
lating images in planning, problem solving, and cre-
ativity. Patients with profound defects of reasoning 
and planning often exhibit normal core consciousness 
although the higher levels of extended conscious-
ness may be impaired. In other words, wakefulness, 

image-making, attention, working memory, conven-
tional memory, language, and intelligence can be 
separated by cognitive component analysis. Some of 
these functions (wakefulness, image-making, atten-
tion) operate in concert to permit core consciousness; 
others (working memory, conventional memory, lan-
guage, and reasoning) assist extended consciousness. 

   Finally, yet another note is pertinent on the relation 
between emotion and consciousness. Patients whose 
core consciousness is impaired do not reveal emotion 
by facial expression, body expression, or vocaliza-
tion. The entire range of emotion, from background 
emotions to secondary emotions, is usually missing 
in these patients. By contrast, patients with preserved 
core consciousness but impaired extended conscious-
ness have normal background and primary emotions. 
In the very least, this association suggests that some 
of the neural devices on which both emotion and core 
consciousness depend are co-located. 

    THE NEURAL BASIS OF 
CONSCIOUSNESS

  As outlined above, consciousness is not one single, 
uniform phenomenon. Core consciousness depends 
on wakefulness. Extended consciousness, in turn, 
depends on core consciousness. In other words, the 
phenomenon has levels of organizational complexity, 
neurally and mentally speaking, and those levels are 
nested. The search for their neural correlates yields 
different results in each case. 

  Establishing the neural grounds for consciousness 
can be approached from two directions. One is to draw 
on current knowledge from neurophysiology and neuro-
anatomy in order to identify a roster of structures suit-
able to carry out the operations we regard as necessary. 
The other is to consider structural and functional imag-
ing as well as neuropathological studies of  conditions 
in which the critical components we outlined – wake-
fulness, core consciousness, and extended conscious-
ness – are selectively altered, either because of brain 
injury or by the action of pharmaceutical agents. We 
shall begin this section with the first approach. 

    Neuroanatomical and Neurophysiological 
Considerations

   Wakefulness 

   Varied cell groups in the brainstem modulate 
wakefulness by ascending projections to the cerebral 
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cortex. The nuclei of the reticular formation have been 
divided by Parvizi and Damasio [14]  into four groups: 
the classical reticular nuclei; the monoaminergic 
nuclei (noradrenergic, serotoninergic, and dopaminer-
gic); the cholinergic nuclei; and the autonomic nuclei. 
There is evidence that several of these cell groups 
can modulate cortical activity. For example, there 
are presumably glutaminergic projections from the 
classical reticular nuclei to the intralaminar nuclei of 
the thalamus, which in turn project to large areas of 
the cerebral cortex (e.g.,        [15, 16] ; for an overview see 
 [14] ). Also, the projections from the cholinergic nuclei 
to the nucleus reticularis of the thalamus impede the 
generation of thalamic sleep spindles which hallmark 
deep sleep [17] . Recently, Vogt and Laureys  [18]  have 
suggested that cortical arousal may also be mediated 
by mesopontine cholinergic projections to the antero-
ventral thalamic nucleus, which, in turn, has a prom-
inent projection to the retrosplenial cortex and may be 
responsible for the high rate of glucose metabolism 
commonly observed in the latter region. In addition 
to these reticulothalamocortical projections, the nuclei 
of the reticular formation may exert their influence on 
the cerebral cortex also via direct cortical pathways or 
via the basal forebrain and the basal ganglia.  

    Core Consciousness 

   We have noted above that core consciousness 
requires two players, the organism and the object, and 
concerns their relationship: the fact that the organism is 
relating to an object, and that the object–organism rela-
tionship causes a change in the organism. Elucidating 
the neurobiology of core consciousness requires the 
discovery of a composite neural map which brings 
together in time the pattern for the object, the pat-
tern for the organism, and establishes the relationship 
between the two [2] . 

   We propose that consciousness begins to occur 
when the brain generates a non-verbal account of how the 
organism’s representation is affected by the organism’s 
processing of an object, and when this process enhances the 
image of the causative object, thus placing it saliently in a 
spatial and temporal context   [2] . 

   The neural pattern at the basis of the non-verbal 
account is generated by structures capable of receiv-
ing signals from maps which represent both the 
organism and the object. We call this a  ‘ second-order 
map ’  to distinguish it from  ‘ first-order maps ’  which 
describe the organism and the object, respectively. The 
non-verbal account describes the relationship between 
the reactive changes in the internal milieu, the viscera, 
the vestibular apparatus, and the musculoskeletal 

frame, on the one hand, and the object that causes 
those changes, on the other hand. We propose that 
the mental image which inheres in the second-order 
neural pattern describing the object–organism rela-
tionship is tantamount to ‘ knowing about ’  the sub-
ject’s involvement with the object, the central aspect 
of conscious experience. We also propose that the cre-
ation of this neural pattern causes a modulation of 
the neural patterns which describe the object, leading 
to the enhancement of its representation, at the same 
time that the representation of the organism may lose 
saliency, especially in the case of external objects and 
events. The mental state of ‘ perceiving an object ’ , its 
experience, emerges from the contents of the non-verbal 
organism/object relationship account, and from the 
enhancement of the object. 

  Thus, the neural pattern which underlies core con-
sciousness for an object is a large-scale, multiple-site 
neural pattern involving activity in three interrelated sets 
of structures: the set whose cross-regional activity gener-
ates an integrated view of the organism; the set whose 
cross-regional activity generates the representation of the 
object; and the set which is responsible for interrelating 
the two others. The object representation set is critical 
twice: it is both the initiator of the changes and the recip-
ient of modulating influences. 

   It is well known that the organism is represented 
in the brain, although the idea that such a representa-
tion is relevant to consciousness and to the notion of 
self has not received much attention (for an exception 
see         [1, 2, 19] , and more recently  [20] ). The brain repre-
sents varied aspects of the structure and current state 
of the organism in a large number of neural maps 
from the level of the brainstem and hypothalamus to 
that of the primary and association somatosensory 
cortices (e.g., SI, S2, insular cortex, parietal cortex), 
and, for example, the cingulate cortex. The state of the 
internal milieu, the viscera, the vestibular apparatus, 
and the musculoskeletal system are thus continuously 
represented as a set of activities we call the ‘ proto-self ’  
       [2, 14] .

   On the other hand, extensive studies of perception, 
learning and memory, and language, have provided 
evidence for how the brain processes an object, in sen-
sorimotor terms, and how knowledge about an object 
can be stored in memory, categorized in conceptual 
or linguistic terms, and retrieved. In the relationship 
process we have proposed above, the object – either 
coming from the environment or recalled from mem-
ory – is exhibited as neural patterns in the sensory 
association cortices appropriate for its nature. The 
association cortices, with respect to consciousness, 
are involved in various functions: first, they represent 
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the object; second, they change the state of the body 
and, consequently, the neural maps representing it; 
third, they signal to second-order maps; and fourth, 
they receive modulatory signals from the second-
order maps which will lead to the enhancement of the 
object’s representation. 

  As will become evident from several lines of data 
described in following sections, the so-called pos-
teromedial cortex (PMC), in particular, seems to play 
an important role in generating the second-order 
multiple-site neural map which represents the rela-
tionship between object and organism. The PMC is the 
conjunction of the posterior cingulate cortex, the ret-
rosplenial cortex, and the precuneus (Brodmann areas 
23a/b, 29, 30, 31, and 7       m) and has been shown to pos-
sess connections to most all cortical regions (except 
for primary sensory and primary motor cortices) and 
to numerous thalamic nuclei  [21] . Most of these con-
nections are reciprocal. Damasio  [2]  hypothesized that 
this region played a critical role in the generation of 
the self process. 

   The generation of all the neural patterns described 
above is not achieved by the cerebral cortex alone. 
Rather, it is assisted by thalamocortical interactions 
               [22–27] .

    Extended Consciousness 

   Extended consciousness requires working mem-
ory and explicit long-term memory (including both 
semantic and episodic memories). Working memory 
is a prerequisite to extended consciousness because it 
allows holding active, simultaneously and for a sub-
stantial amount of time, the images which define the 
object and the many images whose collection defines 
the autobiographical self. Long-term memory, on 
the other hand, is needed for the build-up of auto-
biographical memories in the first place. The recall of 
those memories replicates images, just like those of any 
external object, which prompt their own pulse of core 
consciousness. Thus, it becomes apparent that extended
consciousness depends on core consciousness in two 
ways: first, core consciousness is needed for the crea-
tion of the autobiographical self, and second, the con-
tents of the autobiographical self can be experienced 
generating their own pulse of core consciousness. It 
is apparent that the structures necessary for extended 
consciousness encompass an extremely wide array of 
brain regions. Extended consciousness cannot oper-
ate, for example, when the higher-order association 
cortices are compromised because the availability of 
past records and the reenactment of their categoriza-
tion and spatial–temporal structuring is precluded.  

    Other Relevant Evidence 

  An intriguing series of functional neuroimaging 
studies has recently demonstrated that, at rest, the 
brain is not really at rest (e.g.,          [28–30] ). A network of 
brain regions, comprising among others the postero-
medial, the medial prefrontal, and the lateral parietal 
cortices, displays three interesting properties: first, it 
shows a considerable amount of activity when sub-
jects are at rest, not performing any task in particu-
lar; second, when subjects engage in a wide variety 
of goal-directed tasks, the level of activity decreases; 
and third, this decrease may fail to appear when the 
ongoing process concerns the self and the states of 
others, including, for example, certain emotions ( [31] ; 
unpublished observations)  . The overlap of large sec-
tions of this network with the areas displaying func-
tional impairment during various states of altered 
consciousness (see below) is striking, especially with 
regard to the PMC. 

What are the functional implications of this some-
what enigmatic intrinsic brain activity? Several 
authors have pointed to a variety of self-related func-
tions (e.g.,         [32–34] ; for a review see  [35] ). In particu-
lar, differential activation in the precuneus could be 
observed in various paradigms involving reflection 
on the subjects ’  own personality traits or retrieval of 
autobiographic events (e.g.,           [36–39] ), thus during task 
strongly engaging the autobiographical self. 

    Deriving Neuroanatomy from Clinical 
Neurological Evidence 

   The distinction among wakefulness, core conscious-
ness, and extended consciousness requires that we 
address varied situations in which these operations 
are selectively impaired. For each situation, we will 
provide a short behavioural description, followed by 
an overview of pertinent neuropathological and func-
tional imaging findings. 

    Impaired Wakefulness, Impaired Core 
Consciousness

   States in which both wakefulness and awareness 
are impaired include general anaesthesia, coma, and 
slow-wave sleep. These conditions permit limited 
external analysis because nearly all behavioural mani-
festations of consciousness are abolished. The notion 
that consciousness is also suspended from the internal 
viewpoint is based on the commonplace experience 
of ourselves when we sleep and when we undergo 
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general anaesthesia. It is also based on reports from 
patients who returned to consciousness after being in 
coma. Whereas these patients can usually recall both 
the loss of consciousness and the return to knowing-
ness, little if anything is recalled of the intervening 
period, which can span weeks or months. In all like-
lihood, this is so because a compromise of conscious-
ness entails a disturbance of learning and memory 
such that mental contents are either not recorded 
properly or are recorded but not accessible. 

  As a common feature in all three conditions at 
issue, there is, in many cases, structural damage to, 
or altered metabolism of, brainstem structures. The 
cases of coma caused by structural lesions reveal that 
the primary site of dysfunction is in structures of the 
upper brainstem, hypothalamus, and thalamus [40] , 
although diffuse bihemispheric cortical or white-
 matter damage may also be the cause (e.g.,  [41] ). 
Parvizi and Damasio  [42]  showed that in coma caused 
by brainstem stroke, the lesions most often affected 
the tegmentum bilaterally and were located in upper 
pons and midbrain or upper pons alone. Functional 
imaging shows metabolic impairment in the brain-
stem and the thalamus during coma resulting from 
brain trauma [41] . 

   In general anaesthesia, there was considerable 
overlap of the metabolic suppression effect of several 
anesthetic agents (such as propofol, various inhala-
tive agents, benzodiazepines, and centrally acting α -2-
receptor agonists) in the thalamus  [43] . Since a large 
part of the positron emission tomography (PET) signal 
originates from synaptic activity, this effect may in fact 
represent a site of action different from the thalamus, 
alternatively in brainstem arousal centres or in the cer-
ebral cortex [43] . For example, the effect of propofol 
was in part attributed to the ‘ reticulothalamic system ’  
based on a strong covariation between thalamic and 
midbrain blood flow       [44, 45] .

   Similarly, during slow-wave sleep, the tegmental 
sector of the pons and the mesencephalon as well as 
the thalamus showed marked deactivations [46] .

    Persistent Wakefulness, Impaired Core 
Consciousness

   Conditions in which wakefulness persists, but core 
consciousness is absent, include vegetative state (VS), 
akinetic mutism, and certain types of epileptic sei-
zures. Of note, in these conditions, as opposed to those 
discussed in the preceding section, findings from neu-
ropathology and functional imaging suggest a rela-
tive sparing of the brainstem ([2], Chapter 8;       [41] ), a 
possible exception being complex-partial seizures 
in which an increase of brainstem and thalamic 

metabolism could be identified during or after the sei-
zure        [47, 48] .

   From a behavioural point of view, the VS is distin-
guished from coma in that patients exhibit cycles of 
sleep and wakefulness, as evidenced by the opening 
and closing of the eyes and, on occasion, by their EEG. 

  Another state of preserved wakefulness but min-
imal attention and behaviour is akinetic mutism, 
a term suggestive of what goes on externally, but 
which fails to suggest the fact that consciousness is 
severely diminished or suspended. Patients remain 
mostly motionless and speechless for long periods 
which may last weeks or months. They lie in bed with 
eyes open but with a blank facial expression, never 
expressing any emotion. They may track an object in 
motion for a few instants but non-focused staring is 
rapidly resumed. Occasionally, they make purposeful 
movements with arm and hand, but in general, their 
limbs are in repose. When asked about their situation, 
the patients are invariably silent, although, after much 
insistence, they may offer their name. They generally 
do not react to the presence of relatives or friends. 
As the patients emerge from this state and gradually 
begin to answer some questions, they have no recall 
of any particular experience during their long period 
of silence; they do not report having fear or anxiety or 
wishing to communicate. 

   Epileptic automatisms most often occur as part of, 
or immediately after, absence seizures or complex-par-
tial seizures        [49, 50] . In absence seizures, conscious-
ness is momentarily suspended along with emotion, 
attention, and purposeful behaviour. The distur-
bance is accompanied by a characteristic EEG pattern. 
The typical absence seizure is among the most pure 
examples of loss of consciousness, the term absence 
being shorthand for ‘ absence of consciousness ’ . 

  All of the conditions discussed so far, including the 
ones in the preceding section (coma, general anaes-
thesia, slow-wave sleep, VS, akinetic mutism, and 
epileptic seizures), that is all states in which core con-
sciousness is compromised, share an important char-
acteristic: they typically have damage and/or altered 
metabolism in a number of midline structures such 
as the PMC, the medial prefrontal cortex, the anterior 
cingulate cortex, and the thalamus. 

   The VS can evolve from coma, and so, not surpris-
ingly, it may also be associated with diffuse corti-
cal or white-matter damage, or with focal, bilateral 
damage to the thalamus (e.g.,       [40, 51] ). Functional 
neuroimaging studies reveal similar cortical corre-
lates in coma and VS, specifically, decreased activity 
in medial and lateral prefrontal, temporo-parietal, 
and posteromedial cortices (e.g.,  [52] ). A special role 
of the PMC is suggested by the fact that this region 
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displays the most marked increase of activity when 
patients recover from the VS  [53] . Also, the activity 
in this region differentiates between the VS and the 
so-called minimally conscious state       [41, 52] .

  At the level of the cerebral cortex, general anaes-
thesia induced by a variety of anesthetic agents is 
also associated with decreases of activity in the PMC 
and, to lesser extent, in the medial prefrontal cortex 
 [43] . The same two regions (among others) also dis-
play metabolic decreases during slow-wave sleep 
       [46, 54] .

  Akinetic mutism is most often produced by bilat-
eral cerebrovascular lesions in the mesial frontal 
regions. The anterior cingulate cortex, along with 
nearby regions such as the basal forebrain, is almost 
invariably damaged, but the condition may also result 
from dysfunction in the PMC ( [2] , Chapter 8). 

   Imaging results from epileptic seizures are con-
troversial, but there is evidence for metabolic abnor-
malities in some of the midline structures mentioned 
above             [48, 55–58] .

    Persistent Wakefulness, Persistent Core 
Consciousness, Impaired Extended 
Consciousness

  Although extended consciousness is impaired in 
many disorders, there does not seem to be any condition 
in which core consciousness persists while extended 
consciousness is completely abolished. Patients 
suffering from transient global amnesia have signifi-
cantly reduced extended consciousness; however, their 
verbal reports and behaviour clearly indicate that their 
mental state is not limited to core consciousness. In 
advanced Alzheimer’s disease, extended consciousness 
is nearly abolished but eventually, in late stages of the 
condition, so is core consciousness. Thus, distinctive 
neuropathological correlates are unavailable. 

    Concluding Remarks 

   Based on the foregoing, the following conclusions 
appear reasonable. Bilateral lesions of the brainstem 
tegmentum compromise wakefulness as well as core 
and extended consciousness. This is due, in part, to 
disruption of the activating influence of several brain-
stem nuclei on the thalamus and on the cerebral cor-
tex. However, because lesions of the tegmentum also 
disrupt afferent relays of the somatosensory system 
and deprive the brain of information about the cur-
rent state of the organism, we suggest that by so doing 
they compromise the proto-self. We thus attribute a 
dual function to the normal brainstem tegmentum, 

concerning both wakefulness and core consciousness. 
(Extensive damage to the hypothalamus probably con-
tributes to impairments of core consciousness via the 
role of hypothalamic nuclei in the proto-self process.) 

   Damage to the thalamus has varied effects on 
wakefulness, core consciousness, and extended con-
sciousness, depending on the exact location of the 
lesion. Damage to the intralaminar thalamic system 
causes lethargy or coma whereas lesions of specific 
nuclei as, for example, the lateral geniculate body, 
only affect the corresponding sensory modality (e.g., 
 [25] ; and see        [59, 60] ). From a theoretical point of view, 
the major impact of damage to the intralaminar thal-
amic nuclei has two explanations. First, as noted, the 
intralaminar nuclei play an important role in relay-
ing the modulating influences of the reticular forma-
tion to the cerebral cortex. Second, according to Llinás 
[22–26], the intralaminar nuclei play an impor-
tant role in the temporal conjunction of neural pat-
terns. In terms of our proposal, we assume that the 
neural patterns representing the object and the organ-
ism, the second-order map interrelating them, and 
all the neural patterns representing the contents 
of extended consciousness require thalamocortical 
interactions.

   Damage to, or impaired function in, cortical mid-
line structures such as the superior and medial pre-
frontal cortices, the anterior cingulate cortices, and, 
especially, the PMC, disrupt consciousness to varying 
degrees but do not affect wakefulness. We attribute 
the critical involvement of the PMC and other midline 
structures in the maintenance of consciousness to their 
role in establishing the wide-ranging second-order 
map which interrelates the first-order maps representing 
the object and the organism, respectively. 

  Structural damage or malfunction in a wide variety 
of cortical areas can compromise different aspects of 
extended consciousness while leaving core conscious-
ness unaffected. This effect can be attributed to the 
dependence of extended consciousness on both work-
ing memory and conventional memory which, in turn, 
depend on the proper functioning of association cortices 
in all sectors of the telencephalon and on the hippocam-
pal system. On the other hand, a complete disruption of 
extended consciousness only seems to occur when the 
brain structures implementing core consciousness are 
damaged or display decreased activity. 

   Given the above, we suggest that extended con-
sciousness fundamentally relies on the same midline 
structures as core consciousness. Midline cortices, 
and the PMC in particular, would not only relate the 
representation of the object to the representation of 
the physical organism but also to various aspects of 
the autobiographical self of the same organism.  
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    AN EVOLUTIONARY PERSPECTIVE 

   In brief, we propose that, in evolution, core con-
sciousness came to exist when second-order maps 
first brought together the representation of the organ-
ism modified by perceptual engagement, with the 
representation of the object that caused the modifica-
tions. We attribute a key role in generating these sec-
ond-order maps to the PMC and we note, again, that 
myriad brain regions are required to represent organ-
ism and object. It seems conceivable that extended 
consciousness eventually emerged as a growing 
number of brain areas became interlinked to the PMC, 
gradually endowing the core-conscious organism 
with a broader scope of nearly simultaneous associa-
tions. A neural architecture with convergence/diver-
gence properties would be suitable to carry out this 
task, and the massive afferent and efferent connectivi-
ties we have gleaned in the monkey identify the PMC 
as a suitable executor (see  [21] ). If core consciousness 
establishes the relationship between an object and the 
organism, extended consciousness enriches the rela-
tionship by creating additional links between the object 
and the organism, not just with respect to the presence 
of the latter in the here and now, but also to its past 
and anticipated future. 

   What is the evolutionary advantage of conscious-
ness? In prior work we have addressed this question 
by describing consciousness as a sophisticated means 
of upholding the integrity of the organism by contrib-
uting importantly to homeostasis [2] . All organisms 
possess efficient automatic regulatory mechanisms, 
internal as well as behavioural, which keep vari-
ous biological parameters within the narrow range 
compatible with the continuity of life. Consciousness 
permits an extension of these automatic homeostatic 
mechanisms by allowing for flexibility and planning, 
important functions in complex and unpredictable 
environments. Conscious organisms know about their 
past and can make guesses about their future. They 
can implement this knowledge and manipulate it 
through planning, in an endeavour to approach that 
which is beneficial and avoid the harmful. 

   There is a remarkable overlap of biological func-
tions within the structures which support the inte-
grated maps of the organism state (the proto-self) and 
the second-order maps interrelating the organism and 
the object. For example, they are implicated in (a) regu-
lating homeostasis and signalling body structure and 
state, including the processing of signals related to 
pain, pleasure, and drives; (b) participating in the pro-
cesses of emotion and feeling; (c) participating in pro-
cesses of attention; (d) participating in the processes 

of wakefulness and sleep; and (e) participating in the 
learning process. 

   The meaning of these functional overlaps may be 
gleaned by focusing on the brainstem, where distinct 
 ‘ families ’  of nuclei are closely contiguous and highly 
interconnected. It makes good evolutionary and func-
tional sense that structures governing attention and 
emotion should be in the vicinity of those which sig-
nal and regulate body states since the causes and con-
sequences of emotion and attention are related to the 
fundamental process of managing life, and it is not 
possible to manage life and maintain homeostatic bal-
ance without data on the current state of the organ-
ism’s body proper. When we regard consciousness as 
another contributor to the regulation of homeostasis, 
it also appears functionally expedient to place its crit-
ical neural machinery within, and in the vicinity of, 
the neural machinery involved in basic homeostasis, 
that is, the machinery of emotion, attention, and regu-
lation of body state. 

   The role that has been traditionally assigned to the 
brainstem’s  ‘ ascending reticular activating system ’
and to its extension in the thalamus, namely wakeful-
ness, as described in the classical work of Moruzzi and 
Magoun [61] , Penfield and Jasper  [49] , and in recent 
work by Llinás (e.g.,       [22, 23] ), Hobson [62] , Steriade 
           [17, 63–65] , Munk et al.  [66] , and Singer  [67]  is compat-
ible with this interpretation. The  ‘ ascending reticular 
activating system ’  allows cortical circuits to operate at 
the level of wakefulness necessary for consciousness 
to occur, and may perhaps contribute to the organiza-
tion of activities that correspond to the actual contents 
of consciousness. However, the activating system’s 
contribution is not sufficient to explain consciousness 
comprehensively.   
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O U T L I N E

C H A P T E R

ABSTRACT

 Disorders of consciousness present a diagnostic challenge to the clinician, with crucial implications for treatment 
and prognosis. Despite spectacular advances in neuroimaging and other cutting-edge technologies, a carefully 
performed general and neurological examination remains critical in the evaluation of these patients. In this chapter, 
we will review the neurological examination findings in the major states of impaired consciousness ranging 
from brain death, coma, vegetative state, and minimally conscious state to other disorders of consciousness, 
and conditions which can mimic impaired consciousness including psychological disorders and the locked-
in syndrome. When possible, specific positive and negative examination findings defining each condition will 
be discussed based on recent multi-disciplinary reviews and consensus statements. Continued study of the 
neurological examination in states of impaired consciousness will provide improved font-line tools for patient 
diagnosis and management. In addition, the anatomical basis for examination findings in states of impaired 
consciousness sheds important light on the fundamental mechanisms of normal and abnormal consciousness.     

15S. Laureys & G. Tononi (Eds.) The Neurology of Consciousness © 2009, Elsevier Ltd.
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    INTRODUCTION 

   In the era of advanced life support, and continually 
improving intensive and long-term care, the number 
of surviving patients with impaired consciousness 
is increasing. Evaluation of patients with impaired 
consciousness requires a comprehensive multidiscipli-
nary approach including patient history, examination, 
and various diagnostic tests. However, the lynch pin 
of this assessment is the neurological examination. The 
neurological examination provides the most direct 
and interactive assessment of the patient’s level of 
functioning. Put simply, the neurological examination 
is critical since it reveals what the patient can or can-
not do. 

   The findings on neurological examination are 
most useful in determining the diagnosis, and in 
tracking the course of recovery in patients with dis-
orders of consciousness. For example, the neurologi-
cal examination is the main tool used to determine 
if a patient is brain dead, comatose, or in a different 
state of impaired consciousness, and can help formu-
late initial hypotheses about localizing lesions and 
diagnosing the underlying cause of the patient’s con-
dition. Interpretation of the neurological examination 
has been greatly aided in recent years by advances 
in neuroimaging. Computerized tomography (CT), 
magnetic resonance imaging (MRI), and functional 
neuroimaging (PET, fMRI) now allow unprecedented 
clinical–anatomical correlations to be made  in vivo . In 
addition, the significance of these clinical–anatomical 
relationships in patients with impaired consciousness 
has been greatly enhanced by recent large multi-center 
studies of patient outcome and prognosis. 

   In this chapter, we will first introduce the neuro-
logical examination, and discuss special consid-
erations required for patients with disorders of 
consciousness. We will next provide an anatomical 
model for normal consciousness, and review the neu-
roanatomical basis of the major states of impaired 
consciousness. The majority of this chapter will then 
be dedicated to a  discussion of the neurological exam-
ination  findings that define each of the main states of 
impaired  consciousness, including brain death, coma, 
vegetative state, minimally conscious state, other 
states of impaired consciousness, and disorders that 
resemble impaired consciousness. When possible, 
we will discuss specific positive and negative find-
ings that define each of these states, and relate these 
findings to anatomical localization based on clinical 
series, pathology, neuroimaging, and recent consensus 
statements.

    THE NEUROLOGICAL EXAMINATION 

   The neurological examination as a diagnostic tool 
gained mythical proportions in the pre-CT/MRI 
era when great clinicians could pinpoint a lesion in 
the nervous system with often astounding accuracy. 
Decisions for surgery and other interventions were fre-
quently made based entirely on the neurological his-
tory and physical findings. Today, with the availability 
of modern imaging techniques the neurological exam-
ination takes on a new and equally important role in 
diagnosis and management. Rather than serving as 
an end in and of itself, the neurological examination 
today is a critical way station in the clinical decision 
making process. 

  Although many individual variations exist based 
on clinical style and the patient setting, the neurologi-
cal examination is generally described using the fol-
lowing six subdivisions: (1) mental status; (2) cranial 
nerves; (3) motor examination; (4) reflexes; (5) coor-
dination and gait; and (6) sensory examination. There 
are many excellent resources for review of the neuro-
logical examination including several textbooks, and 
interactive websites (see for example http://neuroexam.
com  and  http://medlib.med.utah.edu/neurologicexam/
index.html ). 

   In patients with impaired consciousness, there are 
a number of special considerations when performing 
the neurological examination. Prior to neurological 
examination, as in all patients, a detailed general 
physical examination is imperative, and may reveal 
evidence of head trauma, meningeal irritation, ele-
vated intracranial pressure, or other findings related 
to the cause of altered consciousness. On neurological 
examination, many of the tests used in awake patients 
are limited or impossible due to reduced cooperation 
( Table 2.1   ). For example, the mental status examination 
is often limited to assessing level of consciousness 
through simple questions/commands or observing 
the response to different stimuli. Other parts of the 
examination are also often limited to passive testing. 
For example, on cranial nerve examination, visual 
fields can be tested by blink to threat, pupils by light 
response, eye movements by tracking and vestibu-
lar stimulation, facial sensation and movements by 
corneal reflex, nasal tickle, and grimace response. 
Hearing evaluation may require speaking directly into 
the patient’s ear (checking first for obstruction, and 
for history of hearing loss), using the patient’s first 
name when appropriate as a potent stimulus. Gag 
reflex can be tested by moving the endotracheal tube, 
and cough reflex by tracheal suctioning. Sensory and 



I. BASICS

motor examinations are often combined using vig-
orous sensory stimulation to elicit motor responses. 
Spinal reflexes are tested in the same manner as in the 
awake patient, but coordination and gait often cannot 
be tested at all ( Table 2.1 ).

   Because the neurological examination evalu-
ates function, it is crucial to tailor the examination 
to the individual patient’s strengths and limitations. 
If all tests are too difficult (e.g., asking a minimally 
conscious patient to indicate on their left hand the 
number of fingers corresponding the first letter of the 
city they are in) then residual function and improve-
ments will be missed. Conversely, if all tests are too 
easy (e.g., asking a mildly aphasic patient to close and 
open their eyes on command) then subtle deficits will 
be missed. Therefore, to accurately titrate the patient’s 
level of function, each part of the examination should 
be performed using several tests with varying levels 
of difficulty, beginning with easy and moving to more 
difficult. In equivocal cases, it is also helpful to use 
several different tests of the same function to confirm 
results, and to return and retest the patient at different 
times.

   Sensitivity to patients and families should remain 
paramount in examining patients with impaired con-
sciousness. Although noxious stimuli can be useful in 
localization and prognosis, the use of noxious stimuli 
should be minimized whenever possible, to avoid 
unnecessary suffering. Family members should be 
informed through ongoing discussions of the patient’s 
condition, and may not want to be present for some 
parts of the examination. It should also be kept in 
mind that some patients are more aware than is obvi-
ous, and the content and tone of discussions taking 
place in the presence of the patient should be carried 
out with consideration of their potential emotional 
responses. 

   Examination of patients with impaired conscious-
ness can also be very challenging to avoid misdiagno-
sis. It has been reported, for example, that patients in 
chronic care are often misdiagnosed as being vegetative
when in fact some degree of consciousness or aware-
ness can be demonstrated on more careful examina-
tion       [2, 3] . Practical suggestions for the evaluation of 
patients with impaired consciousness have been pro-
posed by several authors       [2, 4] . Patients should ide-
ally be examined in the seated position, since upright 
posture can enhance arousal  [2] . Each test should be 
performed repeatedly to distinguish coincidental 
from voluntary responses, and the entire examina-
tion should be repeated at several different times of 
the day. Sedating medications should be avoided 
if possible. Special care should be taken in patients 
with impaired sensory or motor function due to neu-
rological or orthopaedic disorders, impaired hearing, 
or impaired vision since these deficits can mask an 
underlying preserved awareness. Similarly, in infancy 
and early childhood cognitive and sensory–motor sys-
tems are not fully developed, so criteria for evaluating 
impaired consciousness are different from in adults. 
Input from family members or other staff members 
can be helpful in observing inconsistent or low-fre-
quency behaviours, and in designing tests that are 
within the capabilities of the patient. 

  Despite these precautions, diagnosing conscious-
ness or awareness based on the presence of  ‘ mean-
ingful responses ’  or  ‘ purposeful responses ’  can be 
subjective. A number of standardized tests have, there-
fore, been developed for evaluating consciousness in 
brain damaged patients. These standardized tests are 
the subject of several recent excellent reviews        [2, 5] , 
and will not be discussed further here. However, we 
will emphasize the use of objective criteria, derived 
from consensus reviews whenever possible, in an 
effort to accurately diagnose the different states of 
impaired consciousness. 

TABLE 2.1       Outline of the Neurological Examination in 
Patients with Impaired Consciousness  

          I.     Mental status 
  Document level of consciousness with a  specific statement  of 
what the patient did in response to particular stimuli. 

         II.      Cranial nerves 
     1.     Ophthalmoscopic examamination (CN II)  
     2.     Pupillary responses (CN II, III)  
     3.     Vision (CN II) 

  Blink to threat, visual tracking, optokinetic nystagmus     
   4.      Extraocular movements and vestibulo-ocular reflex (CN III, 

IV, VI, VIII) 
  Spontaneous extraocular movements, nystagmus, 
dysconjugate gaze, or deviation of both eyes to one side, 
oculocephalic maneuver (doll’s eyes test), caloric testing 

     5.      Corneal blink reflex, facial asymmetry, grimace response 
(CN V, VII)  

     6.      Pharyngeal (gag) and tracheal (cough) reflexes (CN IX, X)       

        III.      Sensory/motor examination 
     1.     Spontaneous movements 
     2.     Withdrawal or posturing reflexes with painful stimulus 

    IV.     Reflexes 
     1.     Deep tendon reflexes 
     2.     Plantar responses  
     3.     Special reflexes in cases of suspected spinal cord lesions 

         V.     Coordination/gait 
  Usually not testable       

Source : Modified with permission from  [1].   
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    CONSCIOUSNESS 

   Consciousness includes several distinct functions 
which are implemented in specific neuroanatomical 
networks in the brain (see also the preceding chapter 
in this volume). Classically, consciousness can be sep-
arated into systems necessary for controlling the  level
of consciousness, and systems involved in generating 
the content  of consciousness ( [6] , p. 11). We recently 
summarized the interactions of these systems (       [7, 8] ; 
Chapter 19 in this volume), and briefly review an ana-
tomical model of consciousness again here. The  content

of consciousness  may be considered the substrate upon 
which level-of-consciousness systems act. Therefore, 
the anatomical structures important for the content 
of consciousness include: (i) multileveled cortical and 
subcortical hierarchies involved in sensory–motor 
functions, (ii) medial temporal and medial diencephalic 
structures interacting with cortex for generation 
of memory, and (iii) limbic system structures involved 
in emotions and drives. The level of consciousness
in turn, also depends on multiple systems acting 
together. These include systems  necessary for main-
taining: (i) the alert, awake state, (ii) attention, and (iii) 
awareness of self and the environment. Anatomical 
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FIGURE 2.1        Schematic representation of brain impairment in major states of impaired consciousness. (A) Brain death. All cortical, sub-
cortical, and brainstem function is irreversibly lost. Spinal cord function may be preserved. No responses can be elicited except for spinal cord 
reflexes. (B) Coma. There is severe impairment of cortical function and of the diencephalic/upper brainstem activating systems. Patients are 
unarousable with eyes closed, and have no purposeful responses, but brainstem reflex activity is present. (C) Vegetative state. Cortical function 
is severely impaired, but there is some preserved diencephalic/upper brainstem activating function. Like in coma, patients are unconscious at 
all times, with no purposeful responses, but they can open their eyes spontaneously or with stimulation, exhibit primitive orienting responses, 
and sleep–wake cycles. (D) Minimally conscious state or better. Impaired function of the cerebral cortex and diencephalic/upper brainstem 
activating systems is variable. Patients exhibit some purposeful responses, along with deficits, depending on the severity of brain dysfunction. 
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structures which control the level of consciousness con-
stitute what could, in analogy to sensory, motor and 
other systems, be called the ‘ consciousness system ’  
(see also Chapter 19 this volume). The consciousness 
system at minimum includes regions of the frontal and 
parietal association cortex, cingulate cortex, precuneus, 
thalamus, and multiple activating systems located 
in the basal forebrain, hypothalamus, midbrain, and 
upper pons. Some would also include the basal gan-
glia and cerebellum due to their possible roles in 
controlling attention. 

   Lesions in certain regions of the consciousness sys-
tem can cause coma. This is particularly true for bilat-
eral lesions of the association cortex, medial thalamus 
(including the intralaminar regions), or upper brain-
stem tegmentum. Lesions in other areas controlling 
the level of consciousness, or unilateral lesions, may 
cause more subtle impairments in arousal, attention, 
or awareness of self and the environment. Finally, 
lesions in systems generating the content of con-
sciousness can cause selective deficits in perception, 
known as agnosias, deficits in motor planning known 
as apraxias, language disorders, memory deficits, and 
emotional or motivational disorders. 

   In this chapter we will discuss the neurological 
examination in states of impaired consciousness, 
including those which affect the level or the content of 
consciousness. We will first provide a brief overview 

of the major states of impaired consciousness, before 
discussing the neurological examination of each state 
in more detail. 

    STATES OF IMPAIRED 
CONSCIOUSNESS

  The major states of impaired consciousness are sum-
marized in Figure 2.1    and  Table 2.2   . These disorders 
can be classified based on the severity and extent of 
brain structures affected. For example, brain death 
occurs when the entire forebrain, midbrain, and hind-
brain irreversibly cease to function. The spinal cord 
and peripheral nerves may be spared in brain death. 
In coma, the forebrain and diencephalic/upper brain-
stem activating systems have severely depressed func-
tion, leading to loss of consciousness, but the brainstem 
and spinal cord can carry out various reflex responses. 
The vegetative state is distinguished from coma by 
the recovery of sufficient diencephalic/upper brain-
stem function to allow sleep–wake cycles, and simple 
orienting responses to occur to external stimuli, how-
ever consciousness is still absent. In addition to these 
three classic states of impaired consciousness, there are 
numerous other states in which consciousness is only 
partially or variably affected ( Figure 2.1D ;  Table 2.2 ). 

TABLE 2.2         States of Impaired Consciousness  

 Cortex : Purposeful 
responses to stimuli

 Diencephalon/upper 
brainstem: Behavioural 

arousal, sleep–wake 
cycles

 Brainstem a : 
Brainstem

reflexes

 Spinal cord: 
 Spinal 

reflexes

Classic states of impaired consciousness
   Brain death  No  No  No  Yes 
   Coma  No  No  Yes  Yes 
   Vegetative state  No  Yes  Yes  Yes 

Other states of impaired consciousness
   Minimally conscious state  Yes, at times  Yes  Yes  Yes 
   Stupor, obtundation, lethargy,
  delirium 

 Yes, at times  Variable  Yes  Yes 

   Status epilepticus  Variable  Variable  Yes  Yes 
   Akinetic mutism, abulia, catatonia  Yes, at times  Yes  Yes  Yes 
   Neglect and other disorders of
  attention 

 Yes, at times  Yes  Yes  Yes 

   Sleep, normal and abnormal  Yes, at times  Yes  Yes  Yes 

States resembling impaired consciousness
   Locked-in syndrome  No b   Yes  Yes  Yes 
   Dissociative disorders, somatoform
  disorders 

 Yes, at times  Yes  Yes  Yes 

a   Refers to other brainstem systems and pathways aside from those participating directly in behavioural arousal.  
b   Some patients may have preserved vertical eye movements, eye blinking, or other slight movements under volitional control.  

STATES OF IMPAIRED CONSCIOUSNESS 19
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Finally, in some conditions such as the locked-in syn-
drome, or psychogenic pseudocoma, patients may be 
fully conscious, yet appear to be in a coma. Careful 
neurological examination is a crucial step in evaluat-
ing patients with impaired consciousness, and together 
with other diagnostic tests, can provide essential infor-
mation about the localization, diagnosis, and prognosis 
for patients with these disorders. We will now discuss 
the neurological examination findings in each of these 
states of impaired consciousness in greater detail. 

    NEUROLOGICAL EXAMINATION 
IN CLASSIC STATES OF IMPAIRED 

CONSCIOUSNESS

    Brain Death 

  In brain death there is irreversible cessation of all 
functions of the brain including the brainstem ( Figure 
2.1A ). Consciousness is, therefore, permanently lost in 
brain death. Neurological examination of the patient 
with brain death demonstrates no response to any 

stimulation, aside from reflexes mediated by the 
spinal cord. Because brain death is the legal equivalent 
of death in many societies, detailed criteria have been 
established for the determination of brain death             [9–13] . 
These criteria include the requirement that (i) CNS 
depressants and neuromuscular blockade are absent, 
(ii) blood testing is done to detect reversible causes 
such as toxic or metabolic abnormalities, (iii) hypother-
mia or hypotension are absent, and (iv) the evaluation 
is repeated at least twice, separated by an appropriate 
time interval             [9–13] . Brain death is a clinical diagnosis, 
and the neurological examination is the most important 
test used to establish brain death. In cases where the 
diagnosis remains uncertain, additional confirmatory 
tests (e.g., cerebral angiography, electroencephalogra-
phy (EEG), transcranial Doppler, or nuclear medicine 
scan) can be done       [10, 12] . However, because confirma-
tory tests may produce similar results in patients with 
severe brain injury who do not yet meet clinical criteria 
for brain death  [10] , the clinical examination remains 
the central part of the evaluation of brain death. 

   The neurological examination in brain death ( Table 
2.3   ) reveals no responses to any stimuli aside from 

TABLE 2.3        Neurological Examination in States of Impaired Consciousness  

   Test a
 Brain 
death  Coma 

 Vegetative 
state

 Minimally conscious 
   or better 

Mental status
   Sleep–wake cycles  No  No  Yes  Yes 
   Responds appropriately to questions/commands  No  No  No  Yes, variable 
   Says single words (may be inappropriate)  No  No  No  Yes 
   Orienting movements (eyes, head, body) towards visual, tactile, or
  auditory stimuli 

 No  No  Yes  Yes 

   Noxious stimuli (loud voice, nasal tickle, endotracheal suctioning,
  pressure to orbital ridge, mandible, sternum, or nail bed)   

    

          Speaks, purposeful movements  No  No  No  Yes, at times 
          Opens eyes, basic orienting movements  No  No  Yes  Yes 
          Grunts, moans  No  Yes  Yes  Yes 
          Grimaces  No  Yes  Yes  Yes 
   Noxious stimuli  →  limb movements (see sensory/motor examination
  below) 

    

Cranial nerves
   Pupil light reflex  No  Yes  Yes  Yes 
   Eye closure to bright light  No  No  Caution 

advisedb
 Yes 

   Blink to threat  No  No  Caution 
advisedb

 Yes 

   Optokinetic nystagmus  No  No  No c   Yes 
   Visual tracking  No  No  No  Yes 
   Orienting movement of eyes and head towards visual, auditory, or
  tactile d  stimuli 

 No  No  Yes  Yes 

   Spontaneous roving or other eye movements  No  Yes  Yes  Yes 
   Eyes move in response to oculocephalic maneuver or cold water calorics  No  Yes  Yes  Yes (but may be masked by

 voluntary eye movements) 
   Corneal reflex  No  Yes  Yes  Yes 
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   Test a
 Brain 
death  Coma 

 Vegetative 
state

 Minimally conscious 
   or better 

   Jaw jerk reflex  No  Can occur  Can occur  Can occur 
   Grimace to painful stimulus  No  Yes  Yes  Yes 
   Gag reflex  No  Yes  Yes  Yes 
   Sneeze, cough, hiccough, yawn  No  Yes  Yes  Yes 
   Spontaneous chewing movements  No  Yes  Yes  Yes 
   Swallowing reflex  No  Yes  Yes  Yes 
   Coordinated chewing and swallowing  No  No  No  Yes 
   Moans or makes other non-word sounds  No  Yes  Yes  Yes 

Sensory and motor examinations
   Spontaneous purposeful limb movement  No  No  No  Yes 
   Spontaneous non-purposeful limb movement  No  Yes  Yes  Yes 
   Non-directed scratching, rubbing movements  No  Yes e   Yes e   Yes 
   Shivering  No  Yes  Yes  Yes 
   Grasp reflex  No  Yes  Yes  Yes 
   Limb movements to noxious stimuli         
          Localizes (moves another limb to point of stimulation)  No  No  No d   Yes 
           Purposeful, non-stereotyped withdrawal (moves in different directions

  away from stimuli on different sides of same limb) 
 No  No  No c   Yes 

           Upper extremity flexor or extensor posturing, lower extremity extensor
  posturing 

 No f   Yes  Yes  Can occur, but usually see
  more purposeful response 

Spinal reflexes and movements
   Deep tendon reflexes in extremities  Yes  Yes  Yes  Yes 
   Abdominal cutaneous reflexes  Yes  Yes  Yes  Yes 
   Plantar response (flexor or extensor)  Yes  Yes  Yes  Yes 
   Lower extremity triple flexion  Yes  Yes  Yes  Can occur, but usually see

  more purposeful response 
   Spontaneous finger jerks or toe undulation  Yes  Yes  Yes  Yes 
   Lazarus sign g   Yes  Not seen  Not seen  Not seen 

a   Some tests appear more than once, for example grimace response under Mental Status and under Cranial nerves.  
b   Caution has been advised in making the diagnosis of vegetative state if blink to threat is present        [14, 15] , however others consider blink to
threat compatible with the vegetative state          [2, 16, 17] . Similar considerations likely apply to eye closure in response to bright light. 
c   No formal studies have been done and exceptions may exist.  
d  Orienting towards (but not actually reaching and touching) painful or other tactile stimuli have been described in vegetative state, but unlike
visual and auditory stimuli, were not listed in the Multi-Society Task Force consensus statement  [14] .
e  Automatic scratching or similar movements have been described in coma  [18]  and the vegetative state  [16]  however, this may be
controversial since recent criteria include these movements in the minimally conscious state  [4] . 
f   Extensor posturing-like movements of the upper extremity have been reported in some cases of brain death        [19, 20] ; see text for discussion.  
g   Lazarus sign is a particular sequence of spinal cord-mediated limb movements seen in brain death upon disconnection of the ventilator, or
flexion of the neck (see text for details). 

reflexes mediated by the spinal cord. Brainstem func-
tion must be absent, and patients are apneic. Special 
tests are often performed on the neurological examin-
ation when assessing for brain death to ensure that no 
brainstem function remains. These include response 
to noxious stimuli (see Table 2.3 ), ice water calorics 
(a test for preserved pontine function), and the apnea 
test (a test for preserved medullary function), all 
described in detail elsewhere              [9–13] . 

   Some spontaneous or reflex movements can occur 
in brain death due to preserved function of the spinal 
cord        [19, 21] . For example, deep tendon reflexes in the 
upper and lower extremities, plantar cutaneous flexor 
or extensor responses (Babinski sign), abdominal 

cutaneous reflexes, triple flexion of the lower extremi-
ties, and autonomic changes such as sweating, 
blushing, and tachycardia upon stimulation are not 
incompatible with brain death since they are mediated 
by the spinal cord            [10, 20, 22, 23] . Shoulder   and inter-
costal movements resembling respiratory movements 
(but without significant tidal volumes) can occur in 
brain death, and are presumably also mediated by 
the spinal cord  [10] . Undulating toe flexion, and fin-
ger jerks (myoclonus-like) have also been reported in 
brain death           [20, 22, 24, 25] .

  In occasional patients with brain death, a complex 
and sometimes startling set of spinal cord reflexes may 
be seen, referred to as the Lazarus sign          [26–28] . The 
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Lazarus sign is usually elicited when the respirator 
is disconnected or by passive neck flexion, and con-
sists of arm flexion at the elbows, shoulder adduction, 
arm elevation, hand crossing and dystonia (as if reach-
ing for the endotracheal tube, or praying), followed by 
movement of the hands downward to rest alongside 
the torso         [20, 22, 25] . Leg movements and trunk flexion 
have also been reported. These reflexes are thought to 
be mediated by stimulation of the cervical spinal cord, 
either by movement or hypoxia upon disconnection of 
the ventilator. In typical cases, the Lazarus sign does 
not contradict the diagnosis of brain death; however, 
caution is advised if unusual features are present. 

   It should be emphasized that the presence of any 
brainstem or cranial nerve function is not compat-
ible with the diagnosis of brain death. For example, 
the presence of flexor or extensor posturing, a cough 
reflex, respiratory movements with significant tidal 
volumes, or any cranial nerve functions imply that 
some brainstem function remains, and therefore, are 
not compatible with brain death. Facial myokymia, 
presumably mediated peripherally, can be seen in 
some patients; however, caution is advised since any 
brainstem function would preclude brain death, and 
confirmatory testing may be appropriate in these 
cases [20] . Other examples where caution is appro-
priate are thoracic contraction reflexes in response to 
endotracheal suction (resembling cough or respiratory 
movements), upper limb extension–pronation reflex 
(resembling brainstem-mediated extensor posturing), 
and other unusual reflexes or spontaneous movements 
           [19, 25, 29, 30] . Although there are well documented 
cases where such movements can be mediated by the 
spinal cord, confirmatory testing may be appropriate 
when the diagnosis of brain death is uncertain. 

   In summary, all brain function irreversibly stops 
in brain death, so consciousness is lost permanently. 
Residual movements can be seen, mediated by the 
spinal cord.  

    Coma 

   The most commonly accepted definition of coma, 
as proposed by Plum and Posner is unarousable 
unresponsiveness in which the patient lies with the 
eyes closed ( [6] , p. 5). Duration is at least 1 hour to 
distinguish coma from transient loss of conscious-
ness such as concussion or syncope [14] . Coma rarely 
lasts longer than 2–4 weeks, since nearly all patients 
either deteriorate or emerge into vegetative state or 
better within this time [6] . In coma, the functions of 
the cerebral cortex, diencephalon, and upper brain-
stem activating systems are markedly depressed 
( Figure 2.1B ). However, function is preserved in other 

brainstem areas capable of mediating various reflex 
responses ( Table 2.2 ). Cerebral metabolism in coma is 
usually globally decreased by �50%, although it can 
be increased in occasional cases of axonal shear injury 
(reviewed in  [17] ). Patients in coma are fully uncon-
scious. However, in contrast to brain death, during 
coma many simple or even complex reflex activities 
may occur via the brainstem. In addition, unlike in 
brain death, coma can be reversible. 

   On examination, patients in coma do not open their 
eyes or arouse even with vigorous noxious stimulation 
( Table 2.3 )  [6] . Some patients may grimace or make 
unintelligible sounds in coma       [6, 18] , but they do not 
orient towards stimuli, or exhibit any psychologic-
ally meaningful or purposeful responses, since these 
behaviours are mediated by the cortex. Brainstem 
responses, on the other hand, can occur. Since coma is 
often associated with brainstem lesions, the brainstem 
responses which occur are frequently abnormal. For 
example, patients in coma may show pupillary light 
responses, but the pupils may be abnormal in size 
and/or shape, with large or irregular pupils seen in 
midbrain compression (e.g., tentorial herniation with 
compression of oculomotor parasympathetic fibers), 
and small pupils seen in pontine lesions (damage to 
descending sympathetic fibers in lateral tegmentum). 
A variety of abnormal spontaneous eye movements 
occur, including ocular bobbing (associated with pon-
tine lesions), and slow roving eye movements            [18, 
31–33] . Vestibulo-ocular reflex eye movements can be 
induced either by oculocephalic or caloric stimulation, 
although the rapid phases are usually suppressed in 
coma. Pontine and medullary circuits may enable cor-
neal, jaw jerk, gag, cough, and swallowing reflexes to 
occur in some patients. Brainstem control of circula-
tory and respiratory function can be preserved, but 
may also be abnormal, especially if the lower brain-
stem is involved. A variety of abnormal breathing 
patterns can be observed in coma, including Cheynes-
Stokes respiration, central hyperventilation, apneus-
tic, and ataxic breathing        [6, 18] . Patients in coma often 
require intubation both for ventilatory support and 
for airway protection. Cranial nerve responses that 
are thought to depend on cortical function, such as 
blink to visual threat, eye closure to bright light, and 
optokinetic nystagmus, are absent in coma. 

  Patients in coma may have characteristic flexor or 
extensor posturing reflexes of the upper and lower 
extremities ( Table 2.3 ), mediated by descending brain-
stem pathways. Flexor or extensor posturing can be 
stimulus induced or spontaneous, and is sometimes 
mistaken for seizures. Other spontaneous purpose-
less movements of the limbs and myoclonus are not 
uncommon in coma. Patients may have purposeless, 
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coordinated automatisms including repetitive scratch-
ing, rubbing, squeezing, or patting movements  [18],
although this may be controversial since recent criteria 
include such movements in the minimally conscious 
state [4] . Shivering movements can certainly be seen 
in coma [18] , and may arise from the brainstem reticu-
lospinal tract [34] . However, purposeful (as opposed 
to reflex) withdrawal from noxious stimuli, or other 
responses demonstrating volition, do not occur in 
coma. Distinguishing purposeful withdrawal from 
reflex responses requires some skill, and repeated 
careful observations, although as already discussed, 
repeated noxious stimuli should be avoided when 
possible, and performed with sensitivity to the patient 
and family. Purposeful responses can be distinguished 
from reflex if the direction of movement is different 
for pinch to the flexor and extensor (or medial and lat-
eral) surfaces of a limb, and if the movement changes 
to avoid the stimulus. In addition, abduction of the 
arm at the shoulder or of the leg at the hip joint is 
not usually seen during reflex responses  [18] . In con-
trast, reflex responses tend to be stereotyped, and to 
have the same pattern regardless of how elicited. The 
same stereotyped posturing reflexes can often be elic-
ited even by stimuli in a different part of the body. 
In addition to brainstem reflexes, spinal cord reflexes 
(e.g., tendon reflexes, lower extremity triple flexion) 
can also be seen in coma and need to be distinguished 
from purposeful responses. 

  A major feature of coma which distinguishes it from 
vegetative state is the lack of sleep–wake cycles. Also, 
unlike the vegetative state, patients in coma do not open 
their eyes or arouse even with vigorous noxious stimu-
lation ( Table 2.3 ) [6] . As has already been discussed, 
coma usually does not last longer than 2–4 weeks since 
within this time most patients either deteriorate, or 
emerge into vegetative state or better stages of recovery. 

   In summary, patients in coma are deeply uncon-
scious, and have no signs of arousal even with vig-
orous stimulation. Some responses can be seen, 
mediated by brainstem and spinal cord reflexes. 

    Vegetative State      1    

   Like coma, patients in a vegetative state do not 
have meaningful responses to any external stimuli, 
but can exhibit brainstem and spinal reflexes  [16] . The 
major distinction from coma is the presence of rudi-
mentary arousal/orienting responses and sleep–wake 

cycles in the vegetative state. Cortical function is 
markedly depressed in vegetative patients, like in 
coma, as evidenced by �50% reduction in cerebral 
metabolism [35] . However, in the vegetative state, 
metabolic function of the brainstem, hypothalamus, 
and basal forebrain are reported to be relatively 
spared  [17] . Unlike coma, sufficient diencephalic and 
upper brainstem activating function is present in the 
vegetative state to generate periods of eye opening, as 
well as primitive orienting reflexes ( Figure 2.1C ;  Table 
2.2 ). Vegetative state can occur after patients emerge 
from an acute catastrophic brain insult causing coma, 
or can also be seen in degenerative or congenital ner-
vous system disorders, or after an acute insult with-
out a preceding interval of coma. Vegetative state 
lasting more than 1 month is called a persistent veg-
etative state [14] . Prognosis is discussed in a later 
chapter of this volume. The two most common find-
ings on pathology in vegetative state are necrosis of the 
cerebral cortex, thalamus and brainstem (usually seen 
after anoxic injury) and diffuse   axonal shear injury 
(usually seen after trauma), although other pathological 
findings can be seen in degenerative, developmental, 
and other disorders          [5, 14, 36] . Less commonly, veg-
etative state can occur with involvement mainly of the 
thalamus, as in the highly publicized case of Karen 
Ann Quinlan [37] . Patients in the vegetative state, like 
in coma, are completely unconscious of themselves 
and their surroundings. 

   The diagnosis of the vegetative state requires spe-
cial attention, since both false positive and false nega-
tive diagnoses can occur relatively easily          [2, 3, 38] .
Repeat examination is often necessary at different 
times of the day, and input from family members can 
be helpful [2] . 

   Examination of patients in the vegetative state 
reveals no purposeful responses to verbal, visual, 
auditory, tactile, or noxious stimulation ( Table 2.3 ). In 
addition, patients in the vegetative state have bowel 
and bladder incontinence       [15, 14] . Unlike coma, 
patients in the vegetative state may open their eyes 
in response to stimulation, and exhibit spontaneous 
sleep–wake cycles. They also have spontaneous open-
ing of the eyes, purposeless eye movements, blinking, 
and trunk or limb movements during the awake por-
tion of sleep–wake cycles       [15, 14] . Patients may grunt, 
moan, or make other unintelligible sounds, but pro-
duce no meaningful language. They can smile, shed 
tears, cry, and some patients in the vegetative state will 
grimace in response to a painful stimulus, or exhibit 
startle myoclonus       [15, 14] . These responses all occur 
in a stereotyped but not in a contextually appropri-
ate manner [17] . Rarely, well documented cases have 
been observed of patients with isolated preserved 

1  Terms such as coma vigil, neocortical death, or apallic syndrome 
were used in the past for vegetative and similar states, but are 
imprecise, and are no longer used today.  
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functions (e.g., saying a single word unrelated to 
external stimuli) in patients who otherwise fit all cri-
teria for vegetative state, and showed no evidence of 
long-term recovery  [17] . These cases are exceptional, 
however, and any intelligible speech is usually con-
sidered incompatible with the vegetative state. 

   Like in coma, brainstem and cranial nerve reflex 
responses can occur in the vegetative state ( Table 2.3 ). 
An important feature of vegetative state is the absence 
of sustained tracking eye movements (visual pursuit). 
The return of tracking eye movements is one of the 
earliest signs of recovery from the vegetative state 
 [14] . Care must be taken, since ability to track may 
depend on the inherent interest or other features of 
the  stimulus used  [39] . Some patients in the vegeta-
tive state can have primitive orienting reflexes, con-
sisting of eyes and head turning towards a visual or 
auditory stimulus, presumably mediated by brain-
stem circuits; however, sustained or consistent visual 
pursuit or fixation is usually considered incompatible 
with the vegetative state [14] . Optokinetic nystagmus 
is also thought to depend on the cortex and is often 
absent; however, no formal studies have been done in 
the vegetative state, and anecdotal observations sug-
gest it may occur in some cases. Care is necessary in 
the examination, since roving eye movements in the 
vegetative state can sometimes be mistaken for visual 
tracking. In addition, although vegetative patients 
may occasionally have basic orienting movements 
towards a stimulus, they do not localize a noxious 
stimulus by moving another limb to remove it (i.e., 
they may move grossly towards a stimulus, but do 
not actually reach the target by touching the stimu-
lated point). 

   Blink to visual threat suggests neocortical function, 
and caution has been advised in diagnosing vegetative 
state in the presence of this response  [14] . However, 
some consider response to visual threat to be 
compatible with the diagnosis of vegetative state         [2, 
16, 17] . Conversely, absence of blink to threat does 
not prove lack of awareness, since patients with brain 
injury often have severe visual impairment  [3] . Similar 
considerations to blink to visual threat likely also 
apply to testing eye closure in response to bright light. 

   Patients in the vegetative state do not have coord-
inated chewing and swallowing, however, they may 
have preserved gag, cough, suck, and swallow reflexes, 
and may exhibit some spontaneous chewing move-
ments         [15, 5, 14] . Some studies report that a significant 
number of vegetative patients are  capable of receiving 
nutrition by the oral route following a  careful swallow-
ing evaluation       [40, 41] . However, because aspiration 
risk is high       [42, 43] , the majority of vegetative patients 
are fed by enteral tube feeds  [44] . 

   Brainstem and hypothalamic autonomic functions 
are preserved in the vegetative state. This often allows 
sufficient digestive, cardiac, respiratory, thermoregu-
latory, and salt and water homeostasis for patients to 
survive for long periods of time if nutrition and nurs-
ing care are provided. 

   On sensory–motor examination of the limbs ( Table 
2.3 ), patients in the vegetative state can show reflex 
responses or posturing mediated by the brainstem 
and spinal cord, but do not exhibit purposeful limb 
withdrawal, or localization of stimuli using another 
limb. Like in coma, limb abduction or non-stereotyped 
withdrawal in response to stimuli on different sides 
of the same limb is thought to not occur in vegetative 
state; however, this has not been formally studied and 
exceptions may exist. A variety of spontaneous pur-
poseless trunk or limb movements can be seen during 
the awake portion of sleep–wake cycles in the veg-
etative state       [14, 15] . Fragments of undirected coord-
inated movements such as scratching were described 
in early studies of vegetative state [16]  and coma  [18] , 
however, in more recent work such movements are 
considered evidence for the minimally conscious state 
 [4] . Although a primitive grasp reflex may be seen in 
the vegetative state  [16] , reaching for objects or hold-
ing them in a manner to accommodate their size and 
shape is considered evidence for consciousness  [4] , 
and is not part of the vegetative state. 

  In summary, patients in the vegetative state can open 
their eyes and exhibit basic orienting responses, but show 
no conscious, purposeful activity. Reflexes and other 
movements are seen, mediated by the brainstem, spinal 
cord, and brainstem–diencephalic arousal systems. 

    NEUROLOGICAL EXAMINATION 
IN OTHER STATES OF IMPAIRED 

CONSCIOUSNESS

    Minimally Conscious State 

   The minimally conscious state was defined rela-
tively recently in an effort to promote research and 
understanding of patients with severely impaired con-
sciousness, but who do not meet diagnostic criteria 
for coma or vegetative state because they demonstrate 
some inconsistent but clear evidence of consciousness 
         [4, 5, 17] . Prognosis, diagnosis, and treatment of the 
minimally conscious state are still under investigation 
in this relatively newly defined category of impaired 
consciousness, but recommended criteria for diagno-
sis were established by the multi-disciplinary Aspen 
Workgroup  [4] . In the minimally conscious state, 
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there is variable impaired function of the cerebral 
cortex, diencephalon, and upper brainstem ( Figure 
2.1D ). This allows occasional conscious behaviours to 
occur, unlike in vegetative state or coma. Patients may 
enter the minimally conscious state as they emerge 
from coma or vegetative state, or they can become 
 minimally conscious as a result of acute injury, or 
chronic degenerative or congenital conditions. 

   Examination of patients in the minimally conscious 
state ( Table 2.3 ) reveals severely impaired conscious-
ness, along with some inconsistent or variable evi-
dence of preserved consciousness. This may include 
one or more of the following: following of simple 
commands, vocalization or gestures that depend on 
linguistic content of questions (e.g., indicate yes/no 
by either gestures or verbal response to questions, 
regardless of accuracy), smiling or crying in appropri-
ate response to emotional but not to neutral stimuli, 
intelligible verbalization or gestures, sustained visual 
fixation or pursuit, localization of noxious or non-
noxious stimuli, purposeful reaching for objects, and 
holding or touching objects in a manner that accom-
modates size and shape [4] . Note that all of these 
responses are absent in coma or vegetative state ( Table 
2.3 ), but can be seen in the minimally conscious state. 
These responses in minimally conscious state are 
inconsistent, but are reproducible enough to distin-
guish them from reflex or coincidental spontaneous 
movements. Prolonged and repeated evaluation is often
necessary to make this distinction, and to determine 
with confidence whether some preserved conscious-
ness is present          [2, 4, 5] . As in the vegetative state (but 
unlike in coma), patients in the minimally conscious 
state do have sleep–wake cycles [4] . 

   Patients are considered to no longer be in the 
minimally conscious state if they display functional 
interactive communication, or functional use of two 
different objects  [4] . Functional interactive communi-
cation was defined by the Aspen Workgroup as  ‘ accur-
ate yes/no responses to six of six basic situational 
orientation questions on two consecutive evaluations ’
(e.g., ‘ Are you sitting down? ’  or  ‘ Am I pointing to the 
ceiling? ’ ). Functional object use was defined as  ‘ gen-
erally appropriate use of at least two different objects 
on two consecutive evaluations ’  (e.g., bringing a 
comb to the head, or a pencil to a sheet of paper) [4] . 
Functional interactive communication need not occur 
verbally for these criteria, but could also take place 
through writing, yes/no signals, or other forms of 
communication [4] . 

  As in other states of impaired consciousness, 
repeated testing is often necessary to confirm the 
diagnosis of minimally conscious state         [2, 5, 17] . It is 

also important to exclude impaired responses due to 
factors other than diminished level of consciousness, 
such as sensory or motor impairment, aphasia, agno-
sia, apraxia, or impaired motor initiation as in akinetic 
mutism [4] .

    Stupor, Obtundation, Lethargy, Delirium, 
Dementia

   There is a wide continuum of levels of conscious-
ness between coma and the fully awake state. Aside 
from the vegetative state, and minimally conscious 
states, a variety of more poorly defined terms are 
sometimes used to describe different states along this 
continuum, including lethargy, hypersomnia, obtun-
dation, stupor, semi-coma, etc. Although these terms 
can sometimes be useful shorthand for patients with 
partially impaired consciousness, they are imprecise, 
and further details are needed to more fully describe 
the patient’s level of consciousness [18] . Generally, it 
is best in these cases to document the patient’s level of 
alertness with a specific statement of what the patient 
did in response to particular stimuli, instead of rely-
ing on jargon. For example, the term stupor has been 
applied to patients who arouse briefly with vigorous 
stimulation [6] . However, it is much more informa-
tive to other clinicians if instead of using this term, a 
description is provided, for example  ‘ nail bed pres-
sure, or pressure to the supraorbital ridge caused the 
patient to briefly open their eyes, moan, and push 
away the examiner with one hand before lapsing back 
into unresponsiveness ’ . Similarly, patients who are 
obtunded, lethargic, or hypersomnolent are all awake 
at times but have diminished responses, and are much 
better described by using specific examples, than by 
these labels. 

   Much has been written about delirium, confusional 
state, encephalopathy, and organic brain syndrome, 
which are all terms for an acute or subacute disor-
der of attention and self-monitoring, in which there 
is usually a waxing and waning level of conscious-
ness. Classically, this is caused by toxic or metabolic 
disturbances, but can also be seen in febrile illnesses, 
head trauma, or following seizures. Examination of 
these patients requires care to distinguish a general 
deficit in arousal and attention, from focal neurobe-
havioural deficits. 

   In dementia, which includes Alzheimer’s and other 
disorders in which there is a decline in cognitive abil-
ity, the level of consciousness is not typically affected 
until the end stages, although the content of con-
sciousness clearly is. 
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Transient States of Impaired Consciousness

Several disorders can cause relatively brief epi-
sodes of impaired consciousness. These include syn-
cope, seizures, transient ischemic attack, narcolepsy, 
migraine, hypoglycemia, and psychiatric disorders. 
The neurological examination of patients during and 
after transient episodes of impaired consciousness can 
provide crucial information about the localization and 
differential diagnosis. We will discuss these transient 
disorders of impaired consciousness only briefly here, 
as they are covered extensively in standard neurol-
ogy texts. In vasovagal syncope, patients may report 
a darkening of vision (“blacking out”) and then typi-
cally become limp and unresponsive, with skin often 
pale, cool, and sweaty to the touch. Patients are usu-
ally flaccid, although in some cases jerking move-
ments (convulsive syncope) can occur. Duration is 
brief (less than 1–2 minutes). Afterwards, patients 
classically have an immediate return of normal mental 
status with no deficits, although some mild lethargy is 
fairly common following syncope. Other cardiac dis-
orders, hypotension, and arrhythmias can also cause 
transient impaired consciousness with similar fea-
tures, but may have longer duration and if sustained 
can lead to anoxic brain injury. Seizures have variable 
effects on consciousness depending on the seizure 
type (see Chapter 19). Unlike syncope, seizures or 
transient ischemic attacks often produce mental sta-
tus changes or other neurological deficits which per-
sist for a period of time after the episode has ended. 
Vertebrobasilar transient ischemic attack, or migraine 
involving the vertebrobasilar system can cause tran-
sient impairment of consciousness, often with asso-
ciated brainstem abnormalities on neurological 
examination. Intermittent obstruction of cerebrospinal 
fluid flow, as in colloid cyst of the third ventricle, can 
sometimes cause transient impairment of conscious-
ness, as can hypoglycemia, narcolepsy, and psychiat-
ric disorders (e.g. dissociative episodes, conversion 
disorder), each with their own distinctive features on 
neurological examination.

    Status Epilepticus 

  An important consideration in the differential diag-
nosis of non-transient disorders of consciousness is 
status epilepticus, meaning continuous seizure activ-
ity. Although seizures are often easy to recognize, in 
some cases of non- convulsive status epilepticus only 
subtle twitching or no motor activity at all may be 
present. Case series of electroencephalograms (EEG) 

performed in patients with disorders of consciousness 
have found a high incidence of non-convulsive status 
epilepticus       [45, 46] , and persistent non-convulsive sta-
tus epilepticus is also fairly common after treatment 
of overt status epilepticus       [47, 48] . EEG is therefore 
advisable in all patients for which a clear cause of 
impaired consciousness is not known. It is important 
also to note that some cases of status epilepticus may 
cause only subtle alterations of consciousness, par-
ticularly with prolonged spike-wave discharges        [49, 
50] . Additional discussion of impaired consciousness 
in epileptic seizures can be found in Chapter 19 of this 
volume.

    Sleep and Narcolepsy 

   Consciousness is altered during sleep, whether 
occurring normally, or as part of a sleep disorder such 
as narcolepsy. Although both coma and sleep involve 
lying with eyes closed and unresponsiveness to the 
environment, they can usually be distinguished rela-
tively easily since comatose patients are unarousable 
regardless of the stimulus, and patients in coma do 
not undergo cyclical variations of state as seen dur-
ing sleep. Fisher has described similarities between 
sleep and coma in some detail, and noted that in some 
stages of sleep patients may be nearly unarousable, 
have roving eye movements, small pupils despite the 
darkness, flaccid immobile limbs, decreased or absent 
tendon reflexes, and unilateral or bilateral Babinski 
signs [18] . In lighter stages of sleep (stages I and II), 
there may be occasional spontaneous limb movements 
and slow roving eye movements. Most awareness 
of the surrounding environment is lost in stages I and 
II of sleep. During slow-wave sleep (stages III and
IV), muscle tone is diminished, breathing is slow 
and deep, individuals are unaware of external events, 
and may be difficult to arouse. After slow-wave sleep, 
muscle tone decreases further, but the eyes exhibit 
fast movements, and dreaming commonly occurs in 
so-called rapid eye movement (REM) sleep. Individuals 
can be aroused from REM sleep relatively easily. In 
narcolepsy, fragments of REM sleep intrude during 
waking, which can cause sudden onset of REM sleep, 
and loss of awareness of the surroundings, resembling 
other transient states of impaired consciousness.  

    Akinetic Mutism, Abulia, Catatonia 

   There are several states of profound apathy that, 
in the extreme, can resemble vegetative or minimally 
conscious states. These include akinetic mutism, 
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abulia, and catatonia. These disorders have in com-
mon dysfunction of circuits involving the frontal 
lobes, diencephalon, and ascending dopaminergic 
projections, important to initiation of motor and 
 cognitive activity. In akinetic mutism          [6, 51, 52]  the 
patient appears fully awake, and unlike the veg-
etative state, they will visually track the examiner. 
However, they usually do not respond to any com-
mands. Akinetic mutism can be viewed as an extreme 
form of abulia, often resulting from frontal lesions, 
in which patients usually sit passively, but may occa-
sionally respond to questions or commands after a 
long delay. In some patients, abulia or akinetic mut-
ism can be reversed with dopaminergic agonists. 
Some consider akinetic mutism to be a subcategory 
of the minimally conscious state [53] , however, the 
Aspen Workgroup considered akinetic mutism to be 
primarily a defect in motor initiation rather than 
in consciousness [4] . Catatonia is a similar akinetic 
state that can occasionally be seen in advanced cases 
of schizophrenia. Again, frontal and dopaminer -
gic dysfunction have been implicated. Other, related 
akinetic– apathetic states include advanced parkinson-
ism, severe depression, and the neuroleptic malignant 
syndrome. 

    Neglect, Agnosia and Other Neurobehavioural 
Deficits

  Although not usually considered among the dis-
orders of consciousness, a variety of focal brain 
lesions can cause neurobehavioural deficits which 
impair the content, if not the level of conscious-
ness. For example, in agnosias perception occurs 
but is stripped of its usual meaning, leading to loss 
of awareness in a specific realm. Thus, patients with 
prosopagnosia are unconscious of the connection 
between a particular face and that person’s identity, 
and patients with anosognosia are unaware of their 
own illness. Aphasia can cause lack of awareness 
of language meaning and formulation, and disrup-
tion of the ‘ inner voice ’   forming the usual narrative 
of our conscious experience. Patients with neglect, 
typically caused by large non-dominant hemisphere 
lesions, are more obviously unaware of the contralat-
eral environment and even of their own bodies. Large 
non-dominant hemisphere lesions often cause def-
icits in arousal, in addition to hemispatial neglect and 
inattention [54] . Other disorders of attention, simi-
larly, lead to impaired awareness of certain stimuli, 
and in that sense could be considered a disorder of 
consciousness.

    STATES RESEMBLING IMPAIRED 
CONSCIOUSNESS

    Locked-in Syndrome 

   Patients who have absent motor function, but 
maintain intact sensation and cognition are said to 
be  ‘ locked-in ’ . The locked-in syndrome can some-
times be mistaken for coma       [53, 55] . Unlike coma, 
 however, these patients are conscious, and may be 
able to communicate through vertical eye movements 
or eye blinks. The usual cause of locked-in syndrome 
is an infarct in the ventral pons (basilar artery terri-
tory) affecting the bilateral corticospinal and corti-
cobulbar tracts. Less common causes include other 
lesions of the pons (haemorrhage, tumour, enceph-
alitis, multiple sclerosis, central pontine myelinolysis), 
lesions in the bilateral cerebral peduncles or internal 
capsules, or severe disorders of peripheral nerve 
(most commonly acute inflammatory demyelinating 
polyneuropathy), muscle, or the neuromuscular 
junction.

   In the locked-in syndrome, the spinal cord and cra-
nial nerves do not receive signals from the cortex, and 
the patient is unable to move. Sensory pathways and 
the diencephalic/upper brainstem activating systems 
are spared. The patient is therefore, fully aware, and 
able to feel, hear, and understand everything in their 
environment. Brain metabolism is relatively normal in 
the locked-in syndrome        [17, 35] .

  Examination of patients with the locked-in syn-
drome requires special attention to detect residual 
subtle movements they may use to signal conscious 
awareness through responses to questions or com-
mands. Horizontal eye movements depend on pontine 
circuits, and are usually absent in the locked-in syn-
drome. However, vertical eye movements and eyelid 
elevation are controlled by a region in the tegmen-
tum of the rostral midbrain, which is often spared in 
the locked-in syndrome. Patients with locked-in syn-
drome, therefore, often have sparing of vertical eye 
movements and eye opening, and can communicate 
using these eye movements. Responses to yes–no ques-
tions or communication using a letter board are labori-
ous but possible under these circumstances. Special 
computer interfaces based on eye movements have 
been developed for patients with locked-in syndrome. 
One French journalist even wrote an entire book after 
becoming locked-in ( The Diving Bell and the Butterfly ) . 
Consideration and sensitivity are  appropriate in these 
profoundly disabled individuals who may retain full 
awareness of their surroundings, along with very 
active emotional and intellectual responses. 
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   Establishment of the ability to communicate is the 
most critical part of the neurological examination in 
the locked-in syndrome. Other portions of the exam-
ination may reveal, as in coma, brainstem and spinal 
cord reflexes that occur without volitional control, 
and abnormal reflexes can be present depending on 
the specific lesion location.  

    Dissociative Disorders, Somatoform Disorders 

   Several psychological disorders can cause patients 
to appear as if in a coma. In addition to catatonia and 
severe depression mentioned above, patients may 
be unresponsive when in a dissociative state, often 
resulting from severe emotional trauma. Somatoform 
disorders such as conversion disorder, somatization 
disorder, or factitious disorder can also sometimes 
produce states resembling coma, sometimes called 
 ‘ pseudocoma ’         [56, 57] . Often these can be distin-
guished from coma by a carefully performed neuro-
logical examination, which usually reveals responses 
that are not consistent with coma, decreased con-
sciousness, or the locked-in syndrome. Well-known 
examples include the hand drop test (patients in pseu-
docoma will avoid striking their own face when their 
hand is released over their face) and optokinetic nys-
tagmus (absent in coma; however, the response may 
also be suppressed in patients who do not focus on 
the visual stimulus). However, in some cases of pos-
sible psychiatric disorders resembling impaired con-
sciousness vs. organic disorders causing some degree 
of lethargy, the diagnosis may not be obvious. 

    SUMMARY AND CONCLUSIONS 

  The neurological examination is crucial in the evalu-
ation of patients with disorders of consciousness. We 
have discussed special considerations in perform-
ing the neurological examination in this population, 
including strategies for improving diagnostic yield, 
and the importance of sensitivity to patients and 
families facing these challenging disorders. We have 
reviewed the neuroanatomical basis of the major dis-
orders of consciousness, including brain death, coma, 
vegetative state, minimally conscious state, and other 
conditions ( Figure 2.1 ). Findings on neurological 
examination were discussed for each of these condi-
tions (         Tables 2.1–2.3 ), making it clear that apparently 
small details can make a big difference in patient 
diagnosis, treatment, and outcome. For example, sub-
tle eye movements or other minimal movements may 
be the only indication that an apparently comatose 

patient is in fact fully conscious, but ‘ locked-in ’ . Limb 
movements occur in all disorders of consciousness, 
but depending on the details, these movements could 
indicate that the patient is either responding purpose-
fully, or exhibiting brainstem reflexes, or is capable 
of only spinal reflexes consistent with brain death. 
Patients in the minimally conscious state or with aki-
netic mutism may appear on casual observation to 
have no purposeful responses, but on more careful 
and protracted examination reveal evidence of con-
sciousness. These examples, and many others, demon-
strate that crucial distinctions can made upon careful 
neurological examination of patients with disorders of 
consciousness.

   Much additional work is needed to better define the 
examination findings in disorders of consciousness, 
and to relate specific deficits and preserved functions 
to long-term outcome based on large studies, ideally 
performed in a prospective manner. In addition, the 
anatomical basis of specific deficits and preserved 
functions in disorders of consciousness require further 
study. Improvements in structural neuroimaging have 
greatly facilitated the ability to correlate impaired 
function with specific anatomical brain regions in a 
manner that was only possible previously with post-
mortem studies. Furthermore, functional neuroimag-
ing has the potential to revolutionize how patients 
with disorders of consciousness are evaluated, since 
these methods could ultimately reveal internal con-
scious mental activity not apparent based on exter-
nal behaviour         [58–60] . Additional investigations will 
likely lead to a very different future understanding 
of neurological examination findings in patients with 
disorders of consciousness.  
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  The idea that regional cerebral blood flow (rCBF) 
is intimately related to brain function goes back more 
than a century ago. As often the case in science, this 
idea was initially the result of unexpected observations 

(see  Box 3.1   ). In what follows we will introduce the 
area of functional brain imaging (i.e., positron emis-
sion tomography or PET, single photon emission tom-
ography or SPECT, functional magnetic resonance 
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O U T L I N E

C H A P T E R

 ABSTRACT 

 While philosophers have for centuries pondered upon the relation between mind and brain, neuroscientists have 
only recently been able to explore the connection analytically – to peer inside the black box. This ability stems 
from recent advances in technology and emerging neuroimaging modalities. It is now possible to produce not only 
remarkably detailed images of the brain’s structure (i.e., anatomical imaging) but also to capture images of the 
physiology associated with mental processes (i.e., functional imaging). We are able to  ‘ see ’  how specific regions 
of the brain  ‘ light up ’  when activities such as reading this book are performed and how our neurons and their 
elaborate cast of supporting cells organize and coordinate their tasks. As demonstrated in the other chapters of 
this book, the mapping of cognitive processes (mostly by measuring regional changes in blood flow, initially 
by positron emission tomography or PET and currently by functional magnetic resonance imaging or fMRI) is 
providing insight into the functional neuroanatomy of consciousness.     
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imaging or fMRI, electroencephalography or EEG, 
event-related potentials or ERPs, magnetoencephalog-
raphy or MEG, magnetic resonance spectroscopy or 
MRS and transcranial magnetic stimulation or TMS). 
Each technique provides different information and 
has its own advantages and disadvantages in terms of 
cost, safety and temporal and spatial resolution ( Figure 
3.2   ). After briefly discussing the functional neuroim-
aging techniques, we will present a short overview of 
study design and methods to process and analyse the 

   BOX 3.1 

    MEASURING BLOOD FLOW AS AN INDEX OF NEURAL ACTIVITY      

Bertino to perform a mental calculation and again he 
observed an increase in pulsations and, presumably, in 
blood fl ow as the subject began the calculation and a 
second rise just as he answered. This was the fi rst study 
ever to suggest that measurement of cerebral blood fl ow 
might be a way of assessing human cognition. 

  Charles Roy and Charles Sherrington further char-
acterized this relationship. They suggested that  ‘ the 
brain possesses an intrinsic mechanism by which its 
vascular supply can be varied locally in correspondence 
with local variations of functional activity ’ . One of the 
most extraordinary examples of this relationship was 
observed in Walter K., a German American sailor who 
consulted Dr John Fulton for a humming noise in his 
head. Fulton, when listening with a stethoscope at the 
back of his patient’s head, confi rmed this bruit and 
organized an exploratory intervention. During neuro-
surgery, a large arteriovenous malformation overlying 
the visual cortex was observed. An attempt to remove 
the malformation failed and left Walter with a bony 
defect. His physicians could now hear the bruit even 
more clearly. The patient mentioned that the noise in 
his head became louder when he was using his eyes. As 
Dr Fulton later published in Brain ,  ‘ It was not diffi cult 
to convince ourselves that when the patient suddenly 
began to use his eyes after a prolonged period of rest in 
a dark room, there was a prompt and noticeable increase 
in the intensity of his bruit ’   [3] . Fulton’s studies made 
him postulate that it was the effort of trying to discern 
objects that were just at the limit of his patient’s acuity 
which brought on the increases of the bruit. Merely shin-
ing light into his eyes when he was making no mental 
effort had no effect. This was a remarkable observa-
tion, the signifi cance of which would not be appreciated 
for many years. It was probably the fi rst ever recorded 
result of top-down infl uences on sensory processing  [2] . 

   The Italian physiologist Angelo Mosso studied pul-
sations of the living human brain that keep pace with 
the heartbeat  [1] . These pulsations can be observed 
on the surface of the fontanelles in newborn children. 
Mosso believed that they refl ected blood fl ow to the 
brain. He observed similar pulsations in an adult with 
a post- traumatic skull defect over the frontal lobes. 
While studying this subject, a peasant named Bertino, 
Mosso observed a sudden increase in the magnitude of 
the  ‘ brain’s heartbeats ’  when the ringing church bells 
signalled the time for a required prayer (indicated by 
arrow in  Figure 3.1   ). The changes in brain pulsations 
occurred independently of any change in pulsations 
in the forearm. Mosso understood that the bells had 
reminded Bertino of his obligation to say a silent Ave 
Maria. Intrigued by this observation, Mosso then asked 

data. We will here not discuss structural neuroimaging 
(i.e., x-ray computed tomography or CT and magnetic 
resonance imaging or MRI – see  Box 3.2   ).

    POSITRON EMISSION TOMOGRAPHY 

  PET has its roots in tissue autoradiography, a 
method used for many years in animal studies 

Forearm

Frontal
skull
defect

Brain

Angelo Mosso’s ‘Cerebral Pulsometer’
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FIGURE 3.1    The  ‘ brain’s heartbeats ’  recorded during inner 
speech (saying a silent Ave Maria indicated by the arrow) 
(1881). Source : Adapted from Posner and Raichle  [2] .    
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to investigate organ metabolism and blood flow. 
Researchers in the field of tissue autoradiography 
became fascinated when CT was introduced in the 
1970s. They realized that if the anatomy of an organ 
could be reconstructed by passing an x-ray beam 

through it, the distribution of a previously adminis-
tered radioisotope could also be reconstructed  in vivo . 
They simply had to measure the emission of radio-
activity from the body section. With this insight was 
born the idea of autoradiography of living human sub-
jects. A crucial element was the choice of the radioiso-
tope. A class of radioisotopes was selected that emitted 
positrons (i.e., particles identical to electrons except 
that they carry a positive charge). A positron will 
immediately combine with a nearby electron. They will 
annihilate each other, emitting two gamma rays in the 
process. Because each gamma ray travels in opposite 
directions, detectors around the sample can detect the 
gamma rays and locate their origin. The crucial role of 
positrons in human autoradiography gave rise to the 
name positron emission tomography or PET  [5] . 

   Throughout the late 1970s and early 1980s, PET was 
rapidly developed to measure various activities in the 
brain, such as glucose metabolism, blood flow, oxygen 
consumption and uptake of drugs. Although PET is 
primarily a research tool for brain imaging, its increas-
ing availability in medical centres for oncology makes 
likely more widespread application to neurological 
diseases. The most frequently performed PET stud-
ies measure resting regional cerebral metabolic rates 

   BOX 3.2 

    STRUCTURAL NEUROIMAGING      

the details of biochemical status (MR spectroscopy or 
MRS), blood oxygenation level allowing functional acti-
vation studies (functional MRI or fMRI), cerebral blood 
compartment (MR angiography or MRA), perfusion 
(perfusion-weighted MRI or PWI), water molecular 
diffusion (diffusion-weighted imaging or DWI), cer-
ebral microstructure and fi ber tracking (using diffusion 
 anisotropy effects measured by diffusion tensor imag-
ing or DTI), magnetization transfer (MT) imaging, etc. 

  At present, MRI is the procedure of choice for the 
structural imaging of the brain. However, it is suscep-
tible to movement artifacts and patients who are on life 
support systems, have gunshot wounds or who have 
implanted MRI incompatible material (pacemakers, 
prostheses … ), still represent problems. The main limit 
on the wealth of diagnostic information that can be 
obtained for each patient is in the duration of the pro-
cedure. Ongoing refi nements of fMRI, MRA, MRS, PWI, 
DWI, DTI and other MR techniques are allowing them 
to fi t into routine clinical practice.  

   The modern era of medical imaging began in the 
early 1970s with the introduction of a remarkable tech-
nique called x-ray computed axial tomography, now 
known as CAT, x-ray CT or just CT. It changed forever 
the practice of neurology because, for the fi rst time, 
clinicians could non-invasively view the living brain 
(standard x-rays only reveal bone and some surround-
ing tissues). Second, it stimulated engineers and sci-
entists to consider alternative ways of creating images 
of the body’s interior using similar mathematical and 
computerized strategies for image reconstruction (e.g., 
SPECT and PET)  [2] . Despite its wide availability, CT 
has been replaced by the more sensitive MRI as the pro-
cedure of choice for cerebral imaging. MRI stands for a 
vast and varied array of techniques that use no ionizing 
radiation and provides an enormous range of informa-
tion. From an established ability to provide high- quality 
structural information, MR techniques are rapidly 
advancing and provide other clinically relevant physio-
logical information as spectroscopic studies illuminating 
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FIGURE 3.2    Approximation of the resolution in time and space 
of the most commonly employed functional neuroimaging tech-
niques based on measurements of haemodynamic (fMRI, PET and 
SPECT) and electrical (EEG and MEG) activity of the brain. Source : 
Adapted from  [4] .    
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for glucose (rCMRGlu) or changes in rCBF as indirect 
index of neural synaptic activity  [6] . Recent devel-
opments are PET/CT combined imaging (offering 
improved attenuation correction and co-registration 
or fusion of the functional PET image with a high ana-
tomical resolution CT image). 

   PET scanning involves the administration of positron-
emitting radionuclides with short half-lives in which 
particle disintegration is captured by multiple sensors 
positioned around the head. The radiotracer is admin-
istered into a vein in the arm and is taken up by the 
brain through the bloodstream. After a course of a few 
millimetres the positron will interact with an electron 
in the brain tissue and produce two high-energy pho-
tons, at approximately 180 degrees apart from each 
other. In the PET scanner, a ring of detectors around 
the patient’s head can detect these coincident photons. 
As the radioactive compound accumulates in different 
regions of the brain and positron annihilations occur, 
the scanner detects the coincident rays produced at all 
positions outside the head and reconstructs an image 
that depicts the location and concentration of the 
radioisotope within a plane of the brain. This emis-
sion scan is then corrected by comparison with the 
attenuation image made from a transmission scan of 
the subject’s head. PET studies involve the use of a 
cyclotron to produce the radioactive tracers. The type 
of information of the PET image is determined by the 
administered radiolabeled compound. Oxygen-15, 
fluorine-18, carbon-11 and nitrogen-13 are common 
radioisotopes, which can combine with other elements 
to create organic molecules that can substitute for nat-
ural substances, such as water, glucose, the L-DOPA, 
benzodiazepine receptor ligands, etc. Using differ-
ent compounds, PET can assess regional blood flow, 
oxygen and glucose metabolism, neurotransmitter 
and drug uptake in the tissues of the working brain. 
PET can sample all parts of the brain with equal reso-
lution and sensitivity. Typically, it can locate changes 
in activity with an accuracy of about 6       mm. 

   In the past decade, PET was the most widely used 
technique to assess the neural substrates of cogni-
tive processes at the macroscopic level, but it is now 
superseded by fMRI. PET remains a powerful tool in 
receptor imaging (e.g., assessment of neurotransmitter 
or drug uptake) and molecular imaging (e.g., assess-
ment of gene expression or protein synthesis) in both 
normal and pathological states [7] . 

    Cerebral Metabolic Rate for Glucose 

   To study regional cerebral glucose utilization, a 
positron-labelled deoxyglucose tracer is used (i.e., 

[18 F]fluorodeoxyglucose-FDG)  [8] . This tracer is 
taken up by active brain regions as if it was glucose. 
However, once inside the cell, FDG is phosphorylated 
by hexokinase to FDG-6-phosphate which is not a 
substrate for glucose transport and cannot be metab-
olized by phosphohexoseisomerase, the next enzyme 
in the glucose metabolic pathway. Thus, labelled FDG-
6-phosphate becomes metabolically trapped within 
the intracellular compartment. The amount of radio-
active label that eventually remains in each discrete 
region of the brain is related to the glucose uptake 
and metabolism of that particular region. An FDG-
PET scan summates approximately 30 minutes of cer-
ebral glucose metabolism and allows assessment of 
regional variations. However, given the half-life of  18 F 
(2 hours), it is less suited for brain activation studies.  

    Cerebral Blood Flow 

   Most PET activation studies rely on the adminis-
tration of radioactively labelled water – specifically, 
hydrogen combined with oxygen 15, a radioactive 
isotope of oxygen (H 215 O). The labelled water emits 
copious numbers of positrons as it decays (hydrogen 
isotopes cannot be used, because they do not emit 
positrons). In just over a minute after intravenous 
injection, the radioactive water accumulates in the 
brain, forming an image of blood flow. The radio-
activity of the water produces no deleterious effects. 
Oxygen 15 has a half-life of only 2 minutes; an entire 
sample decays almost completely in about 10 minutes 
(five half-lives) into a non-radioactive form. The rapid 
decay substantially reduces the exposure of subjects to 
the potentially harmful effects of radiation. Moreover, 
only low doses of the radioactive label are necessary. 
The fast decay and small amounts permit many meas-
ures of blood flow to be made in a single experiment. 
In this way, H 215 O-PET can take multiple pictures of 
the brain at work in different experimental conditions. 
Each picture represents the average neural activity of 
about 45 seconds. The total number of scans that can 
be made per subject (typically about 12 images) is 
 limited by the exposure to radiation.   

    SINGLE PHOTON EMISSION 
COMPUTED TOMOGRAPHY 

   In general, SPECT tracers are more limited than 
PET tracers in the kinds of brain activity they can 
monitor, but they are longer lasting. Thus, SPECT 
does not require an onsite cyclotron. However, most 
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SPECT technology is relatively non-quantitative, does 
not permit measured attenuation correction and has 
a spatial resolution inferior to that of PET. On the 
other hand, SPECT is less expensive and more widely 
available.

   Similar to PET, SPECT uses also radioactive tracers, 
but it involves the detection of individual photons 
(low-energy gamma rays) rather than positrons emit-
ted at random from the radionuclide to be imaged. 
Typical radionuclides include technetium-99m ( 99m Tc) 
and iodine-123 ( 123 I) with half-lives of respectively 6 
and 13 hours. On average, SPECT acquisition times 
are 20–30 minutes. 

   Frequently used radiolabeled agents for brain per-
fusion SPECT are Tc-99m-hexamethyl propylamine 
oxime (Tc-99m-HMPAO; a lipid soluble macrocyclic 
amine) and Tc-99m-bicisate ethyl cysteinate dimer (Tc-
99m-ECD). Long half-life, rapid brain uptake and slow 
clearance of most radiolabeled agents for brain per-
fusion SPECT offer the opportunity to inject the tracer 
at a time when scanning is impossible (e.g., during an 
epileptic crisis) and to scan (post-event) the associated 
distribution of activated brain regions. In addition to 
their use in determining perfusion, radiotracers can 
also be used to determine biochemical interactions 
such as receptor binding. For example, iodine-123 
labelled ligands such as IBZM, iodo-hydroxy-methoxy-
N -[(ethyl-pyrrolidinyl) methyl]-benzamide, have been 
developed for imaging the dopamine receptor system 
(IBZM is a D2 receptor agonist that shows high uptake 
in the striatum). 

    FUNCTIONAL MAGNETIC 
RESONANCE IMAGING 

   fMRI can detect an increase in blood oxygen con-
centration that occurs in an area of heightened neur-
onal activity. The basis for this capacity comes from 
the way neurons make use of oxygen. Functionally 
induced increases in blood flow are accompanied by 
alterations in the amount of glucose the brain con-
sumes but not in the amount of oxygen it uses. Indeed, 
despite the presence of abundant oxygen, the normal 
brain resorts to anaerobic metabolism during spurts 
of neuronal activity. Apparently, this physiological 
behaviour relies on tactics similar to that present in 
sprinter’s muscles. It is not yet fully understood why 
the brain acts this way. Additional blood to the brain 
without a concomitant increase in oxygen consump-
tion leads to a heightened concentration of oxygen in 
the small veins draining the active neural centres. The 
reason is that supply has increased, but the demand 

has not. Therefore, the extra oxygen delivered to the 
active part of brain simply returns to the general cir-
culation by way of the draining veins. 

   The commonest form of functional MRI is blood 
oxygenation level dependent (BOLD) imaging [9] . 
The BOLD signal depends on the ratio of oxygenated 
to deoxygenated haemoglobin. In regions of neur-
onal activity this ratio changes as increased flow of 
oxygenated blood temporarily surpasses consump-
tion, decreasing the level of paramagnetic deoxyhae-
moglobin. These localized changes cause increases in 
magnetic resonance signal, which are used as markers 
of functional activation. Ultrafast scanning can meas-
ure these changes in signal, which are mapped directly 
onto a high-resolution scan of the subject’s anatomy. 
fMRI studies require magnets with field strengths 
superior to one tesla (recent fMRI magnets are 7       T). 
Some concerns have been raised about the intensity of 
the magnetic field to which the tissues are exposed in 
MRI, but so far there are no known harmful biological 
effects. The largest limiting factor is the claustropho-
bia some subjects may suffer as in most instrument 
designs the entire body must be inserted into a rela-
tively narrow tunnel. Other limiting drawbacks are its 
susceptibility to subjects ’  movement artifacts and arti-
facts related to the use of metal-containing devices in 
the magnet (i.e., EEG wires … ).

    ELECTROENCEPHALOGRAPHY 

   EEG detects spontaneous brain electrical activity 
from the scalp. It provides temporal resolution in the 
millisecond range. However, traditional EEG technol-
ogy and practice provide insufficient spatial detail to 
identify relationships between brain electrical events 
and structures and functions visualized by fMRI. 
Recent advances help to overcome this problem by 
recording EEGs from more electrodes (experimental 
laboratories may use 256 electrodes), by registering 
EEG data with anatomical images, and by correcting 
the distortion caused by volume conduction of EEG 
signals through the skull and scalp. In addition, statis-
tical measurements of sub-second interdependences 
between EEG time series recorded from different 
locations can help to generate hypotheses about the 
instantaneous functional networks that form between 
different cortical regions during mental processing. 
Physiological and instrumental artifacts (e.g., subject’s 
eye or head movements, heartbeats or poor electrode 
contacts) can contaminate the EEG (and MEG). Care 
must be taken to correct or eliminate such artifacts 
before further analyses are performed. 
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  Scalp-recorded EEGs in the waking state in healthy 
adults normally range from several to about 75        μ V. 
The EEG signal is largely attributable to graded post-
 synaptic potentials of the cell body and large dendrites 
of vertically oriented pyramidal cells in cortical layers 
3–5. These are synchronized by rhythmic discharges 
from thalamic nuclei, with the degree of synchroniza-
tion of the underlying cortical activity reflected in the 
amplitude of the EEG. Most of the EEG signal origin-
ates in cortical regions near the recording electrode. 
The columnar structure of the cerebral cortex facilitates 
a large degree of their electrical summation rather 
than mutual cancellation. Thus, the EEG recorded at 
the scalp represents the passive conduction of currents 
produced by summating activity over large neuronal 
aggregates. Regional desynchronization of the EEG 
reflects increased mutual interaction of a subset of the 
population engaging in ‘ cooperative activity ’  and is 
associated with decreases in amplitude. 

   To measure the EEG, electrodes are attached to the 
scalp with a conducting paste. Each electrode is con-
nected with an electrically ‘ neutral ’  lead attached to 
the ear, nose, chin or chest (i.e., reference montage) or 
with an ‘ active ’  lead located over a different scalp area 
(i.e., bipolar montage). Differential amplifiers are used 
to record voltage changes over time at each electrode. 
These signals are then digitized with 12 or more bits 
of precision and are sampled at a rate high enough 
to prevent aliasing of the signals of interest. EEGs are 
conventionally described as patterns of activity in five 
frequency ranges: delta (less than 4       Hz), theta (4–7       Hz), 
alpha (8–12       Hz), beta (13–35       Hz; sometimes subdiv-
ided in beta1 at 13–20       Hz and beta2 at 21–35       Hz) and 
gamma activity (above about 35       Hz).  

    EVOKED POTENTIALS 

  An evoked potential (EP) or ERP is the time-locked 
average of the EEG in response to a specific sensory, 
motor or cognitive event. Because of their low ampli-
tude, especially in relation to the background EEG 
activity, a number of stimuli have to be recorded and 
averaged with a computer in order to permit their rec-
ognition and definition. The background EEG activity, 
which has no fixed temporal relationship to the stimu-
lus, will be averaged out by this procedure. 

   Sensory evoked or  ‘ exogenous ’  potentials are 
recordings of cerebral or spinal potentials elicited by 
stimulation of specific sensory pathways (e.g., visual 
evoked potentials elicited by monocular stimulation 
with a reversing checkerboard pattern; brainstem 
auditory evoked potentials elicited by monaural 

stimulation with repetitive clicks; and somatosensory 
evoked potentials elicited by electrical stimulation of a 
peripheral nerve). They are a routinely used means of 
monitoring the functional integrity of these pathways 
in neurology. 

   Certain EP components depend upon the mental 
attention of the subject and the setting in which the 
stimulus occurs, rather than simply on the physical 
characteristics of the stimulus. Such ‘ event-related ’  
or  ‘ endogenous ’  potentials (ERPs) are related in some 
manner to the cognitive aspects of distinguishing an 
occurring target stimulus  [10] . For clinical purposes, 
attention has been directed particularly at the so-called 
P300 or P3 component of the ERP (named after its pos-
itive polarity and latency of approximately 300–400       ms 
after onset of an auditory target stimulus – e.g., an 
infrequent tone or the subject’s own name  [11] ). 

  As a research tool, ERPs can provide valuable infor-
mation about the timing and cortical distribution of 
the neuroelectrical activity generated during mental 
activity. An averaged EP waveform consists of a series 
of positive and negative waves; a significant differ-
ence in latency, amplitude, duration or topography 
of one or more of these waves between experimental 
conditions which differ in one specific cognitive factor 
is assumed to reflect the mass neural activity associ-
ated with that cognitive factor [10] . Measurements of 
changes in the amplitude and timings of peaks in the 
series of EP waves allow inferences to be made about 
the sequence and timing of task-associated processes, 
such as pre-stimulus preparation, encoding of stimu-
lus features, conscious perception, operations such as 
matching or comparison of stimulus codes and mem-
ory codes, evaluation of the meaning of the stimulus, 
response selection and execution. Classical averaged 
EP method assumes that the component subprocesses 
comprising a cognitive behaviour do not vary in time 
from trial to trial  [12] .

    MAGNETOENCEPHALOGRAPHY 

   MEG measures the magnetic fields generated by 
electrical activity within the brain. Magnetic field 
tomography (MFT; a technique based on distributed 
source analysis of MEG data) makes possible the 
three-dimensional reconstruction of dynamic brain 
activity in humans with a temporal resolution bet-
ter than 1       ms and a spatial accuracy of 2–5       mm at the 
cortical level (which deteriorates to 1–3       cm at depths 
of 6       cm or more). Electrical currents generate magnetic 
fields. Biomagnetic fields directly reflect electrophysio-
logical events of the brain and pass through the skull 
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without distortion. Hence, currents initiated at the 
synapses, and guided post-synaptically by cell struc-
ture produce the magnetic field detectable outside the 
head. MEG is most sensitive to activity in the fissural 
cortex, where the current is oriented parallel to the 
skull, whereas it does not detect sources that are ori-
ented exactly radially to the skull. 

   The average electromagnetoencephalogram is 
about ten picotesla (10 �     12        T) in amplitude, this is 
nine orders of magnitude smaller than the earth’s 
steady magnetic field. The magnetic field produced 
by a single post-synaptic potential is too weak to be 
detected outside the head. Instead, what is detected 
is the macroscopic coherent activity of thousands of 
neurons. Measurements are performed inside mag-
netically shielded rooms. Sensitivity to such weak sig-
nals requires the use of cryogenic technologies. MEG 
instruments consist of superconducting quantum 
interference devices (SQUIDs), operating at liquid 
helium temperatures of  � 269°C  [15] . Recording neu-
romagnetic signals has been compared to listening for 
the footsteps of an ant in the middle of a rock concert. 

   The major advantage of techniques based on the 
measurements of cerebral electrical activity (i.e., EEG 
and MEG) is their uncompromised time resolution. 

Their major drawback, however, is their limited spa-
tial resolution. Indeed, accurate localization of the 
source of brain activity remains difficult (see  Box
3.3   ). Furthermore, the resolution becomes poorer the 
deeper into the brain we attempt to image. The main 
advantages of MEG compared with EEG are its super-
ior spatial accuracy and ease of use, particularly when 
a large number of channels are involved (currently 
over 300). On the other hand, EEG complements MEG 
in detecting source components not detected by MEG 
(i.e., radially oriented sources)  [16] . For the time being, 
MEG and MFT remain experimental research tools, 
unavailable to most clinical settings. 

    TRANSCRANIAL MAGNETIC 
STIMULATION 

   TMS is a tool for the non-invasive stimulation of 
the superficial cortex. TMS is now commonly used in 
clinical neurology to study central motor conduction 
time. Depending on stimulation parameters, TMS can 
excite or inhibit the arbitrary sites of the superficial 

   BOX 3.3 

    THE INVERSE PROBLEM      

cannot be accurately explained by a single source. 
In these cases, two or more dipoles could be used to 
explain the data, but this easily leads to computational 
diffi culties in trying to determine the best multi-source 
solution. Alternatively, continuous solutions such as 
the minimum norm estimate might also be constructed 
 [14] . When interpreting EEG or MEG results it should 
be born in mind that the inverse problem is fundamen-
tally non-unique. This means that even if the complete 
electric and magnetic fi eld around the head could be 
measured precisely, an infi nite number of current dis-
tributions in the brain could still be constructed that 
would explain the measured fi elds. It is always pos-
sible that some sources are missed, whatever the meas-
urement setup. For example, MEG alone is insensitive 
to radially oriented sources, but even when combined 
with EEG, silent sources are possible. Full use of avail-
able techniques requires the use of estimation theory to 
derive optimal solutions based on all available informa-
tion, including MRI, PET and fMRI.   

   Like for EEG, MEG data have to be subjected to an 
inverse problem algorithm to obtain an estimate for 
the distribution of the activity in the brain  [13] . Similar 
to PET, fMRI and EEG these can then be displayed on 
cross-sectional anatomical images (obtained by MRI) 
of the same subject. The inverse problem relates to the 
diffi culty to determine internal sources on the basis of 
measurements performed outside the head. The most 
common way to tackle this problem is to determine 
the single source current element (dipole) that most 
completely explains the EEG or MEG pattern. This can 
be done with a computer algorithm that starts from 
a random dipole position and orientation and keeps 
changing these parameters as long as the fi eld pat-
tern computed from the dipole keeps approaching 
the observed EEG or MEG pattern. When no further 
improvement is obtained, a minimum in the cost func-
tion has been reached; a source corresponding to this 
solution is called the equivalent current dipole (ECD). 
In most cases, however, the EEG or MEG data pattern 
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cortex, allowing functional mapping and creation of 
transient functional lesions [17] . 

  For TMS, a brief, high-current pulse is produced in 
a coil of wire, which is placed above the scalp. A mag-
netic field is produced with lines of flux passing per-
pendicularly to the plane of the coil. An electric field 
is induced perpendicularly to the magnetic field. The 
extent of neuronal activation varies with the intensity 
of stimulation. TMS ordinarily does not activate corti-
cospinal neurons directly; rather it activates them indir-
ectly through synaptic inputs. Intracortical inhibition 
and facilitation are obtained using paired-pulse stud-
ies and reflect the activity of interneurons in the cor-
tex. Safety guidelines have been published in order to 
prevent induction of seizures  [18] . Repetitive TMS can 
produce effects that last after the stimulation period. 

   In neuropsychology, the classical paradigm is that 
of studying the effects of brain lesions on behaviour. 
With TMS, this paradigm can be applied in spatially 
and temporally restricted fashion to healthy volun-
teers. It is now widely used as a research tool to study 
aspects of human brain physiology including motor 
function, vision, language and the pathophysiology of 
brain disorders. Combined with other brain-imaging 
techniques such as PET, EEG and fMRI, it can be 
used to evaluate cortical excitability and connectivity 
       [19, 20] . TMS allows investigating the relationship 
between focal cortical activity and behaviour, to trace 
the timing at which activity in a particular cortical 
region contributes to a given task, and to map the 
functional connectivity between brain regions  [21] .

    MAGNETIC RESONANCE 
SPECTROSCOPY

   MRI is generally associated with the signals from 
hydrogen nuclei (i.e., protons) because of the large 
amounts of hydrogen atoms in human tissue and 
brain and the strong signals they provide. MRS also 
makes measurements of protons, but also of nuclei 
such as phosphorus (31P), carbon (13C) and fluorine 
(19F)  [22] . It offers the potential of assessing brain 
function at metabolic and molecular levels. The tech-
nique uses natural emissions from atomic nuclei acti-
vated by magnetic fields to measure concentration 
of endogenous molecules. Potential nuclei include 
31P, 13C, 23Na, 7Li, in addition to 1H. The 31P MR 
spectrum can detect tissue concentrations of the 
phosphomonoesters phosphocholine and inorganic 
orthophosphate, the phosphodiesters glycerol-3-
 phosphoethanolamine and glycerol-3-phosphocholine, 
the triphosphate ATP and other phosphorus-containing 

molecules including phosphocreatinine. 1H spectros-
copy offers the ability to measure lactate concentra-
tions and neuronal markers such as  N -acetyl aspartate. 
MRS permits quantitative analysis of these com-
pounds in vivo  with the potential of three- dimensional 
resolution within the brain.  

    FUNCTIONAL NEUROIMAGING 
STUDY DESIGN 

   Mapping the human brain is distinct from the 
assumptions held by phrenologists of the 19th century. 
According to the German physician Franz Josef Gall, 
thought processes are localized in single brain areas 
identified by bumps on the skull. Gall posited that 
complex behavioural traits (e.g., ideality, cautiousness, 
imitation, self-esteem, calculation … ) could be related 
to the size of these bumps. Although the  ‘ bumps the-
ory ’  was fanciful, the idea of a functional segregation 
of the brain was not. In 1861, by carefully studying 
the brain of a man who had lost the faculty of speech 
after a left inferior frontal lesion, Paul Broca became 
convinced that different functions could be localized 
in different parts of the cerebrum. At present, more 
than a century of neuropsychological investigations in 
brain damaged patients has confirmed that a cortical 
area can be specialized for some aspects of perceptual 
or sensorimotor processing and that this specializa-
tion is anatomically segregated in the cortex. In our 
current vision on brain function however, functional 
segregation holds for simple processes rather than for 
complex behaviours or traits such as those described 
by phrenologists. By now, the view is that the cor-
tical infrastructure supporting a single function (and 
a fortiori a complex behaviour) may involve many 
specialized areas that combine resources by functional 
integration between them. Hence, functional integra-
tion is mediated by the interactions between function-
ally segregated areas, and functional segregation is 
meaningful only in the context of functional integra-
tion and vice versa. 

   In this framework, the foundation for most of func-
tional neuroimaging studies is that complex behaviours 
can be broken down into a set of constituent mental 
operations. In order to read this text, for example, 
you must recognize that a string of letters is a word; 
then recognize the meaning of words, phrases and 
sentences; and finally create mental images. The 
methodological challenge is first to separate each of 
these tasks from a cognitive perspective and second to 
determine those parts of the brain that are active and 
those that are dormant during their performance. In 
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the past, cognitive neuroscientists have relied on stud-
ies of laboratory animals and patients with localized 
brain lesions to gain insight into the brain’s functions. 
Imaging techniques, however, permit us to visual-
ize safely the anatomy and the function of the human 
brain, both in normal and in pathological conditions. 

   It is amazing that the most widely used strategy for 
functional neuroimaging of the past 15 years is based 
on an idea first introduced to psychology in 1868. 
Indeed, Franciscus C. Donders, a Dutch ophthalmolo-
gist and physiologist, then proposed a general method 
to estimate cognitive processes based on a simple 
logic. He subtracted the time needed to respond 
to a light (with, say, a press of a key) from the time 
needed to respond to a particular colour of light. He 
found that discriminating colour required about 50       ms 
more than simply responding to the light. In this way, 
Donders was the first to isolate a basic mental pro-
cess and to obtain a measure of the time needed by 
the brain to perform this specific process  [23] . 

   The classical strategy in functional neuroimaging 
is designed to accomplish a similar subtraction but 
in terms of the brain areas implementing the mental 
process. In particular, images of neural activity (being 
it blood flow measured by fMRI or electrical activ-
ity measured by EEG or MEG) taken before a task is 
begun can be compared with those obtained when the 
brain is engaged in that task – but also see Chapter 7, 
on ‘ resting state ’  studies. The two periods are referred 
to as control state and task state. It is important to 
carefully choose each state so as to isolate as best as 
possible a limited number of operations. Subtracting 
neural activity measurements made in the control 
state from each task indicates those parts of the brain 
active during a particular task. To achieve reliable 
data, averages are made of many experimental  trials
in the same person or of responses across many indi-
vidual subjects. Averaging enables the detection of 
changes in neural activity associated with mental 
activity that would otherwise be easily confused with 
spurious shifts resulting from noise. 

   It is important to stress that this methodological 
approach, known as the cognitive subtraction para-
digm, has an important drawback. Indeed, in order to 
isolate the neural substrate of a given cognitive com-
ponent of interest, it must be assumed that the only 
difference between the control state and task state is 
the component of interest to the exception of any other 
stimulus- or task-related processes. Unfortunately, this 
cannot always be easily and fully guaranteed. Analytic 
strategies, however, have been devised to circumvent 
this problem (see below), and cognitive subtraction 
designs remain the foundation of a large amount of 
functional neuroimaging experiments.  

    ANALYSING BRAIN IMAGING DATA 

   Regional differences among brain scans have long 
been characterized thanks to hand-drawn regions 
of interest (ROIs). This approach reduced the infor-
mation from hundreds of thousands of voxels (vol-
ume elements that in three dimensions correspond 
to a pixel with a given slice thickness) to a handful of 
ROI measurements, with a somewhat imprecise ana-
tomical validity. The development of more powerful 
voxel-based statistical methods has made these ROI 
analyses become obsolete. Although several solutions 
are in use in neuroscience laboratories, one of the 
most popular methods for the analysis of neuroimag-
ing data is statistical parametric mapping (SPM). SPM 
is a standardized method that refers to the construc-
tion and assessment of spatially extended statistical 
processes used to test hypotheses about neuroimag-
ing data (mainly PET, SPECT and fMRI). Statistical 
parametric maps can be thought of as ‘ x-rays ’  of the 
significance of an effect, which can be projected on a 
three-dimensional representation of the brain. These 
ideas have been instantiated in a software (last ver-
sion called SPM5) by Karl Friston and coworkers at 
the Welcome Department of Cognitive Neurology in 
London ( http//www.fil.ion.ucl.ac.uk/spm ). SPM has 
become the most widely used and validated method 
to analyse functional neuroimaging data. There are 
two basic approaches when analysing and interpret-
ing functional neuroimaging data. They are based 
upon the distinction between functional segregation 
and integration. 

    Functional Segregation 

   Using a functional specialization concept of the 
brain, the following sets of approaches are based on 
detecting focal differences. They generally fall into one 
of three broad categories: (1) the subtractive or cat-
egorical designs are predicated on the assumption that 
the difference between two tasks can be formulated as 
a separable cognitive or sensorimotor component and 
that the regionally specific differences in brain activ-
ity identify the corresponding functional area (i.e., the 
cognitive subtraction paradigm). Its utilization ranges 
from the functional anatomy of word processing to 
the functional specialization in visual cortex, an appli-
cation that has been validated by electrophysiological 
studies in monkeys [24] . (2) The parametric or dimen-
sional design assumes that regional physiology will 
vary systematically with the degree of cognitive or sen-
sorimotor processing. Parametric designs may avoid 
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many of the shortcomings of ‘ cognitive subtraction ’ . 
A fundamental difference between subtractive and 
parametric designs lies in treating a cognitive pro-
cess not as a categorical invariant but as a dimension 
that can be expressed to a greater or lesser extent in 
relation to the brain’s regional activity. (3) Factorial or 
interaction designs are also well suited to avoid the 
drawbacks of simple subtraction paradigms. Two or 
more factors can be combined in the same experiment, 
and the interaction term will assess the effect of one 
factor while excluding the effect of the other.  

    Functional Integration 

   The functional role played by any component (e.g., 
a neuron or a specific brain area) of a connected sys-
tem (e.g., the brain) is largely defined by its connec-
tions. Connectionist approaches to understanding 
the integration of brain functions are well established 
 [25] . The nature and organizational principles of intra-
cortical [26]  and subcortical  [27]  connections have 
provided a basis for mechanistic descriptions of brain 
function, referring to parallel, massively distributed 
and interconnected (sub)cortical areas. Anatomical 
connectivity, mainly determined by neuroanatomical 
tracer experiments in animals, is a necessary under-
pinning for these models. The concepts of functional 
and effective connectivity were developed in the anal-
ysis of separable spike trains obtained from multi-unit 
electrode recordings. However, the neurophysiological 
measurements obtained from functional neuroimag-
ing have a very different timescale (seconds vs. milli-
seconds) and nature (metabolic or haemodynamic vs. 
spike trains) than those obtained from electrophysio-
logical studies. 

  At present, analytical tools are available to assess 
the functional or effective connectivity between dis-
tant cerebral areas  [28] .  Functional connectivity  is 
defined as the temporal correlation of a neurophysi-
ological index (i.e., blood flow) measured in differ-
ent remote brain areas, whereas  effective connectivity  is 
defined as the influence one neural system exerts over 
another  [29] . In this context, a  psychophysiological inter-
action  can be assessed in the framework of the general 
linear model as employed by SPM  [28]  to explain the 
activity in one cortical area in terms of an interaction 
between the influences of another area in a given 
experimental context. Put simply, the statistical analy-
sis will identify brain regions that show condition 
dependent differences in the way their activity relates 
to the activity in another (chosen) area. Alternatively, 
exploratory data driven approaches based on inde-
pendent component analysis can be employed [30] .

    Preprocessing of the Data 

   Voxel-based analyses require the data to be in the 
same anatomical space. This is obtained by realign-
ing the data. Indeed, in functional neuroimaging 
experiments movement-related variance components 
represent one of the most serious confounds. Therefore, 
scans from each subject are realigned using an opti-
mization procedure minimizing the residual sum of 
squares  [31] . In a second step, the realigned images are 
normalized. They are subject to non-linear warping 
so that they match a template that already conforms 
to a standard anatomical space  [32] . Indeed, pooling 
neuroimaging data from grossly different individual 
brains requires a procedure to spatially normalize the 
individual brains to an idealized or standard brain 
for the purpose of achieving overlap between corres-
ponding anatomical and functional areas in different 
subjects. The Talairach and Tournoux atlas was ini-
tially developed – and has proven very useful – for 
anatomical normalization required for neurosurgical 
procedures, particularly those at brain sites close to 
the origin of the reference system (i.e., the anterior and 
posterior commissures). Each point within Talairach 
space into which brains are transformed is defined 
using three coordinates (expressed in mm). The first 
coordinate defines the position in  x , that is, from left 
(negative) to right (positive) with 0       mm corresponding 
to the interhemispheric line. The second defines the 
position in y , that is, from posterior (negative) to anter-
ior (positive) with 0       mm corresponding to the anterior 
commissure. The third defines the position in  z , that 
is, from bottom (negative) to top (positive) with 0       mm 
corresponding to the plane through anterior and pos-
terior commissures. This standard coordinate system 
facilitates the reporting of results in a conventional 
way and facilitates comparisons between peak voxels 
obtained in experiments from different laboratories. 

  After spatial normalization, images need to be 
smoothed (i.e., convolved with an isotropic Gaussian 
kernel). Smoothing individual images prior to a statis-
tical analysis offers: (1) an improved signal to noise ratio, 
(2) a conditioning of the data so that they conform more 
closely to the Gaussian field model which lies at the 
basis of the correction procedure for multiple statistical 
comparisons, (3) a better overlap between the localiza-
tion of anatomical and functional brain areas from dif-
ferent subjects which permits intersubject averaging. 

    Statistical Analysis 

  The data obtained after preprocessing consist of a 
matrix of many hundredth thousandths of voxels for 
each subject and for each condition. Each of these voxels
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is characterized by the x, y  and  z  spatial  coordinates in 
the standard space and a value representing the func-
tional activity in that voxel (i.e., BOLD signal, blood 
flow, glucose metabolism, … ). The statistical analysis 
corresponds to modelling the data in order to partition 
observed neurophysiological states or responses into 
components of interest, confounds of no interest and 
an error term. This partitioning is effected using the 
framework of the general linear model to estimate the 
components in terms of parameters associated with 
the design matrix. The analysis  of regionally specific 
effects uses the general linear model to assess differ-
ences among parameter estimates (specified by a con-
trast) in a univariate sense, by referring to the error 
variance. The significance of each contrast is assessed 
with a statistic with a student’s t  distribution under the 
null hypothesis for each and every voxel (i.e., SPM {t  } ). 
The SPM  {  t  }  is transformed to the unit normal distribu-
tion to give a Gaussian field or SPM {Z  } . 

    Statistical Inference 

  The final stage is to make statistical inferences on 
the basis of the SPM and characterize the responses 
observed using the fitted responses or parameter esti-
mates. On one hand, with an a priori  anatomically con-
strained hypothesis about effects in a particular brain 
location, the Z  value in that region in the SPM {Z  }  can 
be used to test the hypothesis (i.e., uncorrected  P  value; 
or (better) a small volume corrected  P  value calculated). 
On the other hand, if an anatomical site cannot be pre-
dicted a priori , a correction for multiple non-independ-
ent comparisons is required. Therefore, the theory of 
Gaussian fields [33]  provides a way for correcting the 
P  value for the multiple non-independent comparisons 
implicit in the analysis. This correction depends on the 
search volume, the residual degrees of freedom due 
to error and the final image smoothness estimate. The 
obtained corrected and uncorrected  P  values pertain 
to different levels of inference in terms of (1) the sig-
nificance of the effect in a particular voxel, (2) the sig-
nificance of the coactivation of a cluster of voxels in a 
specific region and (3) the significance of the coactiva-
tion of several clusters in the whole brain. Only in cases 
of well-documented prior neuroanatomical knowledge 
about the expected result, small volume corrected or 
uncorrected  P  values can be accepted. By specifying 
different contrasts, one can test for the variety of effects 
described above, and the significance values above 
a chosen threshold are comprehensively represented 
in an SPM map where each voxel is represented at its 
proper location on the brain template and where the  T
value in this voxel for a given contrast is represented 
by use of a colour intensity code. 

    MULTI-MODALITY AND REAL-TIME 
INTEGRATION 

  fMRI (and previously H 215 O-PET) measures local 
changes in brain haemodynamics induced by cognitive 
or perceptual tasks. These measures have a uniformly 
high spatial resolution of millimetres or less, but poor 
temporal resolution (about 1       s at best). Conversely, EEG 
and MEG measure instantaneously the current flows 
induced by synaptic activity, but the accurate localiza-
tion of these current flows remains an unsolved prob-
lem. Techniques have been developed that, in the context 
of brain anatomy visualized with structural MRI, use 
both haemodynamic and electromagnetic measures to 
get estimates of brain activation with higher spatial and 
temporal resolution. These methods range from simple 
juxtaposition to simultaneous integrated techniques. 
Multi-modality integration requires an improved under-
standing of the coupling between the physiological phe-
nomena underlying the different signal modalities  [34] . 
Acquisition of simultaneous EEG during fMRI provides 
an additional monitoring tool for the analysis of brain 
state fluctuations. The exploration of brain responses fol-
lowing inputs or in the context of state changes is crucial 
for a better understanding of the basic principles govern-
ing large-scale neuronal dynamics  [35] . 

   The combination of TMS with EEG or PET permits 
the assessment of connectivity and excitability of the 
human cerebral cortex. PET and fMRI, working in a 
combination yet to be determined, can define the anat-
omy of the circuits underlying a behaviour of interest; 
electrical recording techniques can reveal the course 
of temporal events in these spatially defined circuits. 
Parallel information from different imaging modal-
ities is beginning to be used to constrain the EEG or 
MEG inverse solutions (see Box 3.3 ) to limited regions 
of the cerebrum. This approach provides optimal com-
bined spatial and temporal resolution by exploiting 
the best aspects of each technology. Combining vari-
ous techniques offers a more complete characteriza-
tion of the different aspects of brain activity during 
cognitive processing. This is even more so regarding 
our understanding of transitory phenomena (e.g., sin-
gle hallucinations). 

   Finally, advances in acquisition techniques, com-
putational power and algorithms increased the speed 
of fMRI significantly, making real-time fMRI feasible. 
Real-time fMRI allows for brain–computer interfaces 
(see Chapter 17) with a high spatial and tempo-
ral resolution. Recent studies have shown that such 
approaches can be used to provide online feedback 
of the BOLD signal and to learn the self-regulation 
of local brain activity [36] . This local self-regulation 
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is being used as a new paradigm in cognitive neuro-
science to study brain plasticity and the functional rel-
evance of brain areas. 

   Functional neuroimaging experiments provide a 
vast amount of information. Recent efforts to create 
neuroscience databases could organize and quickly 
disseminate such a repository of data. As demon-
strated in many chapters of this book, wise use of 
these powerful tools and the information they pro-
duce can aid our understanding and management of 
disorders of consciousness. Clearly, neuroimaging is 
heading us towards a much richer grasp of the rela-
tion between the human mind and the brain.  
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   Consciousness   is commonly equated with the abil-
ity to be aware of one’s perceptions, feelings and 
intentions. In human subjects, characteristic features 

of the contents of consciousness are their unity and 
reportability. Search for the neuronal substrate of 
awareness therefore requires identification of the 
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     ABSTRACT 

 A promising approach for the investigation of neuronal correlates of consciousness consists of comparing brain states 
associated with conscious and non-conscious processing of the same stimulus material, respectively. Because of the 
distributed organization of the primate brain and because of the inability to identify singular cortical or subcortical 
structures responsible for conscious experience, it is likely that the neuronal substrate that supports the functional 
states required for the constitution of conscious experience is distributed in nature. Based on the evidence that 
precise synchronization of oscillatory neuronal responses is likely to serve the binding of distributed computational 
results into coherent representations, we hypothesized that brain states compatible with conscious processing should 
be characterized by a high degree of synchrony, that is temporal coherence of activity. To this end we investigated the 
electrophysiological correlates of binocular rivalry in animals and of subliminal and conscious perception in human 
subjects. Both approaches suggest the conclusion that precise synchronization of oscillatory neuronal responses 
in the high frequency range (beta, gamma) plays an important role in gating the access of sensory signals to the 
workspace of consciousness. Thus, the data support Sherrington’s conjecture:  ‘ Pure conjunction in time without 
necessarily cerebral conjunction in space lies at the root of the solution of the problem of the unity of mind ’ .   
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neuronal mechanisms through which brains generate 
unified representations of cognitive contents. Because 
brains can perform complete cognitive and execu-
tive functions without being aware of them, it is fur-
ther necessary to explore the neuronal signatures that 
distinguish non-conscious from conscious processes. 
Here, data are reviewed that address both ques-
tions. It is proposed that contents that can in princi-
ple access consciousness are represented as dynamical 
spatio-temporal activity patterns evolving in extended 
assemblies of interacting cortical neurons. In order to 
actually enable access to consciousness, the assemblies 
encoding the respective contents need in addition 
engage in precisely synchronized oscillatory activity. 

   The term  ‘ consciousness ’  has a number of different 
connotations ranging from awareness of one’s percep-
tions and sensations to self-awareness, the perception 
of oneself as a responsible agent that is endowed with 
intentionality and free will. Reductionistic explan-
ations of the various aspects of self-consciousness will 
probably not be possible without including the phe-
nomena that result from interpersonal discourse and 
emerge only from social interactions, while phenom-
enal awareness, the ability to be aware of one’s per-
ceptions and intentions may be explainable without 
having to invoke social realities. One necessary pre-
requisite for the analysis of the neuronal correlates of 
consciousness (NCC) is to understand how brains per-
ceive and represent the contents of cognition because 
one is always conscious of something. The respec-
tive contents of consciousness can be derived from 
extero- or enteroceptive sensory input or from infor-
mation stored in memories. Thus, being conscious 
of something appears to involve a cognitive process 
that monitors neuronal activation patterns irrespec-
tive of whether these result from sensory input or are 
internally generated. Because sensory signals can be 
readily processed and influence motor responses with-
out being consciously perceived, the cognitive oper-
ations leading to conscious experience are likely to 
differ from straightforward sensory-motor processing. 
Likewise, motor acts can be initiated in the absence 
of external stimuli and without conscious intention, 
suggesting different mechanisms for the initiation of 
consciously intended or unconsciously executed self-
paced movements. A promising strategy for the analy-
sis of the NCC could thus be the identification of the 
differences between neuronal processes associated 
with these respective conditions. Conscious process-
ing could involve additional structures, for example 
particular cortical areas, or it could be associated with 
specific dynamical states of the involved networks. 
In any case, one expects a final common path for 
the access to consciousness because the contents of 

 conscious experience can be derived from many dif-
ferent external and internal sources and then be com-
bined into a unitary experience. In other words, the 
neuronal activation patterns representing the contents 
of conscious experience should have certain signa-
tures in common, irrespective of whether they are due 
to sensory input or self-generated activity. 

  Two non-exclusive possibilities may be considered. 
Conscious and non-conscious processes could involve 
the same anatomical substrate but differ with respect 
to certain state variables such as temporal coherence 
or synchrony or they could require recruitment of add-
itional structures, conscious processing necessitating 
the engagement of particular cortical areas or a min-
imum number of cooperating cortical areas. Evidence 
from comparative behavioural studies suggests that 
the ability for conscious processing increases with the 
graded expansion of the cerebral cortex during evolu-
tion and with the graded maturation of cortical areas 
during ontogeny. The evolutionary changes of the 
mammalian brain consist essentially of an apposition 
of new cortical areas. These phylogenetically more 
recent areas are remote from primary sensory input 
and communicate mainly with one another and areas 
of lower order  [1] . During ontogenetic development 
the increasing differentiation of conscious processing 
from rudimentary awareness of sensations to the fully 
expressed self-consciousness of the adult goes in paral-
lel with the gradual maturation of the phylogenetically 
more recent cortical areas. Taken together, this evi-
dence suggests that the cognitive functions support-
ing conscious processing involve higher order cortical 
areas that have been added in the course of evolution. 
Because phylogenetically ancient and recent areas 
have a very similar internal organization, it is likely 
that they perform similar computations. Because the 
more recent areas receive their input no longer from 
the sense organs but mainly from the older, lower 
order cortical areas, it can be assumed that they treat 
the results of lower order processes in the same way 
as these treat input from the sensory periphery. Part of 
the inner eye function of consciousness could thus rely 
on an iteration of self-similar cortical processes. 

   The ability of brains to become aware of their own 
operations and states could, thus, be due to an iter-
ation of the same cognitive operations that support 
primary sensory processing. If so, the explanatory gap 
in the study of NCC would be reducible to the ques-
tion of how the cerebral cortex processes signals and 
generates representations. If this question is resolved 
for primary sensory functions, the discovered strat-
egies should be generalizeable to the formation of the 
coherent and unified meta-representations that are 
believed to be the basis of conscious experience. 
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    TWO REPRESENTATIONAL 
STRATEGIES 

   If the argument is valid that the internal monitoring 
functions that lead to consciousness rely on similar 
cognitive operations as those applied to signals con-
veyed by the sense organs, the search for the neuronal 
substrate of phenomenal awareness converges with 
the search for the nature of the neuronal codes used 
by the cerebral cortex to extract, represent and store 
information about perceptual objects. 

   Evidence from single-unit analysis, non-invasive 
imaging studies and clinical observations suggests 
that evolved brains use two complementary strategies 
in order to represent contents (see also        [2, 3] ). The first 
strategy is thought to rely on individual neurons that 
are tuned to particular constellations of input activ-
ity. Through their selective responses, these neurons 
establish explicit representations of particular constel-
lations of features. It is commonly held that the spe-
cificity of these neurons is brought about by selective 
convergence of input connections in hierarchically 
structured feed-forward architectures. This repre-
sentational strategy allows for rapid processing and 
is ideally suited for the representation of frequently 
occurring stereotyped combinations of features; but 
this strategy is expensive in terms of the number of 
required neurons and not suited to cope with the vir-
tually infinite diversity of possible feature constella-
tions encountered in real world objects. The second 
strategy appears to consist of the temporary associ-
ation of large numbers of widely distributed neu-
rons into functionally coherent assemblies which as a 
whole represent a particular content whereby each of 
the participating neurons represents only some aspects 
of composite perceptual objects. This representational 
strategy is more economical with respect to neuron 
numbers because, as already proposed by Hebb  [4] , a 
particular neuron can, at different times, participate in 
different assemblies just as particular features can be 
part of many different perceptual objects. Moreover, 
this representational strategy is more flexible. It allows 
for the rapid de novo  representation of constellations 
that have never been experienced before because there 
are virtually no limits to the dynamic association of 
neurons in ever changing constellations. In addition, 
assembly coding allows for the representation of 
nested relations between multiple objects, a function 
that is difficult to realize, if objects are represented by 
individual, semantically unrelated neurons. Thus, for 
the representation of contents consisting of multiple, 
interrelated components whose nature and constella-
tion are permanently changing, the second strategy 

of distributed coding appears to be better suited than 
the first. 

   The meta-representations postulated as substrate 
for conscious experience have to accommodate con-
tents that are particularly unpredictable and rich in 
combinatorial complexity. In order to support the 
unity of consciousness, the computational results 
of a large number of subsystems have to be bound 
together in ever changing constellations and at the 
same rapid pace as the contents of awareness change. 
It appears then as if the second representational strat-
egy that is based on the formation of dynamic assem-
blies would be more suitable for the implementation 
of the meta-representations that support conscious-
ness than the explicit strategy. Further support for this 
view comes from considerations on the state depend-
ency and the non-locality, that is the distributed 
nature of mechanisms supporting conscious experi-
ence. If conscious experience depends on the ability 
to dynamically bind the results of subsystem compu-
tations into a unified meta-representation, conditions 
required for the dynamic configuration of assemblies 
ought to be the same as those required for aware-
ness to occur. Neuronal codes that are readily observ-
able in deep anaesthesia, or during slow wave sleep, 
or in the absence of attention should not be accepted 
as sufficient correlates of awareness or consciousness 
although they are likely to be necessary components 
of the more global states required for the manifest-
ation of consciousness. In this sense the local codes, 
many of which can be deciphered even in light anaes-
thesia, would be a subset but not the full set of cor-
relates of consciousness. At low processing levels, 
the response properties of individual neurons tend to 
differ only little in awake and anaesthetized brains. 
Therefore, it is unlikely that the explicit representa-
tions encoded by these neurons are the substrate of 
the meta-representations that support consciousness. 
However, the activation patterns of neurons in higher 
cortical areas undergo substantial changes when the 
brain shifts between states that are compatible or 
incompatible with conscious processing. This suggests 
that the activity of these neurons depends on coopera-
tive interactions that only come into play when the 
brain is awake and attentive. As discussed later, such 
cooperativity could be the result of the coordinating 
mechanisms that are required for the dynamic bind-
ing of distributed neuronal responses into coherent 
representations. 

  One candidate mechanism for dynamic binding 
is the precise synchronization of neuronal responses 
that occurs when neuronal populations engage in 
well synchronized oscillatory activity in the beta- 
and gamma-frequency range (for review see        [3, 5] ).
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These synchronized oscillations are strongly reduced 
or missing when the brain is in states that are incom-
patible with conscious processing, suggesting that the 
mechanisms involved in the organization of distributed 
representations play a role in conscious processing. 

   If the meta-representations postulated as substrate 
of conscious experience were indeed based on widely 
distributed assemblies rather than on responses of 
local groups of neurons then consciousness should be 
rather resistant to local lesions. While lesions in sub-
systems are expected to prevent conscious experience 
of the contents provided by the respective subsys-
tem, consciousness per se  should not be jeopardized. 
It should break down only if lesions interfere with the 
coordinating mechanisms that permit establishment of 
globally coherent cell assemblies. This prediction is by 
and large in agreement with the known consequences 
of circumscribed cortical lesions. They eliminate from 
conscious experience the specific contents processed 
by the lesioned areas but there is no distinct site of 
the neocortex whose destruction would lead to a loss 
of consciousness. It is only after lesions affecting the 
global coordination of cortical functions that con-
sciousness is abolished. 

   These considerations suggest that the contents of 
conscious experience are represented by distributed 
codes. The following sections will, therefore, focus on 
the evidence for such coding strategies.  

    THE SIGNATURE OF DISTRIBUTED 
CODES

  In distributed coding an important constraint 
needs to be met. A mechanism is required that per-
mits dynamic association of selected neurons into 
distinct, functionally coherent assemblies and that 
labels grouped responses in a way that assures their 
joint processing. To achieve this goal neurons have to 
convey two messages in parallel. First, they have to 
signal whether the feature or the constellation of fea-
tures which they encode is present, and it is commonly 
held that they do so by increasing their discharge rate. 
Second, they have to indicate with which other neurons 
they actually cooperate at any particular moment in 
time to form an assembly. Numerous theoretical stud-
ies have addressed the question how assemblies can 
self-organize through cooperative interactions among 
distributed but interconnected neurons            [6–9] . Here, the 
focus will be on the question how responses of cells 
that have been grouped into an assembly can be tagged 
as related. Such tagging is equivalent with assuring that 
responses are processed together. One way to achieve 

this is to jointly raise their saliency. In principle there are 
at least three non-exclusive options. First, non-grouped 
responses can be inhibited; second, the amplitude of 
the selected responses can be enhanced; and third, the 
selected cells can be made to discharge in precise tem-
poral synchrony. All three mechanisms enhance the 
relative impact of the grouped responses. The first two 
strategies, which rely on the modulation of discharge 
rates, have been thoroughly investigated and appear 
to be common at all levels of processing. Evidence indi-
cates that attentional mechanisms that select responses 
and bind them together for further joint processing 
act through such modulation of discharge rates        [10, 
11] . However, these selection mechanisms have cer-
tain disadvantages when used for the labelling of 
assemblies because they may introduce ambiguities 
 [12]  and reduce processing speed  [13] . Ambiguities 
could arise because discharge rates of cells vary over 
a wide range as a function of stimulus energy and of 
the match between stimulus and receptive field proper-
ties. How these modulations can be distinguished from 
those signalling the relatedness of responses is unclear. 
Processing speed would be reduced because rate coded 
assemblies can only be identified after a sufficient 
number of spikes have been integrated to distinguish 
high from low rates. Therefore, rate coded assemblies 
need to be maintained for some time in order to be dis-
tinguishable, which reduces substantially the rate with 
which different assemblies can follow one another. 
Finally, conditions may arise where several different 
assemblies have to coexist during the interval of sub-
jective presence. In this case, neurons belonging to 
different assemblies would exhibit equally enhanced 
discharge rates and it is hard to see how the necessary 
segregation could be achieved. 

   Both restrictions, the ambiguity and the slow 
processing speed, can be overcome if the selection 
and labelling of responses is achieved through syn-
chronization of individual discharges and hence 
through a temporal rather than a rate code          [12, 14, 15] .
Expressing the relatedness of responses by rendering 
discharges coincident with a precision in the range of 
milliseconds resolves the ambiguities resulting from 
stimulus-dependent rate fluctuations because syn-
chronization can be adjusted independently of rates. 
Synchronization also accelerates the rate at which dif-
ferent assemblies can follow one another because the 
selected event is the individual spike or a brief burst 
of spikes and saliency is enhanced only for those dis-
charges that are precisely synchronized. The rate at 
which different assemblies can follow one another 
without getting confounded is then limited only by 
the duration of the interval over which cells act as 
coincidence detectors, that is the interval over which 
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synchronized synaptic potentials summate substan-
tially more effectively than temporally dispersed 
inputs (for a detailed discussion see       [16, 17] ).

    EXPERIMENTAL EVIDENCE FOR 
GROUPING BY SYNCHRONY 

  Following the discovery of stimulus related response 
synchronization among neurons in the cat visual cor-
tex       [18, 19] , numerous experiments have been per-
formed in the search for a correlation between the 
occurrence of response synchronization and cognitive 
processes. One of the predictions to be tested was that 
synchronization probability should reflect some of 
the Gestalt criteria according to which the visual sys-
tem groups related features during scene segmenta-
tion. Among the grouping criteria examined so far are 
continuity, vicinity, similarity and colinearity in the 
orientation domain, and common fate in the motion 
domain                     [14, 20–27] . So far, the results of these inves-
tigations are compatible with the hypothesis that the 
probability of response synchronization reflects the 
Gestalt criteria applied for perceptual grouping (see 
also [28] ). Stimulus-specific response synchroniza-
tion has been found within and across different areas, 
and even between hemispheres (for review see  [3] ). 
Most importantly, none of these synchronization phe-
nomena were detectable by correlating successively 
recorded responses to the same stimuli. This indicates 
that synchronization was not due to stimulus locking 
of responses but to internal dynamic coordination of 
spike timing. The observed coincidences of discharges 
were much more frequent than expected from mere 
covariation of event related rate changes. 

   Studies involving lesions        [29, 30]  and developmen-
tal manipulations       [31, 32]  indicate that the interactions 
responsible for these dynamic synchronization phe-
nomena are mediated to a substantial extent by cor-
tico-cortical connections. The criteria for perceptual 
grouping should then be reflected in the architecture 
of these connections and this postulate agrees with 
the evidence that cortico-cortical connections prefer-
entially link neurons with related feature preferences 
(for review see  [33] ).

    RESPONSE SYNCHRONIZATION AND 
BEHAVIOURAL STATES 

   Evidence indicates that highly precise, internally 
generated synchrony is considerably more pronounced 

in the awake than in the anaesthetized brain (for 
review see  [3] ). Of particular interest in this context 
is the finding that response synchronization is espe-
cially pronounced when the global electroencepha-
lography (EEG) desynchronizes and when subjects 
are attentive. Stimulating the mesencephalic reticular 
formation in anaesthetized animals leads to a tran-
sient desynchronization of the EEG, resembling the 
transition from slow wave sleep to rapid eye move-
ment sleep. Munk et al .  [34]  and Herculano-Houzel 
et al .  [35]  have shown that stimulus-specific synchron-
ization of neuronal responses is drastically facilitated 
when the EEG is in a desynchronized rather than in a 
synchronized state. 

  Direct evidence for an attention related facilitation 
of synchronization has been obtained from cats that 
had been trained to perform a visually triggered motor 
response  [36] . Simultaneous recordings from visual, 
association, somatosensory and motor areas revealed 
that the cortical areas involved in the execution of the 
task synchronized their activity, predominantly with 
zero phase-lag, as soon as the animals prepared them-
selves for the task and focused their attention on the 
relevant stimulus. Immediately after the appearance 
of the visual stimulus, synchronization increased fur-
ther over the recorded areas, and these coordinated 
activation patterns were maintained until the task was 
completed. However, once the reward was available 
and the animals engaged in consummatory behaviour, 
these coherent patterns collapsed and gave way to 
low frequency oscillatory activity that did not exhibit 
any consistent phase relations. This close correspond-
ence between the execution of an attention demanding 
visuo-motor performance and the occurrence of zero 
phase-lag synchrony suggests a functional role of the 
temporal patterning in the large scale coordination 
of cortical activity. It appears as if attentional mecha-
nisms imposed a coherent subthreshold modulation on 
neurons in cortical areas that need to participate in the 
execution of the anticipated task and thereby permit 
rapid synchronization of selected responses. According 
to this scenario, the attentional mechanisms would 
induce what one might call a state of expectancy in 
the respective cortical areas by imposing on them a 
specific, task related dynamic activation pattern. Once 
stimulus-driven input becomes available, this pat-
terned activity would act like a dynamic filter that 
permits rapid synchronization of selected responses, 
thereby accomplishing the required grouping and 
binding of responses, facilitating rapid transmis-
sion of the synchronized activity and assuring selective 
routing of responses to the processing structures that 
need to be engaged to accomplish the task. For a 
more detailed discussion of the role of synchronized 
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oscillatory activity for the attention-dependent selec-
tion of neuronal responses and the selective routing of 
activity across processing stages, the reader is referred 
to                   [17, 37–43] .  

    PERCEPTION AND RESPONSE 
SYNCHRONIZATION 

  A close correlation between response synchron-
ization and conscious perception has been found in 
experiments on binocular rivalry. When the two eyes 
are presented with patterns that cannot be fused into 
a single coherent percept, the two patterns are per-
ceived in alternation rather than as a superposition 
of their components. This implies that there is a gat-
ing mechanism which selects in alternation the sig-
nals arriving from the two eyes for access to conscious 
processing. Interocular rivalry is thus a suitable para-
digm for investigating the neuronal correlates of con-
scious perception. 

  Multiunit and field potential responses were 
recorded with chronically implanted electrodes from 
up to 30 sites in cat primary visual cortex while the ani-
mals were exposed to rivalrous stimulation conditions 
       [39, 44] . In order to assure that the animals exhibited 
interocular rather than just figural rivalry they had 
been made strabismic shortly after birth as this is a 
condition that favours alternating use of the two eyes. 
Because the animal performs tracking eye movements 
only for the pattern that is actually perceived, pat-
terns moving in opposite directions were presented 
dichoptically in order to determine from the tracking 
movements which signals were actually perceived by 
the animal. The outcome of these experiments was 
surprising as it turned out that the discharge rate 
of neurons in primary visual cortex failed to reflect 
the suppression of the non-selected signals. A close 
and highly significant correlation existed, however, 
between changes in the strength of response synchro-
nization and the outcome of rivalry. Cells mediating 
responses of the eye that won in interocular compe-
tition and were perceived consciously increased the 
synchronicity of their responses upon introduction 
of the rivalrous stimulus while the reverse was true 
for cells driven by the eye that became suppressed. 
Thus, in this particular case of competition, selection
of responses for further processing appears to be 
achieved by raising the saliency of responses through 
synchronization rather than enhancing discharge 
 frequency. Likewise, suppression is not achieved by 
inhibiting responses but by desynchronization. 

  Thus, at least in primary visual areas, there is a 
remarkable dissociation between perception and the 
discharge rate of individual neurons. Cells whose 
responses are not perceived and are excluded from 
controlling behaviour respond as vigorously as cells 
whose responses are perceived and support behaviour. 
Another puzzling result of the rivalry study is that 
responses that win the competition increase their syn-
chronicity upon presentation of the rivalrous stimulus. 
This suggests the action of a mechanism that enhances 
the saliency of the selected responses by improving 
their synchronicity in order to protect them against the 
interference caused by the rivalrous stimulus. 

   Further evidence that synchronization is used as a 
strategy complementary to rate increases in order to 
enhance the saliency of cortical responses has been 
obtained in a recent study on apparent brightness  [45] . 
The apparent brightness (contrast) of a circular target 
grating is enhanced when it is embedded in a sur-
rounding grating that differs either in orientation or in 
phase from the target grating. The greater the offset in 
orientation or in phase between the two gratings, the 
stronger the enhancement of perceived brightness of 
the target grating. Multisite recordings have revealed 
that the saliency of the responses to the target grating is 
enhanced by increased discharge rate in case of orien-
tation offset and by increased synchrony in case of 
phase offset. Both changes correspond exactly with the 
psychophysical functions of perceived brightness and 
the resulting perceptual effects are indistinguishable. 

   In conclusion, there are numerous conditions in 
which evaluation of internally generated correlation 
patterns permits the extraction of information about 
stimulus configurations, global brain states, attention 
and neuronal correlates of perception that cannot be 
obtained by solely analysing the responses of individ-
ual neurons sequentially. The relevant variable con-
taining this additional information is often the precise 
synchronization of a fraction of the discharges consti-
tuting the respective responses. The data indicate fur-
ther that responses containing synchronized epochs 
are more salient, have a higher probability of being 
processed further and, eventually, of being perceived 
consciously.  

    THE GENERALITY OF 
SYNCHRONICITY

   Studies in non-visual sensory modalities and in the 
motor system indicate that synchrony and oscillatory 
activity are ubiquitous phenomena in the nervous 
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system. Synchronization occurs in a variety of dis-
tinct frequency bands and has been found in all 
sensory modalities. Synchronization in the high fre-
quency range (beta- and gamma-oscillations) has been 
observed in the olfactory system, in virtually all of the 
cortical areas investigated so far, the hippocampus 
and the basal ganglia (for review see        [46, 47] ).

   Synchronization also plays a role in the linkage 
between cortical assemblies and subcortical target 
structures such as the superior colliculus and the pool 
of motor neurons in the spinal cord. This is suggested 
by the existence of precise temporal relationships 
between the discharges of neurons in areas of the 
visual cortex and the superior colliculus [48] . In these 
experiments, it could be shown that corticotectal inter-
actions are strongly dependent on the temporal coher-
ence of cortical activity. If cortical neurons engage in 
synchronous oscillatory activity either with partners 
within the same cortical area or with cells in other 
cortical areas, their impact on tectal cells is enhanced, 
indicating that tectal cells are driven more effectively 
by synchronous than by asynchronous cortical activ-
ity. In magnetoencephalography (MEG) studies in 
human subjects engaged in a visuo-motor task [41]  it 
was found that propagation of task relevant signals 
was greatly enhanced, as revealed by shortened reac-
tion times, when sending and receiving structures got 
entrained through attentional mechanisms in syn-
chronous oscillatory activity in the gamma-frequency 
range. These findings are consistent with the idea that 
the temporal organization of activity patterns plays an 
important role not only in the coordination of distrib-
uted cortical processes but also in the gating of cor-
tical output activity (see also [43] ).

    SYNCHRONIZED GAMMA 
OSCILLATIONS AND CONSCIOUS 

PERCEPTION

   In order to directly examine the relation between 
neuronal synchrony and conscious processing, we 
designed a paradigm that allowed us to identify the 
neuronal signatures that distinguish between con-
scious and unconscious processing of visual stimuli 
 [49] . Subjects had to detect and identify words pre-
sented between masking stimuli and decide in a 
forced choice paradigm whether the sample words 
matched a later presented word or object. In half of 
the trials the masks were adjusted so that the subjects 
had no conscious recollection of having seen the sam-
ple word. Reaction time measurements revealed that 

the  ‘ invisible ’  words had been processed and seman-
tically decoded. Analysis of simultaneously recorded 
EEG activity revealed a number of events associated 
only with conscious processing. Time–frequency plots 
of the power of oscillations across a wide frequency 
range revealed that consciously perceived stimuli 
induced theta oscillations in multiple cortical regions 
that were maintained until the test stimulus was pre-
sented and a decision reached. Moreover, there was 
an increase of the late component of the P300 evoked 
potential which has been interpreted as a correlate of 
the transfer of information into working memory. And 
finally, a burst of gamma activity occurred over cen-
tral and frontal leads just prior and during the presen-
tation of the test stimulus, whose time of appearance 
could be anticipated because the interval between 
sample and test stimuli was fixed. In agreement with 
other evidence           [50–53]  we interpreted this anticipa-
tory gamma activity as correlate of a reactivation of 
contents stored in working memory. Of particular 
interest in the present context is the finding that the 
earliest event distinguishing conscious and uncon-
scious processing was not visible in the  power  changes 
of oscillations but in their phase locking . About 180       ms 
after presentation of stimuli that were consciously 
perceived, there was an epoch, lasting around 100       ms, 
during which induced gamma oscillations recorded 
from a large number of regions exhibited precise  phase
locking  both within and across hemispheres. Thus, not 
the power of the local stimulus induced gamma oscil-
lations but their precise phase locking across a widely 
distributed cortical network was the earliest signature 
of conscious processing. Numerous studies revealed 
that encoding and processing of stimuli is associated 
with an increase of the power of both evoked (stimu-
lus locked) and induced (not stimulus locked) gamma 
oscillations. In the present experiments stimuli had 
been processed also in the condition where they were 
not consciously perceived. Therefore, it is not too 
unexpected, that local gamma oscillations had the 
same power in the conscious and unconscious condi-
tion. What distinguished these two conditions was the 
global synchronization of local gamma oscillations. 
This suggests that conscious processing requires a 
particular dynamical state of cortical networks that is 
characterized by a brief episode of very precise phase 
locking of high frequency oscillatory activity. We pro-
pose that this particular state, because of its short 
latency and because of its global coherence, serves as 
trigger event for the access to conscious processing. 
This view is compatible with the hypothesis, that the 
global workspace for conscious processing is accessible 
only for activity patterns that fulfil certain threshold 
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criteria           [54–57] . Precise temporal coherence could 
be such a criterion (see also           [58–61] ). One attractive 
possibility is that this transient event of perfect syn-
chrony resets the multiple parallel processes to a com-
mon time frame, allowing for a global integration and 
representation of information provided by sensory 
input and internal stores. The global theta rhythm that 
follows after this trigger event could provide the time 
frame for such integration. In the hippocampus [62] , 
and more recently also in the neocortex, slow oscilla-
tions in the theta range have been found to be coupled 
to the coexisting beta- and gamma-oscillations. This 
suggests the hypothesis, that local coordination of 
computations within specific cortical areas is achieved 
by fast ticking clocks, such as beta- and gamma-
oscillations while global and sustained integration 
of local results is achieved at a slower pace by low 
frequency oscillations. This would allow the brain to 
represent the results of the numerous parallel computa-
tions at different temporal and spatial scales, whereby 
the two dimensions would be intimately related. The 
more global the representation, the longer the time 
scale for the integration of distributed information. It 
is perhaps more than a mere coincidence that the dura-
tion of subjective presence corresponds approximately 
to the cycle time of theta rhythms. 

    AN ATTEMPT OF SYNTHESIS 

   It appears from the graded emergence both dur-
ing evaluation and ontogeny of the different levels 
of consciousness, access consciousness, phenomenal 
awareness and self-consciousness, that consciousness 
depends on the availability of processing levels cap-
able of creating meta-representations, that is on the 
iteration of the cognitive processes that have evolved 
to establish representations of sensory information. 
The required neuronal substrate for this iteration 
could be the higher order cortical areas that have been 
added in the course of evolution and that process the 
output of lower order areas in the same way as these 
process their respective sensory input. By necessity, 
the higher order areas need to integrate computational 
results of very different origin and in ever changing 
constellations. This requires a lingua franca for the 
communication between cortical areas and a high 
degree of flexibility for the recombination of compu-
tational results obtained in the various cortical sub-
systems. The first prerequisite appears to be fulfilled 
by the homogeneity of cortical processing modules. 
Phylogenetically old and new areas have very similar 
functional architectures, suggesting that they operate 

according to similar principles and process and 
encode information in similar ways. The second pre-
requisite, the combinatorial flexibility of the meta-rep-
resentations would be fulfilled if these consisted of the 
coordinated responses of neuronal assemblies rather 
than of the responses of individual specialized cells. 
As suggested by numerous studies based on invasive 
and non-invasive measurements of neuronal responses 
both in animals and human subjects, this coordination 
of assemblies appears to be accomplished by the tran-
sient synchronization of discharges with a precision 
in the millisecond range which is in turn supported 
by the synchronization of oscillations in the high fre-
quency range. It follows from these premises that 
the formation of meta-representations encoding the 
coherent contents of conscious experience should be 
associated with the precise synchronization of oscil-
latory responses in widely distributed cortical net-
works – and this is what recent experiments appear 
to confirm. 

  For a content to be included in the meta-representations 
underlying conscious experience neurons coding for 
this content need of course be active. However, as the 
reviewed data suggest, these responses are only a neces-
sary but not a sufficient condition for conscious experi-
ence. Hence, correlations between perceptual awareness 
and cellular responses can indicate at best that the dis-
charges of cells at a particular processing stage are 
necessary for a particular content to reach the level of 
awareness. Consciousness, rather than being associated 
with the activation of a particular group of neurons in a 
particular region of the brain, appears to be an emergent 
property of a specific dynamical state of the cortical 
network – a state that is characterized by a critical level 
of precise temporal coherence among responses of a 
sufficiently large population of distributed neurons. 
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C H A P T E R

     ABSTRACT 

 Vision is our primary sense, and seeing is accompanied by visual awareness or subjective experience of the visual 
world around us. Changes in the visual world often lead to changes in the content of visual awareness, and this 
is accompanied by changes in neural activity. However, not all neural activity associated with vision is correlated 
with changes in the contents of visual awareness. Indeed, much of the neural activity underpinning our ability to 
see remains unconscious and inaccessible to introspection. For example, the detailed computations underlying our 
ability to see three-dimensional depth are not apparent in awareness; just the end result of those computations. 
Thus, determining the neural correlates of the contents of visual awareness requires an empirical distinction to be 
made between neural activity that is correlated with the contents of visual awareness and that correlated only with 
unconscious processes. This chapter focuses on how recent studies of the visual system in humans have contributed 
to our emerging knowledge and understanding of the neural correlates of the contents of visual awareness.   

53S. Laureys & G. Tononi (Eds.) The Neurology of Consciousness © 2009, Elsevier Ltd.
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    BRAIN ACTIVITY ASSOCIATED WITH 
VISUAL STIMULI THAT DO NOT 

REACH AWARENESS 

   Visual stimuli that remain invisible to the observer 
can nevertheless influence both behaviour and brain 

activity (though see [1]  for a sceptical critique). For 
example, words presented briefly and immediately 
preceding a mask cannot be seen but nevertheless sub-
sequent responses of the observer can be primed by 
these masked and invisible words in a fashion related 
to their meaning [2] . This shows that the words have 
been processed unconsciously to the point of semantic 
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identification. Evidence for substantial processing 
of visual stimuli that do not enter awareness is not 
restricted to words. For example, orientation-selective 
aftereffects can result from exposure to grating stimuli 
that are too fine to be consciously perceived  [3] , sug-
gesting orientation selective but unconscious activation 
of visual cortex. During binocular rivalry incompatible 
monocular images compete for perceptual dominance. 
Despite complete perceptual dominance of one monoc-
ular image, sensitivity to input from the suppressed eye 
is only moderately (but not fully) reduced        [4, 5] . Indeed, 
selective adaptation by suppressed images can be of 
equal magnitude as for dominant images [6] , suggest-
ing that information about visual stimulation may reach 
at least early visual areas largely unattenuated. 

  Such behavioural findings are consistent with meas-
urements of brain activity associated with the pres-
entation of visual stimuli that do not reach awareness 
( Figure 5.1   ). Activation related to features of masked 
and invisible stimuli (including words) can be identified 
in early retinotopic visual cortex        [7, 8] , motion-selective 
areas  [9] , word-selective areas  [10]  and object-selective 
areas of both ventral  [11]  and dorsal  [12]  visual path-
ways. Such observations of brain activity associated 
with invisible stimuli are not restricted to masking para-
digms, as unconscious activation of the ventral visual 
pathway during the attentional blink can reflect both 
object identity [13]  and semantic processing of visual 
stimuli       [14, 15] . Changes in an object that are not per-
ceived due to introduction of visual flicker between 
changes nevertheless lead to category-specific activity in 
the ventral visual pathway  [16]  and this activity can pre-
cede conscious change detection [17] . Moreover, brain 

activation associated with unconscious perception is not 
confined to the cortex. Subcortical structures associated 
with emotional processing such as the amygdala can be 
activated by fearful face stimuli that are rendered invis-
ible through masking  [18] , in response to the emotional 
content of invisible words  [19]  or during suppression in 
binocular rivalry [20] . 

   Visual cortex can also be activated by stimuli that 
do not reach awareness in patients with damage to 
parietal cortex causing visual extinction. Patients with 
visual extinction show deficient awareness for con-
tralesional visual stimuli, particularly when a com-
peting stimulus is also present ipsilesionally. When 
visual stimuli are presented to patients with visual 
extinction, areas of both primary and extrastriate vis-
ual cortex that are activated by a seen left visual field 
stimulus are also activated by an unseen and extin-
guished left visual field stimulus         [21–23] . The uncon-
scious processing of an extinguished face stimulus 
extends to face-selective cortex in the fusiform gyrus 
 [23] ; and the amygdala and orbitofrontal cortex can 
also be activated by unseen emotional stimuli [24] . 

   Taken together, behavioural and brain imaging 
techniques therefore show that visual stimuli pre-
sented outside awareness can still be subject to con-
siderable processing in many (if not all) areas of visual 
cortex plus associated subcortical structures. This 
renders a simple division of different areas of visual 
cortex into those supporting conscious or uncon-
scious processing impossible. The empirical challenge 
is therefore to specify what aspects of processing are 
special about stimuli that enter visual awareness com-
pared to those that remain invisible. This requires the 

FIGURE 5.1    Activation of sensory cortices by stimuli that remain unconscious. (A) Masked and invisible words nevertheless evoke activa-
tion (shown in orange, superimposed on an anatomical image of the brain) of the fusiform gyrus. See Dehaene  et al .  [10]  for further details. (B) 
Activity measured using BOLD contrast functional MRI in human V1–V3 can be used to discriminate the orientation (right or left-tilted) of a 
grating stimulus. Open symbols representing mean decoding accuracy for a group of subjects (error bars one SE) for visible stimuli; closed 
symbols for similarly oriented stimuli rendered invisible by masking. Note that the orientation of invisible stimuli can still be discriminated 
at a rate significantly better than chance in human V1. See Haynes and Rees (2005a)   for further details. (C) Activity in the fusiform face area 
evoked by a face (vs. a house) stimulus presented in the neglected left hemifield of a patient with parietal neglect and left visual extinction. See 
Rees et al .  [23]  for further details  . 
5.1a Reprinted by permission from Macmillan Publishers Ltd,  Nature Neuroscience , Dehaene, S., Nacache, L., Cohen, L., Bihan, D.L., Mangin, 
J.F., Poline, J.B. and Riviere, D. ‘Cerebral mechanisms of word masking and unconscious repetition priming’,  4:752–758, © 2001.    
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use of experimental paradigms where changes in the 
contents of visual awareness occur without corre-
sponding changes in visual stimulation or behaviour 
 [25] . Any consequent changes in brain activity are 
thus correlated directly with changes in the contents 
of visual awareness and not confounded by changes 
in unconscious processing associated with visual 
stimulation or behaviour. Such paradigms can be clas-
sified according to the nature of the changes in aware-
ness that result  [25] .

    UNPROMPTED (INVOLUNTARY) 
CHANGES IN THE CONTENTS OF 

VISUAL AWARENESS 

  Paradigms used to study the neural correlates of 
changes in the contents of visual awareness can be 
broadly divided into those that make use of situations 
where the contents of visual awareness change spon-
taneously in the absence of any changes in the sen-
sory input; and deliberate changes in the contents of 
consciousness, associated with either a change in the 
context in which a stimulus is presented or associated 
with a deliberate act of will on the part of the observer. 
Examples of spontaneous changes in the contents of vis-
ual awareness include hallucinations, differences in vis-
ual perception when stimuli are presented near sensory 
thresholds or ambiguous figures where the same visual 
input can be interpreted in several different ways. 

    Near-Threshold Visual Stimulation 

   Varying the elementary features of a visual stimu-
lus such as its contrast, luminance or duration of pres-
entation can be used to define a perceptual threshold 
at which the stimulus becomes impossible to detect 
or discriminate. Presenting stimuli to observers just 
above such a threshold can be used to compare brain 
responses to physically identical stimuli that either 
enter awareness or remain unconscious. In primary 
visual cortex, when a simple low contrast grating is 
detected then the grating evokes significantly more 
activity than when it does not reach consciousness 
 [26] . For more complex visual stimuli, activity in the 
ventral visual pathway evoked by objects correlates 
strongly with recognition performance, and success-
ful detection of a face stimulus presented during the 
attentional blink evokes activity in the ‘ fusiform face 
area ’  (FFA), plus prefrontal cortex  [27] . 

   Conscious recognition of visually presented words 
is associated with both enhancement of activity in 

ventral visual cortex [10]  and parietal cortical activa-
tion [28] . Successful identification evokes an event-
related negativity        [29, 30]  and is associated with 
occipital magnetoencephalography (MEG) responses 
 [31] , spontaneous electrical oscillations at a frequency 
near 40       Hz  [32]  and modulation of the parieto-occipital 
alpha rhythm  [33] . This electrophysiological evidence 
is consistent with interactions between visual and 
parietal cortex mediating successful identification. 
However brain activity associated with successful 
detection occurs very soon after the stimulus is pre-
sented, prior to the emergence of differences in activ-
ity over areas of parietal and prefrontal cortex. 

   The ability of observers to detect changes in a pic-
ture can also be rendered particularly difficult to 
detect by introducing a flicker between changes. Such 
physical changes to a picture that do not result in 
changes in visual awareness nevertheless evoke some 
activity in the ventral visual pathway       [16, 34] , and that 
activity can precede conscious change detection  [17] . 
When the change is consciously perceived, there is 
further enhancement of activity in ventral visual corti-
cal areas that represent the type of change, plus acti-
vation of parietal and prefrontal cortices        [16, 35]  and 
may reflect the deployment of attention  [36] .

    Ambiguous Visual Stimuli 

   Binocular rivalry is a popular and enduring para-
digm to study the neural correlates of consciousness 
 [37] . When dissimilar images are presented to the two 
eyes, they compete for perceptual dominance so that 
each image is visible in turn for a few seconds while 
the other is suppressed. Such binocular rivalry is asso-
ciated with suppression of monocular representations 
that can also be modulated by high-level influences 
such as perceptual grouping. Because perceptual tran-
sitions between each monocular view occur spontane-
ously without any change in the physical stimulus, 
neural correlates of the contents of awareness for each 
monocular percept may be distinguished from neu-
ral correlates attributable to stimulus characteristics 
( Figure 5.2   ). 

   Signals recorded using functional magnetic reso-
nance imaging (fMRI) from the human lateral genicu-
late nucleus (LGN) exhibit such fluctuations during 
rivalry       [38, 39] . Regions of the LGN that show strong 
eye preference also demonstrate strongly reduced 
activity during binocular rivalry when the stimulus 
presented in their preferred eye is perceptually sup-
pressed. Primary visual cortex shows a similar pattern 
of changes in activity correlated with changes in the 
contents of consciousness           [40–43] . In general (though 
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see [41] ) such fluctuations in activity are about half 
as large as those evoked by non-rivalrous stimulus 
alternation. This indicates that the suppressed image 
during rivalry undergoes a considerable degree of 
unconscious processing. Further along the ventral 
stream, responses in the FFA during rivalry are equal 
in magnitude to responses evoked by non-rivalrous 
stimuli  [44] . This suggests that neural competition 
during rivalry may have been resolved by these later 
stages of visual processing. 

   Other forms of bistable perception do not neces-
sarily involve binocular competition. Nevertheless, a 
consistent finding is that these paradigms also result 
in activation of visual cortical structures that corre-
spond to the attributes of whichever competing visual 
percept the observer currently reports          [45–47] . 

   In addition to showing that activity in ventral vis-
ual cortex is correlated with the contents of conscious-
ness, studies of ambiguous figures have also provided 
evidence to suggest the involvement of areas of frontal 
and parietal cortex in visual awareness. These studies 
focused on activity that was time locked to the tran-
sitions between different perceptual states. Cortical 
regions whose activity reflects perceptual transitions 
include ventral extrastriate cortex, and also parietal 
and frontal regions previously implicated in the con-
trol of attention  [48] . However, whereas extrastriate 
areas are also engaged by non-rivalrous perceptual 
changes, activity in frontal and parietal cortex is spe-
cifically associated with the perceptual alternations 
during rivalry. Similar parietal and frontal regions 
are active during perceptual transitions occurring 
while viewing a range of bistable figures (such as the 
Necker cube and Rubins face/vase)  [45]  and during 
stereo pop-out, as compared to those regions active 
during stable viewing  [49] . Although frontal and pari-
etal areas play a prominent role in the organization of 
behaviour, their involvement in rivalry is independent 
of motor report  [50] . Activity is coordinated between 
ventral visual areas, parietal areas and prefrontal 
areas in a way that is not linked to external motor or 
sensory events but instead varies in strength with the 
frequency of perceptual events. This suggests that 
functional interactions between visual and frontopa-
rietal cortex may make an important contribution to 
visual awareness. 

   The information encoded in early visual cortex 
during binocular rivalry is sufficient to reconstruct the 
dynamic stream of consciousness. Information that is 
contained in the multivariate pattern of responses to 
stimulus features in V1–V3 and recorded using fMRI 
can be used to accurately predict, and therefore track, 
changes in conscious contents during rivalry [51] . 
Accurate decoding is possible for extended periods 

FIGURE 5.2    Fluctuations in activity in visual pathways associated 
with conscious perception during binocular rivalry. (A) Fusiform face 
area. Activity measured using functional magnetic resonance imag-
ing (fMRI) from human FFA and parahippocampal place area (PPA) is 
plotted as a function of time relative to a perceptual switch from house 
to face (left panel) or face to house (right panel). It is apparent that 
activity in the FFA is higher when a face is perceived during binocular 
rivalry than when it is suppressed; and activity in the PPA is similarly 
higher when a house is perceived than when it is suppressed. For fur-
ther details see Tong  et al .  [44] . (B) Binocular rivalry in primary vis-
ual cortex (V1). Activity measured using fMRI from human primary 
visual cortex is plotted as a function of time after a perceptual switch 
where the subsequent perception is of a high contrast stimulus (solid 
symbols) or low contrast stimulus (open symbols). The left hand panel 
plots activity following a perceptual switch due to binocular rivalry, 
while the right hand panel plots activity following a deliberate physi-
cal switch of monocular (non-rivalrous) stimuli. V1 activity therefore 
corresponds to perception during binocular rivalry and the ampli-
tude changes are similar to those seen during physical alternation of 
corresponding monocular stimuli. For further details see Polonsky 
et al .  [40] . (C) Rivalry in the lateral geniculate nucleus (LGN). Activity 
measured using fMRI is plotted as a function of time for voxels in the 
LGN selective for left eye stimuli (red symbols) or right eye stimuli 
(blue symbols) around the time (vertical dotted line) of a perceptual 
switch between left and right eye views (left panel) or right and left 
eye views (right panel). Reciprocal changes in signal in the different 
eye-selective voxels as a function of perceptual state can be readily 
seen. For further details see Haynes et al .  [38] .
5.2a Reprinted from  Neuron , 21, Tong, F.., Nakayama, K., Vaughan, J.T. 
and Kanwisher, N., ‘Binocular rivarly and visual awareness in human 
extrastriate cortex’, pp 753–759, © 1998, with permission from Elsevier.
5.2b Reprinted by permission from Macmillan Publishers Ltd, 
Nature Neuroscience , Polonsky, A., Blake, R., Braun, J. and Heeger, 
D.J. ‘Neuronal activity in human primary visual cortex  correlates 
with perception during binocular rivalry’, pp. 1153–1159, © 2000.     
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of time during rivalry while awareness undergoes 
many spontaneous changes. Furthermore, accurate 
prediction during binocular rivalry can be established 
using signals recorded during stable monocular view-
ing, showing that prediction generalizes across differ-
ent viewing conditions and does not require or rely 
on motor responses. It is therefore possible to predict 
the dynamically changing time course of subjective 
experience using brain activity alone. This raises the 
possibility that more complex dynamic changes in 
consciousness could be decoded from brain activity 
(see also Chapter 17 on brain–computer interfaces), 
though this in turn raises important questions about 
whether such an approach will be able to generalize 
to novel mental states [52] .

    Hallucinations 

  A hallucination is a sensory perception experienced 
in the absence of an external stimulus (as distinct from 
an illusion, which is a misperception of an external 
stimulus induced by context; see below). Hallucinations 
therefore dissociate neural processing associated with 
visual awareness from sensory stimulation, and are 
typically (though not exclusively) associated with 
damage to the visual system or psychiatric disorders. 
Patients with damage to the early visual system who 
experience hallucinations of colour, faces, textures and 
objects exhibit activity in functionally specialized areas 
of visual cortex corresponding to the contents of their 
hallucinations [53] . Similarly, patients with schizophre-
nia who experience visual and auditory hallucinations 
show activity in modality-specific cortex during hallu-
cinatory episodes       [54, 55] . Thus, changes in the content 
of visual awareness are correlated with content-specific 
modulation of visual cortex activity. 

    Summary 

   Common to these experimental paradigms are 
spontaneous changes in visual experience that are 
not accompanied by corresponding changes in visual 
input. Accordingly, neural activity correlated with the 
contents of consciousness can be dissociated from that 
associated with unconscious sensory processing. Both 
primary visual cortex and higher areas of the visual 
system show changes in activity strongly correlated 
with changes in the contents of visual awareness. In 
addition, changes in the contents of visual awareness 
associated with bistable perception are associated 
with time-locked activation of dorsolateral prefrontal 
and parietal cortex, implicating a network of cortical 
structures in visual awareness. 

    DELIBERATE CHANGES TO THE 
CONTENTS OF VISUAL AWARENESS 

   The second major group of experimental paradigms 
used to investigate visual awareness employ situa-
tions where deliberate changes are made either to the 
type of visual stimulation (e.g., the temporal or spatial 
context in which a stimulus is presented, giving rise 
to visual illusions) or where visual stimulation is con-
stant but top-down signals associated with attention 
or imagery are varied. 

    Illusions 

   In contrast to hallucinations, illusions are misper-
ceptions of external stimuli that are represented in 
awareness in an incorrect fashion. The content of the 
illusory perception typically depends on the context 
in which it occurs. For example, when a moving grat-
ing is divided by a large gap, observers report seeing 
a moving ‘ phantom ’  in the gap and there is enhanced 
activity in the locations in early retinotopic visual cor-
tex that correspond to the visual field location where 
the illusion is perceived  [56] . Moreover, when phan-
tom-inducing gratings are paired with competing 
stimuli that induce binocular rivalry, spontaneous 
fluctuations in conscious perception of the phantom 
occur together with changes in early visual activity. 
Similarly, V1 activation can be found on the path of 
apparent motion  [57]  and is associated with strength-
ened feedback connections to that retinotopic location 
from cortical area V5/MT  [58] . 

   When a featureless achromatic target is placed on 
a textured pattern and steadily viewed in peripheral 
vision, after a few seconds it seems to fill-in with the 
surrounding texture, similar to the perceptual expe-
rience of patients with scotomas from damage to the 
visual pathways. Signals associated with such a target 
are reduced (but not entirely abolished) in contralat-
eral visual cortex when it becomes invisible       [59, 60] ,
consistent with involvement of primary visual cortex 
in generating such an ‘ artificial scotoma ’  and with 
earlier findings that long-range colour filling-in is also 
associated with activity in primary visual cortex [61] . 

   Primary visual cortex is also implicated in a number 
of other illusions ( Figure 5.3   ). For example, when two 
objects subtending identical angles in the visual field 
are made to appear of different sizes by changing the 
particular three-dimensional context, the spatial extent 
of activation in V1 reflects the perceived rather than 
actual angular size of the objects [62] . These data thus 
show a rather close correspondence between either 
the level and spatial extent of V1 activation and the 
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perceived phenomenal properties of the visual world. 
Such a correspondence between V1 activity and the 
contents of visual awareness extends to cross-modal 
influences on visual perception. Irrelevant auditory 
stimulation can lead to illusory perception of a single 
flash as two flashes. In such circumstances, primary 
visual cortex shows enhanced activity compared to 
physically identical stimulation that is perceived cor-
rectly  [63] . Moreover, this illusion is associated with 
very early modulation of MEG responses over poste-
rior occipital sensors  [64] . Responses in human V1 can 
therefore be altered by sound, and can reflect subjec-
tive perception rather than the physically present vis-
ual stimulus. 

   Illusions can also affect activity in higher visual 
areas. Perception of illusory or implied motion in a 
static visual stimulus results in activation of V5/MT 
       [65, 66] , while perception of illusory contours acti-
vates areas of early retinotopic extrastriate cortex 
         [67–69] . Finally, sensory aftereffects are illusory sen-
sory perceptions in the absence of sensory stimulation 
that typically occur following an extended period of 
adaptation to a sensory stimulus. Aftereffects that are 
contingent on prior adaptation to colour or motion 
activate either V4         [70–72]  or V5/MT          [73–75]  respec-
tively, and the time course of such activation reflects 
phenomenal experience       [73, 74] .  

    Attention 

   When subjects are engaged in a demanding task, 
irrelevant but highly salient stimuli outside the 

 immediate focus of attention can go entirely unno-
ticed. This phenomenon is known as inattentional 
blindness, and suggests that visual awareness may 
depend on attention. Brain activity evoked by irrel-
evant sensory stimulation in ventral occipital and tem-
poral cortex is reduced when attention is withdrawn 
           [76–79] . Moreover, when inattentional blindness 
results for unattended words, then brain activity no 
longer differentiates between such meaningful words 
and random letters [80] . This suggests that attention 
is necessary both for brain activity associated with 
the higher processing of sensory stimuli, and for their 
subsequent representation in the contents of visual 
awareness. However, the availability of attention can 
strongly influence the processing of stimuli in early 
visual cortex that are rendered entirely invisible by 
binocular suppression  [81] . Thus although attention 
might be necessary, it cannot be a sufficient condition 
for awareness (see Chapter 6 for further discussion of 
the relationship between attention and awareness). 

    Imagination 

  A conscious percept can be created by the act of 
imagination. In these circumstances there is a striking 
correspondence between the pattern of activation of 
visual cortices in response to sensory stimulation and 
to imagery resulting from top-down signals alone. 
In retinotopic visual cortex, patterns of activation 
evoked by visual imagery of flickering checkerboard 
correspond topographically to the patterns evoked by 
presentation of similar visual stimuli  [82] . In extrastri-
ate cortex, colour imagery activates colour-selective 
area V4  [83] . Neuronal populations further along the 
ventral visual pathway with stimulus specificity for 
faces or places are activated during imagery of these 
categories of object  [84] . Finally, in patients with 
implanted electrodes for pre-surgical epilepsy map-
ping, single neurons in the human medial temporal 
lobe that fire selectively when particular visual stimuli 
are presented  [85]  are also activated when the individ-
ual imagines the same stimuli [86] .

    Sleep and Anaesthesia 

   Global alterations in the level of consciousness 
obviously lead to corresponding modifications in the 
ability to be aware of the environment. In contrast to 
the large number of studies in awake observers, there 
have been relatively few enquiries that address how 
activity in visual cortex is modified by global changes 
in level of consciousness (though see Chapter 10 for a 

Lumer et al. (1997)
Lumer and Rees (1998)
Kleinschmidt et al. [38]
Portas et al. (2000)
Beck et al. [16]

FIGURE 5.3    Parietal and prefrontal correlates of perceptual 
awareness. Foci of parietal and prefrontal activity measured using 
fMRI and associated with switches in the contents of consciousness 
independent of changes in physical stimulation are plotted on an 
anatomical brain image in a standard stereotactic space. Studies 
shown identify the neural correlates of perceptual switches during 
rivalry (Lumer et al ., 1998; Lumer and Rees, 1999)  , during bistable 
perception generally  [45] , associated with stereo pop-out (Portas 
et al . 2000a)   or change detection  [16] . Clustering of activated foci 
(white circles) is apparent in superior parietal and dorsolateral 
 prefrontal cortex  .    
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more general discussion of anaesthesia plus Chapter 
8 for a discussion of sleep). There is a dose depend-
ent reduction in activation of V1 with thiopental  [87] , 
but that study did not measure depth of anaesthe-
sia so could not correlate such findings with level of 
consciousness. Subanaesthetic isoflurane affects task-
induced activation in frontal and parietal, but not vis-
ual cortices during performance of a visual search task 
 [88] . Visual evoked potentials can still be obtained 
during anaesthesia, although somewhat unreliably in 
the operative environment  [89] , indicating some pres-
ervation of cortical processing. 

   Considering sensory processing more generally, 
primary auditory cortex activity can still be elicited 
when auditory stimuli are presented to subjects ren-
dered unconscious through sleep  [90]  or coma  [91] , 
but activation of higher order multimodal association 
cortex in coma appears to be absent and any thalamo-
cortical coupling is decreased relative to the conscious 
state [92] . Thus, it seems that primary auditory cor-
tex continues to process stimuli when conscious state 
is perturbed, but activity in secondary sensory and 
higher cortical areas is strikingly reduced (see also 
Chapter 13 on brain activity in the vegetative state), 
consistent with a role for these areas in representing 
the contents of consciousness. However, whether such 
a generalization holds true for the visual modality 
remains to be established. 

    Summary 

  Common to these experimental paradigms are 
changes in visual experience induced by the presence 
(vs. absence) of a particular spatial and temporal con-
text, or by the presence (vs. absence) of top-down sig-
nals, without corresponding physical stimulus changes. 
Activity in functionally specialized areas of the visual 
system changes in correspondence with the changes in 
visual awareness; and as for spontaneous changes in 
the contents of visual awareness, areas of dorsolateral 
prefrontal and parietal cortex are also activated. 

    NECESSARY AND SUFFICIENT 
CORRELATES OF CONSCIOUSNESS 

  fMRI and EEG/MEG studies in normal subjects, 
such as those discussed above, reveal the correlation 
between particular contents of consciousness and spe-
cific types of neural activity. However, they can neither 
ascertain whether this neural activity plays a causal 
role in determining the contents of consciousness, nor 

determine with certainty the necessary and sufficient 
correlates of consciousness. In order to do this, neural 
activity must be manipulated either experimentally 
(e.g., using transcranial magnetic stimulation (TMS)) 
or as a consequence of neurological disease causing 
brain damage (see also Chapters 11–27 for further dis-
cussion of pathological conditions and consciousness). 

  In individuals who are blind following retinal dam-
age, phosphenes can be elicited by TMS of visual 
cortex. However, such stimulation does not elicit phos-
phenes when blindness results from damage to pri-
mary visual cortex [93] . This suggests that while retinal 
stimulation is not necessary for conscious visual expe-
rience of phosphenes, activity in primary visual cortex 
may be required. Indeed, visual experiences of vary-
ing complexity can be elicited by direct stimulation 
of the ventral visual pathway, confirming that retinal 
and subcortical processing may not be necessary for 
conscious visual experience, although it is not possible 
to entirely rule out their involvement through feed-
back loops [94] . This suggests that visual input from 
the retina and subcortical structures is not necessary 
for conscious visual experience. Whether V1 activ-
ity is necessary is more controversial. Activation of 
extrastriate cortex in the absence of awareness occurs 
when the blind visual field is stimulated in patients 
with damage to V1       [95, 96] . However, in at least some 
patients with V1 damage, residual conscious vision 
may return in the absence of functional ipsilesional 
V1  [97] . Reconciling these two observations is only 
possible if some specific functional aspect of V1 activ-
ity, such as its overall level or precise timing, plays a 
role in determining the contents of consciousness. 
Consistent with this, awareness of motion is impaired 
if feedback signals from V5/MT to V1 are disrupted by 
TMS       [98, 99] . Similarly, using TMS to disrupt process-
ing of a mask presented following a target can lead to 
unmasking and corresponding visibility of the original 
target  [100] . These data suggest that signals in V1 rep-
resenting feedback from other ventral visual (or higher 
cortical) areas may be required for awareness. Indeed, 
coupling is disrupted between the V1 representation 
of a visual stimulus and higher visual areas when that 
stimulus is rendered invisible by masking  [7] . 

  As previously discussed, damage to frontal and 
parietal cortex can lead to visual extinction and vis-
ual neglect in which awareness is lost for objects pre-
sented in one-half of the visual field, even though 
processing of visual stimuli in visual cortex may con-
tinue. This implies that signals in parietal and (pos-
sibly) frontal cortex are necessary for normal visual 
awareness. Consistent with such a notion, disruption 
of right parietal cortex using TMS leads to a greater 
rate of change blindness [101] . Parietal damage 
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can also affect the rate of perceptual alternations in 
binocular rivalry [102] , supporting a causal role for 
these structures in bistable perception. Moreover, 
when patients with parietal damage become aware 
of previously extinguished stimuli, such awareness 
is associated with enhanced covariation of activity in 
undamaged parietal, prefrontal and visual areas  [22] . 
This suggests that interaction between frontal, parietal 
and stimulus-specific representations in visual corti-
ces may be required for visual awareness.  

    OVERALL SUMMARY AND FUTURE 
DIRECTIONS

  In the last decade, substantial progress has been 
made in establishing the patterns of brain activity in 
visual cortices associated with purely unconscious 
processing, and the changes in such activity that are 
correlated with different contents of visual awareness. 
Perhaps the most consistent finding is that activity in 
specific functionally specialized regions of visual cortex 
is necessary in order to experience particular contents 
of consciousness. For example, if the visual motion 
area V5/MT is damaged, or its activity disrupted, then 
motion will not be perceived. Thus, activity in func-
tionally specialized areas of the visual system is neces-
sary for awareness of the attribute that is represented 
in the neuronal specificities within that area. However, 
activity is also consistently observed in such areas in 
the absence of any awareness of the specific attribute 
represented. Thus activity in functionally specialized 
regions of visual cortex is necessary but not sufficient 
for awareness. Activity associated with unconscious 
processing is typically either weaker or has a differ-
ent character (e.g., no 40       Hz oscillations; see Chapter 4 
for further details) to that associated with conscious 
processing. But associations of parietal and frontal 
activity with awareness, plus long-range coupling of 
these structures with appropriate sensory representa-
tions during awareness, suggest that activated sen-
sory representations may have to interact with higher 
areas to be represented in the contents of visual aware-
ness. The challenge for the next decade is thus to more 
precisely delineate whether differences in the level or 
character of neuronal activity in functionally special-
ized areas are sufficient for awareness, or whether 
interactions with additional areas are also required. 
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    INTRODUCTION 

   Commonly used in both everyday speech and 
in the scholarly literature, the terms  ‘ attention ’  and 
  ‘ consciousness ’  have resisted clear and compelling 

definitions. As argued elsewhere        [1, 2]  this unfortu-
nate state of affairs will remain until the mechanistic 
basis of these phenomena has been thoroughly enun-
ciated at the neuronal and molecular levels. 

   Few would dispute that the relationship between 
selective attention and perceptual consciousness is an 
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O U T L I N E

C H A P T E R

     ABSTRACT 

 The relationship between selective attention and consciousness is a close one, leading many scholars to conflate 
the two. This chapter summarizes psychophysical and neurophysiological evidence arguing that top-down 
attention and consciousness are distinct phenomena that need not occur together and that can be independently 
manipulated. Subjects can become conscious of an isolated object, or the gist of the scene in the near-absence of 
top-down attention. Conversely, subjects can attend to perceptually invisible objects. Most remarkable, top-
down attention and consciousness can have opposing effects. Neuroimaging studies are uncovering the distinct 
hemodynamic signatures of selective attention and consciousness. Untangling their tight relationship is a necessary 
step in the elucidation of consciousness and its material substrate.   
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intimate one. When we pay attention to an object, we 
become conscious of its various attributes; when we 
shift attention away, the object fades from conscious-
ness. This has prompted many to posit that these two 
processes are inextricably interwoven, if not identi-
cal                 [3–9] . Others, going back to the 19th century  [10] , 
however, have argued that attention and conscious-
ness are distinct phenomena, with distinct functions 
and neuronal mechanisms                          [2, 11–21] . 

  Even if the latter proposition is true, what is the nature 
of their causal interaction? Is paying attention neces-
sary and sufficient for consciousness? Or can conscious 
perception occur outside the spotlight of attention? Of 
course, this presupposes that consciousness is a unitary 
concept, which is not the case. Indeed, consciousness has 
been dissected on conceptual (access vs. phenomenal 
consciousness       [18, 22] ), ontological (hard vs. easy prob-
lem [23] ), and psychological (explicit vs. implicit proc-
esses [24] ) grounds. And attention has similarly been 
dissected into orienting, filtering, and searching func-
tions, anterior and posterior brain circuits, exogenous 
(bottom-up) and endogenous (top-down) trigger mecha-
nisms, and so forth [25]. 

   We here summarize recent psychophysical and 
neurophysiological evidence in favour of a dissoci-
ation between selective attention and consciousness, 
and provide functional justifications for this reason-
ing. We argue that events or objects can be attended 
to without being consciously perceived. Furthermore, 
an event or object can be consciously perceived in 
the near-absence of top-down attentional process-
ing. We review some remarkable evidence that top-
down attention and consciousness can have opposing 
effects. We also refer to ongoing neuroimaging  studies
that are measuring attentional modulation of fMRI 
responses to invisible stimuli        [26, 27] . We discuss 
empirical methods to manipulate the visibility of 
 stimuli independently of top-down attention and refer 
to the post-decision wagering technique to measure 
consciousness       [28, 29] . Finally, we speculate about the 
neuronal substrate of consciousness without attention. 

   Note that our usage of  ‘ attention ’  always implies 
selective attention, rather than the processes that 
control the overall level of arousal and alertness. 
Furthermore, we restrict this review to visual attention 
and visual consciousness, as visual perception and the 
neurophysiology of vision is much better understood 
than other modalities.  

    FUNCTIONAL CONSIDERATIONS 

  Let us start by considering the functional roles of 
attention. Complex organisms, such as brains, suffer 

from informational overload. In primates, about one 
million fibers leave each eye and carry on the order 
of one megabyte per second of raw information. One 
way to deal with this deluge of data is to select a small 
 fraction and process this reduced input in real time, 
while the non-attended portion of the input is proc-
essed at a reduced bandwidth. In this view, attention 
selects information of current relevance to the organism 
while the non-attended data suffer from benign neglect. 

   Since the time of Williams James, selection is 
known to be based on either bottom-up, exogenous 
or top-down, endogenous factors         [30–32] . Exogenous 
cues are image-immanent features that transiently 
attract attention or eye gaze, independent of any par-
ticular task. Thus, if an object attribute (e.g., flicker, 
motion, colour, orientation, depth, or texture) differs 
significantly from its value in some neighbourhood, 
the object will be salient. This definition of bottom-up 
saliency has been implemented into a popular suite 
of neuromorphic vision algorithms that have at their 
core a topographic saliency map that encodes the sali-
ency or conspicuity of locations in the visual field 
independent of the task [33]  (see  http://ilab.usc.
edu  for a C ��  implementation and  http://www.
saliencytoolbox.net / for a Matlab toolbox). Such algo-
rithms account for a significant fraction of fixational 
eye movements       [34, 35] . Candidates for such a map 
in the primate brain include the initial responses of 
neurons in the frontal eye field (FEF) and the lateral 
intraparietal sulcus (LIP)       [36, 37]  (see  Box 6.1   ). 

   However, under many conditions, subjects can 
disregard salient, bottom-up cues when searching 
for particular objects in a scene by dint of top-down, 
task-dependent control of attention  [38] . Bringing 
top-down, sustained attention to bear on an object 
or event in a scene takes time. Top-down attention 
selects input defined by a circumscribed region in 
space ( focal attention ), by a particular feature ( feature-
based attention ), or by an object ( object-based attention ). 
It is the relationship between these volitionally con-
trolled forms of selective, endogenous attention and 
consciousness that is the topic of this chapter. 

   Consciousness, on the other hand, is surmised to 
have quite different functions. These range from sum-
marizing all relevant information pertaining to the 
current state of the organism and its environment 
and making this compact summary accessible to the 
planning stages of the brain, to detecting anomalies 
and errors, decision-making, language, inferring the 
 internal state of other animals, setting long-term goals, 
making recursive models, and rational thought. 

   To the extent that one accepts that attention and 
consciousness have different functions, one has to 
accept that they cannot be the same process. 
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   BOX 6.1 

    PSYCHOPHYSICAL TOOLS TO MANIPULATE TOP-DOWN ATTENTION      

fi xation. Attentional effects are inferred in terms of reac-
tion time and/or accuracy of target detection. Variants of 
this method demonstrated that an invisible cue can direct 
attention to the cued location                [16, 42–47] , clear support 
for attention without consciousness. 

   In  visual search , subjects need to fi nd a target among 
distractors; reaction time is related to the number of 
 distractors. When the search slope is steep, the search 
process is said to be  serial , and when fl at,  parallel . The 
former is usually taken as the evidence of processing by 
top-down attention. However, steep search may arise 
due to completely bottom-up factors  [40] . This exempli-
fi es a case where dual-tasks and visual search methods 
may yield inconsistent results. 

  The  dual-tasks paradigm           [31, 39, 46]  manipulates top-
down, focal attention without affecting bottom-up sali-
ency: a central, attentional-demanding discrimination 
task is present at the centre of gaze, while a secondary 
stimulus is projected somewhere into the periphery 
( Figure 6.1A   ). Subjects either carry out the central, the 

   Top-down attention and consciousness are usually 
tightly coupled. To dissociate these two, experimental 
tools that manipulate either one independently in a spe-
cifi c manner with few side effects are called for. 

   There exist at least two forms of selective attention: 
stimulus-driven, bottom-up, saliency-mediated atten-
tion as well as task- and goal-dependent top-down 
attention, with some intermediate forms. Previously 
neutral stimuli (such as text or images of guns) can be 
associated with reward or punishment to acquire add-
itional saliency. Biologically relevant stimuli may be 
preferred or disliked based on individual difference 
(e.g., snakes, spiders, and nude pictures). 

  A variety of techniques to manipulate these compon-
ents of attention have been invented. It is not always 
easy to compare them, as each method interferes with 
attention at a different level of processing        [39, 40] . 

  In  Posner’s cueing paradigm , popular to study orient-
ing  [41] , a target is preceded by an informative or a non-
informative cue that appears at the target location or at 
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FIGURE 6.1    Manipulating top-down attention. (A) How performance of a secondary task in the periphery (empty red circle) is 
affected when a centrally presented attention-demanding task is performed simultaneously is studied with the aid of the dual-tasks
paradigm. Deciding whether or not a natural scene includes an animal can be done at the same time as the central task – here a 
demanding letter discrimination – (panel B), while discriminating a red-green disk from a green-red one cannot be done when atten-
tion is engaged at the centre (panel C). (D) An example of a bistable conscious percept (Rubin vase: two silhouettes vs. a vase). (E) It 
would be interesting to characterize the effect of withdrawing top-down attention from Rubin’s vase illusion by imbedding this bist-
able percept into a dual-tasks experiment        [59, 60]  (see Box 6.2). B and C modified from  [48]  and from  [61]  with permission. 
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   Consider the four different ways in which a particu-
lar percept or behaviour can be classified depend-
ing on whether or not it requires top-down attention 
and whether it necessarily gives rise to consciousness 
(Table 6.1).  

    THE FOUR-FOLD WAY OF PROCESSING 
VISUAL EVENTS AND BEHAVIOURS 

   While many scholars agree that attention and con-
sciousness are distinct, they insist that the former is 
necessary for the latter, and that non-attended events 
remain  sub rosa  from the point of view of conscious-
ness. For example, Dehaene and colleagues [19]  argue 
that without top-down attention, an event cannot be 
consciously perceived (preconscious). The evidence 
reviewed below argues otherwise. 

  More than a century of research efforts have quan-
tified the ample benefits accrued to attended and con-
sciously perceived events. For example, Mack and 
Rock  [56]  compellingly demonstrate that subjects must 
attend to become conscious of novel or unexpected 
stimuli. These occupy the lower right quadrant of our 
attention      �      consciousness design matrix ( Table 6.1   )  . 

   On the other end of the spectrum are objects or 
events that are not sufficiently salient to either attract 
bottom-up attention or a top-down attentional bias. 
Under these conditions, the net-wave of spiking activ-
ity moving from the retina into primary visual cortex 
and beyond will not trigger a conscious percept (but 

TABLE 6.1     A Four-Fold Classification of Percepts and 
Behaviours

 May not give rise 
to consciousness 

 Gives rise to 
consciousness

   Top-down 
 attention is 
 not required 

 Formation of 
 afterimages
Rapid vision 
 ( � 120       ms)
Zombie behaviours
Accommodation
 reflex
Pupillary reflex 

 Pop-out
Iconic memory
Gist
Animal and gender 
 detection in dual-tasks
Partial reportability 

   Top-down 
 attention 
 is required 

 Priming
Adaptation
Processing of objects
Visual search
Thoughts

 Working memory
Detection and 
 discrimination 
 of unexpected and 
 unfamiliar stimuli 
Full reportability 

Note : This classification of percepts and behaviours depends on 
whether or not top-down attention is necessary and whether or not 
these percepts and behaviours necessarily give rise to phenomenal 
consciousness. Different percepts and behaviors are grouped 
together according to these two, psychophysically defined, criteria.  

in such tasks is only achieved after extensive training of 
many hours. Such an extended training phase renders 
the task quite different from what naïve subjects experi-
ence        [51, 52] . 

   Finally, there are a class of neurological conditions as 
well as visual illusions in normal subjects where stimuli 
become invisible because of impairments in the mecha-
nisms of top-down or bottom-up attention. Neglect and 
extinction  [53] , attentional blink        [54, 55] , inattentional 
blindness  [56] , and change blindness  [57]  are some-
times used as positive evidence for  ‘ without attention, 
no consciousness ’   [3] . Although some attributes of the 
visual input need attentional amplifi cation to rise to the 
level of consciousness, other aspects, such as the gist of 
the scene and its emotional content, are quite resistant 
to such attentional manipulations        [56, 58] .   

peripheral, or both tasks simultaneously while the scene 
and its layout remain the same. Surprisingly, seemingly 
complex peripheral tasks can be done equally well under 
either single- or dual-tasks condition          [48–50] , while other, 
computationally simpler tasks deteriorate when per-
formed simultaneously with the central task ( Figure 6.1 B 
and C). The dual-tasks paradigm quantifi es what type of 
stimulus attributes can be signalled and consciously per-
ceived in the near-absence of spatial attention  [40] . 

  Most importantly, the dual-tasks paradigm can be 
combined with a multitude of visual illusions that render 
stimuli invisible, allowing the independent manipulation 
of top-down attention and consciousness ( Figure 6.1 D 
and E), although a full factorial analysis for many popu-
lar experiments awaits the future (see  Box 6.2 ). 

   The inference of attentional requirements from dual-
tasks performance demands caution. High profi ciency 

see further below). However, such non-attended or 
only minimally attended and non-conscious activity 
can still be causally effective and leave traces that can 
be picked up with  sensitive behavioural techniques. 
For instance, such non-salient stimuli can cause nega-
tive afterimages         [62–64] . These occupy the upper left 
quadrant of  Table 6.1 .  Other likely examples include 
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visuo-motor reflexes such as the accommodation and 
the pupillary reflexes.

   What about the two remaining quadrants, cover-
ing events that require top-down attention but that 
do not give rise to conscious perception and events 

   BOX 6.2 

    HOW TO MEASURE VISUAL CONSCIOUSNESS      

  However, such an objective defi nition does not 
directly refl ect phenomenal experience, which is the cen-
tral issue. By applying the objective measure of signal 
discriminability to one’s own judgement of whether the 
stimulus is seen or not, one can objectively  measure  sub-
jectivity . That is, one can consider the discriminability 
(d ’ ) of one’s own experience. For this method, subjects 
fi rst make a detection/discrimination judgement, then 
rate the confi dence in their decision. Defi ning  ‘ hit ’  as pro-
portion of high confi dent ratings given the decision was 
correct – p(high confi dence|correct) – and  ‘ false alarm ’  
as the proportion of high confi dent ratings given the 
decision was incorrect – p(high confi dence|incorrect) – 
one can calculate the signal discriminability (d ’  or area 
under the curve). In signal detection theory, this is called 
Type 2 analysis  [71] . It has been applied to evaluation of 
above-chance behaviour in non-conscious perception        [28, 
72]. We believe that it is more fruitful to measure both 
objective and subjective thresholds simultaneously using 
confi dence rating [73, 74] rather than debating which one 
is superior . 

  However, refl ecting upon one’s own judgement may 
require a substantial internal focus. Such an act itself can 
modify conscious experience signifi cantly  [75] . With a 
recently proposed method,  post-decision wagering , this con-
tamination due to introspection can be minimized        [28, 29] . 
Following each response, subjects wager on their perform-
ance, betting either high or low. If the subject is confi dent 
that she saw the stimulus, reward maximization would 
presume that she would wager a higher amount than 
when she was unaware of the stimulus and was guessing 
(also see [76, 77). 

   Here, subjects ’  awareness is gauged by their discrim-
inability of their own judgement. This method proves to 
be easy and intuitive for subjects to use and very effect-
ive in refl ecting one’s subjective aspects of conscious-
ness while minimizing interference to the quality of 
the experience. Persaud and colleagues  [29]  observed 
non-conscious, above-chance behaviours in blindsight 
patients, implicit learning, and the Iowa gambling task, 
while demonstrating non-conscious access to the infor-
mation by post-decision wagering.  

  Visual consciousness can be manipulated using a 
multitude of illusions, such as backward masking, the 
standing wave of invisibility [65], crowding, bistable 
fi gures, binocular rivalry, fl ash suppression, continuous 
fl ash suppression        [63, 66] , motion-induced blindness and 
attentional blink (for a review see  [67] ). These techniques 
control the visibility of an object or part of thereof in both 
space and time. Yet how is visibility assayed? More gen-
erally, how can the degree of consciousness be probed? 

   The most lenient criterion is to accept what subjects 
subsequently report verbally; for example,  ‘ I never saw 
the face ’ . Though widely used (such as when obtaining 
reports right after a fMRI session), this method is unsat-
isfactory because unattended items or task-irrelevant 
(implicit) features of stimuli may be inaccessible in sub-
sequent recognition or recall tasks          [68, 69, 70] . A more 
stringent criterion for non-conscious processing is to 
ask subjects about their experience directly at the time 
the stimulus is processed. When subjects deny seeing 
stimuli, the stimulus is processed at a  subjectively non-
conscious  level. Although many studies involving non-
 conscious states adopt this convention, the defi nition 
suffers from the possibility of criterion shifts: for the 
same subjective experience of visibility, some subjects 
may deny seeing a stimulus while others may report 
seeing it, because their criterion of what to count as 
 ‘ seen ’  differs  [28] . 

   The strictest procedure is to demonstrate null sen-
sitivity using an appropriate overt behavioural meas-
ures, that is, d’      �      0. For example, subjects can be given 
two alternative temporal intervals (or locations), each 
of which contains the stimulus equally often. If they 
are at chance in detecting/discriminating one from the 
other, they are (objectively) unaware of the stimulus 
(our use of  ‘ subjective ’  and  ‘ objective ’  here refers to the 
method used, not to the nature of the conscious experi-
ence, which is of course always subjective in terms of its 
phenomenology). Note that above-chance behavioural 
discrimination performance does not necessarily dem-
onstrate conscious awareness, since patients with blind-
sight exhibit precisely such performance. 

that give rise to consciousness yet without top-down 
attention? These can be studied with techniques that 
 independently manipulate top-down attention and 
visibility (         Boxes 6.1 and 6.2 ).
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    ATTENTION WITHOUT 
CONSCIOUSNESS

   Consider that subjects can attend to a location 
for many seconds and yet fail to see one or more 
attributes of an object at that location (lower left quad-
rant in  Table 6.1 ). In lateral masking ( visual crowding ), 
the orientation of a peripherally presented grating is 
hidden from conscious sight but remains sufficiently 
potent to induce an orientation-dependent aftereffect 
 [78] . Montaser-Kouhsari and Rajimehr  [79]  showed 
that an aftereffect induced by an invisible illusory con-
tour required focal attention, even though the object 
at the centre of attention was invisible (see also [80, 
81]). Naccache and colleagues [13]  elicited priming 
for invisible words (suppressed by a combination of 
forward and backward masking) but only if the sub-
ject was attending to the invisible prime-target pair; 
without attention, the same word failed to elicit prim-
ing. Male/female nudes attracted attention when they 
were rendered completely invisible by continuous 
flash suppression        [42] . Interestingly, in heterosexu-
als, these effects were only apparent for nudes of the 
opposite sex         ([see also [43–45, 47] ). Note that by them-
selves (i.e. without the mask), these stimuli are clearly 
visible.

   Likewise, the blindsight patient GY has the usual 
reaction-time advantages for the detection of targets 
in his blind visual field when attentionally cued, even 
when the cues are located in his blind field and are 
therefore invisible to him          [16, 82, 83] .

   Finally, feature-based attention can spread to invis-
ible stimuli       [84, 85] . Indeed, when searching for an 
object in a cluttered scene (e.g., keys in a messy room), 
attention is paid to an invisible object and its associ-
ated features. 

   In conclusion, attentional selection does not neces-
sarily engender phenomenal sensations, although it 
may often do so.  

    CONSCIOUSNESS IN THE ABSENCE 
OF ATTENTION 

  Yet the converse can also occur and may be quite 
common (upper right quadrant in  Table 6.1 ). When 
focusing intensely on one event, the world is not 
reduced to a tunnel, with everything outside the focus 
of attention gone. We are always aware of some aspects 
of the world surrounding us, such as its gist. Indeed, 
gist is immune from inattentional blindness  [56] : 
when a photograph covering the entire background 

was briefly flashed, completely unexpectedly, onto a 
screen, subjects could accurately report a  summary of 
what it contained. In the 30       ms necessary to apprehend 
the gist of a scene       [86, 87] , top-down attention cannot 
play much of a role (because gist is a property associ-
ated with the entire image, any process that locally 
enhances features is going to be only of limited use). 

   Take perception of a single object (say a bar) in an 
otherwise empty display, a non-ecological but com-
mon arrangement in many experiments. Here, what 
function would top-down, selective attention need 
to perform without any competing item in or around 
fixation? Indeed, the most popular neuronal model 
of attention, biased competition   [88] , predicts that in 
the absence of competition, no or little attentional 
enhancement occurs. 

   In a dual-tasks paradigm, the subject’s attention is 
drawn to a demanding central task, while at the same 
time a secondary stimulus is flashed somewhere in 
the periphery (see  Box 6.1 ). Using the identical retinal 
layout, the subject either performs the central task, or 
the peripheral task, or both simultaneously         [31, 39, 
46] . With focal attention busy at the centre, the sub-
ject can still distinguish a natural scene containing an 
animal (or a vehicle) from one that does not include 
an animal (or a vehicle) while being unable to distin-
guish a red-green bisected disk from a green-red one 
 [48] . Likewise, subjects can tell male from female faces 
or even distinguish a famous from a non-famous face 
       [49, 50] , but are frustrated by tasks that are computa-
tionally much simpler (e.g., discriminating a rotated 
letter ‘ L ’  from a rotated  ‘ T ’ ). This is quite remarkable. 
Thus, while we cannot be sure that observers do not 
deploy some limited amount of top-down attention in 
these dual-tasks experiments that require training and 
concentration (i.e., high arousal), it remains true that 
subjects can perform certain discriminations but not 
others in the near-absence of top-down attention. And 
they are not guessing. They can be quite confident of 
their choices and ‘ see ’ , albeit often indistinctly, what 
they can discriminate. 

   Can perception be studied in the complete absence 
of attention? This seems possible if, in the above-
mentioned dual-task paradigm, subjects must per-
form a very demanding central task without needing 
to monitor the periphery. Such an experiment has 
been conducted to investigate the effects of atten-
tion on bistable perception  [59] . A fundamental ques-
tion in the perception of ambiguous figures is why 
they switch spontaneously despite constant retinal 
input. One influential theory posits that top-down 
attention triggers perceptual transitions  [30] . To test 
this, Pastukhov and Braun [59]  examined whether 
unattended and unreported bistable motion stimuli 
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 continued to switch. Consistent with other studies 
 [60] , they found that drawing attention away from 
the peripheral ambiguous percept slowed down 
the dominance periods but their statistical variabil-
ity remained; even a complete withdrawal of atten-
tion failed to abolish transitions. In other words, 
top-down attention is not necessary for switches in 
the content of visual consciousness. Similar dual-tasks 
 experiments can likewise be applied as a strict test 
for the necessity of top-down attention in learning, 
 memory,  adaptation, and other cognitive functions (see 
 Box 6.1 ).

    PROCESSING WITHOUT 
TOP-DOWN ATTENTION AND 

CONSCIOUSNESS

   Visual input can be classified very rapidly. As 
famously demonstrated by Thorpe and colleagues 
       [89, 90] , around 120       ms following image onset, some 
brain processes begin to respond differentially to 
images containing one or more animals from pictures 
than contain none. At this speed, it is no surprise that 
subjects often respond without having consciously 
seen the image       [91, 92] ; consciousness for the image 
may come later or not at all. Dual-tasks and dual-
 presentation paradigms support the idea that such 
discriminations can occur in the near-absence of focal, 
spatial attention       [48, 93]  (but see [94] ) implying that 
purely feed-forward networks can support complex 
visual decision-making in the absence of both atten-
tion and consciousness       [91, 92] . Indeed, this has now 
been formally shown in the context of a purely feed-
forward computational model of the primate’s ventral 
visual system [95] . 

  Animal experiments could prove this assertion. 
Imagine that all the cortico-cortical pathways from 
prefrontal cortex back to higher level visual cortex and 
from there on even further back to primary and second-
ary visual cortices would be transiently knocked out 
using a molecular silencing tool (without comprom-
ising feed-forward processing). That is, for a couple 
of hours, the brain of the monkey would only support 
feed-forward pathways. It is quite likely that such an 
animal could still carry out a previously learnt simple 
discrimination task with essentially the same level of 
performance as prior to the intervention (upper left 
quadrant in Table 6.1 ), without any top-down atten-
tion (since prefrontal cortex would have no means to 
modulate the processes in the visual brain), and with-
out conscious perception. 

    ATTENTION AND CONSCIOUSNESS 
CAN OPPOSE EACH OTHER 

   Most remarkably, withdrawing top-down atten-
tion from a stimulus and cloaking it from conscious-
ness can have opposing effects. When observers try to 
find two embedded targets within a rapidly flashed 
stream of stimuli, they often fail to see the second tar-
get, a phenomenon known as the attentional blink         [54, 
55] . Counter-intuitively, Olivers and Nieuwenhuis 
 [96]  found that observers can see both the first and 
the second targets better when they are distracted by 
a simultaneous auditory dual task or encouraged to 
think about task-irrelevant events. 1

   In most conditions, paying attention improves 
processing of stimulus. However, under certain con-
ditions, low spatial frequency stimuli can be better 
discriminated without than with spatial attention 
         [97–99] . During implicit learning, attentively trying 
to discover the underlying complex rule delays learn-
ing and impairs subsequent recognition  [100] . Recent 
work on afterimages, stabilization of bistable figures, 
and complex decision-making hint at striking dissoci-
ations between top-down attention and consciousness 
(for more details, see  Box 6.3   ). Such findings are nearly 
impossible to understand within a framework that 
aligns top-down attention closely with consciousness.  

    PHYSIOLOGICAL TECHNIQUES THAT 
DEMONSTRATE DISSOCIATIONS 

BETWEEN ATTENTION AND 
CONSCIOUSNESS

  The neuronal footprints of non-conscious process-
ing of visual information have been tracked using 
both event-related potentials (ERP), magnetoencepha 
lography (MEG) and functional magnetic resonance 
imaging (fMRI)           ([101–106]) . Only recently have such 
tools been applied to separate the neuronal mecha-
nisms of top-down attention from conscious and non-
conscious processing                [15, 26, 27, 107–109] . 

  For example, in  [15]  a lateralized negativity that 
appears around 200       ms following image onset and that 
is linked to the action of attention, is still detected for 

1Another example of attention hindering execution of a task is the 
tip-of-the-tongue phenomenon (H. Berlin, personal communica-
tion). Intense concentration on the missing name or word will often 
fail to recover it; instead it may suddenly ‘pop into mind’ when 
attention is focused on another task.
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   BOX 6.3 

    CAN TOP-DOWN ATTENTION BE OPPOSED TO CONSCIOUSNESS?      

object) at the expenses of other coalitions (non-attended 
stimuli)  [111] . Paradoxically though, reducing attention 
can enhance awareness  [96]  and certain behaviours            [98–
100, 112] . 

  Attention and its neuronal correlate can be under-
stood in the context of selection and biased competi-
tion  [78] : attention acts as a winner-take-all, enhancing 
one coalition of neurons (representing the attended 

Attention to adaptor [61, 62]

Inattention to adaptor

Adaptor visible [102–104] Adaptor invisible

Weak afterimages (�)

Strong afterimages (��)

Weakest afterimages (��)

Weaker afterimages (?)

Rivalry visible [57,58] Rivalry invisible [107]

Attention to rivalry Faster switches, 
less freezing (�)

Slower switches, 
more freezing  (�)

Inattention to rivalry Slower switches,
more freezing (�)
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Attention to 
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FIGURE 6.2    Dissociation of the effects of attention and awareness. (A) and (D) When the adaptor is invisible, its afterimage is 
substantially weakened (pink gradation [63, 64]). Paradoxically, when the adaptor is visible and attended, the associated afterimage 
becomes weaker and appears later (blue gradation [113–115])  . (B) and (E) When attention is  withdrawn  from a visible bistable/rivalry 
target (here, a Necker cube), the rate of perceptual flips  slows down  (blue gradation        [59, 60] ). When the target stimulus is intermit-
tently presented ( stabilization ), the opposite may occur;  withdrawing  attention from the target reduces stabilization, that is, perceptual 
flips speed up  (pink gradation  [118] ). (C) and (F) When confronted with a complex decision where many items must be remembered 
(i.e. , the list is  invisible ), distracting subjects from the decision-making process  improves  performance (pink gradation  [119] ). The last 
figure is modified from  [119]  and  [61]  with permission.    
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a target that is rendered invisible via  object substitution 
masking   [110] . The authors conclude that this ERP com-
ponent is the neuronal correlate of top-down attention 
even though the target is not consciously perceived. 

  More direct evidence comes from a recent fMRI study 
by Bahrami and colleagues [26] , demonstrating that the 
processing of objects hidden from sight (with d�      �      0) via 
continuous flash suppression   [63]  depends on the avail-
ability of spatial attention ( Figure 6.3   ). They varied the 
load of the central task in a dual-task design ( Box 6.1 ). 
The hemodynamic blood- oxygen-level-dependent con-
trast (BOLD) response to the invisible objects in primary 
visual cortex, V1, was stronger when the central task 
was easy, that is, when spatial attention was available 
for processing the invisible, peripheral stimulus than 
when the central task was hard and more attentional 
resources were drawn to it. In other words, attention 
modulates the fMRI response of an invisible stimulus. 

  Taken together with related psychophysical find-
ings        [13, 79] , these physiological experiments highlight 
the role of top-down attention in neuronal processing 
of invisible stimuli (see the bottom left in  Table 6.1 ).

  An even more paradoxical effect – that invisible stim-
uli can be more distracting than visible ones – was dis-
covered by Tsushima and colleagues  [27]  ( Figure 6.4   ). 
In this study, subjects had to detect foveally placed 
targets in a stream of characters – a  rapid serial visual 
presentation  (RSVP) task – surrounded by an annulus 
of moving dots. The fraction of dots moving coher-
ently in one direction – the  motion coherence  – was var-
ied from 0% (truly random dot motion) to 50% (half of 
the dots move in the same direction). When the cen-
tral task was combined with the task-irrelevant sur-
round motion, the central performance  dropped  when 
the coherent motion was perceptually below threshold 
(say at 5%, where the cloud of dots was not perceived 
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speeding up perceptual switching. Yet distracting focal 
attention during bistable perception slows down the 
switching rate        [59, 60]  ( Figure 6.2E ). In other words, 
withdrawing focal attention when the stimulus is invis-
ible, not consciously seen, disrupts perceptual freezing, 
while withdrawing attention when the stimulus is vis-
ible slows down switching. 

   Finally, consider complex decision-making ( Figure 
6.2C ). The Dijksterhuis ’   [119]  study consisted of three 
phases: examination of items, deliberation, and deci-
sion. One of either 4 or 12 properties for each of 4 cars 
was shown one at a time during the examination phase. 
Subjects then deliberated for several minutes without 
the attributes being visible (i.e., subjects had to remem-
ber them; this can be thought of as an  ‘ invisible ’  condi-
tion) before making a purchasing decision. Dijksterhuis 
and colleagues manipulated whether or not subjects 
were cognitively engaged during the deliberation 
period. They concluded that when faced with working 
memory overload, an explicit strategy based on deliber-
ate and rational thought leads to poor decision-making 
for a complex decision, while distracting subjects when 
they decide which car to buy greatly increased the prob-
ability of a correct choice ( Figure 6.2F ). We surmise that 
if the list of items would have been present throughout 
the decision-making period – thereby reducing working 
memory load – an attentional distracting task would 
degrade purchasing performance. For a related fi nding 
in implicit learning, see  [100] . 

   Note that a complete orthogonal manipulation of 
attention and consciousness has not been performed in 
any of these examples.   

  In the Rubin’s ambiguous fi gure (see  Figure 6.1D ), 
the percept switches between two faces seen in profi le 
and a vase. Discrimination of high- frequency stimuli, 
such as a line, presented on the face area when it is per-
ceived as the fi gure is better than when it is perceived 
as the ground. If a blurred, low spatial frequency stimu-
lus is presented in this region, it is better discriminated 
when the face is perceived as the ground. Something 
similar occurs when the target stimulus is presented on 
the vase area. In other words, a low spatial frequency 
stimulus is better detected on the unattended ground 
       [97, 98] . Likewise, Yeshurun and Carrasco  [99]  showed 
that attention impairs the performance of texture segre-
gation when the subject is required to process low spa-
tial frequency information. 

   Consider the formation of afterimages ( Figure 6.2A   ). 
If an item is attended during adaptation, the intensity 
of the subsequent afterimage becomes weaker and 
its duration shorter compared to an unattended item 
         [113–115]  ( Figure 6.2D ). If, however, the image is sup-
pressed during adaptation, the afterimage is substan-
tially weakened        [63, 64] . Thus, focal attention and 
consciousness have opposing effects. 

   Next, consider  freezing  in bistable perception ( Figure 
6.2B )        [116, 117] . During continuous viewing of an ambig-
uous stimulus, the percept fl ips stochastically. Yet if the 
bistable fi gure is briefl y removed (leaving the display 
empty), the dominant percept at the start of the new 
display is the same as the one when the percept disap-
peared. This freezing is disrupted if spatial attention is 
distracted from the empty display  [118] , most likely by 
disrupting memory buildup. This can be thought of as 
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to move coherently) compared to when the motion 
coherence was 0% or above threshold (e.g., 20%). This 
counterintuitive finding was explained by the paral-
lel fMRI study in which the authors looked at BOLD 
activity in area MT     �   , which reflects the degree of 
 distraction by the motion, and in the lateral  prefrontal 
cortex (LPFC), which provides an attentional suppres-
sion signal to MT �  ( Figure 6.4 ). Compatible with the 
behavioural findings, subthreshold motion did not 
elicit activity in the LPFC, resulting in higher distrac-
tor-related activity in MT �   . On the other hand, supra-
threshold motion evoked a stronger LPFC signal but a 
weaker MT �  one. The authors hypothesize that invis-
ible motion activates MT �   , impairing performance, 
but not the LPFC  , which fails to inhibit MT �   ; thereby 
stimuli that are not consciously perceived can escape 
inhibitory control, a phenomenon more familiar from 
psychoanalysis than from sensory psychology [120]. 

    RELATIONSHIP TO OTHER 
CONCEPTUAL DISTINCTIONS 

  The philosopher Block has argued for the existence 
of two different types of consciousness, phenomenal ( P ) 
and access ( A ) consciousness        [18, 22] .  P  is the ephem-
eral feeling of seeing yellow, different from the feeling 
of seeing green.  A , on the other hand, are the processes 
that access this information and do something with it, 
such as verbal or motor report or working memory. 

  Block  [121]  has argued that phenomenally conscious 
states may sometimes not be cognitively accessible, in 
the sense that they are consciously experienced but that 
subjects may only have limited access to their attributes 
as assayed by recall or alternative-forced choice judge-
ments. We find this hypothesis plausible, a revision 
of our earlier position       [2, 122] . In particular, within the 
framework espoused here,  P -consciousness is close to 

FIGURE 6.3    Neuronal activation by invisible stimuli is modu-
lated by top-down attention. (A) Pictures of tools in the periphery 
of the non-dominant eye are rendered invisible by continuous flash 
suppression (CFS) at the corresponding and two other locations 
in the dominant eye. (B) At the centre of the display, subjects per-
formed a rapid serial visual presentation (RSVP) task. In the low 
load condition, a target letter  ‘ T ’  of white or black colour must be 
detected. In the high load condition, either a ‘ white N ’  or a  ‘ black 
Z ’  must be detected, embedded within a stream of letters. (C) fMRI 
response amplitude in primary visual cortex to invisible objects 
is modulated by the attention load on the central task. Source : 
Modified from  [26]  with permission.     
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FIGURE 6.4    Subthreshold motion is more distracting than 
suprathreshold motion. (A) Subjects had to detect two target dig-
its embedded in a rapid stream of letters (RSVP). Surrounding 
the letter stream, moving random dots of variable coherence were 
presented. (B) The central RSVP task performance (on the y-axis) 
dropped when the peripheral motion was below the threshold for 
detecting coherent motion. Note that stronger motion (i.e., higher 
coherency) did not interfere with the central task. (C) Activation of 
the cortical region MT �  was highest when peripheral motion was 
below threshold. (D) Activation of lateral prefrontal cortex (LPFC), 
which inhibits activity in MT � , was higher when motion coherence 
was above the threshold. Subthreshold motion does not activate 
LPFC. Source : Modified from  [27]  with permission.    
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what we have been calling consciousness without top-
down attention, while A -consciousness is close to con-
sciousness with attention (plus working memory and, in 
humans, verbal report) [123]. 

  Consider Sperling’s iconic memory experiment  [68]  
or Landman’s and colleagues [69]  variant. Subjects 
report that they vividly and consciously see a field of 
letters or bars arranged on a circle. However, subjects 
only have very limited access to the detailed properties 
of the individual elements, unless top-down attention 
is directed to a subset of stimuli using appropriately 
timed cues. Our conjecture is that phenomenology 
without conscious access ( P  without  A ) is an example of 
consciousness without top-down attention processing. 
Note that the converse is not true; not every example of 
conscious perception in the (near-)absence of top-down 
attention is cognitive non- accessible, as is the case for 
face recognition in a dual-task paradigm        [49, 50] .

  Dehaene and colleagues  [19]  propose a tripar-
tite ontology, based on Baars ’  (for an updated view, 
see [17] ) and Dehaene and colleagues ’   [124]  global 
workspace hypothesis, whereby any physical stimu-
lus triggers either subliminal,   preconscious , or  conscious 
processing . What decides the fate of any stimulus is 
its strength and whether or not top-down attention is 
deployed. Their distinction maps onto ours if sublimi-
nal processing is equated with the upper and lower 
left quadrants and preconscious with the upper right 
quadrant. One important difference is our assumption 
that consciousness can occur without top-down atten-
tion (upper right quadrant in Table 6.1 ). A priori , there 
is no fundamental reason why global workspace the-
ory requires actively paying attention to a stimulus in 
order to be conscious of it. There might be many dif-
ferent routes by which the global workspace could be 
accessed, not only by virtue of top-down attention. 

    NEURONAL SUBSTRATE TO 
CONSCIOUSNESS WITHOUT 

ATTENTION 

   When we attend to a face or to an object within a 
cluttered scene, we usually become conscious of its 
attributes, with all of the attendant privileges of con-
sciousness (e.g., access to working memory and, 
in people, verbal reportability). While the minimal 
 neuronal mechanisms jointly sufficient for any one 
conscious visual percept remain elusive, a number of 
models posit that they must involve neuronal popula-
tions in extra-striate visual cortices having a reciprocal 
relationship – mediated by long-range cortico-cortical 
feedforward and feedback projections – with neurons

in parietal, premotor, and prefrontal cortices              [1, 17, 
124–126] . Furthermore, a number of elegant fMRI 
experiments       [109, 127]  are consistent with the hypoth-
esis that primary visual cortex (V1) is necessary, but 
not sufficient for visual consciousness  [128] . 

   Decades of electrophysiological recordings in the 
monkey have proven that the spiking responses of 
neurons in the ventral visual stream (e.g., in areas V4 
and IT) representing attended stimuli are boosted at 
the expense of the response to non-attended items        [88, 
129] . According to Crick and Koch  [128] , this enables 
these neurons to establish a reciprocal relationship 
with neurons in the dorsolateral prefrontal cortex and 
related regions that are involved in working memory 
and planning (and language in humans), leading to 
reverberatory neuronal activity that outlasts the initial 
stimulus duration. Critical to the formation of such 
a single and integrated coalition of neurons are the 
long-range axons of pyramidal neurons that project 
from the back to the front of cortex and their targets 
in the front that project back to the upper stages of the 
ventral pathway (possibly involving stages of the tha-
lamus, such as the pulvinar [130] , as well as the claus-
trum  [131] . When such a wide-ranging coalition has 
established itself, the subject becomes conscious of its 
representational contents and gains access to short-
term memory, planning, and language. 

   But what happens to those stimuli that do not ben-
efit from attentional boosting? Depending on the exact 
circumstances (visual clutter in the scene, contrast, 
stimulus duration) these stimuli may likewise estab-
lish coalitions of neurons, aided by local (i.e. within 
the cortical area) and semi-local feedback (i.e. feedback 
projections that remain consigned to visual cortex) 
loops. However, as these coalitions of neurons lack 
coordinated support from feedback from prefrontal 
cortex, thalamus, and claustrum, their firing activity 
is less vigorous and may decay much more quickly. 
Yet aided by the neuronal representation of the entire 
scene, these weaker and more local coalitions may 
still be sufficient for some phenomenal percepts  [132] , 
even though the associated coalition does not reach 
into the front of the brain. In other words, for visual 
P -consciousness, coalitions in the back of cortex might 
be sufficient, while  A -consciousness might require the 
associated coalition to reach into the frontal lobe. 

    DO THESE CONCLUSIONS 
HOLD FOR REAL LIFE? 

  It could be contested that top-down attention with-
out consciousness and consciousness with little or no
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top-down attention are arcane laboratory curiosi-
ties, with little relevance to the real world. We believe 
otherwise. 

  A lasting insight into human behaviour – elo-
quently articulated by Friedrich Nietzsche and, later 
on, by Sigmund Freud – is that much action bypasses 
conscious perception and introspection. In particular, 
Goodale and Milner [133]  isolated highly trained, 
automatic, stereotyped, and fluid visuo-motor behav-
iours that function in the absence of phenomenal expe-
rience. As anybody who runs mountain trails, climbs, 
plays soccer, or drives home on automatic pilot knows, 
such sensory–motor skills – dubbed zombie behaviours
 [134]  – require rapid and sophisticated sensory process-
ing. Confirming a long held belief among trainers, ath-
letes performing their high-performance skills can do 
better under skill-irrelevant dual-tasks conditions (i.e., 
paying attention to tones) than when paying attention 
to their exhaustively trained behaviours [112] . 

   The history of any scientific concept (e.g., energy, 
atom, gene) is one of increasing differentiation and 
sophistication until its essence can be explained in 
a quantitative and mechanistic manner in terms of 
 elements operating at a lower, more elemental level. 
We are very far from this ideal in the inchoate science 
of consciousness. Yet functional considerations and 
the empirical and conceptual work of many scholars 
over the last decade make it clear that these psycho-
logical defined processes, top-down attention and 
consciousness, so often conflated, are not the same. 
One consequence of this distinction is that many of the 
neuronal correlates of consciousness (NCC) that have 
been reported are probably confounded by the neur-
onal correlates of attention        [135, 136] . These empirical
and functional considerations clear the deck for a neu-
robiological concerted attack on the core problem – 
that of identifying the necessary and sufficient neural 
causes of any one conscious percept.  

    QUESTIONS FOR FURTHER 
RESEARCH     

    1.     When studying the NCC, great care must be taken 
to untangle the effects of top-down attention from 
those of consciousness         [109, 137, 138] . Have the 
suggested NCC been confounded by attentional 
effects          [131, 135, 136] ?  

    2.     Does perception of  gist , a high-level semantic 
description of a scene (e.g., two people drinking, 
a man walking a dog), depend on focal, top-down 
attention? How good are people at describing 
the gist of novel, natural scenes under dual-tasks 
conditions?

    3.     What are the neuronal mechanisms that lead to 
improved zombie behaviours in the near-absence 
of top-down attention  [112] ? Do those aspects 
of reasoning, language processing and thinking 
that proceed in the absence of consciousness  [7]
function better without top-down attention?  

    4.     Our arguments also apply for other modalities 
(e.g., hearing) although it might be more difficult 
to render tones perceptually silent. Are there 
robust techniques to manipulate consciousness in 
other modalities?  

    5.     This review focuses on the selective filtering 
aspect of top-down attention and its relationship 
to consciousness. Another potential role for top-
down attention is to bind features  [139] . Some 
neurological evidence exists that binding can 
occur non-consciously  [140] . It remains to be seen 
if normal subjects can bind features that are not 
consciously perceived.  

    6.     Withdrawing attention reduces the rate of 
switching for ambiguous figures        [59, 60] . What 
about the opposite direction of this causal 
relationship? Do subjects need to consciously 
perceive a bistable figure in order for it to switch 
back and forth? 
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      BACKGROUND 

   The human brain is approximately 2% of the weight of 
the body and yet accounts for 20% of its energy con-
sumption (for a review of this and other features of the 
cost of brain function see [1] ). It has been estimated 
that upwards of 80% of this energy consumption is 
used to support neuronal signalling, implying that 

most of the energy consumed is used for functional 
activities. Stimulus and performance-evoked changes 
in brain energy consumption are surprisingly small by 
comparison (typically � 5%) and rarely change overall 
brain energy consumption significantly. It is reason-
able to assume that changes in brain energy consump-
tion associated with stimulus independent thoughts 
(e.g., day dreaming) likewise would be small. 
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C H A P T E R

  ABSTRACT 

Two perspectives on brain function exist. One posits that the brain is primarily reflexive, with its activity evoked 
by demands of the environment. The other view is that the brain’s operations are mainly intrinsic involving the 
maintenance of information for interpreting, responding to and predicting environmental demands. The former 
has motivated most neuroscience research including that with functional neuroimaging. Yet, when examined in 
terms of the brain’s enormous energy budget, 60–80% of which is devoted to function, evoked activity including 
conscious perception makes a very small contribution ( � 5%). Given the complexity attributed to realization of 
consciousness it seems reasonable to ask whether the brain’s intrinsic activity might serve to enable conscious 
perception and account for the complexity attributed to it. We approach this question from the perspective of 
functional neuroimaging.
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   Because the vast majority of studies designed to 
study brain function have focused on stimulus or task-
related changes it follows that most of our knowledge 
of brain function comes from studying a minor com-
ponent of functional brain activity. It seems reasonable 
to ask how consciousness might relate to this apparent 
dichotomy between processes of which we are aware, 
provoked either by internal or external events, vs. the 
largely unaccounted  , for functional activities of the 
brain. Thus, we here use  ‘ consciousness ’  in the sense 
of subjective awareness. 

   Two points seem relevant to such a discussion. 
First, early attempts to estimate the ‘ bandwidth ’  of 
conscious perception arrived at surprisingly small 
values [2] . The numbers obtained were on the order 
of 10 2  bits per second or less. For comparison, incom-
ing sensory information can be as high as 10 7  bits per 
second. On this view, consciousness would seem to 
demand a share of the brain’s energy budget that is 
approximately equivalent to that of any type of spon-
taneous or evoked functional activity and, therefore, a 
relatively modest component of brain function from a 
cost perspective. However, there is another important 
factor to be considered. 

   Second, theories of consciousness have posited 
that realizing a conscious state depends on the exist-
ence of an organized repertoire of potential conscious 
states  [3] . Consciousness may be viewed as a trajec-
tory through this rich repertoire driven by chang-
ing environmental contingencies as well as internal 
brain states. Thus, while conscious awareness is a 
low bandwidth phenomenon and therefore energeti-
cally inexpensive, it is dependent upon a very com-
plex, dynamically organized, non-conscious state of 
the brain that is achieved at great expense. Here we 
provide a view of the brain’s intrinsic functional activ-
ity from the perspective of functional brain imaging 
studies in humans that we believe may provide some 
insight into this possibility.  

    BRAIN IMAGING 

   Brain imaging research, first with positron emission 
tomography (PET) and later with functional magnetic 
resonance imaging (fMRI) was provoked to focus 
on intrinsic activity when activity decreases (deac-
tivations) were serendipitously noticed during task 
performance even when the control state was rest-
ing quietly with eyes closed [4] . This observation led 
to the conceptualization of a physiological baseline 
and the identification of a default mode of brain func-
tion       [5, 6] . More recently attention has turned to an 

intense scrutiny of spontaneous fluctuations (noise) 
in the fMRI blood oxygen level dependent (BOLD) 
signal [7] . The result of all this work has revealed a 
remarkable systems level  functional  organization of 
the brain that transcends levels of consciousness. We 
posit that this represents the functional connectome 
of the brain and, as such, the backbone of conscious-
ness. We view this as an extension of the concept of a 
 ‘ Human Connectome ’  as proposed by Sporns, Tononi 
and Kötter [8] . Whereas the originally proposed con-
nectome was an anatomical concept, we suggest that 
consciousness arises out of and is dependent on rela-
tionships among brain areas within networks defined 
on functional criteria. 

   We begin with a discussion of activity decreases as 
they first appeared in early functional brain imaging 
studies.

    ACTIVITY DECREASES 

   Functional neuroimaging began with studies of the 
brain’s responses to carefully controlled sensory, cog-
nitive and motor events [9] . Such experiments fit well 
with the view of the brain as driven by the momen-
tary environmental demands. The study of human 
cognition with neuroimaging was aided greatly by the 
involvement of cognitive psychologists in the 1980s 
whose experimental strategies for dissecting human 
behaviours fit well with the emerging capabilities of 
functional brain imaging  [9] . Subtracting functional 
images acquired in a task state from ones acquired in 
a control state was a natural extension of mental chro-
nometry  [10]  in which one measures the time required 
to complete specific mental operations isolated by 
the careful selection of task and control states. This 
approach, in various forms, has dominated the cogni-
tive neuroscience agenda ever since with remarkably 
productive results. 

   For the better part of a decade following the intro-
duction of subtractive methodology to neuroimaging, 
the vast majority of changes reported in the litera-
ture were activity increases or  activations  as they were 
almost universally called. Activity increases but not 
decreases are expected in subtractions of a control 
condition from a task condition as long as the  assump-
tion of pure insertion  is valid. To illustrate, using an 
example based on mental chronometry, say that one’s 
control task requires a key press to a simple stimu-
lus such as the appearance of a point of light in the 
visual field, whereas the task state of interest requires 
a decision about the colour of the light prior to the 
key press. Assuming pure insertion, the response 
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latency difference between conditions is interpretable 
as the time needed to perform a colour discrimina-
tion. However, the time needed to press a key might 
be affected by the nature of the decision process itself, 
violating the assumption of pure insertion. More gen-
erally, the brain state underlying any action could 
have been altered by the introduction of an addi-
tional process. Interestingly, functional neuroimag-
ing helped address the question of pure insertion by 
employing the device of reverse subtraction . Thus, in 
certain circumstances subtracting task-state data from 
control-state data revealed negative responses, or  task-
specific deactivations  (for examples and further discus-
sion of this interesting issue see          [11–13] ). It was clearly 
shown, just as psychologists had suspected, that proc-
esses active in a control state could be modified when 
paired with a particular task. 

   The notion of a default mode of brain function 
originated from the persistent observation of activity 
decreases in subtraction images even when the con-
trol state was either visual fixation or eyes closed rest. 
What particularly caught our attention was the fact 
that, regardless of the task under investigation, the 
activity decreases almost always included the poste-
rior cingulate and adjacent precuneus as well as dor-
sal and ventral medial prefrontal cortex  [4] . 

   The first formal characterization of task-induced 
activity decreases from our laboratory  [4]  generated a 
set of iconic images ( Figure 7.1A   ) whose unique iden-
tity was subsequently replicated in later meta-analy-
ses by Jeffery Binder and colleagues at the Medical 
College of Wisconsin  [14]  and Bernard Mazoyer and 
his colleagues [15]  in France. Similar observations are 
now an everyday occurrence in laboratories through-
out the world leaving little doubt that a specific set of 
brain areas decrease their activity across a remarkably 
wide array of task conditions when compared to a 
passive control condition such as visual fixation. 

   The finding of a network of brain areas that consist-
ently decreased its activity during task performance 
( Figure 7.1A ) was both surprising and challenging. 
Surprising because the areas involved had not previ-
ously been recognized as a system in the same way 
we might think of the motor or visual system. And, 
challenging because initially it was unclear what cog-
nitive significance should be assigned to activity in a 
passive or resting condition. A prevailing sentiment 
was that it likely represented unconstrained cogni-
tion of a type that should be minimized by using a 
proper control condition for the task of interest. One 
would anticipate, however, if that were the case such 
activity would vary randomly across individuals, a 
hypothesis at odds with the spatial consistency of the 
activity decreases ( Figure 7.1A ). The work of Nancy 

Andreasen and colleagues  [16]  presciently character-
ized this ‘ uncensored thinking ’  as random episodic 
memory that reflected both the active retrieval of past 
experiences and planning of future experiences neces-
sary for one to experience personal identity, conscious-
ness and self-awareness. Interestingly they associated 
these unconstrained processes with what later turned 
out to be the default network ( Figure 7.1A ).

   The necessity of determining whether or not these 
task-induced activity decreases were simply  ‘ activa-
tions ’  present in the resting state or something more 
fundamental in terms of brain organization remained 
for us an important and challenging question. In 
wrestling with this difficult issue two things came to 
mind that, together, we felt offered us an opportunity 
to move forward. 

First , quantitative circulatory and metabolic PET 
studies demonstrated that during task-induced 
activity increases above a resting state, blood flow 
increased more than oxygen consumption        [17, 18] . 
As a result the amount of oxygen in blood increased 
locally as the ratio of oxygen consumed to oxygen 
delivered falls. This ratio is known as the oxygen 
extraction fraction or the OEF . Activation then can be 
physiologically defined as a transient local decrease 
in the oxygen extraction or, equivalently, a transient 
increase in oxygen availability. The practical conse-
quence of this observation was to lay the physiological
groundwork for fMRI using BOLD contrast (i.e., MRI 
is sensitive to the level of blood oxygenation           [19–22] ). 
Using this quantitative definition of activation we 
were in a position to ask whether  ‘ activations ’  were 
present in a passive state such as visual fixation or 
eyes closed rest. However, activation must be defined 
relative to something. How was that to be accom-
plished if there was no  ‘ control ’  state for eyes closed 
rest or visual fixation? 

   The definition of a control state for eyes closed rest 
or visual fixation arose from a  second  critical piece of 
physiological information. Researchers using PET for 
the quantitative measurement of brain oxygen con-
sumption and blood flow had long appreciated the 
fact that, across the entire brain, blood flow and oxy-
gen consumption are closely matched at rest (see  [23]
for one of the earliest references; also  [5] ). This match 
is observed throughout the brain despite a nearly four-
fold difference in oxygen consumption and blood flow 
between grey and white matter and variations in both 
measurements of greater than 30% within grey matter 
itself. As a result of this close matching of blood flow 
and oxygen consumption at rest, the OEF is uniform 
throughout the brain with the exception (modest) of the 
visual cortex [5]. This well- established observation led 
us to the hypothesis that if this observation (a uniform 
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OEF at rest) was  correct then activations, as defined 
above, were likely absent in the resting state  [5] . We 
decided to test this hypothesis. 

   Using PET to quantitatively assess regional OEF, we 
examined two groups of normal subjects in the rest-
ing state and initially confined our analysis to those 
areas of the brain frequently exhibiting the aforemen-
tioned imaging signal decreases ( Figure 7.1A ). In this 
analysis we found no evidence that these areas were 
activated in the resting state; that is, the  average  OEF 
in these areas did not differ significantly from other 
areas of the brain. We concluded that the regional 
decreases, observed commonly during task perform-
ance, represented the presence of functionality that 
was ongoing (i.e., sustained as contrasted to tran-
siently activated) in the resting state and attenuated 
only when resources were temporarily reallocated 

during goal-directed behaviours; hence our origi-
nal designation of them as default functions   [5] . Thus, 
from a metabolic/physiologic perspective, these areas 
( Figure 7.1A ) could not be distinguished from other 
areas of the brain in the resting state. 

  While the notion of default functionality first arose 
in connection with a specific set of cortical regions, 
now widely referred to as the default system or 
 network ( Figure 7.1A ), it has since become clear that 
organized functional activity is a ubiquitous  property 
of neural tissue throughout the brain at all times. 
Task-specific decreases from a resting state occur in 
many areas of the brain                [25–30] . Importantly, recent 
work has provided direct evidence that these  activity
decreases represent decreases in neuronal activity  [31] . 

   Having arrived at the view that the brain has an 
organized default mode of function through our 
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FIGURE 7.1    Brain areas consistently exhibiting activity decreases during task performance also exhibit coherent spontaneous activity in
the resting state. Performance of a wide variety of tasks has called attention to a group of brain areas (A) that decrease their activity during 
task performance (data adapted from  [4] ). This particular group of brain areas has come to be known as the  ‘ default network ’  and serves as an 
exemplar of all areas of the cerebral cortex which exhibit a systems level organization in the resting (default) state  [7] . If one records the spon-
taneous fMRI BOLD signal activity in these areas (arrows, A) in the resting state what emerges is a remarkable correlation in the spontaneous 
fluctuations of the fMRI BOLD signals obtained from the two areas (B). Using these fluctuations to analyse the network as a whole  [7]  reveals 
a level of functional organization (C) that parallels that seen in the task-related activity decreases (A). These data provide a dramatic demon-
stration of the intrinsic organization of the human brain which likely provides a critical context for all human behaviours including conscious 
awareness. These data were adapted from our earlier published work            [4–6, 24] .    
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analysis of activity decreases, we began to take seri-
ously claims that there was likely much more to brain 
function than that revealed by momentary demands 
of the environment. Two bodies of information have 
been especially persuasive. 

   First was the cost of intrinsic functional activ-
ity which far exceeds that of evoked activity and 
dominates the overall cost of brain function (see 
 ‘ Background ’ ; also  [1] ). Second was the remarkable 
degree of functional organization exhibited by intrin-
sic activity. For us this organization was first revealed 
in the activity decreases we have been discussing 
( Figure 7.1A ). Reinforcing this view of a default mode 
of brain function have been the dramatic patterns of 
activity revealed in the analysis of the  ‘ noise ’  in the 
fMRI BOLD signal. 

     ‘ NOISE’ IN THE FMRI BOLD SIGNAL 

  A prominent feature of fMRI is that the unaveraged 
signal is quite noisy ( Figure 7.1B ) prompting research-
ers to average their data to increase the signal to noise 
ratio in task-related fMRI responses. As it turns out, 
a considerable fraction of the variance in the BOLD 
signal in the frequency range below 0.1       Hz appears 
to reflect spontaneous fluctuating neural activity that 
exhibits striking patterns of coherence within known 
brain systems ( Figure 7.1C ) even in the absence of 
observable behaviours associated with those systems. 

   While spatial patterns of coherence in resting-state 
fluctuations of the fMRI BOLD signal were first noted 
by Biswal and colleagues in 1995 in their studies of the 
somatomotor cortex of humans [32] , it was for us the 
observation of Greicius and colleagues of resting-state 
coherence in the default network  [33]  that ignited our 
interest. As can be seen in  Figure 7.1C , the pattern of 
resting-state coherence in the fMRI BOLD signal faith-
fully recapitulates a pattern introduced to us as activ-
ity decreases during goal-directed behaviours, the 
so-called default network ( Figure 7.1A ).

   Since these early observations, there has been an 
exponential increase in the number of studies of rest-
ing-state functional connectivity based on spontane-
ous fluctuations of the fMRI BOLD signal. A recent 
comprehensive review summarizes much of this work 
 [7]  which includes descriptions of coherent patterns 
of activity within most major cortical systems in the 
human brain. Several features of this activity deserve 
special mention in the present context. 

   While the major focus of work in this area has been 
on patterns of coherence within the elements of a sys-
tem (e.g., the default network; Figure 7.1C ) it is also 

the case that anticorrelations between systems have 
also been noted. A dramatic representation   of example 
was observed between the default network and what 
we dubbed the ‘ task-positive ’  network  [24]  consisting 
of elements of the dorsal attention system [34]  and a 
control system used in establishing task set        [35, 36] .
Recall that decreases in the activity of the default net-
work regularly occur during task performance when 
the dorsal attention system and associated control 
systems are engaged in task performance. What this 
observation suggests is that relationships between 
brain systems observed during task performance are, 
at least in this instance, reflected in the relationship of 
their spontaneous activity in the absence of a task, an 
observation that underscores the integrative nature of 
the underlying process. Interestingly, using a compu-
tational/simulation approach to understanding the 
neuronal dynamics of interregional connections in the 
monkey cortex, Honey and colleagues [37]  demon-
strate two anticorrelated clusters linked by prefrontal 
and parietal regions that are hub nodes in the under-
lying structural networks. 

   Several observations (e.g., see          [38–40] ) have now 
confirmed that the spontaneous activity reflected 
in the fMRI BOLD signal persists during task per-
formance albeit modified in some cases [38] . More 
surprising, however, is that the spatially coherent 
spontaneous activity of the fMRI BOLD signal per-
sists despite major changes in levels of consciousness. 
For example, in the anaesthetized monkey [41]  spatially 
coherent spontaneous activity can be demonstrated 
in the oculomotor ( Figure 7.2   ), somatomotor and vis-
ual systems as well as in elements of the default net-
work. These observations are complimented by recent 
work in humans during sleep [42]  where, again, pat-
terns of spatial coherence in the fMRI BOLD signal 
are seen. 

   The persistence of this spatially coherent activ-
ity during task performance as well as across widely 
differing brain states seems to set it apart from much 
work in neurophysiology  [43]  where patterns of 
coherence typically appear in the context of a task. 
These task-induced patterns appear to represent the 
emergence of a  ‘  …  unified cognitive moment ’   [44] . 
From a neurophysiologic perspective these  ‘ cogni-
tive moments ’  arise in the context of highly complex, 
ongoing (i.e., spontaneous) neural activity represent-
ing an ever changing balance between excitation and 
inhibition [45] . While much work remains to be done 
one is left with the impression presently that coherent, 
spontaneous fluctuations in the fMRI BOLD ( Figure 
7.1B ) as well as infra-slow cortical activity observed 
with direct current (DC) electroencephalography  [46]
exhibit a temporal stationarity that distinguishes it 
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from the state-dependent, non-stationarity of most 
other recordings of coherent brain activity        [44, 50] .

  A question that has arisen regarding these sponta-
neous fluctuations in the fMRI BOLD signal is their 
relationship to anatomical connectivity. At present we 
have only a partial answer to this question. Our stud-
ies in the anaesthetized monkey indicate quite clearly 
that mono-synaptic connectivity is not required (see 
Figures 3 and S7 in  [49] ). Additionally, it should be 
noted that development of these patterns of coherence 
in the human brain continues from childhood through 
young adulthood       [51, 52]  despite the fact that con-
nections within the brain are stable during this time. 
Experience-induced changes in the efficacy of syn-
apses within and among brain networks could well 
play an important role in sculpting lines of commu-
nication within elements of a network of functionally 
related brain areas. 

  Another factor in sculpting the patterns of spatially 
coherent activity exhibited by spontaneous fluctua-
tions in the fMRI BOLD signal could be the ongoing 
input received by neurons. Neurons continuously 
receive both excitatory and inhibitory inputs  [53] . 
The  ‘ balance ’  of these stimuli determines the respon-
siveness (or gain) of neurons to correlated inputs 
and, in so doing, routes information flow in the brain 
           [54–57] . Balance is also observed at a large systems 
level. For example, neurologists know that strokes 
damaging cortical centres controlling eye movements 
lead to deviation of the eyes toward the side of the 
lesion implying the pre-existing presence of  ‘ balance ’ . 
Another well-known example first demonstrated in 
the visual system of the cat is the Sprague effect  [58] . 

   Thus, it may be that in the normal brain our geneti-
cally endowed anatomical connectivity is sculpted 
into a ‘ functional connectome ’  by processes of a type 

posited by Hebb many years ago [59]  involving an 
interaction between spontaneous and evoked activity 
that begins in the embryo and extends into adulthood.  

    A CONCEPTUAL FRAMEWORK 

  At the present time it is not possible to formulate 
a comprehensive theory of the role of the spatially 
coherent brain activity reflected in the spontaneous 
fluctuations of the fMRI BOLD signal. Because it tran-
scend levels of consciousness it must represent a fun-
damental level of brain functional organization and, if 
cost estimates are correct (see  ‘ Background ’ ), one that 
is of vital importance to the operation of the system. 
It seems to us reasonable to posit that it provides a 
backbone upon which the ‘ cognitive moments ’  of our 
conscious awareness are realized. We find an exam-
ple from some of our recent work instructive in this 
regard.  

    FUTURE QUESTIONS 

   Many questions remain to be answered as we pur-
sue an understanding of the brain’s intrinsic activ-
ity which we view as one of the great challenges of 
neuroscience. We enumerate a few of them from the 
perspective of the work we have presented in this 
chapter. 

What is the nature of the electrical activity associated 
with the spontaneous fluctuations in the fMRI BOLD 
signal?  Our understanding of these patterns of brain 
activity is critically dependent on elucidating the 
underlying neurophysiology. Do they represent, for 
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FIGURE 7.2    Cortical patterns of coherent spontaneous BOLD fluctuations are similar to those of task-evoked responses and anatomical 
connectivity. (A) Conjunction map of BOLD correlations within the oculomotor system on dorsal views of the monkey atlas left and right 
hemisphere surfaces. Voxels significantly correlated with three (dark blue) or four (light blue) oculomotor ROIs are shown. (B) Activation pat-
tern evoked by performance of a saccadic eye movement task (average of two monkeys; adapted from  [47] ). (C) Density of cells labelled by 
retrograde tracer injections in right LIP (average of three monkeys; adapted from  [48] ).  Source : This figure is from  [49]  with permission.    
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example, spontaneous variations in cortical excitabil-
ity equivalent in some way to so-called up and down 
states         [60–62] . 

Why do we see spatially coherent fluctuations in the 
fMRI BOLD signal?  This is a question that for us goes 
to the heart of our understanding of the BOLD sig-
nal. Most see the BOLD signal as arising from a dis-
crepancy between changes in blood flow and oxygen 
consumption with the former being greater than the 
latter. Often overlooked is the fact that the blood flow 
changes are accompanied by changes in glucose utili-
zation independent of oxygen consumption [18] . This 
excess glycolysis is usually attributed to the energy 
needed to remove glutamate into astrocytes from syn-
apses (for a recent review see  [1] ). However, it has 
been pointed out that glycolysis may also be playing 
an important role at the synapse  [63] . In this regard it 
should be recalled that glycolysis not only provides 
substrate for oxidative phosphorylation but also car-
bon fragments for the synthesis of proteins and lipids. 
As Eve Marder has pointed out  [64]   ‘ the ion channels 
and receptors that underlie electrical signalling and 
synaptic transmission turn over in the membrane in 
minutes, hours, days and weeks ’ . That being the case, 
glycolysis may be playing a critical role in providing 
the metabolic precursors for this process. The  ‘ glyco-
lytic window ’  through which we view the brain with 
neuroimaging may well be providing a unique view 
of the brain’s functional backbone, how it is instanti-
ated, maintained and modified. We believe that such 
information will be critical to an understanding of 
how the brain instantiates consciousness. 

Finally, how might we use information on the brain’s 
functional connectome to evaluate altered states of con-
sciousness?  One of the practical consequences of being 
able to interrogate the brain’s activity in the manner 
presented herein is that it does not require a task to be 
performed. The information arises out of the brain’s 
spontaneous activity. Elimination of the need for a 
task makes comparisons between patients and con-
trols as well as individual patients in different states 
of alertness feasible. We are optimistic that using this 
approach will add a new dimension to the study of 
consciousness in patients. 
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 ABSTRACT

  Sleep brings about the most dramatic change in consciousness we are all familiar with. Consciousness nearly fades 
during deep sleep early in the night, and returns later on in the form of dreams despite our virtual disconnections 
from the outside world. Meanwhile, the brain goes through an orderly progression of changes in neural activity, 
epitomized by the occurrence of slow oscillations and spindles. There are also local changes in the activation of 
many brain regions, as indicated by imaging studies. This chapter considers sleep stages and cycles, brain centers 
regulating wakefulness and sleep, the neural correlates of wakefulness and sleep including changes in spontaneous 
neural activity and in metabolism, as well as changes in responsiveness to stimuli. Next, it reviews changes in the 
level of consciousness during sleep, and considers recent findings concerning the underlying mechanisms. Finally, 
the chapter examines how consciousness changes during dreaming and discusses the underlying neuropsychology, 
possible neurocognitive models, as well as the development of dreams. This overview ends with a consideration 
of dissociated states such as daydreaming, lucid dreaming, sleepwalking, REM sleep behavioral disorders and 
narcolepsy.
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  Studying mental activity during sleep offers a 
unique opportunity to find out how changes in con-
sciousness are associated with changes in brain activity. 
Indeed, sleep brings about at once the most common 
and the most dramatic change in consciousness that 
healthy subjects are likely to witness – from the near-
fading of all experience to the bizarre hallucinations of 
dreams. At the same time, the brain goes through an 
orderly progression of sleep stages, which can be identi-
fied by recording the electroencephalogram (EEG), eye 
movements (EOG, electroculogram), and muscle tone 
(EMG, electromyogram), and which indicate that major 
changes in brain activity are taking place. Within each 
sleep stage, there are frequent, short-lasting EEG phe-
nomena, such as slow oscillations and spindles, which 
indicate precise times at which brain activity under-
goes important fluctuations. There are also orderly spa-
tial changes in the activation of many brain regions, as 
indicated by imaging studies. All of this happens spon-
taneously and reliably every night. Moreover, similar 
changes occur in animals, which have spearheaded 
detailed studies of the underlying neural mechanisms. 

   This chapter will first examine how sleep is tradi-
tionally subdivided into different stages that alternate 
in the course of the night, and consider the brain cen-
tres that determine whether we are asleep or awake. 
The chapter will then discuss how brain activity 
changes between sleep and wakefulness, and consider 
how this leads to the characteristic modifications of 
consciousness.

    SLEEP STAGES AND CYCLES 

   In the course of the night, the EEG, EOG, and EMG 
patterns undergo coordinated changes that are used to 
distinguish among different sleep stages ( Figure 8.1   ). 

Wakefulness . During wakefulness, the EEG is charac-
terized by waves of low amplitude and high frequency. 
This kind of EEG pattern is known as low-voltage fast-
activity  or  activated . When eyes close in preparation for 
sleep, EEG alpha activity (8–13       Hz) becomes prominent, 
particularly in occipital regions. Such alpha activity is 
thought to correspond to an  ‘ idling ’  rhythm in visual 
areas. The waking EOG reveals frequent voluntary 
eye movements and eye blinks. The EMG reveals tonic 
muscle activity with additional phasic activity related 
to voluntary movements. 

Falling asleep: Stage N1 . Falling asleep is a gradual 
phenomenon of progressive disconnection from the 
environment. Sleep is usually entered through a tran-
sitional state, stage 1, characterized by loss of alpha 
activity and the appearance of a low-voltage mixed-
frequency EEG pattern with prominent theta activity 
(3–7       Hz). Eye movements become slow and rolling, 
and muscle tone relaxes. Although there is decreased 
awareness of sensory stimuli, a subject in stage N1 may 
deny that he was asleep. Motor activity may persist for 
a number of seconds during stage N1. Occasionally 
individuals experience sudden muscle contractions 
(hypnic jerks), sometimes accompanied by a sense of 

Wakefulness (eyes open)

Wakefulness (eyes closed)

N1

N2

N3

N3

REM

1 sec

75 �V

FIGURE 8.1         The human EEG during wakefulness and the different stages of sleep (*, sleep spindles; **, slow wave).    
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falling and dream-like imagery. Individuals deprived 
of sleep often have ‘ microsleep ’  episodes that consist 
of brief (5–10 seconds) bouts of stage 1 sleep; these epi-
sodes can have serious consequences in situations that 
demand constant attention, such as driving a car. 

  Sleep is traditionally categorized into non-rapid 
eye movement (NREM) sleep and REM sleep. Human 
NREM sleep, in turn, is divided into stages N2 and N3. 

NREM sleep: Stage N2.  After a few minutes in stage 
N1, people usually progress to stage N2 sleep. Stage 
N2 is heralded in the EEG by the appearance of K-com-
plexes and sleep spindles, which are especially evident 
over central regions. K-complexes are made up of a 
high-amplitude negative sharp wave followed by a 
positive slow wave, and are often triggered by external 
stimuli. Sleep spindles are waxing and waning oscilla-
tions at around 12–15       Hz that last about 1 second and 
occur 5–10 times a minute. Eye movements and muscle 
tone are much reduced. Stage N2 qualifies fully as sleep 
because people are partially disconnected from the 
environment, meaning that they do not respond to the 
events around them – their  arousal threshold  is increased. 
If stimuli are strong enough to wake them up, people in 
stage N2 will confirm that they were asleep. 

NREM sleep: Stage N3 . Stage N2 is followed, espe-
cially at the beginning of the night, by a period called 
stage N3, during which the EEG shows prominent slow 
waves in the delta range ( � 2       Hz,  	 75        μ V in humans). 
Eye movements cease during stage N3 and EMG activ-
ity decreases further. Stage N3 is also referred to as  slow 
wave sleep ,  delta sleep , or  deep sleep , since the threshold 
for arousal is higher than in stage N2. The process of 
awakening from slow wave sleep is drawn out, and 
subjects often remain confused for some time. 

REM sleep . After deepening through stages N2 to 
N3, NREM sleep lightens and returns to stage N2, 
after which the sleeper enters REM sleep       [1, 2]  also 
referred to as  paradoxical sleep           [3–5]  because the EEG 
during REM sleep is similar to the activated EEG of 

waking or of stage N1. Indeed, the EEG of REM sleep 
is characterized by low-voltage fast-activity, often with 
increased power in the theta band (3–7       Hz). REM sleep 
is not subdivided into stages, but is rather described in 
terms of tonic and phasic components. Tonic aspects 
of REM sleep include the activated EEG and a gener-
alized loss of muscle tone, except for the extraocular 
muscles and the diaphragm. REM sleep is also accom-
panied by penile erections. Phasic features of REM 
include irregular bursts of REM and muscle twitches. 
Behaviourally, REM sleep is deep sleep, with an 
arousal threshold that is as high as in slow wave sleep. 

The sleep cycle.  The succession of NREM sleep stages 
followed by an episode of REM sleep is called a sleep 
cycle, and lasts approximately 90–110 minutes in 
humans. As shown in  Figure 8.2   , there are a total of 
4–5 cycles every night. Slow wave sleep is prominent 
early in the night, especially during the first sleep cycle, 
and diminishes as the night progresses. As slow wave 
sleep wanes, periods of REM sleep lengthen and show 
greater phasic activity. The proportion of time spent in 
each stage and the pattern of stages across the night 
is fairly consistent in normal adults. A healthy young 
adult will typically spend about 5% of the sleep period 
in stage N1, about 50% in stage N2, 20–25% in stage N3 
(slow wave sleep), and 20–25% in REM sleep. 

Sleep during the lifespan . Sleep patterns change mark-
edly across the lifespan              [6–10] . Newborn infants spend 
16–18 hours per day sleeping, with an early version of 
REM sleep, called active sleep, occupying about half of 
their sleep time. At approximately 3–4 months of age, 
when sleep starts to become consolidated during the 
night, the sleep EEG shows more mature waveforms 
characteristic of NREM and REM sleep. During early 
childhood, total sleep time decreases and REM sleep pro-
portion drops to adult levels. The proportion of NREM 
sleep spent in slow wave sleep increases during the first 
year of life, reaches a peak, declines during adolescence 
and adulthood and may disappear entirely by age 60. 

REM

Waking

N1

N2

N3

N3

0 1 2 3
Recording time (hours)

4 5 6 7

FIGURE 8.2        Hypnogram for an all-night recording in a young man. Note the occurrence of five sleep cycles, the predominance of slow 
wave sleep (stage N3 – the two of N3 rows correspond to stages 3 and 4 of the previous staging convention) early in the night and the increas-
ing length of REM sleep episodes later in the night.    
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    BRAIN CENTRES REGULATING 
WAKEFULNESS AND SLEEP 

Wakefulness system . Maintenance of wakefulness 
is dependent on several heterogeneous cell groups 
extending from the upper pons and midbrain (the so-
called reticular activating system , RAS        [11, 12] ), to the 
posterior hypothalamus and basal forebrain. These cell 
groups are strategically placed so that they can release, 
over wide regions of the brain, neuromodulators and 
neurotransmitters that produce EEG activation, such 
as acetylcholine, histamine, norepinephrine, glutamate, 
and hypocretin ( Figure 8.3   , red). Cholinergic cells are 
located in the basal forebrain and in two small nuclei in 
the pons: the pedunculopontine tegmental  and  lateral dor-
sal tegmental  nuclei ( PPT/LDT ). Both basal forebrain and 
pontine cholinergic cells fire at high rates in wakeful-
ness and REM sleep, and decrease or stop firing during 
NREM sleep         [13–15] . Pontine cholinergic cells project to 
the thalamus, where they help depolarize specific and 
intralaminar thalamic nuclei. The latter, which are dis-
persed throughout the thalamus and project diffusely 
to the cortex, fire at very high frequencies during both 
wakefulness and REM sleep and help to synchronize 
cortical firing in the gamma ( 	 28       Hz) range          [16–18] . 
Cholinergic cells in the dorsal brainstem and nearby 
non-cholinergic cells also project to other cholinergic 
and non-cholinergic cells (many of them glutamatergic) 
in the basal forebrain, which in turn provide an excita-
tory input to the entire cortex          [18–20] . 

  Cholinergic neurons in the pons also project to the 
posterior hypothalamus, where histaminergic neu-
rons are located in the  tuberomammillary nucleus   [21] . 
Histaminergic neurons, which project throughout the 
cortex, fire at the highest rates during wakefulness and 
are inhibited during both NREM and REM sleep  [22] . 
Probably the largest contingent of the wakefulness-pro-
moting system is made up by cells dispersed throughout 
the brainstem reticular formation and the basal forebrain 
that do not release conventional neuromodulators, but 
rather the ubiquitous neurotransmitter glutamate. By 
binding to metabotropic receptors, glutamate can act as 
a neuromodulator and influence the excitability of tar-
get cells. The firing patterns of these glutamatergic cells 
are not well characterized          [18–20] . Noradrenergic cells 
are concentrated in the  locus coeruleus  in the upper pons, 
from where they project throughout the brain              [23–27] . 
They fire tonically during wakefulness, and emit short, 
phasic bursts of activity during behavioural choices or 
salient events               [13, 23–27] . By contrast, locus coeruleus 
neurons decrease their firing during NREM sleep, and 
cease firing altogether during REM sleep. Serotoninergic 
cells from the  dorsal raphe  nucleus also project widely 

throughout the brain and, like noradrenergic neurons, 
fire at higher levels in waking, lower levels in NREM 
sleep, and fall silent during REM sleep. However, in 
contrast to noradrenergic neurons, serotoninergic neu-
rons are inactivated when animals make behavioural 
choices or orient to salient stimuli, and are activated 
instead during repetitive motor activity such as locomot-
ing, grooming, or feeding        [28, 29] . Dopamine-contain-
ing neurons located in the substantia nigra and ventral 
tegmental area, which innervate the frontal cortex, basal 
forebrain, and limbic structures  [30] , do not appear to 
change their firing rate depending on behavioural state, 
though blocking dopamine reuptake is known to pro-
mote arousal  [30] . Finally, the peptide hypocretin (also 
known as orexin) is produced by cells in the posterior 
hypothalamus that provide excitatory input to all com-
ponents of the waking system       [31, 32] . These cells, too, 
are most active during waking, especially in relation to 
motor activity and exploratory behaviour, and almost 
stop firing during both NREM and REM sleep       [33, 34] .

  Altogether, the main mechanism by which these 
neuromodulators and neurotransmitters produce corti-
cal activation is by closing leakage potassium channels 
on the cell membrane of cortical and thalamic neurons, 
thus keeping cells depolarized and ready to fire. 

Sleep system . At sleep onset, wakefulness-promoting 
neuronal groups are actively inhibited by antagonis-
tic neuronal populations located in the hypothalamus 
and basal forebrain ( Figure 8.3 , green). Decreasing 
levels of acetylcholine and other waking-promoting
neuromodulators and neurotransmitters lead to the 
opening of leak potassium channels in cortical and 
thalamic neurons, which become hyperpolarized 

FIGURE 8.3        The major brain areas involved in initiating and 
maintaining wakefulness (red), NREM sleep (green), and REM sleep 
(orange). OB, olfactory bulb; Cx, cerebral cortex; Cb, cerebellum; 
T, thalamus; BF, basal forebrain; Hy, hypothalamus; Mi, midbrain; 
P, pons; Me, medulla oblongata; Ach, acetylcholine; glu, glutamate; 
NA, norepinephrine; H, histamine; ore, orexin/hypocretin. 
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and begin oscillating at low frequencies. Cell groups 
scattered within the anterior hypothalamus, includ-
ing the ventrolateral preoptic area (VLPO        [35, 36] )
and the median preoptic nucleus  [37] , as well as in 
the basal forebrain, are involved in the initiation and 
maintenance of sleep. These neurons tend to fire 
during sleep and stop firing during wakefulness. 
When they are active, many of them release GABA 
and the peptide galanin, and inhibit most waking-
promoting areas, including cholinergic, noradrenergic, 
histaminergic, hypocretinergic, and serotonergic cells. 
In turn, the latter inhibit several sleep-promoting neu-
ronal groups            [38–41] . This reciprocal inhibition pro-
vides state stability, in that each state reinforces itself 
as well as inhibits the opponent state. 

REM sleep generator.  This consists of pontine cholin-
ergic cell groups (LDT and PPT) that are part of the 
wakefulness system, and nearby cell groups in the 
medial pontine reticular formation and medulla            
[3, 13, 42, 43] . Lesions in these areas eliminate REM 
sleep without significantly disrupting NREM sleep. 
Pontine cholinergic neurons produce EEG activation by 
releasing acetylcholine to the thalamus and to cholin-
ergic and glutamatergic basal forebrain neurons that in 
turn activate the limbic system and cortex. However, 
while during wakefulness other waking-promoting 
neuronal groups, such as noradrenergic, histaminer-
gic, hypocretinergic, and serotonergic neurons, are 
also active, they are inhibited during REM sleep. Other 
REM active neurons in the dorsal pons are responsi-
ble for the tonic inhibition of muscle tone during REM 
sleep. Finally, neurons in the medial pontine reticular 
formation fire in bursts and produce phasic events of 
REM sleep, such as REM and muscle twitches. 

    NEURAL CORRELATES OF 
WAKEFULNESS AND SLEEP 

   Wakefulness, NREM and REM sleep are accom-
panied by changes in spontaneous neural activity, 
metabolism, and responsiveness to stimuli. 

    Spontaneous Neural Activity 

Wakefulness . The waking EEG, characterized by 
the presence of low-voltage fast-activity, is known as 
activated  because most cortical neurons are stead-
ily depolarized close to their firing threshold ( Figure 
8.4   , left), and are thus ready to respond to the slight-
est change in their inputs. The readiness to respond 
of cortical and thalamic neurons enables fast and 
effective interactions among distributed regions of 
the thalamocortical system, resulting in a continu-
ously changing sequence of specific firing patterns. 
Superimposed on the low-voltage fast-activity back-
ground of wakefulness one frequently observes rhyth-
mic oscillatory episodes within the alpha (8–13       Hz), 
beta (14–28       Hz), and gamma ( 	 28       Hz) range, which 
are usually localized to specific cortical areas. These 
waking rhythms are due to the activation of oscilla-
tory mechanisms intrinsic to each cell as well as to the 
entrainment of oscillatory circuits among excitatory 
and inhibitory neurons. 

NREM sleep . The EEG of NREM sleep differs mark-
edly from that of wakefulness because of the occur-
rence of slow waves ( � 2       Hz in humans), K-complexes, 
and sleep spindles. The opening of leakage potassium 
channels due to the reduced levels of acetylcholine 
and other neuromodulators draws cortical and tha-
lamic cells towards hyperpolarization and triggers 
a series of membrane currents that produce the  slow
oscillation  ( Figure 8.4 , centre)  [45] . As shown by intra-
cellular recordings, the slow oscillation is made up of 
a hyperpolarization phase or down-state , which lasts 
a few hundreds of milliseconds, and a slightly longer 
depolarization phase or up-state . The down-state is 
associated with the virtual absence of synaptic activ-
ity within cortical networks. During the up-state, by 
contrast, cortical cells fire at rates that are as high or 
even higher than those seen in waking, and may even 
show periods of fast oscillatory activity in the gamma 
range.

  The slow oscillation is found in virtually every cor-
tical neuron, and is synchronized across much of the 
cortical mantle by cortico-cortical and thalamo-cortical 

Wakefulness NREM REM
EEG (area 4)
EEG (area 21)
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FIGURE 8.4        Simultaneous EEG, EOG, EMG, and intracellular cortical recording in a cat. During NREM sleep, the EEG trace shows slow 
waves (*) and sleep spindles (**), while the intracellular trace reveals the occurrence of slow oscillations in membrane potential (1 and 2 indi-
cate down-state and up-state, respectively). During REM sleep note the absence of muscle tone and the presence of REM (arrow). Source : 
Modified from  [44] .    
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connections, which is why the EEG records high-volt-
age, low-frequency waves. Human EEG recordings 
using 256 channels have revealed that EEG slow waves 
behave as travelling waves that sweep across a large 
portion of the cerebral cortex  [46] . Most of the time, the 
sweep starts in the very front of the brain and propa-
gates front to back. These sweeps occur very infre-
quently during stage N1, around 5 times a minute 
during stage N2, more than 10 times a minute in stage 
N3. Thus, a wave of depolarization and intense synap-
tic activity, followed by a wave of hyperpolarization 
and synaptic silence, sweeps across the brain more and 
more frequently just as NREM sleep becomes deeper. 
Slow waves can originate at short intervals at multiple 
cortical sites, in which case they superimpose or inter-
fere, leading to EEG waves that are shorter and more 
fractured. Topographically, slow waves are especially 
prominent over dorsolateral prefrontal cortex.  K-com-
plexes , which are usually triggered by external stimuli 
and appear particularly prominent because they are 
not immediately preceded or followed by other slow 
waves, are most likely the EEG correlate of global slow 
oscillations due to the near-synchronous activation of 
the cortical mantle by the RAS (as opposed to a single 
cortical source). 

Sleep spindles  occur during the depolarized phase 
of the slow oscillation and are generated in thalamic 
circuits as a consequence of cortical firing. When the 
cortex enters an up-state, strong cortical firing excites 
GABAergic neurons in the reticular nucleus of the tha-
lamus. These in turn strongly inhibit thalamocortical 
neurons, triggering intrinsic currents that produce a 
rebound burst of action potentials. These bursts perco-
late within local thalamoreticular circuits and produce 
oscillatory firing at around 12–15       Hz. Thalamic spin-
dle sequences reach back to the cortex and are glo-
bally synchronized by corticothalamic circuits, where 
they appear in the EEG as sleep spindles. 

REM sleep . During REM sleep, the EEG returns to 
an activated, low-voltage fast-activity pattern that is 
similar to that of quiet wakefulness or stage 1 ( Figure 
8.4 , right). As in wakefulness, the tonic depolariza-
tion of cortical and thalamic neurons is caused by the 
closure of leakage potassium channels. In fact, during 
REM sleep acetylcholine and other neuromodulators 
are released again at high levels, just as in wakeful-
ness, and neuronal firing rates in several brain areas 
tend to be higher.  

    Metabolism and Blood Flow 

   Recently, the data obtained by recording the activ-
ity of individual neurons have been complemented by 

imaging studies that provide a simultaneous picture 
of synaptic activity over the entire brain, although at 
much lower resolution. 

NREM sleep . Positron emission tomography (PET) 
studies show that metabolic activity and blood flow 
are globally reduced in NREM sleep compared to 
resting wakefulness        [47, 48] . During slow wave sleep 
metabolic activity can be reduced by as much as 
40%. Metabolic activity is mostly due to the energetic 
requirements of synaptic transmission, and its reduc-
tion during NREM sleep is thus most likely due the 
hyperpolarized phase of the slow oscillation, during 
which synaptic activity is essentially abolished. At a 
regional level, activation is especially reduced in the 
thalamus, due to its profound hyperpolarization dur-
ing NREM sleep. In the cerebral cortex, activation is 
reduced in dorsolateral prefrontal cortex, orbitofron-
tal and anterior cingulate cortex. This deactivation is 
to be expected given that slow waves are especially 
prominent in these areas. Parietal cortex, precuneus 
and posterior cingulate cortex, as well as medial tem-
poral cortex also show relative deactivations. As dis-
cussed in other chapters, the deactivation of thalamus 
and associated frontoparietal networks is seen in other 
conditions characterized by reduced consciousness, 
such as coma, vegetative states, and anaesthesia. By 
contrast, primary sensory cortices are not deactivated 
compared to resting wakefulness. Basal ganglia and 
cerebellum are also deactivated, probably because of 
the reduced inflow from cortical areas. 

REM sleep . During REM sleep absolute levels of 
blood flow and metabolic activity are high, reaching 
levels similar to those seen during wakefulness, as 
would be expected based on the tonic depolarization 
and high firing rates of neurons. There are, however, 
interesting regional differences        [48, 49] . Some brain 
areas are more active in REM sleep than in wake-
fulness. For example, there is a strong activation of 
limbic areas, including the amygdala and the parahip-
pocampal cortex. Cerebral cortical areas that receive 
strong inputs from the amygdala, such as the anterior 
cingulate and the parietal lobule, are also activated, as 
are extrastriate areas. By contrast, the rest of parietal 
cortex, precuneus and posterior cingulate, and dorso-
lateral prefrontal cortex are relatively deactivated. As 
will be mentioned below, these regional activations 
and inactivations are consistent with the differences in 
mental state between sleep and wakefulness. 

  Upon awakening, blood flow is rapidly re-established 
in brainstem and thalamus, as well as in the ante-
rior cingulate cortex  [50] . However, it can take up to 
20 minutes for blood flow to be fully re-established 
in other brain areas, notably dorsolateral prefron-
tal cortex. It is likely that this sluggish reactivation 



II. WAKING, SLEEP AND ANESTHESIA

is responsible for the phenomenon of  sleep inertia  – a 
post-awakening deficit in alertness and performance 
that can last for tens of minutes. 

    Responsiveness to Stimuli 

   The most striking behavioural consequence of fall-
ing asleep is a progressive disconnection from the 
environment: the threshold for responding to periph-
eral stimuli gradually increases with the succession of 
NREM sleep stages N1 to N3, and remains high dur-
ing REM sleep. Since cortical neurons continue to fire 
actively during sleep, how does this disconnection 
come about? 

NREM sleep . Due to the progressive, intermittent 
hyperpolarization of thalamocortical neurons, sensory 
stimuli that normally would be relayed to the cortex 
often fail to do so because they do not manage to fire 
thalamocortical cells. In addition, the rhythmic hyper-
polarization during sleep spindles is especially effec-
tive in blocking incoming stimuli, since it imposes 
an intrinsic oscillatory rhythm that effectively decou-
ples inputs from outputs. Thus, the  ‘ thalamic gate ’  to 
the cerebral cortex is partially closed  [51] . However, 
sensory stimuli in various modalities can still elicit 
evoked potentials from the cerebral cortex, and neu-
roimaging studies show that primary cortical areas 
are still being activated  [52] . As suggested by studies 
using transcranial magnetic stimulation (TMS) in con-
junction with high-density EEG [53] , it is likely that 
during NREM sleep the activation of primary sensory 
areas is not followed by the activation of higher-order 
areas because of a breakdown in cortical effective 
connectivity. 

REM sleep . With the transition from NREM to 
REM sleep, neurons return to be steadily depolar-
ized much as they are during quiet wakefulness, yet 
sensory stimuli are still ignored, as if the brain were 
focusing on its internal activities rather than on the 
environment  [54] , not unlike states of intense absorp-
tion. While the underlying mechanisms are not clear, 
the prefrontal and parietal cortical areas that are 
deactivated in REM sleep are important for directing 
and sustaining attention to sensory cortices. Sensory 
inputs reaching primary cortices would then find 
themselves to be systematically unattended. It is likely 
that the reduced activity in these cortical regions is a 
direct consequence of changes in the neuromodulatory 
milieu during REM sleep. Specifically, the reduction 
of serotonin release during REM sleep may favour a 
dissociative–hallucinogenic state, as seen with certain 
psychoactive compounds. Nevertheless, in contrast 
to a person in a coma or a vegetative state, a sleeping 

person can always be awakened if stimuli are strong 
enough, or especially meaningful. For example, it is 
well known that the sound of one’s name, or the wail-
ing of a baby, is among the most effective signals for 
awakening.

    CONSCIOUSNESS IN SLEEP 

   There are two main lessons to be learned from the 
study of consciousness in sleep. The first is that, dur-
ing certain phases of sleep, the level of consciousness 
can decrease and at times nearly vanish, despite the 
fact that neural activity in the thalamocortical system 
is relatively stable. The second is that, during other 
phases of sleep, vivid conscious experience is possible 
despite the sensory and motor disconnection from the 
environment and the loss of self-reflective thought. 

    Changes in the Level of Consciousness 

  Studying mental activity during sleep offers a unique 
opportunity to find out how changes in brain activ-
ity are associated with changes in consciousness  [55] . 
When REM sleep was discovered, it was immediately 
noticed that, if subjects were awakened from that stage 
of sleep and asked whether they had a dream, they 
would say so at least 80% of the time. Subjects invari-
ably reported dreams that were vivid, with characteris-
tically intricate plots and changes of scene. Awakenings 
from NREM sleep, instead, yielded dreams 20% of the 
time or less. These findings led to the approximate 
equation of a physiological state, REM sleep, with a 
cognitive state, dreams. This equation was encouraged 
by the remarkable similarity between the EEG of REM 
sleep with that of wakefulness, as opposed to that of 
NREM sleep. It seemed natural to infer that the acti-
vated (low voltage, fast activity) EEG of waking and 
REM sleep would support vivid conscious experience, 
while the deactivated (high voltage, slow activity) EEG 
of NREM sleep would not. 

  However, later studies have shown that the relation-
ship between consciousness and sleep stages is more 
complicated. By just changing the question from  ‘ tell 
me if you had a dream ’  to  ‘ tell me anything that was 
going through your mind just before you woke up ’ , the 
percentages of recalls from NREM sleep reaches as high 
as 60%. It is now clear that reports indicative of con-
scious experience, including dream-like experiences, 
can be elicited during any stage of sleep       [56, 57] . 

Sleep onset . Reports from sleep stage 1 are very fre-
quent (80–90% of the time) but also very short. Usually 
people report hallucinatory experiences, so-called 
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hypnagogic hallucinations  (Greek for  ‘ leading into sleep ’ ). 
In contrast to typical dreams, hypnagogic hallucina-
tions are often static, similar to single snapshots or a 
short sequence of still frames. For instance a subject 
may report:  ‘  …   I could feel myself moving just the way the 
sea moves our boat when I was out fishing today  ’ . This and 
the following examples are taken from        [56, 58] .

NREM sleep . A substantial number of awakenings 
from NREM sleep yield no report whatsoever, espe-
cially early in the night when stage N3 is prevalent. 
Thus, early slow wave sleep is the only phase of adult 
life during which healthy human subjects may deny 
that they were experiencing anything at all. On the 
other hand, between 60% and 80% of the time, awak-
enings from NREM sleep yield reports with experi-
ential content. The length of NREM reports is widely 
distributed. Their median length is similar to that of 
reports from sleep onset. However, there are many 
very short reports early in the night and much longer 
reports later in the night  [59] , considerably longer 
than those typically obtained at sleep onset or even 
during quiet wakefulness. Reports from NREM sleep, 
especially early in the night, are often thought-like, for 
example: ‘I kept thinking about my upcoming exam and 
about the subject matter that it will contain …  ’  Later in 
the night, they can be much more hallucinatory and, 
generally speaking, more dream-like. 

REM sleep . Awakenings from REM sleep yield 
reports 80–90% of the time, a percentage similar to 
that obtained at sleep onset. Especially in the morn-
ing hours, the percentage is close to 100%, which is 
of course the report rate for wakefulness. Most REM 
reports have the characteristics of typical dreams: 
complex, temporally unfolding hallucinatory episodes 
that can be as vivid as waking experience. For exam-
ple, as reported by Allan Hobson  [58] :  ‘  As the climbing 
party rounds the trail to the right, I am suddenly on a bicy-
cle, which I steer through the group of climbers. It becomes 
clear that I make a complete circuit of the peak (at this level) 
by staying on the grass. There is, in fact, a manicured lawn 
surface continuing between the rocks and the crags  …  Then 
the scene changes to Martha’s Vineyard Island (though 
I was still on the same bicycle)  …  and then to a shopping 
centre, a restaurant, a dance, and a meeting of faculty col-
leagues  …  one of my colleague’s wives is seen as a blonde 
when, in reality, she is a brunette. The sense of movement, 
which is continuous, becomes particularly delightful when 
I become practically weightless and glide along a golf fair-
way. At the dance there is a Baltic group wearing embroi-
dered peasant garb and stamping the floor to a loud band (I 
can hear the drums especially)  ’ . Remarkably, the median 
word count of REM sleep reports is even higher than 
that of wakefulness reports, whether quiet or active. 
This finding seems to fit with the notion that dreams 

are single-minded, and thus less frequently inter-
rupted by extraneous thoughts, than waking con-
sciousness. Also, the average length of REM reports 
increases with the duration of the REM sleep episode. 
By contrast, there is no such relationship for NREM 
sleep reports  [59] . 

  What are the processes underlying the systematic 
changes in the level of consciousness during differ-
ent phases of sleep? At first, it was assumed that the 
fading of consciousness during certain phases of sleep 
was due to the brain shutting down. However, while 
metabolism is reduced, the thalamocortical system 
remains active also during stage N3, with mean firing 
rates during the up-state of the slow oscillation that are 
comparable to those of quiet wakefulness [51] . Indeed, 
most other aspects of neural activity during the up-
state of the sleep slow oscillation, including gamma 
activity, resemble those observed during wakefulness 
 [60] . Why, then, does consciousness fade during cer-
tain phases of sleep and return during others? 

  An intriguing possibility is that the level of con-
sciousness during sleep may be related to the degree 
of bistability of thalamocortical networks. Even though 
the level of activation of cortical neurons during the up-
state of NREM slow oscillations is as high as in wake-
fulness and REM sleep, the up-state of NREM sleep is 
intrinsically unstable, in that it is inexorably terminated 
by the occurrence of a down-state – a generalized, ster-
eotypical cessation of activity that can last for a tenth 
of a second or more. The transition from up- to down-
states appears to be due to depolarization-dependent 
potassium currents and to short-term synaptic depres-
sion, both of which increase with the amount of prior 
activation [51] . Indeed, during NREM sleep the stimu-
lation of cortical neurons typically precipitates a down-
state, and even spontaneous activity cannot last for 
long before a down-state is triggered. 

   From this perspective, the incidence of spontane-
ous slow waves can provide a telling indicator of 
the degree of bistability in thalamocortical networks. 
Thus, during stage N1, at the transition between 
wakefulness and sleep, the cortex enjoys periods of 
activation that can last up to a minute before a large 
slow wave sweeps through, which is consistent with 
reports of short, hallucinatory sequences upon awak-
ening. In stage N2 early in the night, the EEG is sim-
ilar to that of stage N1, but the intervals between 
large slow waves are much shorter, on average 12 
seconds. Accordingly, reports are not only short, but 
also thought-like in character. In stage N2 later in the 
morning, the intervals between large slow waves are 
longer, and reports are correspondingly longer and 
more dream-like. The hallmark of slow wave sleep, 
which is prevalent early in the night, are the large slow 



II. WAKING, SLEEP AND ANESTHESIA

waves that sweep through the cortex more than 10 
times a minute in stage N3 ( Figure 8.5   ), suggesting an 
extreme degree of bistability. Correspondingly, reports 
are usually of short duration and often thought-like; 
at times, no experiential content is reported. In stark 
contrast, during REM sleep, which predominates later 
in the night, the EEG is tonically activated and there 
are no slow waves sweeping the cortex. Accordingly, 
REM reports are on average much longer, 2–7 times 
more than in NREM sleep, and usually yield vivid, 
prototypical dreams. 

   Why would the level of consciousness reflect the 
degree of bistability of thalamocortical networks? A 
possible answer is offered by the integrated informa-
tion theory of consciousness [61] , which states that 
the level or quantity of consciousness is given by a 
system’s capacity to generate integrated information. 
According to the theory, the brain substrate of con-
sciousness is a complex of neural elements within 
the thalamocortical system that has a large reper-
toire of available states ( information ), yet cannot be 
decomposed into a collection of causally independent 
subsystems ( integration ). In this view, integrated infor-
mation would be high during wakefulness because 
thalamocortical networks have a large repertoire of 
global firing patterns that are continuously avail-
able on a background of tonic depolarization. During 
early NREM sleep, by contrast, the ensuing bistabil-
ity would reduce this global repertoire through two 
mechanisms. First, a local activation would cause a 
local down-state preventing effective interactions with 
other brain areas. As a consequence, the main thalam-
ocortical complex would break down into causally 
independent modules (loss of integration). Second, 
to the extent that global activation patterns can still 
occur, they too would be rapidly followed by a global, 
stereotypical down-state, thereby greatly reducing the 
repertoire of available states (loss of information). 

  To test these predictions, it is not sufficient to observe 
activity levels or patterns of temporal correlations
among distant brain regions (  functional connectivity ), 
but it is crucial to employ a perturbational or causal 
approach ( effective connectivity ). For this purpose, 
TMS-evoked brain responses were recorded using a 
high-density EEG system to investigate to what extent 
cortical regions can interact causally ( integration ) and 

produce differentiated responses ( information )  [53] . 
As shown in Figure 8.6A   , TMS applied to various 
cortical regions during wakefulness induced a sus-
tained response made of changing patterns of activity. 
Specifically, a sequence of time-locked, high-frequency 
(20–35       Hz) oscillations occurred in the first 100       ms and 
was followed by a few slower (8–12       Hz) components 
that persisted until 300       ms. Source modelling revealed 
that the initial response to TMS was followed by spatially 
and temporally differentiated patterns of activation pre-
sumably mediated by long-range ipsilateral and trans-
callosal connections. 

  As soon as the subjects transitioned into stage N1, 
the TMS-evoked response grew stronger at early 
latencies but became shorter in duration due to damp-
ening of later fast waves. With the onset of NREM 
sleep, the brain response to TMS changed markedly. 
The initial wave doubled in amplitude and became 
slower. Following this large wave, no further TMS-
locked activity could be detected, except for a nega-
tive rebound between 80 and 140       ms. Specifically, fast 
waves, still visible during stage N1, were completely 
obliterated, and all TMS-evoked activity had ceased 
by 150       ms. Moreover, as shown in  Figure 8.6B  left, the 
activity evoked by TMS remained localized to the site 
of stimulation and did not propagate to connected 
brain regions, presumably because of the induction of 
a local down-state. This finding indicates that during 
early NREM sleep, when the level of consciousness is 
reduced, effective connectivity among cortical regions 
breaks down, implying a corresponding breakdown 
of cortical integration. 

   In subsequent experiments, it was found that, 
when applied to a median centroparietal region, each 
TMS pulse would trigger a full-fledged, high-ampli-
tude slow wave that closely resembled spontaneous 
ones and that travelled through much of the cortex 
 [62] . Spatially, the TMS-evoked slow wave was associ-
ated with a broad and stereotypical response: cortical 
currents spread, like an oil-spot, from the stimulated 
site to the rest of the brain. The large negative peak 
evoked by the TMS pulse, corresponding to a global 
cortical down-state, demonstrates that during early 
NREM sleep activation is inevitably followed by deac-
tivation, suggesting that the repertoire of possible 
firing patterns (information) is drastically reduced 
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FIGURE 8.5        Incidence of large slow waves depending on sleep stage and time of night.    
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( Figure 8.6B , right). Importantly, such stereotypi-
cal responses could be induced even when, for the 
preceding seconds, there were no slow waves in the 
spontaneous EEG, indicating that perturbations can 
reveal the potential bistability of a system irrespective 
of its observed state. 

   By contrast, during REM sleep late in the night, 
when dreams become long and vivid and the level 
of consciousness returns to levels close to those of 
wakefulness, the responses to TMS also recovers and 
comes to resemble more closely those observed dur-
ing wakefulness: as shown in  Figure 8.6C , evoked pat-
terns of activity become more complex and spatially 
differentiated, although some late components are 
still missing. Altogether, these TMS–EEG measure-
ments suggest that the sleeping brain, despite being 
active and reactive, changes dramatically in its capac-
ity to generate integrated information: it either breaks 
down in causally independent modules, or it bursts 
into a global, stereotypical response, in line with the 
predictions of the integrated information theory  [61] . 

Importantly, the use of a perturbational approach 
(TMS–EEG) reveals that during NREM sleep cortical 
circuits may be intrinsic bistable even during periods 
of stable ongoing EEG with no overt slow waves.  

    Dreams: Consciousness in the Absence of 
Sensory Inputs and Self-reflection 

  Just as striking as the near-loss of consciousness 
during certain phases of sleep is its remarkable pres-
ervation during other phases. This is especially true of 
REM sleep awakenings, which yield almost without 
exception reports of vivid dreams. Perhaps the most 
remarkable property of dreams is how similar they 
can be to waking consciousness, to the point that the 
dreamer may be uncertain whether he is awake or 
asleep. This means that the sleeping brain, disconnected 
from the real world, is capable of generating an imag-
ined world, a virtual reality, which is fairly similar to 
the real one and is indeed experienced as real ( Box 8.1   ). 
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FIGURE 8.6        Spatiotemporal cortical current maps of TMS-induced activity during (A) wakefulness, (B) NREM, and (C) REM sleep. On 
the top right is the setup for TMS/EEG. From the EEG data, current sources corresponding to periods of significant activations were plotted 
on the subject’s MRI. Note for TMS during wakefulness the rapidly changing patterns of activation, lasting up to 300       ms and involving sev-
eral different areas (right premotor cortex stimulation is shown, but similar results are observed for other stimulation sites, including midline 
centroparietal regions); for TMS during NREM sleep either a brief activation that remains localized to the area of stimulation (right premotor 
cortex stimulation) or a global wave of activation that affects indiscriminately and stereotypically the entire cortex (midline centroparietal 
stimulation); and for TMS during REM sleep, an intermediate pattern of activation. Source : From        [53, 62]  and Tononi and Massimini, unpub-
lished data)  .    
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Perceptual modalities and submodalities that are expe-
rienced in wakefulness are represented in dreams: 
dreams are highly visual, in full colour, rich of different 
shapes and movements, but they also have sound, tac-
tile feelings, smells, and tastes, as well as pleasure and 
pain [56] . The categories that are the stuff of dreams are 
the same as those that constitute the fabric of wakeful-
ness – objects, animals, people, faces, places, and so on. 
Dream experiences are not necessarily all vivid and 
perceptual – there are also faint ideas, just as in wake-
fulness, and various kinds of thoughts. Dreams are also 

rich in emotion: in fact, emotions are often very intense, 
especially fear and anxiety. Hearing speech or conversa-
tion is also extremely frequent, and speech patterns are 
as grammatically correct as in waking life. Finally, there 
is a good correlation between our waking and dream-
ing selves with respect to mood, imaginativeness, and 
predominant concerns. For example, people dream 
most often about the individuals and interests that pre-
occupy them in waking life, and they show aggression 
in dreams towards the same people with whom they 
are in conflict in waking life. 

   BOX 8.1 

    NEUROCOGNITIVE MODELS OF DREAMING      

experiences related to temperature, motion, and touch. 
The systematic occurrence of basic experiential catego-
ries in dreams is confi rmed by the analysis of thou-
sands of dreams from all over the world according to 
the Hall/van de Castle system  [64] . 

   Dreams may also build upon fi gurative thinking: 
conceptual metaphors, metonymies, ironies, and con-
ceptual blends. As pointed out by Lakoff and Johnson 
 [67] , hundreds of primary conceptual metaphors actu-
ally map common experiential categories. For example, 
basic experiences like warmth and motion are used to 
understand more diffi cult concepts like friendship (they 
have a warm relationship) and time (time fl ies by). Just 
as in waking thought, fi gurative thinking may be used 
in dreams when it expresses a conception better and 
more succinctly than an experiential concept does. To 
this extent, some dreams may indeed be symbolic. 

  Finally, based on content analysis, Domhoff concludes 
that most dreams deal with personal concerns – typi-
cal ones are being inappropriately dressed, being lost, 
or being late for an examination. Personal concerns are 
very stable over the years, as well as across cultures, 
which may explain why dreams themes are stable across 
life across individuals, and around the world. Such per-
sonal concerns are also the subject of recurrent dreams, 
and of the repetitive nightmares experienced by people 
suffering from post-traumatic stress disorder (generally 
in stage N2). Curiously, personal concerns in dreams are 
often stuck in the past, in a way that fi ts with the per-
sistence of negative memories stored in the amygdala 
and other limbic circuits that are part of the brain’s 
fear system. 

   Building on the cognitive model of Foulkes  [63]  and 
on the work of Hall on content analysis of dreams  [64] , 
William Domhoff has recently attempted a synthe-
sis that he calls the neurocognitive model of dreaming 
       [65, 66] . Domhoff proposes that dreaming is what the 
mature brain does when (1) primary sensory cortices 
are relatively inactivated, thus enforcing a partial dis-
connection from the external world; (2) dorsolateral pre-
frontal cortices are relatively inactivated, thus reducing 
our ability to exercise refl ection and decision making; 
and (3) a subsystem of brain regions, comprising limbic 
and paralimbic structures as well as several association 
areas at the temporo-parieto-occipital junction, is at a 
suffi cient level of activation. According to Domhoff’s 
model, dream-like experiences can occur not only in 
NREM sleep, but also during wakefulness, provided 
sensory and prefrontal cortices are suffi ciently quiet. 

   Like Foulkes, Domhoff emphasizes that the dream-
ing subsystem, when activated, is drawing on memory 
schemas and general knowledge to produce a kind of 
dramatized version of the world, and that these drama-
tizations are an active act of imagination, rather than a 
mere reaction to random activation. More specifi cally, 
Domhoff argues that the system of scripts and schemas 
activated in dreams is nothing else but the organiza-
tional basis for all human knowledge and beliefs. Basic-
level categories, which can be represented by a single 
image, refl ect distinctions among types of animals, 
such as cats and dogs, types of social interactions, such 
as friendly and aggressive, or types of actions, such 
as walking and running. Spatial relations categories 
are, for example,  ‘ up ’ ,  ‘ down ’ ,  ‘ in front of ’ , and  ‘ in 
back of ’ . Finally, sensorimotor categories are based on 
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   Despite the remarkable similarities between wak-
ing and dreaming consciousness, dreaming conscious-
ness often presents some distinctive features. These 
include: (1) disconnection from the environment; (2) 
internal generation of a world-analogue; (3) reduction 
of voluntary control and reflective thought; (4) amne-
sia; and (5) high emotional involvement. 

Disconnection . The most obvious difference between 
dreaming and waking consciousness is the profound 
disconnection of the dreamer from his current envi-
ronment. Only occasionally do external stimuli man-
age to be incorporated in dreams, the most effective 
being a spray of water or pressure on the limbs. The 
disconnection is so effective that even the regular 
erections occurring during REM sleep dreams almost 
never make it into the dream’s content. It is also diffi-
cult to influence dream content with pre-sleep stimuli, 
even strong ones such as viewing a horror movie just 
before going to bed. Instead, all sensory experiences 
in dreams are generated internally: they are, strictly 
speaking, hallucinations. The disconnection is also 
evident on the motor side. For example, a feeling of 
weightlessness is commonplace in dreams, as are the 
experience of floating or flying. It is possible that the 
peculiar, effortless nature of motor activities in dreams 
has something to do with the activation of motor pro-
grammes in the absence of proprioceptive feedback 
signalling. As would be expected, the sensory and 
motor disconnection of dreams are neatly reflected in 
the reduced activation of primary sensory and motor 
areas in PET studies of REM sleep  [68] . 

Internal generation of a world-analogue . Given the 
sleeper’s disconnection from the external world, all 
dream consciousness is generated internally. Dreams, 
rather than being at the mercy of bottom-up signals 
and events from the environment, take a top-down 
approach by following a narrative script and using a 
set of well-rehearsed formulas: if waking conscious-
ness is like watching a news broadcast, dreaming is 
more like watching a movie produced by an imagi-
native director (rather than by a camera bouncing 
around at random). In selecting scenes, the dream 
director is not particularly choosey: any actor, dress, 
means of transportation, or food item that is readily 
available will do. Indeed, as in some B-movies, char-
acters and objects seem to be chosen for their role in 
each scene, with little regard for factual truth or plau-
sibility, and without caring about the mixing of incon-
gruent characteristics, or inconsistencies between one 
scene and the other. Thus, chimerical creatures, sud-
den transformations, and physically impossible objects 
are not infrequent. While the ability to dream requires 
the ability to imagine, dream images are generally 

more vivid, presumably because they do not have to 
compete with external signals. Also, in dreams there is 
a strong tendency for a single train of related thoughts 
and images to persist for extended periods without 
disruption or competition from other thoughts or 
images ( ‘single-mindedness  ’   [69] ). From a neuroimag-
ing perspective, the internal generation of a world-
analogue is consistent with the strong activation of 
temporo-occipital and parahippocampal association 
areas that is observed in REM sleep        [48, 49] .

Reduced voluntary control and reflective thought . 
During dreaming there is a prominent reduction of 
voluntary control, whether of action, thought, or atten-
tion. With the exception of lucid dreaming (see below), 
the dreamer has no control on what he is going to 
dream, and is largely a passive spectator. Reflective 
thought processes are also impaired in characteristic 
ways. Again with exception of lucid dreams, dreaming 
is almost always delusional, in the sense that events 
and characters in the dream are taken for real. While 
the dreamer experiences thoughts, there is a severe 
impairment of the ability to pursue goals effectively, 
to analyse situations intelligently, to question assump-
tions, to reason properly, and to make appropriate 
decisions. For example, holding contradictory beliefs is 
quite common in dreams, and a dreamer easily accepts 
impossible events or situations, such as flying. There 
is often uncertainty about orientation in space (where 
one is in the dream), about time (when the dream is 
taking place in personal history), and person (confu-
sion about the gender, age, and identity of dream char-
acters). When dreaming, one cannot stop and reflect 
rationally on what one should be doing, nor imagine 
other scenarios (after all, one is already imagining the 
dream). Once again, these characteristics of dreaming 
consciousness are consistent with neuroimaging find-
ings: dorsolateral prefrontal cortex, which is involved 
in volitional control and self-monitoring, is especially 
deactivated during REM sleep        [48, 49] .

Amnesia . Memory is drastically impaired both 
within the dream and for the dream. Working memory 
is not working well, as it is extremely difficult to hold 
anything in mind during a dream. Episodic memory is 
also not functioning properly. Remarkably little makes 
it into dreams of recent episodes of the dreamer’s life. 
While individual items from waking experience some-
times are incorporated into a dream, they do so in new 
and unrelated contexts, and true declarative memo-
ries for wakening episodes are found in a very small 
percentage of dreams. For example, in a study where 
subjects had intensively played the computer game 
Tetris, there was no episodic memory in subsequent 
dreams that the subject had indeed played Tetris. In 
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fact, dreams of healthy subjects were indistinguish-
able from those of profoundly amnesic subjects, who 
could not remember having played Tetris whether they 
were dreaming or awake. In contrast, both normal and 
amnesic subjects often reported perceptual fragments, 
such as falling blocks on a computer screen, especially 
at sleep onset, but there were no episodic memories 
associated with these fragments [70] . Even previous 
events within a dream are soon forgotten and do not 
appear to influence the subsequent evolution of dream 
experiences. Instead, dreams are characterized by what 
has been called ‘hyperassociativity  ’ , as if the network 
of association were much wider and less constricted 
than in wakefulness. Finally, dreams themselves are 
extremely fleeting: if the dreamer does not wake up, 
they are forever lost, and even upon awakening they 
vanish extremely rapidly unless they are written down 
or recorded. This is true even of the most intense 
dreams, even if they are accompanied by great emo-
tion. It is not clear why the dreaming brain is so pro-
foundly amnestic since, for example, parahippocampal 
and limbic circuits are highly active during REM sleep 
(       [48, 49] , although prefrontal cortex, which also plays a 
role in episodic memory, is deactivated). As is the case 
with daydreaming (see below), the source and structure 
of experienced events (external, highly constrained, vs. 
internal, less constrained) is a crucial determinant of 
recall. Perhaps changes in neuromodulators also play 
a role, specifically the silence of noradrenergic neurons 
whose activity is involved in the conversion of neural 
activity into neural plasticity [71] . 

Hyperemotionality . Many dreams are characterized 
by a high degree of emotional involvement, especially 
fear and anxiety, to a degree rare in waking life. This 
has led to the suggestion that the initial impetus for 
constructing dream narratives may originate in per-
ceived threats or conflicts. Whether or not this inter-
pretation has merits, REM sleep is in fact associated 
with a marked activation of limbic and paralimbic 
structures such as the amygdala, the anterior cingu-
late cortex, the insula, and medial orbitofrontal cortex. 

   In summary, there are many aspects of dreaming 
consciousness that can be found in textbooks of psy-
chopathology, including hallucinations, delusions, 
reduced orientation and attention, impaired memory, 
loss of voluntary control and reflective thought. Since 
hallucinations and delusions are the hallmark of psy-
chosis, it is not surprising that a connection between 
dreams and madness has often been suggested. 
However, the closest psychiatric conditions are not the 
major psychoses, but the so-called acute confusional 
state or delirium, which is often due to withdrawal 
from alcohol and drugs and is characterized by many 

of the same symptoms as dreams – hallucinations and 
delusions, impaired orientation and attention, intense 
emotions, loss of directed thought and self-reflec-
tion, frequent confabulations, as well as by a reduced 
responsiveness to the external world  [72] . The remark-
able regional differences in activation during REM 
sleep are probably responsible for many of the dif-
ferences between waking and dreaming conscious-
ness  [56] . It is still unclear what is responsible in turn 
for these regional differences, although once again 
it is likely that neuromodulatory systems may be 
involved. For example, since monoaminergic systems 
are silent during REM sleep, acetylcholine is alone in 
maintaining brain activation. Consistent with imaging 
results, cholinergic innervation is especially strong in 
limbic and paralimbic areas and much weaker in dor-
solateral prefrontal cortex.  

    Neuropsychology of Dreaming 

   The analysis of patients with brain lesions indi-
cates that the ability to dream depends on specific 
forebrain regions rather than on the brainstem REM 
sleep generator       [73, 74] . In most cases of global ces-
sation of dreaming, there is damage to the parieto-
temporo-occipital junction (uni- or bilaterally), while 
the brainstem and the polygraphic features of REM 
sleep are preserved. The parieto-temporo-occipital 
junction is important for mental imagery, for spatial 
cognition (on the right side) and for symbolic cogni-
tion (on the left side), all central features of dreaming. 
More restricted lesions produce the cessation of visual 
dreaming. In all these patients, these functions were at 
least partially impaired during wakefulness. Thus, the 
ability to dream seems to go hand in hand with the 
ability to imagine and with visuospatial skills. Indeed, 
these areas are among those that are most activated 
during REM sleep, although it is unknown to what 
extent they may be activated during NREM dreaming. 

  The close relationship between dream generation 
and waking imagery is borne out by longitudinal stud-
ies of dreaming in children, which show that dream-
ing progresses in parallel with the child’s waking 
ability to imagine and his visuospatial skills ( Box 8.2   ). 
Thus, children of age 2–3, although they obviously 
can see and even speak of everyday people, objects, 
and events, cannot imagine them, nor can they dream 
of them. Similarly, if people are blind from birth, they 
cannot construct visual images during wakefulness, 
nor can they dream visually (dreams of blind people 
are otherwise just as vivid as those of sighted sub-
jects). However, if people become blind after the age of 
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seven, they generally can still construct visual images, 
and they do have visual dreams        [75, 76] .

   Global cessation of dreaming can also be produced 
by bilateral lesions of white matter tracts underly-
ing ventromedial prefrontal cortex  [74] . White mat-
ter tracts in this region are the ones that used to be 
severed in prefrontal leucotomy, once performed on 
many schizophrenic patients. Most leucotomized 
patients complained of global cessation of dreaming 
as well as of lack in initiative, curiosity, and fantasy 
in waking life. Many of the nerve fibers travelling 
in the ventromedial white matter originate or end in 
limbic areas. In addition, the ventromedial white mat-
ter contains dopaminergic projections to the frontal 
lobe. Once again, these lesion data are consistent with 
imaging results since limbic areas are highly active 
during REM sleep. By contrast, lesions of forebrain 
areas that are deactivated during REM sleep, such as 

the dorsolateral prefrontal cortex, sensorimotor cor-
tex, and primary visual cortex, do not affect the ability 
to dream. Also, many patients with brainstem lesions 
are able to dream, though it is unclear whether REM 
sleep was preserved. However, it is well known that 
certain antidepressant treatments that suppress REM 
sleep do not eliminate dreaming. 

    DISSOCIATED STATES 

   This last section will consider a series of conditions 
that lie as it were in between waking and sleep: they 
partake of some features typical of waking conscious-
ness as well as of some characteristics of conscious-
ness in sleep – that is, they represent dissociated states 
 [78] . Some of these conditions, such as daydreaming 

   BOX 8.2 

   THE DEVELOPMENT OF DREAMS      

terrorized not by any dream, but by disorientation due to 
incomplete awakening. 

   Between ages 5 and 7 dream reports become longer, 
although still infrequent. Dreams may contain short 
sequences of events in which characters move about 
and interact, but the dream narratives are not very well 
developed. At around age 7, dream reports become 
longer and more frequent, the child’s self becomes an 
actual participant in the dream, with thoughts and even 
feelings, and dreams begin to acquire a narrative struc-
ture and to refl ect autobiographic, episodic memories. 

   Foulkes also found that recall frequency was best 
correlated with the ability to produce waking mental 
imagery, and not with language ability. If childrens ’  
dreams seem rare and not well developed, then, it is not 
because of an inability to report dreams. Instead, the 
frequency of dream reporting in young children is cor-
related with their visuospatial skills. Visuospatial skills 
are known to depend on the parietal lobes, which are 
not fully myelinated until age 7. Recall that blind adults 
have visual imagination and dreaming only if they lost 
their sight after age 7. These data suggest that dreaming 
is a gradual cognitive development that is tightly linked 
to the development of visual imagination. According to 
Foulkes, studying the development of dreams is tanta-
mount to studying the development of consciousness.   

   When do children start dreaming, and what kind 
of dreams do they have? These questions have been 
addressed in a series of studies by David Foulkes 
in children between the ages of 3 and 15 years  [77] . 
Foulkes’s laboratory studies showed that children under 
the age of 7 awakened from REM sleep recall dreaming 
only 20% of the time, compared with 80–90% in adults. 
NREM sleep awakenings before age 7 produced some 
recall only 6% of the time. For both REM and NREM 
sleep awakenings, recall came fi rst from awakenings 
late in the night. 

  Preschoolers ’  dreams are often static and plain, such as 
seeing an animal, thinking about eating or sleeping –  ‘ they 
are more like a slide than a movie ’ . There are no charac-
ters that move, no social interactions, very little feeling of 
any sort, and they do not include the dreamer as an active 
character. There are also no autobiographic, episodic mem-
ories, and Foulkes suggests that the paucity of childrens ’  
dreams is closely related to infantile amnesia: both would 
be due to the inability of preschoolers to exercise conscious 
episodic recollection. Children’s dreams are more positive 
than adult dreams: preschoolers never reported fear in 
dreams, and there are few aggressions, misfortunes, and 
negative emotions. Note that children who have  night ter-
rors , in which they awaken early in the night from slow 
wave sleep and display intense fear and agitation, are 
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and lucid dreaming, are perfectly normal, and can 
even be learned; others occur in the context of certain 
sleep disorders. Other conditions, known as  parasom-
nias , include some of the most remarkable examples 
of pathological dissociation between consciousness, 
awareness of the environment, reflective conscious-
ness, and behaviour. 

    Daydreaming 

  A common definition of daydreaming is  ‘ a dream-
like musing or fantasy while awake, especially of the 
fulfilment of wishes or hopes ’ . For experimental pur-
poses, daydreaming can be defined as  ‘ stimulus-inde-
pendent mentation ’ , that is, as waking images and 
thoughts that are independent of the task at hand  [79] . 
Daydreaming is extremely common. Indeed, no mat-
ter how hard one concentrates on the task at hand, a 
surprising amount of time is spent drifting off into 
fantasies and interior monologues of one kind or 
another. If subjects are periodically interrupted for 
thought sampling during a signal-detection task, they 
report stimulus independent mentation at least 35% 
of the time, even under heavy processing loads. Their 
reports also indicate discontinuities and scene changes 
that are more frequent that in REM sleep. There have 
been attempts at further categorizing waking men-
tal activities and validating such categories using 
questionnaires and factor analysis. Relevant dimen-
sions are (1) directed or operant vs. non-directed or 
respondent thought (the former voluntarily directed 
towards accomplishing a task); (2) stimulus bound 
vs. stimulus independent; (3) realistic vs. fanciful; 
(4) well- integrated (orderly, connected, coherent) vs. 
degenerated; and (5) vivid vs. non-vivid. A proto-
typical daydream would be non-directed, stimulus-
independent, fanciful, and non-integrated. Recall of 
waking images and thoughts experienced while day-
dreaming can be as poor as dream recall, possibly 
because, just as dream images, daydreaming images 
cannot be referenced by external events. 

  The neural circuits involved in daydreaming are 
beginning to be studied. For instance, using both 
thought sampling and brain imaging [80] , a recent 
study showed that mind wandering is associated 
with activity in the same default network of cortical 
regions that are active when the brain is not actively 
engaged in a task [81] . Regions of the default network 
that exhibited greater activity during mind wandering 
included bilateral medial prefrontal cortex, anterior 
cingulate, posterior cingulate, precuneus, insula, left 
angular gyrus, as well as superior temporal cortex. In 
addition, individuals ’  reports of the tendency of their 

minds to wander were correlated with activity in this 
network [80] . Based on these results, however, it would 
seem that the circuits activated during daydream-
ing may actually be different from those involved in 
dreaming, given that, for instance, posterior cingulate, 
precuneus, and lateral parietal cortex are relatively 
deactivated during REM sleep          [48, 49, 82] .

    Lucid Dreaming 

   Dreams usually involve loss of self-reflection and of 
reality testing. Hallucinations and delusions in dreams 
are typically thought to be real rather than dreamt 
up. Sometimes, however, a dreamer can become 
aware that he is dreaming            [83–86] . Under such cir-
cumstances, the dreamer is able to remember the cir-
cumstances of waking life, to think clearly, and to act 
deliberately upon reflection, all while experiencing a 
dream world that seems vividly real. Lucid dream-
ing can be cultivated, typically by a pre-sleep auto-
suggestion procedure: the key is to remember that, if 
one is experiencing something bizarre, such as float-
ing in space, it must be a dream rather than a waking 
experience. In fact, lucid dreamers often attempt to fly: 
if they succeed, they know they are probably dream-
ing. Lucid dreaming has been extensively studied in 
the laboratory by asking trained subjects to carry out 
distinctive patterns of voluntary eye movements when 
they realize they are dreaming. The prearranged eye 
movement signals appear on the polygraph records 
during REM sleep, proving that the subjects had 
indeed been lucid during uninterrupted REM sleep. 
This strategy has been used to demonstrate that time 
intervals estimated in lucid dreams are very close to 
actual clock time, that dreamed breathing corresponds 
to actual respiration, and that dreamed movements 
result in corresponding patterns of muscle twitch-
ing. Stable lucid dreams apparently only occur dur-
ing REM sleep, especially in the early morning, when 
REM sleep is accompanied by intense phasic phenom-
ena. It is plausible, but not proven, that the deactiva-
tion of dorsolateral prefrontal cortex that is generally 
observed during REM sleep may not occur during 
lucid dreams. 

    Sleepwalking 

  Sleepwalking refers to various complex motor behav-
iours, including walking, that are initiated during 
deep NREM sleep, typically during stage N3 (see also 
Chapter 9). Some episodes may be limited to sitting up, 
fumbling, picking at bedclothes, and mumbling. Patients 
usually stand up and walk around quietly and aimlessly. 
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Sleepwalkers walk around with open eyes and some-
times speak, though slowly and often inarticulately. 
They behave as if they were wide awake though their 
awareness of their actions is very restricted. Occasionally, 
sleepwalkers become agitated, with thrashing about, 
screaming, running, and aggressive behaviour. A highly 
publicized case is that of Ken Parks, a sleepwalker who, 
after falling asleep at home, arose to drive to his in-laws, 
strangled his father-in-law into unconsciousness, and 
stabbed his mother-in-law to her death. 

   Sleepwalking is frequent in children, but it can per-
sist in up to 1% of adults. In predisposed individu-
als, attacks can be precipitated by forced arousals, for 
example by placing the subject afoot. Sleepwalking 
is regarded as a disorder of arousal with frequent 
but incomplete awakening from slow wave sleep. If 
awakened during an episode, sleepwalkers typically 
do not report any dream-like mental activity, although 
in a few cases hallucinations have been reported. 
There is almost never any memory of the behaviours 
carried out while sleepwalking. The episodes begin 
while the EEG shows high-amplitude slow waves. 
During the episodes, the EEG decreases in ampli-
tude and increases in frequency, usually leading to 
the appearance of mixed-frequency patterns typical 
of stage N1. There may also be rhythms resembling 
the alpha rhythm of waking, but slower by 1–2       Hz 
and not abolished by eye opening or visual stimula-
tion. During short episodes of sitting up with eyes 
open and moving around, the EEG may show slow 
waves throughout – providing a clear-cut dissocia-
tion between observable behaviour, brain activity and 
consciousness.

  A recent study has succeeded in performing neu-
roimaging during a sleepwalking episode using sin-
gle photon emission computed tomography, a variant 
of PET  [87]  (Chapter 9). The patient, a 16-year-old 
man, stood up with his eyes open and a scared facial 
expression. After a few seconds, he sat down, pulled 
on the EEG leads and spoke a few unintelligible 
words. The EEG showed diffuse, high-voltage rhyth-
mic slow wave activity. Compared to waking, regional 
cerebral blood flow was decreased during sleepwalk-
ing in frontoparietal associative cortices, just as it is in 
slow wave sleep. This deactivation of prefrontal corti-
ces during normal sleep and sleepwalking is consist-
ent with the lack of self-reflective consciousness and 
recall that characterize both conditions. However, 
blood flow was higher during sleepwalking than in 
slow wave sleep in the posterior cingulate cortex and 
anterior cerebellum, and the thalamus was not deac-
tivated as it is during normal slow wave sleep. Thus, 
at least in this patient, sleepwalking seems to arise 

from the selective activation of thalamo-cingulate 
circuits and the persisting deactivation of other tha-
lamocortical systems. Normally, the entire forebrain is 
either awake or asleep. Sleepwalking thus appears to 
constitute a dissociated state where some brain areas 
are  ‘ awake ’  while others are  ‘ asleep ’ . It is likely that, 
in different patients or at different times in the same 
patient, different areas may be awake or asleep. 

   Sleeptalking is a more frequent occurrence than 
sleepwalking, and it can occur both in NREM and 
REM sleep. The majority of sleep speeches contain at 
least a few words, but they range from a single, mum-
bled utterance to several minutes of perfectly intelli-
gible talk, the latter more frequently associated with 
REM sleep. Sometimes sleeptalk is clearly a soliloquy, 
at other times it may resemble telephone conversa-
tion. While there is some correspondence between 
sleeptalking and dream content, more often one has 
the impression of multiple, concurrent stream of men-
tal activity that occur independently and in parallel. 
Such instances suggest that the speech-production 
system may be active in relative isolation from dream 
consciousness, thereby constituting another example 
of dissociation.  

    REM Sleep Behaviour Disorder 

   This disorder, which affects mostly elderly males, 
is characterized by vigorous, often violent episodes 
of dream enactment, with punching, kicking, and 
leaping from bed  [78] . Patients often injure them-
selves or their spouses. For example, a male subject 
would dream of defending his wife, but in enacting 
his dream he would actually forcefully strike her in 
bed. In rare cases there can be well-articulated speech. 
Polysomnographic recordings demonstrate that such 
episodes occur during REM sleep. Unlike sleepwalk-
ers, who usually have no recollection of what they 
were thinking or dreaming at the time of their actions, 
people with REM sleep behaviour disorder can usu-
ally recall their dreams in detail. Conscious experi-
ence during an episode is extremely vivid, as in the 
most animated dreams, and is fully consistent with 
the motor activity displayed. 

   Much before the clinical syndrome was recognized 
in humans, sleep researchers had observed that, if cer-
tain regions of the pons that are normally responsible 
for inhibiting muscle tone and motor programmes 
during REM sleep are lesioned, cats seem to  ‘ enact 
their dreams ’  of raging, attacking, fleeing, or eating 
while not responding to external stimuli          [88–90] . In 
humans, the disorder most often occurs without an 
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obvious cause, but it is sometimes associated with 
neurological conditions. It may indeed result from 
minute lesions in the pons, it may anticipate the 
development of Parkinson’s disorder, and it may be 
triggered acutely by certain drugs (certain antidepres-
sants) or by withdrawal (ethanol). 

    Narcolepsy and Cataplexy 

   Narcolepsy is characterized by daytime sleepiness 
(sleep attacks), cataplexy (muscle weakness attacks), 
hypnagogic hallucinations and sleep paralysis [78] . 
Narcolepsy usually begins with excessive sleepi-
ness and unintentional naps in the teens and twen-
ties. Sleepiness is especially strong during periods of 
inactivity and may be relieved by short naps. When 
narcoleptics fall asleep, they usually go straight into 
REM sleep. Not surprisingly, patients complain that 
they have a short attention span, have poor memory, 
and sometimes behave in an automatic, uncontrolled 
way. The sleepiness seems to be due to a problem 
staying awake rather than to an increased need for 
sleep, since narcoleptics generally get enough sleep 
at night. In more than half of the cases, narcolepsy 
is accompanied by cataplexy. This is a sudden loss 
of muscle tone, typically brought on by strong emo-
tions such as laughter or anger. The sudden weakness 
may be generalized and force the patient to collapse 
to the ground, or it may be localized to the voice, the 
chin, or a limb. Each episode generally lasts only a 
few minutes. Consciousness and awareness of the 
environment are preserved during cataplectic attacks, 
unless sleep intervenes. Hypnagogic hallucinations 
are dream-like hallucinations, mostly visual, that 
occur at sleep onset or when drowsy. Sleep paralysis 
is a frightening feeling of being fully conscious but 
unable to move, which may occur on awakening or 
falling asleep, like a temporary version of the locked-
in syndrome (see Chapter 15). Healthy individuals 
can experience hypnagogic hallucinations, especially 
when sleep deprived, and may also experience sleep 
paralysis. However, while laughter and other emo-
tional stimuli can produce muscle relaxation in 
normals, cataplexy is definitely an abnormal phenom-
enon. Sleep paralysis and cataplexy are probably due 
to the inappropriate activation of the brainstem mech-
anisms responsible for abolishing muscle tone during 
REM sleep. Narcolepsy–cataplexy are known to be 
associated with a defect in the hypocretin–orexin sys-
tem [91] . Narcoleptic dogs and mice have a mutation 
in the gene for hypocretin or its receptors and, in the 
brain of narcoleptic patients, there is a loss of hypocre-
tin cell groups in the posterior hypothalamus. 
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     ABSTRACT  

Sleepwalking (SW) consists of a deambulatory activity with reduced levels of consciousness which occurs during 
incomplete arousals from slow wave sleep. Patients behave semi-purposefully, but cannot be awakened and have 
no recall of the episodes. SW is common ( � 10%) in schoolchildren and uncommon ( � 2–4%) in adults. Eating, 
sexual behaviour, injuries and violence can complicate SW. Pathophysiologically, the dissociation between  ‘ body 
and mind sleep ’  of SW is thought to arise from the isolated hyper-arousability of specific (striato-limbic?) neuronal 
networks. Etiologically, SW is determined by genetic, neurological, psychiatric and triggering (e.g., fever, drugs, 
alcohol, stress,…) factors. Diagnosis relies on history. Video-polysomnography may be needed to rule out other 
conditions. Treatment of SW includes the identification of involved etiological factors, measures to make the sleep 
environment safe and the use of benzodiazepines or antidepressants.   
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II. WAKING, SLEEP AND ANESTHESIA

      DEFINITION 

   Sleepwalking (SW, syn. somnambulism) consists 
of complex motor behaviours that interrupt night 
sleep. It is initiated during sudden arousals from 
slow wave sleep and culminates in a deambulatory 
activity with an altered state of consciousness and 
judgement [1] .

    HISTORICAL REMARKS 

   Sleepwalking (SW) is known since ancient times 
(Galen and Socrates may have been somnambulic) 
 [2] . Homer described in  ‘ Odyssey ’  a youth named 
Elpenor who after awakening from deep sleep run off 
a roof injuring himself. Dante described in  ‘ La Divina 
Commedia ’  the SW of the Purgatory’s souls, and 
Shakespeare the SW of  ‘ Macbeth ’ . In his book  Dracula
Bram Stoker described hereditary SW in the Westerna 
family. 

   Violence and injuries related to SW and their 
forensic implications have been discussed in the 
medical literature since the 19th century        [3, 4] .
Neurologists at the turn to the 20th century (includ-
ing Charcot, Dejerine and Oppenheim) discussed the 
existence of epileptic, psychogenic (hysterical, hyp-
nosis-induced), toxic (alcoholic), post-traumatic and 
sleep-related deambulatory episodes (poriomania, 
dromomania)            [4–7] . 

   In his classical book  Sleep and Wakefulness  (first 
edition in 1939) Nathaniel Kleitman pointed out that 
the term SW, if used to denote walking while asleep, 
represents a misnomer since it corresponds rather to 
 ‘ walking in the course of an interruption of night’s 
sleep ’  [8] . First systematic clinical studies on SW were 
performed in the 1940s and 1950s in the US army [9] . 
Systematic polysomnographic studies of SW were 
performed first in the 1960s         [10–12] . 

   Pathophysiologically, De Morsier suggested in the 
1930s an analogy between SW and daytime states with 
impaired consciousness such as confusional states 
and epileptic automatisms [13] . Kleitman underlined 
the difference between wakefulness and conscious-
ness in the context of SW [8] . Broughton expanded 
these concepts proposing SW as a disorder of arousal 
(with increased but incomplete arousability from 
slow wave sleep) because of the co-existence in SW of 
mental confusion, automatic behaviour, non-reactivity 
to external stimuli, retrograde amnesia and decreased 
amplitude/increased latencies of visual evoked 
potentials [14] .

    EPIDEMIOLOGY 

   The frequency of SW is age-dependent  [15] . The 
peak frequency of about 10–15% is observed in chil-
dren around the age of 8–12 years          [1, 15, 16] . In one 
out of four cases SW persists beyond the age of 10 
years [15] . 

   In adults the frequency of SW has been estimated to 
be around 2–4%, although less than 1% present SW at 
least weekly       [17, 18] . SW affects both genders equally 
         [1, 15, 18] . A positive family history of SW is frequent 
(see below). 

    CLINICAL FEATURES 

   During SW patients wake up suddenly, sit up, 
look around with a confused stare, leave the bed 
and deambulate. Movements are typically slow and 
clumsy at the beginning, more coordinated and physi-
ologic later (patients often can avoid obstacles while 
walking). Movements can be repetitive and purpose-
less, on other occasions they appear complex and 
meaningful (eating, drinking, cooking, driving a car) 
 [19] . Occasionally, movements are rapid ( Figure 9.1   ). 
The patient suddenly jumps out of bed, appears agi-
tated and belligerent and may even run (a situation 
for which the term ‘ somnomania ’  was suggested  [3] ). 

   During SW the eyes are open and staring. Patients 
can speak and answer to questions, usually however 
in an incomprehensible manner. Shouting can accom-
pany agitated SW episodes. Autonomic activation 
(sweating, tachycardia, tachypnea) is more common 
in confusional arousals and sleep terrors than in SW. 

  Patients are difficult to awaken, and when awakened 
appear confused. They may return spontaneously to 
bed and lie down. There is usually no recall of SW epi-
sodes. Dream-like experiences are however occasion-
ally reported particularly in adult SW  [20] . Occasionally 
SW appears to respond to a perceived threat (fire, earth-
quake, bomb)       [3, 21] .

    Complications 

   Self-injuries are possible, more frequently in adult 
SW. This may occur during such acts as jumping out 
of the window or walking on a roof  [22] . 

   Violence during SW occurs mainly in adult and 
male patients (in 30% of 74 adult sleepwalkers in an 
own series [20] ). Reports of homicidal, filicidal and 
suicidal SW are known since the 19th century                  [3, 
22–27] . In a systematic review of 32 cases drawn from 
medical and forensic literature physical contact and 
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proximity were found to be often involved in violent 
behaviour associated with SW/sleep terrors  [28] . 

   Nocturnal eating (somnophagia), often rapid and 
compulsory, can appear in association with SW, in 
females more than males  [29] . In a series of 74 adults 
sleepwalkers nocturnal eating was reported by 34% of 
patients [20] . 

  Abnormal sexual behaviour during sleep (sleep sex, 
sexsomnia) in form of indecent exposure, sexual inter-
course, sexual assault, moaning and masturbation has 

also been reported in association with SW, in males 
more then females  [30] .

    Onset/Course 

   More often, SW appears between the age of 5 and 
15 years, with a peak around 8–12 years. Earlier and 
later onsets (including ‘ de novo ’  in adulthood) are 
possible  [21] . Childhood SW usually disappears 
around puberty. 

   Typically, SW occurs once per night and in the first 
third of the night (about 1 hour after sleep onset). The 
frequency of SW is however very variable and can 
range from few episodes in a lifetime up to several        [5, 6]  
episodes per night  [21] . In addition, SW can occur also 
in the latter two-thirds of the night and even during 
daytime naps [21] . The duration of SW ranges from 
1–3 to 7–10 minutes, rarely longer. Patients are typi-
cally difficult to be awaken during an SW episode. 
Episodes of SW often end with the patient returning 
to his bed.  

    Associated Features 

   Patients with SW have a higher frequency of sleep 
terrors (pavor nocturnus), confusional arousals, enu-
resis and sleep talking          [3, 14, 18] . In some but not all 
studies an association with bruxism and sleep starts 
was observed  [18] . An association with complex noc-
turnal hallucinations has also been reported        [31, 32] .

   Migraine and psychiatric symptoms/disturbances 
have also been linked with SW         [18, 33, 34] .   

    NEUROPHYSIOLOGICAL FEATURES 

   Neurophysiologically it is known since the 1960s 
that SW occurs during sudden but in complete arous-
als ( Figure 9.2   ) from slow wave sleep        [11, 14] . Less 
commonly SW, particularly in adults, may occur out 
of other sleep stages       [21, 35] .

   SW episodes are rarely recorded in the sleep labo-
ratory       [11, 14] . An episode of SW is typically preceded 
by high amounts of slow wave activity occasionally 
in form of high-voltage, rhythmic slow delta waves 
which are typically accentuated over the frontal and 
central derivations (hypersynchronous delta waves, 
HSD       [11, 36] ). Occasionally runs of alpha waves 
can appear diffusely or focally (e.g., over the central 
regions) in the delta wave sleep preceding a SW epi-
sode [37] . The heart rate accelerates abruptly during 
but not before the sudden arousal. 

FIGURE 9.1    30-year old man (B.S.) with SW. Three pictures 
(12 seconds separate the first from the last picture) taken from a 
nocturnal videography documents the abrupt beginning of a SW 
episode.
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   The post-arousal electroencephalography (EEG) 
demonstrates variable patterns including rhyth-
mic, high-voltage frontally accentuated delta activ-
ity (which seems to be associated with rather simple 
behavioural episodes [38] ); diffuse delta–theta activ-
ity; mixed delta–theta–alpha–beta activity ( Figure 9.3   ); 
alpha or beta activity       [38, 39] .

   The polysomnography of patients with SW is 
characterized by an increased fragmentation of slow 
wave sleep (particularly during the first non-rapid 
eye movement (NREM) episode) and by the recurrent 

appearance of HSD       [11, 36] . The number of arousals 
from slow wave sleep (SWS) is increased  [40]  whereas 
the amounts of SWS   are decreased        [41, 42] . An abnor-
mal CAP (cyclic alternating pattern) with a decrease 
in phase 1 and increase in phase 2 was observed in 
chronic sleepwalkers  [43] . 

   Sleep deprivation may increase the diagnostic yield 
of sleep studies in SW [35] . It is noteworthy, that sleep 
deprivation leads also to an increase of HSD  [36] . 

   Occasionally, particularly in adult SW, phasic mus-
cle activity during rapid eye movement (REM) sleep 
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FIGURE 9.3    27-year old man (S.B.) with SW. About 1 hour after sleep onset sudden arousal from slow wave sleep.    

FIGURE 9.2    32-year old man (T.K.) with SW. About 1 hour after sleep onset six recurrent episodes of sudden arousal from slow wave 
sleep.
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is increased (in 20% of 74 patients with adult sleep-
walker in an own study [20] ). Some series noted an 
increased frequency of sleep disordered breathing and 
periodic limb movements in sleep in patients with SW 
(see ‘ Triggering Factors ’ ). 

   The EEG is typically normal in sleepwalkers 
       [20, 44] . During sleep as well as wakefulness focal epi-
leptiform activities have been however sporadically 
observed.

    ETIOLOGY 

   SW arises from genetic, developmental, somatic 
and psychological factors. Predisposing, priming and 
precipitating factors have been identified. 

    Predisposing Factors: Genetic Influences 

   The familial occurrence of SW was first docu-
mented in 1942 [45] . The frequency of SW in first-
degree relatives is at least 10 times greater than in the 
general population  [46] . In a twin study monozygotic 
twins were found to be concordant for the symptom 
SW six times more than dizygotic twins  [47] . In the 
Finnish Twin Cohort the frequency of SW was simi-
lar in monyzygotic and dizygotic twins, however the 
concordance rate was also higher for monozygotic 
twins (0.55 vs. 0.32)  [17] . The phenotypic variance 
related to genetic factors has been estimated to be 
about 57–66% in childhood SW and 36–80% in adult 
SW [17] . 

   The HLA marker DQB1*05 may represent a suscep-
tibility marker for SW  [48] . In a study of 60 sleepwalk-
ers this marker was found in 35% of patients (vs. 15% 
of matched controls).  

    Priming Factors: Psychiatric and 
Neurological Influences 

   Current or past mental disorders are more com-
mon in patients with SW than in patients without SW 
 [18] . Schizoid, obsessive, compulsive, anxious, phobic, 
depressive symptoms or profiles have been found in 
patients with SW         [24, 26, 49] . Overall the link between 
psychopathology and SW is considered however to be 
weak  [1] . Furthermore, a history of major psychologi-
cal trauma appears to be rare in SW  [50] . 

   Several disorders of the central nervous system 
including stroke, head trauma, encephalitis, Tourette’s 
syndrome and migraine have been linked with (often 
adult) SW        [51, 52] . In the absence of a specific correla-
tion between SW and the topographical, pathological 

or neurochemical characteristics of these brain disor-
ders the nature of the link between SW and neurologi-
cal conditions (as this is the case also for psychiatric 
disorders) appears to be non-specific one.  

    Triggering Factors: Precipitating Influences 

   Several triggering factors are known from clinical 
experience. However, only a few systematic studies 
have been performed. The pertinent literature was 
reviewed recently  [53] . 

Sleep fragmentation : This may be related to sleep dis-
ordered breathing        [54, 55] , restless legs/periodic limb 
movements in sleep, internal stimuli (e.g., bladder dis-
tension) or external stimuli (light, noise) [1] . This may 
play a role in the observed association between SW 
and thyrotoxicosis  [52] . In a series of 74 adult sleep-
walkers sleep disordered breathing was found  ‘ only ’
in 25% of patients and periodic limb movements in 
12% of patients [20] . 

Slow wave sleep rebound : This can be observed for 
example after sleep deprivation and at the begin-
ning of CPAP treatment for sleep apnea  [56] . Experi-
mentally a sleep deprivation of 36 hours has led to 
an increase in frequency and complexity of episodes 
during the recovery night compared with baseline in 
patients with SW [35] . 

Fever  is often reported to trigger episodes of SW  [1] . 
Alcohol , often in combination of other factors, is 

not infrequently involved        [22, 24] . Up to 10% of adult 
patients with SW consume alcohol at bedtime [18] . 
Direct experimental evidence that alcohol may trigger 
or worsen SW is however lacking [57] . 

   Several  medications  including zolpidem/benzodi-
azepines       [58, 59] , thioridazine/neuroleptics        [49, 60] ,
stimulants/aminergic (dopaminergic) drugs        [26, 61] ,
antidepressants/serotonin reuptake inhibitors (e.g., par-
oxetin) [60] , antihistaminics  [60]  and lithium  [62] may
trigger SW episodes also in the absence of a positive 
history of SW  [60] . Nevertheless, only 4% of adult 
patients with SW consume psychotropic drugs  [18] . 

Mental stress  is often reported by patients as triggers 
of SW or as involved in increasing its frequency  [18] . 

   Pregnancy usually leads to a decrease of SW  [52] .

    PATHOPHYSIOLOGY 

  Any pathophysiological model of SW must explain 
the simultaneous appearance of (1) complex motor 
behaviours (including deambulation) out of deep 
sleep in and (2) an impaired state of consciousness. 
The co-existence of complex motor behaviours and 
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impaired consciousness corresponds to a state dis-
sociation (between ‘ body and mind sleep ’ ), the neu-
rophysiological, anatomical and chemical nature and 
origin of which remains speculative  [63] . 

  Animal and human data suggests that the variety of 
complex motor behaviours associated with SW could 
arise from the activation of neuronal networks in 
subcortical and brainstem regions responsible for the 
generation of (innate, archaic) emotional and motor 
behaviours. The activation of such ‘ central pattern 
generators ’  during SW, epileptic or psychogenic spells 
could explain the similar phenomenology of complex 
motor behaviours (including deambulation, eating, 
sexual activity, violent acts) seen with such different 
underlying conditions         [64–66] . If this hypothesis is 
correct, SW could be viewed as a disorder character-
ized by the ‘ hyper-arousability ’  of specific (striato-
 limbic?) neuronal networks. 

   The impaired state of consciousness typical of SW 
implies on the other hand an insufficient activation 
of prefrontal cortical areas necessary for purposeful 
behaviour/planning, insight/judgement and inhibi-
tion of emotional responses. These areas have been 
shown by neuroimaging studies to be inactivated 
during physiological sleep. 1    The incomplete/difficult 
awakening of sleepwalkers from deep sleep could 
therefore correspond to a  ‘ hypo-arousability ’  of (pre-
frontal?) cortical areas. This hypothesis could explain 
why factors that increase slow wave sleep (which 
exhibits maximal power over the prefrontal areas 
 [67] ) trigger SW as well as the similarities between the 
mental state of sleepwalkers and that of normal sub-
jects with protracted/difficult awakening from sleep 
(sleep inertia, sleep drunkenness). 

   One SPECT (single photon emission computed tom-
ography) study supports the concept of state dissocia-
tion underlying SW. Compared to cerebral blood flow 
(CBF) data obtained in 24 subjects during wakefulness 
the CBF of a single patient during SW was found to 
be increased in the posterior cingulate cortex and cer-
ebellar vermis and decreased in frontal and parietal 
association cortices ( Figure 9.4   )  [68] . This observation, 
in line with Broughton’s original suggestion of SW as 
an arousal disorder, suggests the presence of a spe-
cific activation of thalamo-cingulo-cortical pathways 
(implicated in the control of complex motor and emo-
tional behaviour) while other thalamocortical path-
ways (including those projecting to the frontal lobes) 
remain inhibited. The appearance at the different ages 
and during different nights in the same patient of SW, 

sleep terrors, confusional arousals could be explained 
by the recruitment of distinct although partially over-
lapping thalamo-cingulo-cortical pathways. 

   The fundamental cause of state dissociation in SW 
remains unknown. The existence of different pre-
disposing, priming and triggering factors of SW (see 
 ‘ Etiology ’ ) as well as of different forms of SW (see 
 ‘ Differential Diagnosis ’ ) prove that the dynamic phys-
iological reorganization that the brain undergoes at 
the transition from one state to another (in the case 
of SW from deep sleep to lighter sleep/wakefulness) 
represents a complex and fragile process that under-
goes developmental maturation and can be impaired 
by different (neurological, psychological, pharmaco-
logical…) factors. 

  Although SW may represent a behavioural dis-
order unique to the human species  [70] , dissociated 
states of being are known also in the animal kingdom 
(e.g., unihemispheric sleep in dolphins, flight during 
sleep in birds)  [65] . This offers the opportunity for 
an experimental approach to the study of the above 

(A) (B)

(C) (D)

FIGURE 9.4    SPECT findings in a 22-year old man with famil-
ial SW   (with permission from Bassetti  et al . (2000)    . The highest 
increases of regional cerebral blood flow ( 	 25%) during SW com-
pared with quiet stage 3 to 4 NREM sleep are found in the anterior 
cerebellum – i.e. vermis (A), and in the posterior cingulate cortex 
(Brodmann area 23 [Tailarach coordinate  x       �       �      4,  y       �       �      40,  z       �      31], B). 
However, in relation to data from normal volunteers during wakeful-
ness ( n       �      24), large areas of frontal and parietal association cortices 
remain deactivated during SW, as shown in the corresponding para-
metric maps (z-threshold      �       �      3). Note the inclusion of the dorsola-
teral prefrontal cortex (C), mesial frontal cortex (D) and left angular 
gyrus (C) within these areas  .    

1  This explains the neuropsychological characteristics of mental 
activities in sleep including dreams  [69].
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mentioned ‘ dynamical reorganizational brain proc-
esses ’  and its dysfunctions. 

   The association of SW with migraine suggests the 
possible involvement of the serotonin system in both 
       [33, 34] . This hypothesis is further supported by the 
observation that several factors known to trigger SW 
(including fever, lithium and antidepressants) acti-
vate the serotoninergic system  [71] . The involvement 
of cholinergic and GABA(A) pathways has been pro-
posed based on theoretical speculations and the result 
of transcranial magnetic stimulation studies in awake 
sleepwalkers [72] . Considering the essential physi-
ological role of the hypocretin (orexin) system in state 
stabilization  [73]  and the fact that narcolepsy repre-
sents the dissociated disorder  ‘ par excellence ’  [74] , an 
involvement of this hypothalamic system – possibly 
with the dopamin system (which is known to interact 
with the hypocretin system  [75] ) – appears also to be 
possible.

    DIAGNOSIS 

   The diagnosis is usually based on typical history. 
Videography done at home can be of diagnostic 
help. Sleep studies in the sleep laboratory rarely 
documents episodes of SW but can show the typical 
polysomnographical/EEG findings of patients with 
SW. Furthermore, they can help to rule our disorders 
that may erroneously be diagnosed as SW (e.g., sleep 
epilepsy). Finally, sleep tests can rule out the co-exist-
ence of sleep disorders that may trigger SW episodes 
(sleep disordered breathing, periodic limb movements 
in sleep).  

    DIFFERENTIAL DIAGNOSIS 

    Is It SW? 

   In otherwise healthy subjects SW must be differenti-
ated mainly from REM sleep behaviour disorder and 
other parasomnias, nocturnal (morpheic) seizures, 
dissociative spells, toxic encephalopathies (secondary 
to drug/alcohol intake and leading to incomplete/
confusional arousals and sleep drunkenness,  ‘ syn-
drome d’Elpénor ’  [26] ), metabolic encephalopathies 
(e.g., hypoglycemia secondary to insulinoma [76] ) and 
nocturnal volitional (waking) behaviour/malingering 
(see  Table 9.1   ). 

   In elderly patients with cognitive impairment sen-
sory deprivation in the night may lead to episodes of 
nocturnal confusion (sundowning phenomena). 

   In patients with neurological and psychiatric dis-
orders deambulatory activity (pacing), if appearing 
at night, may also be mistaken for SW. Wandering 
behaviour is in fact quite common in Alzheimer’s dis-
ease. It is typically associated with severe dementia, 
disturbed sleep, delusions, injuries and caregiver dis-
tress  [77] . Its pathophysiology remains obscure.  

    Diagnostic Work-up: Which Form/
Cause of SW? 

   See  Table 9.1 . 

        1.      SW in the context of arousal disorders (NREM 
parasomnias)

    This is certainly the most common and best known 
form of SW. 

    2.     SW in the context of parasomnia overlap 
syndrome 

    These patients exhibit both SW and REM sleep 
behaviour disorder  [78] . 

    The existence of SW in the context of REM sleep 
behaviour remains controversial/poorly known 
       [79, 80] .

    3.     SW in the context of nocturnal epilepsy (epileptic 
wandering)

    Nocturnal seizures of temporal and frontal lobe 
have been reported to manifest with somnambulism 

TABLE 9.1     Diagnostic Approach and Differential 
Diagnosis of SW  

   a.  Is it SW or another nocturnal motor  ‘ spell ’ ?
History/videography/video-polysomnography are decisive

SW  ‘ sensu strictu’
REM sleep behaviour disorder (without SW)
Nocturnal epilepsy (without SW)
Confusional arousals/sleep drunkenness       
  Idiopathic       
  Secondary to sleep apnea or other sleep disorders       
  Secondary to toxic/metabolic encephalopathy
Nocturnal wandering/sundowning in demented 
(Alzheimer’s) patients
Dissociative  ‘ spells’
Volitional (waking) behaviour

b. It is SW, which form/cause?
History, clinical context/examination and ancillary tests (e.g. 
brain MRI, EEG…) are decisive

   In the context of:       
  NREM parasomnia     
    Overlap parasomnia or REM sleep behaviour disorder       
  Neurological disorders (including Parkinson)     
    Nocturnal epilepsy (epileptic wandering)       
  Psychiatric disorders 



II. WAKING, SLEEP AND ANESTHESIA

(usually called in this context ‘ epileptic nocturnal 
wandering ’ )          [81–83] . This existence of epileptic 
wandering was known already by Charcot        [2, 84] .
Patients may exhibit during such episodes dystonic 
postures and violent behaviours. The EEG displays 
an epileptiform activity. 

    4.     SW in the context of psychogenic disorders    
    Psychogenic dissociative states, as discussed 

already by Charcot, can present with SW        [4, 85] .
    5.     SW in neurological disorders    
    This is a yet poorly known context for SW. 
    Besides the association of SW with migraine, 

stroke, head trauma and encephalitis        [33, 34] , SW 
was linked more recently with neurodegenerative 
disorders such as Machado-Joseph and Parkinson’s 
disease       [86, 87] .

    TREATMENT 

   Triggering factors and predisposition situations 
should be avoided. 

   The patients ’  sleep environment should be made 
safe (sleeping on the first floor, securing doors/win-
dows, removing potentially dangerous objects,…). 

   Stress-reducing treatments (including hypnosis) 
can be of help in selected patients [88] . 

   Clonazepam (0.5       mg at bedtime, to be increased up 
to 2–3       mg) is the drug of first choice for SW  [89] . 

   Other benzodiazepines (including flurazepam, 
triazolam and diazepam), antiepileptics (including 
carbamazepine, phenytoin and gabapentin), anti-
depressants (including imipramine, trazodone and 
paroxetin) and melatonin have been reported to be 
effective in both childhood and adult SW, although 
only in single cases or very small series               [21, 52, 90–93] .

   Treatment of sleep disordered breathing can 
improve the control of SW  [92] .

    FORENSIC ASPECTS 

  Already Charcot – in the late 19th century – was 
involved in a medico-legal expertise of a patient 
accused of attempted murder and pleading innocence 
because he was a somnambulist. In a famous case 
published in 1878 the patient, asked to plead, said ‘ I 
am guilty in my sleep, but not guilty in my senses ’  [3] . 
Seven criteria have been suggested by Mahowald 
for the evaluation of sleep-related violence cases: 
(1) presence of sleep disorder by history/sleep tests?; 
(2) duration of ‘ spells ’ ; (3) character of behaviour 
(senseless?)?; (4) behaviour after the ‘ spell ’  (perplexity, 

horror?)?; (5) amnesia?; (6) timing of  ‘ spell ’  after sleep 
onset and (7) prior sleep deprivation? [94] .

    CONCLUSION 

   The complex, semi-purposeful behaviour observed 
during sleepwalking can be viewed as the result of a 
specific and isolated activation of specific (striato-lim-
bic?) neuronal networks during slow wave sleep. This 
state dissociation results from a wide range of genetic, 
neurological, psychiatric and triggering influences. 

   Clinically, SW is relevant because of the associ-
ated risk of injuries and violence and the fact that, 
particularly in adults, a variety of disorders (includ-
ing epilepsy) may lead to an automatic deambulatory 
activity during sleep. 

   Scientifically, the study of SW offers a unique per-
spective on the control mechanisms of complex emo-
tional behaviors and more generally on dissociated 
states of being. 

   Overall, SW – while raising fundamental questions 
about the biological bases of consciousness, behaviour 
and free will – represents a fascinating challenge for 
modern neurosciences.   

   References    
       1.         American Academy of Sleep Medicine (2005).  The International 

Classification of Sleep Disorders , 2nd Edition. American Academy 
of Sleep Medicine, Rochester .      

       2.          Goetz ,    C.G.             ( 1987 )        Charcot the Clinician. The Tuesday Lessons    , 
       New York :       Raven Press.                 

       3.          Yellowlees ,    D.                ( 1878 )        Homicide by a Somnambulist    .      J Ment Sci
    24 :         451  –       458   .        

       4.          Charcot ,    J.M.                ( 1892 )        Le somnambulisme hytérique spontané 
considéré au point de vue nosographique et médico-légal      .      Gaz
hebd de méd et de chirurgie         2 –3             .        

       5.          Charcot ,    J.M.             ( 1887–1888 )        Leçons du mardi à la Salpêtrière, 
Policlinique, I et II    ,        Paris :       A. Delahaye         .        

       6.          Dejerine ,    J.             ( 1914 )        Sémiologie des affections du système nerveux    , 
       Paris :       Masson         .        

       7.          Oppenheim ,    H.             ( 1913 )        Lehrbuch der Nervenkrankheiten    ,        Berlin : 
      S. Karger         .        

       8.          Kleitman ,    N.             ( 1939 )        Sleep and Wakefulness    ,        Chicago :       University 
of Chicago Press         .        

       9.          Sandler ,    S.A.                ( 1945 )        Somnambulism in the armed forces    .      Mental
Hygiene         29 :         236  –       247   .        

      10.          Gastaut ,    H.   and   Brougton ,    R.             ( 1965 )       A clinical and polygraphic 
study of episodic phenomena during sleep   .   In      J.     Wortis ,     (ed.) 
Recent Advances in Biological Psychiatry ,              New York :       Plenum 
Press   .      pp.  197  –       221   .        

      11.          Jacobson ,    A.  ,   Kales ,    A.  ,   Lehmann ,    D.   and   Zweizig ,    J.R.                ( 1965 ) 
       Somnambulism: All-night electroencephalographic studies    . 
Science         148 :         975  –       977   .        

      12.          Kales ,    A.  ,   Jacobson ,    A.  ,   Paulson ,    M.J.  ,   Kales ,    J.D.   and   Walter ,    R.D.                
( 1966 )        Somnambulism: Psychophysiological correlates    .      Arch Gen 
Psychiatr         14 :         386  –       394   .        

CONCLUSION 115



116 9. SLEEPWALKING (SOMNAMBULISM)

II. WAKING, SLEEP AND ANESTHESIA

      13.          De Morsier ,    G.                ( 1931 )        Les amnésie transitoires. Conception neu-
rologique des états dits: somnambulisme naturel, état second, 
automatisme comitial ambulatoire    .      Encéphale         26 :         18  –       41   .        

      14.          Broughton ,    R.J.                ( 1968 )        Sleep disorders: Disorders of arousal?     
Science         159 :         1070  –       1078   .        

      15.          Laberge ,    L.  ,   Trembley ,    R.E.  ,   Vitaro ,    F.   and   Montplaisir ,    J.                ( 2000 ) 
       Development of parasomnias from childhood to early adoles-
cence    .      Pediatrics         106 :         67  –       73   .        

      16.          Petit ,    D.  ,   Touchette ,    E.  ,   Trembley ,    R.E.  ,   Boivin ,    M.   and 
  Montplaisir ,    J.                ( 2007 )        Dyssomnias and parasomnias in early 
childhood    .      Pediatrics         119 :         1016  –       1025   .        

      17.          Hublin ,    C.  ,   Kaprio ,    J.  ,   Partinen ,    M.  ,   Heikkilä ,    K.   and   Koskenvuo ,    M.    
( 1997 )        Prevalence and genetics of sleepwalking. A population-base 
twin study    .      Neurology         48 :         177  –       181   .        

      18.          Ohayon ,    M.M.  ,   Guilleminault ,    C.   and   Priest ,    R.G.                ( 1999 )        Night 
terrors, sleepwalking, and confusional arousals in the general 
population. Their relationship to other sleep and mental disor-
ders    .      J Clin Psychiatr         60 :         268  –       274   .        

      19.          Schenck ,    C.H.   and   Mahowald ,    M.W.                ( 1995 )        A polysomnograph-
ically documented case of adult somnambulism with long-
distance automobile driving and frequent nocturnal violence: 
Parasomnia with continuing danger as a noninsane automa-
tism    .      Sleep         18 :         765  –       772   .        

      20.          Bassetti ,    C.   and   Vadilonga ,    D.                ( 2000 )        Adult sleepwalking: 
Clinical, neurophysiological, and neuroimaging findings    .      J Sleep 
Res         9         ( Suppl 1 ):      13        .        

      21.          Kavey ,    N.B.  ,   Whyte ,    J.  ,   Resor ,    S.R.   and   Gidro-Frank ,    S.                ( 1990 ) 
       Somnambulism in adults    .      Neurology         40 :         749  –       752   .        

      22.          Broughton ,    R.  ,   Billings ,    R.  ,   Cartwright ,    R.            , et al.        ( 1994 )        Homicidal 
somnambulism: A case report    .      Sleep         17 :         253  –       264   .        

      23.          Brouardel ,    P.  ,   Motet ,    D.   and   Garnier ,    P.                ( 1893 )        Affaire Valrof: 
double tentative du neurtre-somnabulisme allégué    .      Ann Hyyg 
Pub Méd Lég         29 :         497  –       524   .        

      24.          Hartmann ,    E.                ( 1983 )        Two cases reports: night terrors with 
sleepwalking a potentially lethal disorder    .      J Nerv Ment Dis
    171 :         503  –       505   .        

      25.          Gottlieb ,    P.  ,   Christensen ,    O.   and   Kramp ,    P.                ( 1986 )        On serious 
violence during sleepwalking    .      Br J Psychiatr         149 :         120  –       121   .        

      26.          Bornstein ,    S.  ,   Guegen ,    B.   and   Hache ,    E.                ( 1995 )        Syndrome 
d’Elpénor ou meurtre somnambulique    .      Ann Méd-Psychol
    154 :         195  –       201   .        

      27.          Cartwright ,    R.                ( 2004 )        Sleepwalking violence: A sleep disorder, 
a legal dilemma, and a psychological challenge    .      Am J Psychiatr
    161 :         1149  –       1158   .        

      28.          Pressmann ,    M.R.                ( 2007 )        Disorders of arousal from sleep and 
violent behavior: The role of physical contact and proximity    . 
Sleep         30 :         1039  –       1047   .        

      29.          Vetrugno ,    R.  ,   Manconi ,    M.  ,   Ferini-Strambi ,    L.  ,   Provini ,    E.  ,   Plazzi ,    G.  
and   Montagna ,    P.                ( 2006 )        Nocturnal eating: Sleep-related eating dis-
order or night eating syndrome? A videopolysomnographic study    . 
Sleep         29 :         949  –       954   .        

      30.          Andersen ,    M.L.  ,   Poyares ,    D.  ,   Alves ,    R.S.C.  ,   Skomro ,    R.   and 
  Tufik ,    S.                ( 2007 )        Sexsomnia: Abnormal sexual behavior during 
sleep    .      Brain Res Rev         56 :         271  –       282   .        

      31.          Kavey ,    N.B.   and   Whyte ,    J.                ( 1993 )        Somnambulism associated 
with hallucinations    .      Psychosomatics         34 :         86  –       90   .        

      32.          Silber ,    M.H.  ,   Hansen ,    M.R.   and   Girish ,    M.                ( 2005 )        Complex noc-
turnal visual hallucinations    .      Sleep Med         6 :         363  –       366   .        

      33.          Barabas ,    G.  ,   Ferrari ,    M.   and   Matthews ,    W.S.                ( 1983 )        Childhood 
migraine and somnambulism    .      Neurology         33 :         948  –       949   .        

      34.          Casez ,    O.  ,   Dananchet ,    Y.   and   Besson ,    G.                ( 2005 )        Migraine and 
somnambulism    .      Neurology         65 :         1334  –       1335   .        

      35.          Joncas ,    S.  ,   Zadra ,    A.  ,   Paquet ,    J.   and   Montplaisir ,    J.                ( 2002 )        The 
value of sleep deprivation as a diagnostic tool in adult sleep-
walkers    .      Neurology         58 :         936  –       940   .        

      36.          Pilon ,    M.  ,   Zadra ,    A.  ,   Joncas ,    S.   and   Montplaisir ,    J.                ( 2006 ) 
       Hypersynchronous delta waves and somnambulism: Brain 
topography and effect of sleep deprivation    .      Sleep         29 :         77  –       84   .        

      37.          Guilleminault ,    C.  ,   Poyares ,    D.  ,   Aftab ,    F.A.   and   Palombini ,    L.                
( 2001 )        Sleep and wakefulness in somnambulism: A special anal-
ysis study    .      J Psychosom Res         51 :         411  –       416   .        

      38.          Zadra ,    A.  ,   Pilon ,    M.  ,   Joncas ,    S.  ,   Rompré ,    S.   and   Montplaisir ,    J.                
( 2004 )        Analysis of postarousal EEG activity during somnambu-
listic episodes    .      J Sleep Res         13 :         279  –       284   .        

      39.          Schenck ,    C.H.  ,   Parejy ,    J.A.  ,   Patterson ,    A.L.   and   Mahowald ,    M.W.                
( 1998 )        Analysis of polysomnographic events surrounding 252 
slow-wave sleep arousals in thirty-eight adults with injurious 
sleep walking and terrors    .      J Clin Neurophysiol         15 :         159  –       166   .        

      40.          Blatt ,    I.  ,   Peled ,    R.  ,   Gadoth ,    N.   and   Lavie ,    P.                ( 1991 )        The value of 
sleep recording in evaluating somnambulism in young adults    . 
Electroencephalogr Clin Neurophysiol         78 :         407  –       412   .        

      41.          Gaudreau ,    H.  ,   Joncas ,    S.  ,   Zadra ,    A.   and   Montplaisir ,    J.                ( 2000 ) 
       Dynamics of slow-wave activity during the NREM sleep of 
sleepwalkers and control subjects    .      Sleep         23 :         755  –       762   .        

      42.          Espa ,    F.  ,   Ondzé ,    B.  ,   Deglise ,    P.  ,   Billiard ,    M.   and   Besset ,    A.                
( 2000 )        Sleep architecture, slow wave activity, and sleep spin-
dles in adult patients with sleepwalking and sleep terrors    .      Clin
Neurophysiol         78 :         407  –       412   .        

      43.          Guilleminault ,    C.  ,   Kirisoglu ,    C.  ,   da Rosa ,    A.C.  ,   Lopes ,    C.   and 
  Chan ,    A.                ( 2006 )        Sleepwalking, a disorder of NREM sleep insta-
bility    .      Sleep Med         7 :         163  –       170   .        

      44.          Soldatos ,    C.R.  ,   Vela-Bueno ,    A.  ,   Bixler ,    E.O.  ,   Schweitzer ,    P.K.   and 
  Kales ,    A.                ( 1980 )        Sleepwalking and night terrors in adulthood. 
Clinical EEG findings    .      Clin Electroencephalogr         11 :         136  –       139   .        

      45.          Davis ,    E.  ,   Hayes ,    M.   and   Kirman ,    B.H.                ( 1942 )        Somnambulism    . 
Lancet         1 :         186 ,        .        

      46.          Kales ,    A.  ,   Soldatos ,    C.R.  ,   Bixler ,    E.O.            , et al.        ( 1980 )        Hereditary 
factors in sleepwalking and night terrors    .      Br J Psychiatr
    137 :         111  –       118   .        

      47.          Bakwin ,    H.I.                ( 1970 )        Sleepwalking in twins    .      Lancet         2  
       ( 7670 ):      446  –       447   .        

      48.          Lecendraux ,    M.  ,   Mayer ,    G.  ,   Bassetti ,    C.  ,   Neidhart ,    E.  ,   Chappuis ,    R.   
and   Tafti ,    M.                ( 2003 )        HLA and genetic susceptibility to sleepwalk-
ing    .      Mol Psychiatr         8 :         114  –       117   .        

      49.          Scott ,    A.I.F.                ( 1988 )        Attempted strangulation during phenothi-
azine-induced sleep-walking and night terrors    .      Br J Psychiatr
    153 :         692  –       694   .        

      50.          Hartman ,    D.  ,   Crisp ,    A.H.  ,   Sedgwick ,    P.   and   Borrow ,    S.                ( 2001 )        Is 
there a dissociative process in sleepwalking and night terrors    . 
Postgrad Med J         77 :         244  –       249   .        

      51.          Mori ,    T.  ,   Suzuki ,    T.  ,   Terashima ,    Y.  ,   Kawai ,    N.  ,   Shiraishi ,    H.   and 
  Koizumi ,    J.                ( 1990 )        Chronic herpes simplex encephalitis with 
somnambulism: CT, MR and SPECT findings    .      Jpn J Psychiatr 
Neurol         44 :         735  –       739   .        

      52.          Hughes ,    J.R.                ( 2007 )        A review of sleepwalking (somnambulism): 
The enigma of neurophysiology and polysomnography with 
differential diagnosis of complex partial seizures    .      Epilepsy Behav
    11 :         483  –       491   .        

      53.          Pressmann ,    M.R.                ( 2007 )        Factors that predispose, prime and 
precipitate NREM parasomnias in adults: Clinical and forensic 
implications    .      Sleep Med Rev         11 :         5  –       30   .        

      54.          Espa ,    F.  ,   Dauvilliers ,    Y.  ,   Ondze ,    B.  ,   Billiard ,    M.   and   Besset ,    A.                
( 2002 )        Arousal reactions in sleepwalking and night terrors in 
adults: The role of respiratory events    .      Sleep         25 :         871  –       875   .        

      55.          Guilleminault ,    C.  ,   Palombini ,    L.  ,   Pelayo ,    R.   and   Chervin ,    R.                
( 2003 )        Sleepwalking and sleep terrors in prepubertal children: 
What triggers them?          Pediatrics         111 :         17  –       25   .        

      56.          Millman ,    R.P.  ,   Kipp ,    G.J.   and   Carskadon ,    M.A.                ( 1991 ) 
       Sleepwalking precipitated by treatment of sleep apnea with 
nasal CPAP    .      Chest         99 :         750  –       751   .        



II. WAKING, SLEEP AND ANESTHESIA

      57.          Pressmann ,    M.R.  ,   Mahowald ,    M.W.  ,   Schenck ,    C.H.   and 
  Bornemann ,    M.C.                ( 2007 )        Alcohol-induced sleepwalking or con-
fusional arousal as a defense to criminal behavior: A review of 
scientific evidence, methods and forensic implications    .      J Sleep 
Res         16 :         198  –       212   .        

      58.          Sansone ,    R.   and   Sansone ,    L.A.                ( 2008 )        Zolpidem, somnambulism 
and nocturnal eating    .      Gen Hosp Psychiatr         30 :         90  –       91   .        

      59.          Lauerma ,    H.                ( 1991 )        Nocturnal wandering caused by restless 
legs and short-acting benzodiazepines    .      Acta Psychiatr Scand
    83 :         492  –       493   .        

      60.          Huapaya ,    L.V.M.                ( 1979 )        Seven cases of somnambulism induced 
by drugs    .      Am J Psychiatr         136 :         985  –       986   .        

      61.          Khazaal ,    Y.  ,   Krenz ,    Z.   and   Zullino ,    D.F.                ( 2003 )        Buproprion 
induced somnambulism    .      Addict Biol         8 :         1429  –       1433   .        

      62.          Charney ,    D.S.  ,   Kales ,    A.  ,   Soldatos ,    C.R.   and   Nelson ,    J.C.                ( 1979 ) 
       Somnambulistic-like episodes secondary to combined lithium-
narcoleptics treatment    .      Br J Psychiatr         135 :         418  –       424   .        

      63.          Mahowald ,    M.K.   and   Schenck ,    C.H.                ( 1992 )        Dissociated states of 
wakefulness and sleep    .      Neurology         42         ( Suppl 6 ):      44  –       52   .        

      64.          Berntson ,    G.G.   and   Micco ,    D.J.                ( 1976 )        Organization of brainstem 
behavioral systems    .      Brain Res Bull         1 :         471  –       483   .        

      65.          Mahowald ,    M.   and   Schenck ,    C.H.                ( 2000 )        Parasomnias: 
Sleepwalking and the law    .      Sleep Med Rev         4 :         321  –       339   .        

      66.          Tassinari ,    C.A.  ,   Rubboli ,    G.  ,   Gardella ,    E.            , et al.        ( 2005 )        Central 
pattern generators for a common semiology in fronto-limbic 
seizures and in parasomnias. A neurotologic approach    .      Neurol 
Sci         26 :         225  –       232   .        

      67.          Werth ,    E.  ,   Achermann ,    P.   and   Borbély ,    A.                ( 1997 )        Fronto-occipital
EEG power gradients in human sleep    .      J Sleep Res         6 :         102  –       112   .        

      68.          Bassetti ,    C.  ,   Vella ,    S.  ,   Donati ,    F.  ,   Wielepp ,    P.   and   Weder ,    B.                ( 1999 ) 
       SPECT during sleepwalking    .      Lancet         356 :         484  –       485   .        

      69.          Schwartz ,    S.   and   Maquet ,    P.                ( 2002 )        Sleep imaging and the neu-
ropsychological assessment of dreams    .      Trends Cogn Sci         6 :         23  –       30   .        

      70.          Kantha ,    S.S.                ( 2003 )        Is somnambulism a distinct disorder of 
humans and not seen in non-human primates?          Med Hypotheses
    61 :         5  –       6   .        

      71.          Juszczack ,    G.R.   and   Swiergiel ,    A.H.                ( 2005 )        Serotoninergic 
hypothesis of sleepwalking    .      Med Hypotheses         64 :         28  –       32   .        

      72.          Oliviero ,    A.  ,   Della Marca ,    G.  ,   Tonali ,    P.A.  ,   Pilato ,    F.  ,   Saturno ,    E.            , 
et al.        ( 2005 )        Functional involvement of cerebral cortex in human 
narcolepsy    .      J Neurol         252 :         56  –       61   .        

      73.          Saper ,    C.B.  ,   Chou ,    T.C.   and   Scammell ,    T.E.                ( 2001 )        The sleep 
switch: Hypothalamic control of sleep and wakefulness    .      Trends 
Neurosci         24 :         726  –       731   .        

      74.          Baumann ,    C.   and   Bassetti ,    C.L.                ( 2005 )        Hypocretin and nar-
colepsy    .      Lancet Neurol         10 :         673  –       682   .        

      75.          Harris ,    G.C.   and   Aston-Jones ,    G.                ( 2006 )        Arousal and reward: A 
dichotomy in orexin function    .      Trends Neurosci         29 :         571  –       577   .        

      76.          Suzuki ,    K.  ,   Miyamoto ,    M.  ,   Miyamato ,    T.   and   Hirata ,    K.                ( 2007 ) 
       Insulinoma with early-morning abnormal behavior    .      Intern Med
    46 :         405  –       408   .        

      77.          Rolland ,    Y.  ,   Payoux ,    P.  ,   Lauwers-Cances ,    V.            , et al.        ( 2005 )        A 
SPECT study of wandering behavior in Alzheimer’s disease    .      Int
J Geriatr Psychiatr         20 :         816  –       820   .        

      78.          Schenck ,    C.H.  ,   Boyd ,    J.L.   and   Mahowald ,    M.W.                ( 1997 )        A paras-
omnia overlap syndrome involving sleepwalking, sleep terrors, 
and REM sleep behaviour disorder in 33 polysomnographically 
confirmed cases    .      Sleep         20 :         972  –       981   .        

      79.          Tachibana ,    N.  ,   Sugita ,    Y.  ,   Trashima ,    K.  ,   Teshima ,    Y.  ,   Shimizu ,    T.   
and   Hishikawa ,    Y.                ( 1991 )        Polysomnographic characteristics of 
healthy elderly subjects with somnambulism-like behaviors    .      Biol
Psychiatr         30 :         4  –       14   .        

      80.          De Cock Cochen ,    V.C.  ,   Vidaihlet ,    M.  ,   Leu ,    S.            , et al.        ( 2007 ) 
       Restoration of normal motor control in Parkinson’s disease dur-
ing REM sleep    .      Brain         130 :         450  –       456   .        

      81.          Pedley ,    T.A.   and   Guilleminault ,    C.                ( 1977 )        Episodic nocturnal 
wanderings responsive to anticonvulsant drug therapy    .      Ann
Neurol         2 :         30  –       35   .        

      82.          Plazzi ,    G.  ,   Tinuper ,    P.  ,   Montagna ,    P.  ,   provini ,    F.   and   Lugaresi ,    E.                
( 1995 )        Epileptic nocturnal wanderings    .      Sleep         18 :         749  –       756   .        

      83.          Nobili ,    L.  ,   Francione ,    S.  ,   Cardinale ,    F.   and   Lo Russo ,    G.                ( 2002 ) 
       Epileptic nocturnal wanderings with a temporal lobe origin: A 
stereo-electroencephalographic study    .      Sleep         25 :         669  –       671   .        

      84.          Goetz ,    C.G.                ( 2004 )        Medical-legal issues in Charcot’s neurologic 
career    .      Neurology         62 :         1827  –       1833   .        

      85.          Schenck ,    C.H.  ,   Milner ,    D.M.  ,   Hurwitz ,    T.D.            , et al.        ( 1989 ) 
       Dissociative disorders presenting as somnambulism: 
Polysomnographic, video and clinical documentation    . 
Dissociation         2 :         194  –       204   .        

      86.          Kushida ,    C.A.  ,   Clerk ,    A.A.  ,   Kirsch ,    C.M.  ,   Hotson ,    J.R.   and 
  Guilleminault ,    C.                ( 1995 )        Prolonged confusion with nocturnal 
wandering arising from NREM and REM sleep: A case report    . 
Sleep         18 :         757  –       764   .        

      87.          Poryazova ,    R.  ,   Waldvogel ,    D.   and   Bassetti ,    C.L.                ( 2007 ) 
       Sleepwalking in patients with Parkinson disease    .      Arch Neurol
    64 :         1  –       4   .        

      88.          Reid ,    W.H.                ( 1975 )        Treatment of sleepwalking in military train-
ees    .      Am J Psychother         35 :         27  –       37   .        

      89.          Schenck ,    C.H.   and   Mahowald ,    M.                ( 1996 )        Long-term, nightly 
benzodiazepine treatment of injurious parasomnias and other 
disorders of disrupted nocturnal sleep in 170 adults    .      Am J Med
    100 :         333  –       337   .        

      90.          Wilson ,    S.J.  ,   Lillywhite ,    A.R.  ,   Potokar ,    J.P.  ,   Bell ,    C.J.   and   Nutt ,    D.J.
( 1997 )        Adult night terrors and paroxetine    .      Lancet         350 :         185       .        

      91.          Liliwhite ,    A.R.  ,   Wilson ,    S.J.   and   Nutt ,    D.J.                ( 1994 )        Successful 
treatment of night terrors and somnambulism with paroxetine    . 
Br J Psychiatr         164 :         551  –       554   .        

      92.          Guilleminault ,    C.  ,   Kirisoglu ,    C.  ,   Bao ,    G.  ,   Arias ,    V.  ,   Chan ,    A.   and 
  Li ,    K.K.                ( 2005 )        Adult chronic sleepwalking and its treatment 
based on polysomnography    .      Brain         128 :         1062  –       1068   .        

      93.          Cooper ,    A.J.                ( 1987 )        Treatment of coexistent night-terrors and 
somnambulism in adults with imipramine and diazepam    .      J Clin 
Psychiatr         48 :         209  –       210   .        

      94.          Mahowald ,    M.W.  ,   Bundlie ,    S.R.  ,   Hurwitz ,    T.D.   and   Schenck , 
   C.H.                ( 1990 )        Sleep violence – forensic science implications: 
Polygraphic and video documentation    .      J Forensic Sci         35 :         413  –       432   .                      

CONCLUSION 117



    ANAESTHETIC AWAKENINGS 

  Consciousness is widely held to be a neurobiologi-
cal property of the brain  [1] . Without a brain, there is 
no consciousness. Anaesthesiologists are in a particu-
larly useful position to help with the modern scientific 
study of consciousness because it is part and parcel 
of the profession to chemically induce a temporary 
reversible state of unconsciousness for surgery. We are 
the experts at manipulating levels of consciousness. 
Embarrassingly, however, we do not always get it right. 

On rare occasions, patients having general anaesthe-
sia for surgery will remain conscious and aware dur-
ing their operation, while appearing to be completely 
anaesthetized. This complication, known as intraop-
erative awareness, may occur as often as once in every 
1000–2000 general anaesthetic cases [2] . This complica-
tion highlights the fact that the scientific understanding 
of consciousness is imperfect. Yet, progress in anaesthe-
sia research towards understanding the neurobiology 
of consciousness is being made. Within the last decade, 
a focus on the neurobiology of consciousness from 
the anaesthesia research community has generated a 
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number of theories             [3–7]  and reviews about anaesthe-
sia and consciousness           [8–11] . This chapter will offer a 
systems level perspective of current thinking regarding 
how anaesthesia affects consciousness. 

    TO STUDY CONSCIOUSNESS, MAKE 
CONSCIOUSNESS THE DEPENDENT 

VARIABLE 

   Using anaesthesia, we are in an excellent position to 
proceed with the study of consciousness as a depend-
ent variable [12] . This is not a new concept, as the 
proposal of using anaesthetics as tools for investigat-
ing the mind was stated most eloquently by Henry K. 
Beecher in 1947, ‘ Experimental reproducibility of clini-
cal states is a first requisite in the study of many prob-
lems of medicine. With anaesthetic agents we seem to 
have a tool for producing and holding at will, and at 
little risk, different levels of consciousness – a tool that 
promises to be of great help in studies of mental phe-
nomena. Thus, anaesthesia, in presenting a reversible 
depression, enables the study of the life process itself. 
The potentialities for future discoveries in this field 
seem scarcely to have been tapped ’   [13] . 

  Anaesthetics can be used as tools in the study of 
consciousness because they provide a stable reproduc-
ible temporary reduction or elimination of conscious-
ness from which comparisons in brain functioning can 
be made throughout transitions between the conscious 
and unconscious state and vice versa. The ‘ depth ’  of 
a person’s unconsciousness can be directly control-
led by the amount of anaesthesia that is given. When 
anaesthetic dose manipulation is thus coupled with 
a number of modern neuroscience techniques, such 
as electrophysiology or functional brain imaging, a 
powerful methodology emerges for localizing brain 
regions whose activity might represent specific neural 
correlates of consciousness. 

   The ability of anaesthetics to cause a loss of con-
sciousness is dose dependent. There is a minimal dose 
that must be given in order for a person to become 
unconscious. This dose varies slightly from person 
to person. In the operating room, a loss of conscious-
ness is defined as a loss of the ability of a patient to 
respond to a verbal request to move, or failure of the 
patient to move to a rousing shake. This clinically 
useful definition offers a rough guidepost for know-
ing when something rather drastic has changed in the 
functioning of a patient’s brain, but its ultimate utility 
for understanding the neurobiology of consciousness 
may be limited. 

    THE ANAESTHETIC TOOLBOX 

  Anaesthetics are broadly classified into two primary 
categories depending on their route of administration, 
either intravenous or inhalational. The intravenous 
agents are generally used for rapid induction of anaes-
thesia, though they can also be used as a continuous infu-
sion to provide maintenance of anaesthesia. Commonly 
used modern intravenous (induction) agents include 
the barbiturates: sodium thiopental  and  methohexital ; the 
carboxylated imidazole derivative, etomidate ; 2,6-diiso-
propylphenol or  propofol ; and the dissociative agent, 
ketamine . Sedative agents are also given through the 
intravenous route. These include the benzodiazepines: 
now most commonly midazolam ; the alpha-2 agonists, 
clonidine  and  dexmedetomidine ; and the opiate analgesics. 

  Inhaled agents are either gases at room tempera-
ture, such as  nitrous oxide  or  xenon , or they are vapours 
of volatile liquids, such as the commonly used modern 
anaesthetic agents: isoflurane ,  sevoflurane  and  desflurane . 
These agents are given to patients to maintain anaesthe-
sia over longer periods of time using calibrated vaporiz-
ers, which mix a small controlled portion of the agent’s 
vapour (usually only around 1–5%) with a carrier gas 
(usually oxygen or an oxygen in air mixture). By turning 
the calibrated dosage knob on the vaporizer to a par-
ticular set point, an anaesthesiologist can give an exact 
desired amount of a particular agent. The concept of the 
vaporizer was a great advance in anaesthesia delivery as 
it allowed for the rapid titration of the agents to match 
the momentary needs of a particular operation [14] . 

   The doses of inhaled anaesthetics are discussed 
in terms of their relative potency by referring to the 
amount needed to prevent movement to a surgi-
cal stimulation. The minimum alveolar (i.e., lung) 
concentration (MAC) of an inhaled agent needed to 
prevent movement in 50% of subjects in response to 
a painful surgical stimulation is defined as 1 MAC 
 [15] . To prevent movement during surgery, anaesthet-
ics are given at a cumulative dose that adds up to a 
value slightly above 1 MAC. MAC-awake is the point 
at which response to verbal command is lost in 50% 
of patients. This is typically considered the point at 
which consciousness is lost and occurs at 0.3–0.4 MAC 
in younger, healthy individuals  [16] .

    CELLULAR MECHANISM(S) OF 
ANAESTHESIA

  In 1901 two German scientists (working independ-
ently) discovered that the amount an anaesthetic 
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molecule dissolved in olive oil correlated with its ability 
to block the swimming of tadpoles       [17, 18] . This obser-
vation became known as the Meyer–Overton correla-
tion. It suggested that lipids may be a site of anaesthetic 
action and it dominated thinking about the mechanism 
of anaesthesia for nearly a century. In 1984, Nicholas 
P. Franks and William R. Lieb demonstrated that there 
was a correlation between anaesthetic potency and 
the ability of anaesthetics to competitively inhibit fire-
fly luciferase, a pure soluble protein (i.e., no lipids 
involved)  [19] . This seminal observation suggested 
anaesthetics might work through a different mechanism 
than a nonspecific interaction with lipid membranes. 
Instead, anaesthetics might work by specific interac-
tions with cellular protein channels. These are the types 
of channels that control synaptic transmission. A pleth-
ora of studies now detail how anaesthetics interact with 
numerous ligand-gated ion channels        [20, 21] .

   The cellular targets most closely linked with anaes-
thetic action involve anaesthetic-induced enhancement 
of inhibitory currents mediated by gamma-amino 
butyric acid (GABA) and glycine protein channels, 
reductions of excitatory currents mediated by gluta-
mate and acetylcholine protein channels, and most 
recently enhancement of background potassium leak 
currents (causing intracellular hyperpolarization, an 
effect which reduces a cell’s chances of firing an action 
potential)       [20, 21] . These are generally considered the 
most plausible cellular targets accounting for anaes-
thetic action, however, alternative hypotheses still 
exist             [22–26] . 

  Yet once the principle cellular target of anaesthetic 
action is identified, questions still remain. Why should 
anaesthetic interactions with that cellular target cause 
a loss of consciousness? More importantly, what shuts 
down in the brain at the precise moment conscious-
ness is lost? Does the whole brain shut down and take 
consciousness away? Or, is there a special network of 
consciousness neurons that must be affected? What 
if we could watch the brain turning on and off with 
anaesthesia, would we find where the consciousness 
neurons are? To begin addressing these questions, we 
first turn towards brain imaging.  

    INTRODUCTION TO FUNCTIONAL 
BRAIN IMAGING 

   Functional brain imaging is distinct from structural 
brain imaging in that a functional brain imaging scan 
reveals what parts of the brain are functioning over a 
specific time window in relation to a specific task or 
a specific cognitive state of the brain. Structural brain 

imaging simply reveals the structural form of brain 
tissue. Two commonly used functional imaging meth-
ods with positron emission tomography (PET) are 
measures of either regional cerebral blood flow (rCBF) 
or cerebral metabolic rate of glucose utilization (rCM-
Rglu). Both measures serve as an indirect correlate for 
the regional changes in underlying functional neuro-
nal activity       [27, 28] . Functional magnetic resonance 
imaging (fMRI) is another blood flow based technique 
that has a fast imaging window, on the order of sec-
onds, which measures regional changes in the blood 
oxygen level-dependent (BOLD) signal as a correlate 
for neuronal activity  [29] . Functional brain imaging 
works because brain areas that are more active, such 
as when thinking, require more metabolic support and 
consequently a regional increase in blood flow occurs 
to support the increased metabolic demands. 

  A basic understanding of how anaesthesia affects 
cerebral blood flow (CBF) and cerebral metabolism is 
now available as common textbook material       [30, 31] .
In general, essentially all anaesthetic agents decrease 
global cerebral metabolism in a dose-dependent 
manner with variable effects on global CBF  [32] . The 
exception to this generality is the dissociative anaes-
thetic agent ketamine. Recent human neuroimaging 
data show that ketamine has a heterogeneous effect 
on cerebral metabolism with an overall net effect of 
increasing global cerebral metabolism  [33] . 

   More representative of the anaesthetic state is the 
fact that anaesthetics cause a rather large decrease in 
cerebral metabolism that is dose dependent. A quali-
tative example of the magnitude of this cerebral meta-
bolic reduction is illustrated in  Figure 10.1   . The figure 
shows high-resolution PET scans of cerebral glucose 
metabolism in a single subject studied on three differ-
ent occasions under two different increasing doses of 
desflurane anaesthesia, compared with no anaesthe-
sia. The amount of glucose metabolism occurring in 
any particular brain area can be quantified by compar-
ing the colour within the brain region of interest to the 
scale bar of glucose utilization. Brighter colours indi-
cate more activity. Thus, a glance at  Figure 10.1  reveals 
what anaesthesia does to functional neuronal activity 
in the living human brain; anaesthesia decreases glo-
bal rCMRglu. Essentially, anaesthesia seems to work 
everywhere in the brain to  ‘ turn off ’  all the neurons at 
once. The magnitude of the global decrease is gener-
ally proportional to the dose of the anaesthesia deliv-
ered  [31] . It can be seen that sedation with desflurane 
to the point where the subject was sleepy, yet still 
readily responsive to a request to move, was associ-
ated with a fairly limited decrease in global cerebral 
metabolism for this subject of around 5–10% from 
baseline. For this subject, consciousness was lost at a 
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desflurane dose of 2% when the global cerebral meta-
bolic reduction was about 30%. 

   One could end the examination at this point and be 
left with the firm conclusion that anaesthesia seems to 
work everywhere in the brain. However, there is more 
information that can be obtained. Additional ques-
tions can be asked. Which, if any, brain regions were 
 ‘ turned off ’  relatively more than others? By under-
standing if certain anaesthetics had specific regional 
effects it might be possible to link specific actions of 
specific anaesthetics to their regional effects in the 
brain. For instance, if one agent turns off the visual 
cortex more so than any other agent, then it might 
be the most interesting to study as a probe of visual 
consciousness. Might some anaesthetic have a greater 
tendency to ‘ turn off ’  say the cortex more so than the 
subcortical structures  [34] ? If so, then the anaesthet-
ic’s site of action might be more specifically localized 
to the cortex and it might be an interesting probe to 
investigate the relative contributions of cortical vs. 
subcortical functioning in generating consciousness. 

   To investigate questions about regional selectivity 
of anaesthetic effects the metabolic rates in a reference 
brain region can be equilibrated and the rest of the 
brain proportionally scaled to show where regional 
differences might have occurred in comparison with 
other brain regions. This procedure is shown in  Figure 

10.2   . The same awake and unconscious desflurane 
scans that were used in  Figure 10.1  are again used, 
except this time the colour scale has been adjusted 
to match intensity between conditions in the frontal 
lobe and mid-cingulate regions. Scaling the colour of 
the unconscious scan to match that of the awake scan 
reveals two brain regions that have a relative suppres-
sion effect. The thalamus (white arrows in  Figure 10.2 ) 
and the posterior occipital lobe encompassing the 
primary visual cortical region (green arrow in  Figure 
10.2 ) are relatively more suppressed than other brain 
regions during desflurane-induced unconsciousness 
for this subject. Thus, desflurane might be an interest-
ing probe for studying both visual consciousness and 
the relative contribution played by thalamic activity in 
maintaining consciousness. 

    NEUROIMAGING STUDIES OF 
ANAESTHESIA IN HUMANS 

   The regional effects of most anaesthetic agents have 
been studied with neuroimaging in humans at doses 
near to, or just more than, those required to pro-
duce unconsciousness. A case has been made for a 
common effect of most, if not all, agents involving 
thalamic metabolism/blood flow and thalamocorti-
cal–corticothalamic connectivity       [3, 35] . This observa-
tion, that relative thalamic suppression is a common 
effect amongst a number of anaesthetics, led to the 
development of the ‘ thalamic consciousness switch ’
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FIGURE 10.1    High-resolution PET images of absolute regional 
cerebral glucose metabolism from one subject studied on three 
different occasions. The subject was studied in the awake condi-
tion without any anaesthesia and then again on a separate occa-
sion while breathing 1.0% desflurane, which made the subject feel 
slightly sedated. The subject was then studied a third time while 
breathing 2.0% desflurane, which made the subject unconscious. 
The figure illustrates how anaesthesia causes a global metabolic 
suppression. The blue ghosting around the brain shows the back-
ground radiation emanating from the subject’s soft tissues. This is 
not normally seen with lower-resolution PET cameras.    
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FIGURE 10.2    High-resolution PET images are shown of relative 
regional cerebral glucose metabolism from the same subject as dis-
played in  Figure 10.1 . The scans are identical, except that the uncon-
scious scan has now been placed on a relative colour scale that 
equalizes the relative metabolic rate occurring in the frontal lobe 
region. This allows one to see with the naked eye that regional rela-
tive metabolic activity within the thalamus is more suppressed than 
is the activity in the frontal lobe. Examining relative glucose met-
abolic rates allows the lack of thalamic activity during the uncon-
sciousness produced by desflurane anaesthesia to be more readily 
appreciated (white arrows). This relative scale also reveals that the 
primary visual cortex is also regionally suppressed with desflurane 
anaesthesia (green arrow).    
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hypothesis of anaesthetic-induced unconsciousness 
 [3] . This hypothesis proposed that anaesthetic sup-
pression of activity within the thalamocortical system 
(as defined by thalamocortical, thalamoreticulocorti-
cal and corticothalamic network interactions) could 
occur through a multitude of anaesthetic interactions 
at various brain sites which all ultimately converged 
to hyperpolarize network neurons in the thalamocor-
tical system. The fact that anaesthetics have an ability 
to affect thalamocortical signalling is well recognized 
from  in vivo  electrophysiological work in animals        [36, 
37] .  Figure 10.3    illustrates the relative regional effects 
of anaesthetics found to date. 

   The figure shows the thalamus is a common site 
of effect for all agents and sleep. The figure also 
reveals that a common effect is present for a number 
of the agents involving the posterior cingulate and 
medial parietal cortical areas. Another common effect 
between a few of the agents is seen in the medial basal 
forebrain areas. Each of these other common regional 
effects may also have some importance for the neural 
correlates of consciousness  [38] . The studies differ in 
the anaesthetic endpoints examined. An unconscious-
ness endpoint was used for the non-REM sleep image, 
the propofol correlation image, the propofol rCBF 
image, the sevoflurane rCBF image, the xenon rCM-
Rglu image and the halothane and isoflurane conjunc-
tion image. Heavy sedation, where one or a few of the 
study subjects may have lost consciousness at some 
point was the behavioural endpoint for each of the 
other studies. 

  When the idea of a thalamic consciousness switch 
was originally developed in relation to human neu-
roimaging  [3] , it took into account rCMRglu or rCBF 
effects involving the thalamus that were observed in 
humans as a site of a common overlapping regional 
effect between: the benzodiazepines – lorazepam  [39]
and midazolam  [40] ; the intravenous anaesthetic agent 
propofol  [41] ; and the inhalational agents isoflurane 
and halothane [3] . Further additional empirical study 
over the intervening years has remained consistent 
with the thalamic overlap effect and has shown rep-
lications of propofol’s thalamic effects        [42, 43] , along 
with an overlapping thalamic effect for the addi-
tional inhalational anaesthetic agent sevoflurane [44] . 
Additionally, recent studies with another newer class 
of sedative anaesthetics, the alpha-2 adrenoreceptor 
agonists, dexmedetomidine  [45]  and clonidine  [46]
have also shown a consistent overlapping regional 
suppression effect involving the thalamus at doses 
that cause heavy sedation or at doses that are just 
beyond a loss of consciousness endpoint. Furthermore, 
two recent replication studies of the lorazepam  [47]
and sevoflurane [48]  regional results have strength-
ened support for the hypothesis of a common regional 
suppressive effect of anaesthetics involving the tha-
lamus. Pain and vibrotactile sensory processing were 
also previously examined during increasing doses of 
isoflurane [49]  and propofol  [50]  anaesthesia, respec-
tively. Both agents cause signal suppression at the 
level of the thalamus during anaesthetic-induced 
unconsciousness. If one considers the relative thalamic 
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Sevoflurane rCBF
Kaisti, et.al., [44]

Propofol rCBF
Kaisti, et.al., [44]

Midazolam rCBF
Kaisti, et.al., [40]

Dexmedetomidine rCBF
Kaisti, et.al., [45]

Xenon rCMRglu
Kaisti, et.al., [52]

Halothane/Isoflurane
rCMRglu conjunction

Alkire, et.al., [69]

Propofol rCBF
correlation

Fiset, et. al., [41]

Lorazepam rCMRglu
Schreckenberger, et. al., [47]

Clonidine rCBF
Bonhomme, et. al., [46]

Non-REM sleep RCMRglu
Nofzinger, et.al., [120]

Intravenous Benzodiazepine Alpha-2 agonist Other

FIGURE 10.3    The regional effects of anaesthetics on brain function are shown in humans that were given various anaesthetic agents at 
doses which caused, or nearly caused a loss of consciousness. The data are from nine different groups of investigators and encompass the 
study of nine different agents. The particular agent results are displayed under each drugs category. The inhalational agents examined are 
halothane and isoflurane  [3] , sevoflurane  [44]  and xenon (located under other as an inert noble gas)  [51] . The intravenous general anaesthetic 
agent examined was propofol        [41, 44] . The intravenous sedative agents examined were the benzodiazepines, lorazepam  [47]  and midazolam 
 [40] , as well as the alpha-2 agonists, clonidine  [46]  and dexmedetomidine  [45] . Also shown are the results from non-REM sleep  [52] . The 
regional effects were measured using either blood flow or glucose metabolism based techniques. The images were reoriented, and resized to 
allow the direct overlapping effects between studies to be visually compared. The original colour scales were used. Nevertheless, all images 
show regional decreases of activity caused by anaesthesia compared to the awake state, except the propofol correlation image and the cloni-
dine correlation image, which shows whereincreasing anaesthetic dose correlates with decreasing blood flow. The figure identifies that the 
regional suppressive effects of anaesthetics involving the thalamus is a common finding associated with anaesthetic-induced unconsciousness. 
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suppression of desflurane, as seen in  Figure 10.2 , then 
desflurane can be added to this list. However, a full 
study of desflurane awaits completion. 

  Most recently, the effects of xenon anaesthesia were 
imaged       [51, 53] . Xenon is an inert noble gas that causes 
full anaesthesia when inhaled at doses of around 
65–75%. It is thought to have minimal to no effect on 
the GABA ligand channels, yet it does have effects 
on the N -methyl- D -Aspartate (NMDA) receptors. 
However, more recent findings suggest xenon also has 
important effects on 2-pore background potassium 
channels [51] . Most interestingly, whatever xenon’s 
cellular mechanisms of action might turn out to be, it 
too demonstrates a regionally specific effect involving 
the thalamus when humans are rendered unconscious. 

   Despite the often dramatic technical differences 
between studies, the one finding that emerges as 
potentially robust for anaesthetic effects on conscious-
ness is that when consciousness goes away, or nearly 
goes away with any number of different anaesthetics, 
a relative decrease in thalamic activity occurs. This rel-
ative effect always has to be interpreted in the broader 
context of the rather large 30–60% decrease in global 
metabolism. Nevertheless, the thalamic effect implies 
that there is a minimal amount of regional thalamic 
activity that may be necessary to maintain conscious-
ness. Therefore, thalamocortical network interactions 
emerge as potentially important component of the 
neural correlate of consciousness. 

  Common regional effects between agents may sug-
gest a shared underlying mechanism of action. Ori and 
colleagues noted early on that one of the only com-
mon regional metabolic effects seen across a multitude 
of animal studies was that they all caused metabolic 
suppression of the somatosensory cortex  [54] . Given 
that the majority of the regional metabolic PET signal 
originates from synaptic activity and that the thalamus 
receives a large afferent input from the cerebral cortex, 
the actual site of mechanistic overlap among agents 
might be displaced from the thalamus and may actu-
ally reside in the cerebral cortex  [54] . Such an idea fits 
well with electrophysiologic studies of anaesthesia 
 [37] , and with one study on the regional cerebral meta-
bolic effects of enflurane in the rat, where enflurane’s 
metabolic effects involving the thalamus were unilater-
ally prevented with an ipsilateral cortical ablation  [55] .  

    SITE OF ACTION: THALAMUS? 

   The regional interaction between the thalamus and 
anaesthetics supports the proposed localized thalamic 
consciousness switch [3] , such a switch mechanism 

may be a central component of a broader dose-related 
anaesthetic cascade of effects  [6] . At the cellular level, 
anaesthetic agents compromise the natural firing pat-
terns of thalamic network neurons (i.e., thalamocor-
tical, corticothalamic and reticulothalamic cells) by 
hyperpolarizing their resting membrane potentials 
         [56–58] . As a result, and in a manner that parallels the 
mechanisms underlying physiologic sleep, a greater 
proportion of these network cells experience bursting 
rather than tonic activity [59] . This, in effect, blocks or 
diminishes synaptic transmission of sensory informa-
tion through the thalamus and diminishes the high 
frequency rhythms that characterize the spontaneous 
activity associated with the awake state and dreaming 
mentation             [60–64] . 

  An example of the dose-dependent ability of iso-
flurane to reduce the reliability of sensory transmis-
sion through the sensory thalamus is shown in  Figure 
10.4   . The figure shows the electrophysiology work of 
Detsch et al . who recorded thalamic unit activity in 
the rat following a temporary 100       Hz stimulation of 
mechanoreceptors  [65] . The thalamic units tonically 
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FIGURE 10.4    Isoflurane reduces thalamic neuron responsive-
ness to somatosensory stimulation in a dose-dependent manner. 
(A) The experimental setup showing recording of thalamocortical 
neurons with stimulation of mechanoreceptor. (B) Histology image 
showing location of the recording electrodes in somatosensory 
thalamus (VPM). (C) Thalamic neuron fires in a tonic manner to 
100       Hz stimulation at 0.6% isoflurane. Increasing the isoflurane 
dose to 1.0% causes the neuron to fire primarily only to the onset 
of the stimulation. Increasing the isoflurane dose to 1.2% causes the 
neuron to fire essentially only an initial burst of activity with the 
simulation onset. Recovery of the tonic firing ability occurs when 
the isoflurane dose is once again set to 0.6%. Thus, somatosensory 
throughput through the thalamus is reduced with increasing dose 
of isoflurane in a repeatable and reversible manner.    
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followed the stimulation at low isoflurane levels, 
but would show only an initial burst to the stimula-
tion when the isoflurane levels were higher. This 
finding is consistent with the thalamic consciousness 
switch hypothesis as it shows that thalamic unit activ-
ity switches its firing pattern in a reversible manner 
with increasing anaesthesia dose. Interestingly, fur-
ther work by this group suggests that the decrease in 
thalamic firing rates that occur at higher anaesthetic 
doses is likely due to a decrease in excitatory cortico-
thalamic feedback, mediated by both glutamatergic 
and GABAergic effects  [66] . This suggests that the 
switch in thalamic unit activity is driven primarily 
through a reduction in afferent corticothalamic feed-
back and is not necessarily a direct effect of anaesthe-
sia on the thalamic neurons themselves. 

  The cellular mechanism or mechanisms through 
which a thalamic consciousness switch might work 
remain unknown. Nevertheless, two facts converge 
to suggest that neuronal nicotinic acetylcholine recep-
tors (nAChRs) are a plausible anaesthetic target. First, 
neuronal nAChRs are potently inhibited by many 
anaesthetics at subanaesthetic doses       [67, 68] . This fact 
suggests that nAChRs are inhibited in significant pro-
portions at the concentration of anaesthesia associated 
with a loss of consciousness. Second, the α 4 β 2 subtype 
of the nAChR has its highest density of expression in 
the thalamus  [69] , suggesting that the localized decrease 
in regional thalamic activity seen in anaesthesia brain 
imaging studies might be due to a regionally localized 
antagonism of nAChRs and might really be a reflec-
tion of a localized direct action of anaesthetics on the 
thalamus and not just a secondary reduction caused by 
decreased corticothalamic activity. 

  Alkire  et al . directly investigated whether thalamic 
nicotinic mechanisms might play a role in mediating the 
unconsciousness component of inhalational anaesthesia 
 [70] . This idea was tested in sevoflurane anaesthetized 
rats that were given enough sevoflurane to induce a 
loss of the righting reflex (LORR – a correlate for uncon-
sciousness). With rats rendered unconscious, minuscule 
amounts of nicotine were microinfused into the thala-
mus of each rat through a previously implanted can-
nula that was aimed at the central medial (CM) nucleus 
of the thalamus. The CM is an important component of 
the intralaminar (ILN) thalamic nuclei and it represents 
the rostral extension of the ascending reticular activating 
system (ARAS). Previous work by Miller and cowork-
ers had discovered that the CM thalamus plays a role in 
arousal and seizure propagation        [71, 72] . Miller found 
that microinfusions of GABA agonists into the CM tha-
lamus would cause a rat to lose consciousness, often 
within 90 seconds. As shown in  Box 10.1   , when Alkire 
et al .  [70]  gave nicotine microinfusions localized to the 

CM thalamus, rats awoke from anaesthesia, despite still 
being in the middle of a chamber filled with anaesthesia. 

   The case for the thalamic consciousness switch 
would seem to be strongly supported by the nicotine 
reversal of unconsciousness experiment. Importantly, 
however, Alkire and colleagues also tried to induce 
unconsciousness with intrathalamic microinfusions 
of mecamylamine a nicotinic antagonist. If thalamic 
nicotinic mechanisms were causal to anaesthetic-
induced unconsciousness and the thalamus was a 
switch site mediating the ‘ consciousness off ’  compo-
nent of anaesthesia, then intrathalamic mecamylamine 
should rapidly induce a loss of consciousness. This 
would be a similar experiment to that reported by 
Miller and colleagues with their GABAergic agonists 
 [71] . Interestingly, mecamylamine did not induce a 
loss of consciousness. In fact, it did not even appear 
to change the dose of sevoflurane that was required to 
cause a loss of the righting reflex. The overall pattern 
of results, where the agonist reversed the unconscious-
ness producing effect of anaesthesia and the antago-
nist failed to cause a loss of consciousness, suggests 
that the ILN thalamus may act more as a conscious-
ness ‘ on ’  switch, than as a consciousness  ‘ off ’  switch. 
Yet, further work is needed to clarify why GABAergic 
agonists into the ILN could produce unconsciousness, 
yet a nicotinic antagonist could not.  

    SITE OF ACTION: CORTEX? 

  The brain imaging studies do not provide a defini-
tive answer as to where anaesthetics first work to 
cause unconsciousness. Brain scans of anaesthesia are 
obtained at steady state doses of anaesthesia and offer 
no temporal dynamics regarding the process of becom-
ing unconscious. Even if rapid imaging is attempted, 
the temporal dynamics are likely far too slow to clarify 
which region (i.e., thalamus or cortex) is affected first 
by anaesthesia and thus could be considered the pri-
mary cause of anaesthetic-induced unconsciousness. 
This is not just a chicken-or-the-egg phenomenon. 
If it is the thalamus which is shutting down first and 
then dragging the cortex down with it, then this sug-
gests one might be able to selectively interact with 
the thalamus to change one’s state of consciousness. 
Alternatively, if it is the cortex which is shutting down 
first and then dragging down the thalamus, then the 
thalamic effect seen in the brain imaging studies may 
be epiphenomenal to the loss of consciousness. 

  A number of empirical findings support the 
hypothesis that the main effect of anaesthesia occurs 
in the cortex. In human neuroimaging data, Alkire 
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and Haier found that the amount of global metabolic 
suppression that occurs in each various brain region 
during propofol anaesthesia (a presumed GABA ago-
nist) was highly correlated with the known regional 
densities of the GABAergic receptors  [74] . Brain 
regions with more GABA receptors had a larger 
decrease in regional glucose metabolism, a potential 
straightforward explanation for the global metabolic 
decrease seen with anaesthesia. Lukatch and MacIver 
found in vitro  evidence that anaesthetics slow corti-
cal oscillatory activity independent of subcortical 
structures  [75] . Antkowiak tested the ability of most 
anaesthetics to suppress firing rates in cultured slice 
preparations of neocortical neurons and whether the 
depression of such firing rates involved GABAergic 
mechanisms [76] . All anaesthetics at clinically relevant 
doses decreased spontaneous firing rates of cortical 
cells and for most agents tested this was a GABAergic 
effect that could be blocked with the GABAergic 
antagonist bicuculline. Hentschke et al . recently meas-
ured the change in cortical firing rates that occurred 
as rats were exposed to increasing doses of inhaled 
anaesthetics [77] . They then correlated the changes 
in firing rates with the concentrations of anaesthetics 
that increase GABAergic currents  in vitro . They found 

a reasonable correlation between the  in vivo  suppres-
sion of cortical firing rates and the in vitro  effects of 
anaesthetics on GABA currents. Taken together these 
studies offer strong support for the idea that anaes-
thetics have their primary site of action in the cortex. 

   The most compelling evidence that anaesthetics 
first work in the cortex to cause a loss of conscious-
ness, and then affect the thalamus, comes from a 
recent study by Velly  et al .  [78] . These investigators 
studied human Parkinson’s patients who had previ-
ously had chronic stimulating electrodes placed into 
their subthalamic nucleus. The patients were under-
going general anaesthesia to have the pacemaker 
portion of the stimulator implanted. During a slow 
careful induction of anaesthesia with either propofol 
or sevoflurane the investigators monitored cortical 
electroencephalography (EEG) and subcortical EEG 
through the stimulator electrode using the electrical 
contact points that passed through the thalamus. As 
shown in Box 10.2   , when the patient’s lost conscious-
ness, a clear change in the cortical EEG occurred first 
and then the thalamus EEG changed, but not until 
approximately 10 minutes later. 

   The findings from Velly and colleagues indicate 
that anaesthetics first ‘ turn off ’  the cortex well before 

   BOX 10.1 

      NICOTINIC REVERSAL OF ANAESTHETIC-INDUCED UNCONSCIOUSNESS          

ambulate, as if immune to the consciousness suppress-
ing action of anaesthesia ( Figure 10.5E ). This dramatic re-
versal of the unconsciousness component of anaesthesia 
lasts only a few minutes, a time consistent with the phar-
macology of nicotine. The arousal response generally did 
not occur if the microinfusion of nicotine did not involve 
the CM thalamus (the grey shaded region of the lower 
rat brain anatomy pictures). The histology schematics 
show the locations of infusions and their corresponding 
behavioural responses. The reversal of unconsciousness 
is a site-specifi c effect that depends upon changing the 
activity of neurons within the intralaminar CM thalamus. 
Abbreviations: CM: central medial thalamus, Dent: den-
tate gyrus of the hippocampus, IMD: intermediodorsal 
nucleus, MHb: medial habenular nucleus, nRt: thalamic 
reticular nucleus, Re:reuniens thalamic nucleus, PVP: 
paraventricular thalamic nucleus (posterior), Va/Vl: ven-
tral anterior and ventral lateral thalamic nucleus. Rat atlas 
image from Paxino’s and Watson  [73]  (with permission).

The sequential pictures are from a representative video 
that shows an anaesthetized unconscious rat lying on 
its back ( Figure 10.5A   ). Shortly after a microinfusion of 
nicotine into its central medial thalamus the rat begins 
to arouse ( Figure 10.5 B–D). He turns over and begins to 

No effect Full arousal

(A) (B) (C) (D) (E)

FIGURE 10.5    How to reverse anaesthetic-induced 
unconsciousness.
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   BOX 10.2 

a time–trend plot for a dimensional activation (DA) 
parameter (an estimate for EEG signal complexity) and 
(in green) power spectra for the cortical and thalamic 
EEG signals. A dramatic decrease in cortical DA occurs 
with the loss of consciousness. The thalamic DA does 
decrease with anaesthesia, but only slowly over several 
minutes. The lower graph shows group data regarding 
the value of the DA parameter determined from either 
the cortical or the thalamic EEG to discriminate con-
sciousness from unconsciousness. Also shown is the 
value of the DA parameter identifying patients who 
were likely to move during laryngoscopy (i.e., during 
the placement of the endotracheal tube) from those who 
were not. Put simply, the effect of the anaesthetic on the 
cortex determined whether patients were conscious or 
not and the effect of the anaesthetic on the thalamus 
determined whether patients would move with intense 
somatosensory stimulation or not.  

            The box summarizes the fi ndings from Velly  et al . 
 [78] . During a slow titrated induction of anaesthesia, 
cortical surface EEG (F3–C3) and subcortical (ESCoG) 
electrogenesis (i.e., essentially thalamic EEG) was 
recorded from Parkinson’s patients through their deep-
brain stimulator electrode (p0–p3) ( Figure 10.6   )  . At the 
point of the loss of consciousness with either propofol 
( n       �      13) or sevofl urane ( n       �      12) a large change in the 
cortical EEG pattern of activity occurred, as shown in the 
raw EEG epochs from a representative subject. A large 
increase in delta wave activity occurred, as shown in the 
power spectral analysis. At the same time, the thalamic 
EEG signal did not change with loss of consciousness, 
though a slight increase in theta activity seems appar-
ent. The thalamus did not show EEG slowing similar 
to that found in the cortex at loss of consciousness until 
5 minute after the patients were intubated. The mid-
dle graph, from a representative subject, shows (in red) 

FIGURE 10.6     Chicken or egg? Who is off first, the cortex or the thalamus? 
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 ‘ turning off ’  the thalamus. The findings temporally 
localize the loss of consciousness with anaesthesia 
to an effect on the cerebral cortex. This result offers 
strong support to those who would wish to place the 
neural correlates of consciousness in the cerebral cor-
tex. The data also strongly suggest that the decrease 
in relative thalamic activity found in the brain imag-
ing studies of anaesthesia occurs as a direct result of 
a decreased corticothalamic feedback to the thala-
mus. An interpretation consistent with the modelling 
results of Destexhe  [79] .

    SITE OF ACTION: OTHER SPECIFIC 
AREAS?

  Many other components of the brain’s arousal sys-
tems will also be affected by anaesthesia. A number 
of hypothalamic systems may have relevance for 
interactions with anaesthesia. The orexin system has 
been implicated in mediating a state-related  ‘ flip-flop ’
switching mechanism that stabilizes the brain in either 
a state of consciousness or a state of sleep       [80, 81] . The 
tuberomammillary nucleus (TMN) has been impli-
cated in mediating a component of the sedative nature 
of GABAergic anaesthetics  [82] . More recent work 
provides evidence that the limbic system participates 
in regulating the arousal suppressing aspects of anaes-
thesia [83] . Most recently, an area in the midbrain has 
been identified and named the mesopontine tegmental 
anaesthesia area (MPTA) because microinjections of 
barbiturates into this area cause a rapid apparent loss 
of consciousness [84] . The overlapping regional effect 
of anaesthetics involving the thalamus may involve 
at some level the effects anaesthetics have on normal 
sleep pathways         [3, 82, 85] . However, the results from 
Velly  et al .  [78]  make this possibility much less likely. 
Nonetheless, anaesthetic interactions with sleep path-
ways may be more of a factor for sedative agents or 
when anaesthetics are only given at sedative doses. 
Together these studies reveal that the process by which 
anaesthetics suppress arousal and cause unconscious-
ness likely involves a complex network of interacting 
components of the brain’s arousal systems, for which 
the thalamus is but one (perhaps central) component. 

    IS CONSCIOUSNESS IN THE PARIETAL 
CORTEX? 

   The second most consistent anaesthetic-related 
regional overlap in the brain imaging studies involves 

the posterior cingulate and medial parietal cortical 
areas. These posterior areas are of some interest as 
potential neural correlates of consciousness for five 
primary reasons. First, as noted above, and as seen 
in  Figure 10.3 , a number of these anaesthetic agents 
suppress activity in these posterior brain regions. 
Second, these posterior parietal regions have been 
noted to show a relative decrease in functioning dur-
ing other altered states of consciousness, such as dur-
ing the persistent vegetative state [86]  and sleep  [87] . 
Laureys noted further that a functional disconnec-
tion of this region with frontal brain regions appeared 
associated with the unconsciousness of the persistent 
vegetative state [88]  and restoration of connectivity 
between this brain region and frontal brain regions 
was associated with the return to consciousness  [89] . 
Third, these regions, especially the posterior cingulate 
area, are involved in memory retrieval        [90, 91] . This 
retrieval effect has recently been shown to be mul-
timodal and independent of response contingency; 
prompting Shannon and Buckner  [92]  to  ‘ suggest 
that conceptions of posterior parietal cortical function 
should expand beyond attention to external stimuli 
and motor planning to incorporate higher-order cog-
nitive functions ’ . Fourth, some evidence links activity 
in these regions, especially the medial parietal lobes, 
to the first person perspective of consciousness. A line 
of research enquiry has developed in which the neural 
correlates of consciousness are sought using a tech-
nique in which experimental subjects manipulate their 
intra-personal perspective of an external situation         [93–
95] . Such studies have identified that the medial pari-
etal areas are involved in generating the first person 
perspective. Such localization would seem to fit well 
with the long established link between neglect syn-
dromes and parietal damage. Fifth and finally, recent 
work has shown that the posterior cingulate and 
medial posterior parietal areas seem to be involved 
in the generation of the baseline functional state of 
the human brain [96] . One interpretation of this base-
line concept is that these brain regions are active as a 
reflection of ones self-conscious state when the brain 
is not involved in any specific cognitive task. 

   Recent evidence indicates that baseline activity in 
these posterior brain regions is probably not a cor-
relate for baseline conscious brain activity. Vincent  
et al . studied the pattern of how spontaneous fluctua-
tion in baseline functional magnetic resonance imag-
ing (fMRI) signals share a temporal coherence within 
widely distributed cortical systems, including the 
 ‘ default ’  system for both humans and monkeys  [97] . 
They found that coherent system fluctuations were 
still present within the  ‘ default ’  system of completely 
unconscious anaesthetized monkeys. A finding that 
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indicates this system is not in general a primary neu-
ral correlate of baseline consciousness; nor is it specifi-
cally a unique correlate of human consciousness.  

    SITE OF ACTION: NETWORK 
INTERACTIONS

  As stated by Tononi and Edelman  [98] ,  ‘ Activation 
and deactivation of distributed neural populations 
in the thalamocortical system are not sufficient bases 
for conscious experience unless the activity of the 
neuronal groups involved is integrated rapidly and 
effectively ’ . Following this logic, it is unlikely that 
a full characterization of the effects of anaesthetic 
agents can be made by observing only the region-
ally specific and global suppressive effects of these 
agents. A more comprehensive assessment would 
seem to require an additional understanding of how 
these agents affect functional integration across neural 
systems [99] . Tononi has further theorized that con-
sciousness depends on a process of information inte-
gration within the thalamocortical system [100] . Thus, 
anaesthetics can be seen as substances that cause 
unconsciousness because they prevent the ability of 
information to be integrated in a timely manner across 
widely dispersed areas of the thalamocortical system 
             [3, 7, 37, 101, 102] . Evidence that anaesthetics block 
functional connectivity, a finding that would support 
a loss of the ability to integrate information, has been 
found in animal models of anaesthesia, with human 
PET imaging, and in one recent human fMRI study of 
sevoflurane anaesthesia         [35, 103, 104] .

   The disconnection of thalamocortical connectivity 
idea as a basis for anaesthetic-induced unconscious-
ness was supported by a recent functional and effec-
tive connectivity analysis of inhalational anaesthesia 
 [35] . Using a path analysis approach it was deter-
mined that anaesthetic-induced unconsciousness in 
humans is associated with a change in effective tha-
lamocortical and corticocortical connectivity, such that 
the thalamus and cortex no longer effectively interact 
with one another at the point of anaesthetic-induced 
unresponsiveness (see  Figure 10.7   ). The data-driven 
approach to the network modelling procedure used 
in the connectivity analysis directed attention towards 
the lateral cerebello-thalamo-cortical system. The pre-
sumed primary role of the cerebello-thalamo-cortical 
system is in motor control. The cerebellar inputs to 
the cortex travelling through the thalamus are thought 
to represent excitatory influences on motor output 
regions (M1) after substantial sampling of incoming 
sensory and motor information       [105, 106] . Disruption 

of cerebello-thalamo-cortical signalling during anaes-
thesia is thus an interesting empirical finding that 
may fit well with Cotterill’s idea that consciousness is 
a controller of motor output  [107] .

    A DETAILED LOOK AT THE DOSE-
DEPENDENT PHENOMENOLOGY OF 

ANAESTHESIA

   The effects of anaesthetics on consciousness do not 
represent an all-or-nothing process. They are dose 
dependent. To provide the non-clinician with a proper 
frame of reference, a detailed overview of the dose-
related effects anaesthetics have on brain function-
ing is offered. In terms of consciousness, there is an 
important relationship between the dose of anaes-
thesia and the ‘ depth ’  of a person’s unconsciousness. 
What becomes apparent from the phenomenology 
of clinical anaesthesia is that a primary capacity of 
anaesthesia to cause unconsciousness is a dose-related 
function of its ability to prevent an active process of 
arousal from occurring in the brain. Much confusion 
about this point arises for non-clinicians because, in 
the operating room, anaesthesia is delivered in a rapid 
manner to allow the clinician to swiftly take control of 
the patient’s airway. Thus, for most people who expe-
rience anaesthesia for an operation, all they remember 
is ‘ being there ’  and then  ‘ not being there ’  and then 
 ‘ being there ’  again in the recovery room, with surgery 
having ended usually about an hour previously. 

   In a research setting, if one were to be exposed to a 
low dose of an inhalational anaesthetic agent at a dose 
of 0.1 MAC (or about 1/10th of that needed for sur-
gery) for about a half-hour, one would not automati-
cally become unconscious. One would certainly smell 
the odour of the drug and have the feeling that they 
were being affected to some extent by the drug. One 
might experience a paradoxical hyperalgesic response 
such that a painful stimulation will feel more painful 
because of the exposure to the low dose of anaesthetic 
 [108] . This hyperalgesic effect peaks at doses around 
0.1 MAC and then it is rapidly replaced by sensations 
of analgesia at doses around 0.2 MAC. Next, and still 
at these relatively low doses of 0.1– 0.3 MAC, memory 
will start to become significantly impaired  [109] , with 
explicit-conscious memory failing before implicit-
unconscious memory       [110, 111] . Implicit memory 
remains somewhat intact at levels up to about 0.6 
MAC [112] . 

   If the dose was then increased to 0.2 MAC and 
held steady for about a half-hour, most of the above 
effects would likely intensify and four additional 
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effects would start to appear. (1) An intoxicated feel-
ing would become evident and a person might then 
have the sense that time itself was slowing down. 
One’s perception of the visual world might take on a 
rather strange disconnection in how the microseconds 
of consciousness flow together. This would be expe-
rienced similar to frames in a movie that were being 
shown too slowly, so that the action occurred in a 
jerky manner from one frame to the next. (2) A feeling 
of a disconnection from the environment or a sense of 
being more focused would likely occur and this might 
prompt one to laugh about this or feel giddy. (3) A 
feeling of numbness or tingling in the hands and feet 
would appear. This feeling is similar to when an arm 
or leg is ‘ waking up ’  after having  ‘ fallen asleep ’ . (4) 
Most importantly, an unmistakable feeling of tiredness 
and drowsiness would become noticeable. Indeed, 
if a person was left without being stimulated, even a 
well-rested person would soon close their eyes and 

fall asleep. At this point, if the person was allowed to 
sleep, then they could easily be aroused by common 
sensory stimulation such as a verbal request to move 
their hand or by a light touch. 

   If the dose were increased slightly further to 0.3 
MAC and held steady, essentially no new sensations 
would appear, but each of the above effects would 
intensify. As the time slowing effect intensifies, reac-
tion times would now become noticeably and meas-
urably slower. Yet a person’s sense of time would 
become so distorted that 10 minutes might pass by 
during the time the person subjectively feels that 
only a single minute has passed. Perhaps even more 
intriguing is that the person might feel that certain 
timed events, which took a known amount of time to 
experience and complete when they were not exposed 
to any anaesthesia, were now going by much faster. 
Analgesia would intensify and an individual might 
not feel the poke of a pin. A person’s attention might 
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become fixated on a single aspect of something in the 
environment. A person’s eyelids would soon become 
too heavy to keep open and the feeling of drowsiness 
would be replaced by a strong desire to be asleep. If 
allowed to fall asleep, it would now be more difficult to 
awaken the person. At the 0.3 MAC dose, it might take 
yelling the person’s name or physically shaking them 
to cause them to arouse. When they did awaken, they 
would move and speak slowly in a drunk-like uncoor-
dinated manner. Movements would be predominately 
gross motor movements with an apparent lack of fine 
motor control. If the person was then again left with-
out stimulation, they would quickly fall back to sleep. 
At the exact same time that a person would transition 
to unconsciousness, if they were holding something in 
their hand, they would drop it. Thus, at the point of 
unconsciousness, a distinct decrease in somatic muscle 
tone occurs. Also, not long after  ‘ falling asleep ’  most 
people will snore, as the anaesthesia drug relaxes the 
muscles of the tongue and upper airway. Indeed, the 
snoring reflects the fact that anaesthetics take away 
one’s ability to keep their own airway open and this is 
why anaesthesia care is required when an anaesthetic 
is given. 

   The switch from conscious/responsive to uncon-
scious/unresponsive occurs in a fraction of a second. 
We have all experienced the rapidity of this state tran-
sition. When one falls asleep in an upright position, 
such as on an aeroplane or in a car, one’s head often 
falls forward with a sudden collapse. When the head 
hits the chest, the sudden jolt often arouses the person 
from their slumber and they often think something 
like, ‘ Oh, I just fell asleep ’ . In that brief instant, both 
a transition to sleep and a transition back to wake-
fulness occur. It appears from the phenomenology of 
low-dose anaesthesia exposure that the transition to 
anaesthetic-induced unconsciousness during exposure 
to low-dose anaesthesia probably occurs through a 
similar, if not identical mechanism as that which medi-
ates the transition to a state of sleep-induced uncon-
sciousness. This assumption is made because subjects 
exposed to a low dose of anaesthesia will readily 
fall asleep and can readily be aroused over and over 
again every few minutes. However, at deeper levels of 
anaesthesia, as found in the study of the Parkinson’s 
patients, a different type of unconsciousness appears 
to occur because subjects can no longer transition 
rapidly between states of consciousness. This deeper 
level of unconsciousness, likely driven by anaesthetic 
effects on the cortex, would probably not share much 
of the neurobiology associated with sleep physiology. 

  Once at an anaesthetic dose level above that which 
causes unconsciousness, a person would not be able 
to respond to a specific command to move, but they 

would still be able to make an apparent purposeful 
movement if they received a painful enough stimula-
tion. Thus, for example, if a surgeon cuts the abdomen 
of an appendectomy patient who appears unconscious 
at a 0.7 MAC dose of an inhaled anaesthetic agent, the 
surgeon might be surprised to find the patient’s hand 
reaching up to stop the cutting. The patient would not 
be able to express a coherent thought or memory about 
this situation, but they may arouse enough to grimace 
and utter an audible groan. Suppression of all move-
ment occurs at still deeper levels of anaesthesia, with 
levels above 1 MAC usually considered sufficient for 
surgical anaesthesia. Thereafter, increasing anaesthetic 
doses lead to decreased cardiovascular stability and, 
with some agents, an isoelectric EEG. Deeper anaes-
thesia than that is potentially lethal from cardiovascu-
lar collapse. 

  From the phenomenology of clinical anaesthesia it 
can be seen that the anaesthetic state arises through a 
sequential dose-dependent progressive suppression of 
the brain’s ability to arouse itself into a conscious state. 
At low anaesthetic doses people want to be asleep, but 
they can wilfully keep themselves awake. This is analo-
gous to driving home extremely tired and fighting to 
stay awake. At slightly higher doses of anaesthesia it 
takes a more robust external stimulation to fight the 
drug effects on the arousal system and bring the brain 
back to consciousness. At even slightly higher doses the 
intensity of the stimulus needed to generate an arousal 
response increases further. Finally, even the most pain-
ful stimulation cannot generate enough of an arousal 
influence to awaken the brain. This process of anaes-
thetic blockade of arousal is illustrated in  Box 10.3   . 

   The box summarizes much of the work of 
Antognini and colleagues who have investigated 
anaesthetic effects on cortical EEG arousal in a goat 
model of anaesthesia       [113, 114] . Their goat model was 
developed to allow for the differential delivery of 
anaesthetics either to the head or to the body of a goat 
and they have been able to determine the relative con-
tributions made by either the brain or the spinal cord 
to the actions of anaesthetics at preventing movement 
to painful stimulation  [115] . An emerging conclusion 
from this line of work is that the spinal cord is now 
thought to be a major site of action for mediating the 
MAC response of anaesthesia        [116, 117] . However, 
the brain is still thought to play a role in mediating 
the MAC response for certain anaesthetics        [118, 119] . 
Most importantly, regardless of where an anaesthetic 
is acting to prevent movement to a painful stimula-
tion, as  Box 10.3  shows, a primary effect of surgical 
doses of anaesthesia is to block the process of cortical 
arousal and prevent the transition to a conscious state 
in response to an external painful stimulation.  
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    CONCLUSIONS 

   The notion that anaesthetics might offer novel experi-
mental insights into the functioning of the human 
mind is not a new one. In fact, it has been around for 
nearly as long as anaesthesia itself. As reported by 
H.K. Beecher [13] , the English chemist Sir Humphry 
Davy experimented on himself on the day after 
Christmas in the year 1799 regarding the nature of the 
newly discovered gas nitrous oxide. As a consequence 
of breathing the gas, he made a remarkable discovery 

concerning the nature of human consciousness. 
Following his experiment Davy reported,  ‘ As I recov-
ered my former state of mind, I felt an inclination to 
communicate the discoveries I had made during the 
experiment. I endeavored to recall the ideas, they 
were feeble and indistinct; one collection of terms, 
however, presented itself: and with the most intense 
belief and prophetic manner, I exclaimed … , Nothing 
exists but thoughts! The universe is composed of 
impressions, ideas, pleasures and pains! ’  Davy’s 
anaesthetic-induced awakening about the nature of 
the universe and where his mind fit into the cosmic 

   BOX 10.3 

isoelectric EEG) occurs at the 1.4 MAC dose. The effect 
of direct brain electrical stimulation is shown in the 
lower portion of the box. The black dots on the axial 
brain drawings show stimulation sites. Stimulation 
intensity is shown at the arrows. The highlighted pink 
areas again show a transition from high voltage slow 
activity to low voltage fast activity following the stimu-
lation. This EEG change implies a transition towards a 
more conscious state. When compared to the stimula-
tion that caused arousal, even greater stimulation inten-
sities fail to cause arousal when the dose of anaesthesia 
is greater than 1 MAC.  Source : Modifi ed from        [113, 114] , 
with permission.    

       The box illustrates how either painful somatic stimu-
lation or direct electrical stimulation to components of 
the ARAS will generate a cortical EEG arousal response, 
but only when the dose of anaesthesia is below the 1 
MAC surgical level. The pink highlighted areas show the 
changes in the EEG pattern from one of high voltage slow 
activity (usually associated with deep sleep or uncon-
sciousness) to one of low voltage fast activity (usually 
associated with wakefulness or consciousness) ( Figure 
10.8   )  . For the somatic stimulation, a clamp was placed 
on the foot of an anaesthetized goat at various increas-
ing doses of isofl urane anaesthesia. Note that arousal 
does not occur at the 1.1 MAC dose or the 1.4 MAC 
dose and a burst-suppression pattern (i.e., temporary 
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scheme of things is a powerful testament to the ability 
of anaesthetics to help unravel the puzzle of human 
consciousness. Two centuries later, the scientific study 
of consciousness has risen to the forefront of neu-
roscience enquiry and Davy’s insight that  ‘ Nothing 
exists but thoughts! ’  is now one popular contempo-
rary view regarding the neurobiology of conscious-
ness       [1, 120] .

   It appears that a convergence of evidence points 
towards the cortex and its interactions as part of the 
thalamocortical system, as being critically involved 
with mediating not only anaesthetic-induced uncon-
sciousness, but also with mediating other forms of 
altered states of consciousness  [38] . It appears that 
anaesthetics cause unconsciousness because they sup-
press cortical functioning, block arousal through the 
thalamus and stop the process of information integra-
tion within the thalamocortical system on which con-
sciousness depends. 
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  ABSTRACT

  Coma is a state of unarousable unconsciousness due to dysfunction of the brain’s ascending reticular activating 
system (ARAS), which is responsible for arousal and the maintenance of wakefulness. Anatomically and 
physiologically the ARAS has a redundancy of pathways and neurotransmitters; this may explain why coma is 
usually transient (seldom lasting more than 3 weeks). Emergence from coma is succeeded by outcomes ranging 
from the vegetative state to complete recovery, depending on the severity of damage to the cerebral cortex, the 
thalamus or their integrated function. The clinical and laboratory assessments of the comatose patient are 
reviewed, along with an analysis of how various conditions (structural brain lesions, metabolic and toxic disorders, 
trauma, infections, seizures, hypothermia and hyperthermia) produce coma. Management issues include the 
determination of the cause and reversibility (prognosis) of neurological impairment, support of the patient, 
definitive treatment when possible and then ethical considerations for those situations where marked disability is 
predicted with certainty.   
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   In this review the definition and pathophysiology 
of coma are discussed. Then the major conditions 
that produce coma are reviewed from the aspect of 
how they induce a comatose state. Practical issues 
for diagnosis and initial management are discussed 
along with the differential diagnosis of coma mimics. 
Finally, the issues of prognosis and ethical manage-
ment of the patient with coma are addressed. 

    WHAT IS COMA? 

   Coma is a state of unarousable unconsciousness, 
characterized by a failure of the arousal/alerting sys-
tem of the brain (ascending reticular activating system 
or ARAS). For practical purposes this includes failure 
of eye opening to stimulation, a motor response no 
better than simple withdrawal type movements and 
a verbal response no better than simple vocalization 
of nonword sounds. This presupposes that the motor 
pathways and systems that would allow the person to 
respond if he/she were conscious are intact.  

    PATHOPHYSIOLOGY OF COMA 

  Alerting or arousal is a function of the ARAS. 
Arousal to wakefulness is a prerequisite for awareness 
(see preceding chapters). This arousal system is ana-
tomically represented by a number of structures in the 
rostral brainstem tegmentum, the diencephalon and 
projections to the cerebral cortex  [1] . Principal among 
these are acetyl choline-producing neurons in the 
peribrachial nuclei, made up of the pedunculopontine 
tegmental and lateral dorsal tegmental nuclei. These 
project rostrally in two major pathways: (1) a dorsal 
pathway that synapses with the midline and nonspe-
cific thalamic nuclei, which then send a glutaminergic 
projection to large areas of the cerebral cortex and (2) 
a ventral pathway from the rostral brainstem tegmen-
tum that reaches the basal forebrain, especially the 
posterior hypothalamus, where axon terminals act on 
neurons that synthesize histamine and others synthe-
sizing hypocretin or orexin (see  Figure 11.1   )  [1] . These 
also contribute to cortical arousal. Thus the ARAS is a 
complex system with some redundancy of pathways 
that are involved in arousal and maintenance of wake-
fulness. This may explain the recovery of the arousal 
system after initial coma, almost always within 3 
weeks from coma onset in most patients. 

   The reversible unconsciousness of sleep relates to 
dynamic inhibition of the above-mentioned neuro-
transmitter systems involved in arousal  [2] . Centres 

for sleep are mainly in the preoptic region of the 
hypothalamus and use gamma-amino butyric acid 
(GABA), an inhibitory neurontransmitter. Adenosine, 
a neuromodulator, provides feedback inhibition of 
the arousal system as well. Hypothetically, a marked 
physiological imbalance of the sleep over arousal cen-
tres could also produce coma.  

    HOW DO VARIOUS DISORDERS 
PRODUCE COMA? 

   The following disorders may produce at least tran-
sient coma: 

    1.     Structural brain lesions 
    2.     Metabolic and nutritional disorders  
    3.     Exogenous toxins 
    4.     CNS infections and septic illness 
    5.     Seizures 
    6.     Temperature-related: hypothermia and 

hyperthermia
    7.     Trauma    

   It seems axiomatic that to do so these conditions 
must interfere with the ARAS, either diffusely or at 
strategic sites. The various clinical entities/disorders 
will be briefly discussed in turn. 
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FIGURE 11.1    The nuclei and pathways of the dorsal and ven-
tral components of the ARAS that originate in the cholinergic cells 
of the reticular formation. The dorsal pathway, represented by solid 
lines, activates the cerebral cortex via the thalamus. The ventral 
pathway (dashed lines) involves the hypothalamus and basal fore-
brain in cortical activation. OB: olfactory bulb, OC: optic chiasm, 
RF: reticular formation.  Source : Taken from Jones (2000) with per-
mission from W.B. Saunders, publisher.    
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    Structural Brain Lesions 

   Structural lesions are those that directly destroy or 
compress brain tissue. In the case of coma, this must 
include ARAS structures or acutely render the cere-
bral cortex diffusely dysfunctional. Single destructive 
lesions, for example ischaemic stroke, haemorrhage, 
inflammatory lesions or tumours, that involve the 
rostral ARAS, diencephalons, cerebral cortex (usually 
bilaterally but occasionally just the left cerebral hemi-
sphere) or their interconnections acutely can produce 
coma. With more rostral lesions, the arousal system 
reactivates itself and awakening and sleep and wake 
cycles return within 2–3 weeks  [3] . 

   Single supratentorial mass lesions can produce 
coma by causing ‘ herniation ’ , a shift of brain struc-
tures from one intracranial compartment into another. 
Plum and Posner [3]  held that these lesions produced 
coma through downward displacement and com-
pression of the diencephalon or mesial temporal lobe 
structures through the tentorial opening,  ‘ central ’
and ‘ uncal ’  herniations, respectively. However, an 
alternative view is that the initial impairment of con-
sciousness more commonly relates to  lateral  rather 
than downward herniation. This concept was ini-
tially proposed by Hasenjäger and Spatz  [4]  and by 
Miller Fisher in 1984 [5] . More recently Ropper          [6–8]

has provided convincing evidence for subfalcial her-
niation with modern neuroimaging and careful post-
mortem examinations (see Figure 11.2   ). Indeed, there 
is a direct correlation of the shift of midline supraten-
torial structures (septum pellucidum or pineal gland) 
in millimetres (mm) and the depth of impairment of 
consciousness. Most cases of coma show a 9       mm or 
greater lateral shift. The initial oculomotor nerve palsy 
attributed to uncal herniation is more likely related to 
stretching of the third cranial nerve over the clivus, 
as part of the lateral supratentorial displacement [8] . 
Transtentorial herniation does occur, but it is a rela-
tively late event, often terminal, and is associated with 
brainstem damage. The loss of reactivity of the con-
tralateral pupil, oculomotor palsy on the side opposite 
the mass lesion, is usually due to intrinsic brainstem 
damage from compression  [9] . Such patients with 
intrinsic brainstem haemorrhages from compression 
are usually unsalvageable. 

    Metabolic, Nutritional and Toxic 
Encephalopathies

   There are numerous encephalopathies due to organ 
failure (hepatic, renal, pulmonary, cardiovascular, 
adrenal), electrolyte disturbances (hyponatremia, 

(A) (B)

FIGURE 11.2    An example of horizontal shift of supratentorial structures with coma. (A) and (B) show an acute left subdural haematoma 
in a deeply unconscious 25 years old man who lost consciousness after a brief lucid interval following a motor vehicle accident. He was deeply 
comatose with a left oculomotor nerve palsy at the time of the CT scan. There is a massive shift of the midline from left to right in (A), yet in 
(B), there is minimal displacement or compression of the brainstem.    
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hypernatremia, hypocalcemia, hypercalcemia, 
hypomagnesemia, hypermagnesemia, hypophos-
phatemia), hypoglycaemia, hyperglycaemia, dis-
turbances in thyroid function, inborn errors of 
metabolism (e.g., porphyria, mitochondrial disorders). 
Most of these cause reversible, functional dysfunction 
of the ARAS and cause a more diffuse disturbance 
without localizing signs (e.g., hemiplegia or pupillary 
unreactivity). Some may be associated with multifocal 
myoclonus, which is not epileptic in nature and prob-
ably arises from the nucleus gigantocellularis in the 
medulla. It seems likely that these disorders impair 
the polysynaptic function of the ARAS. There are 
some caveats to this over-simplified statement, how-
ever. Furthermore, there are clinical and laboratory 
differences that help to distinguish these disorders. 
Based on the history, past history of underlying ill-
nesses and the context of the coma, the clinician will 
usually have some clues to the nature of the underly-
ing cause or general class of illness. 

    Table 11.1    lists the principal toxidromes, a constel-
lation of features peculiar to certain classes of drugs. 
Knowledge of these can be of considerable help to 
the clinician in raising suspicions of specific drug 
intoxications.

   Similarly, observing the pattern of respirations 
combined with a simple blood gas analysis can nar-
row the possible causes of metabolic and toxic causes 
of coma (see Table 11.2   ). 

   Some helpful aspects of the clinical examination: 

    (A)      Pupillary reflexes can be affected with drugs 
that have anticholinergic properties, for 
example pupils may be unreactive with massive 
overdoses of tricyclic antidepressants. Also, with 
massive overdoses of barbiturates, all brainstem 

reflexes, including pupillary responses, may 
be reversibly abolished. This can also occur in 
profound hypoglycaemia or anoxic–ischaemic 
encephalopathy, with variable degrees of 
reversibility of lost brain functions (in that these 
conditions can cause neuronal death if the insult 
is severe and prolonged). Pupils can be small but 
reactive in opiate intoxication.  

    (B)       The vestibular-ocular reflex (VOR), tested with 
oculocephalic or oculovestibular procedures, 
can be selectively impaired, without affecting 
pupillary or other cranial nerve reflexes in 
Wernicke’s encephalopathy. This happens 
because there is a selective involvement of grey 
matter structures adjacent to the ventricles and 
cerebral aqueduct in Wernicke’s encephalopathy; 
this includes the vestibular nuclei involved 
in the VOR. We have also found that large 
or cumulative doses of sedative drugs can 
selectively and transiently abolish the VOR [10] .

    (C)       Profound neuromuscular weakness, similar to 
Guillain-Barré syndrome: Hypophosphatemia, 
when acute and profound, can be seen in the 
 ‘ refeeding syndrome ’  in which phosphate is 
driven intracellularly after a glucose load in 
severely malnourished individuals  [11] . Flaccid 
quadriplegia is also sometimes a feature of acute, 
severe hypokalemia or hypomagnesemia.  

   (D)      Seizures, most commonly myoclonic (with 
bilaterally synchronous jerks, distinct from 
multifocal myoclonus described above), can 
occur in number of metabolic encephalopathies 
including: hyponatremia, hyperosmolar states 
(especially in nonketotic hyperglycaemia, where 

TABLE 11.1     Toxidromes  

   Syndrome  Drug examples  Features 

   Sympathomimetic  Cocaine, amphetamines, lysergic 
acid diethylamide, ephedrine and 
pseudoephedrine

 Increased heart rate and blood pressure; 
pupils are dilated but reactive, sweating, 
agitation, hallucinations, seizures 

   Sympatholytic  Opiates, alpha-2 agonists, sedatives and 
ethanol

 Small but reactive pupils, hypotension, 
bradycardia, respiratory depression 

   Cholinergic syndrome  Organophosphates, carbamate insecticides  Increased sweating, small pupils, increased 
sweating, salivation, bronchial secretions 
and gastrointestinal activity, confusion, 
seizures, coma, respiratory failure 

   Anticholinergic syndrome  First generation antihistamines, tricyclic 
antidepressants, benztropine, jimson weed, 
deadly nightshade 

 Pupils dilated and often unreactive, 
tachycardia, decreased sweating, ileus, fever, 
urinary retention 
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seizures can be misleadingly focal), hypocalcemia, 
extreme hypercalcemia, uraemia, advanced 
hepatic encephalopathy, hypoglycaemia and in 
post-resuscitation encephalopathy after cardiac 
arrest. In the latter situation, myoclonic status 
epilepticus is almost always fatal, without 
recovery of awareness. We have found this is due 
to widespread neuronal death in a pattern that 
is very distinct from the pattern of neuronal loss 
after status epilepticus [12] . 

    Systemic and CNS Infections 

   Systemic infections, or, more precisely, systemic 
inflammation (including pancreatitis, trauma and 
burns), can cause an encephalopathy that is usually 
reversible and resembles metabolic encephalopa-
thies in general [13] . Proposed mechanisms include 
impaired microcirculation (similar to that found in 
other organs in sepsis), alternations in the brain’s neu-
rotransmitters from plasma amino acid imbalance, 
direct and indirect effects of cytokines, generation of 
free radicals and secondary effects from the failure 
of other organs  [13] . Electroencephalographs (EEGs) 
show a graded pattern of severity ranging from mild 
slowing to a burst-suppression pattern  [13] . Mortality 
is 70% with the latter category, but patients die from 
multiorgan failure rather than nervous system compli-
cations. There are multiple potential mechanisms that 
are not mutually exclusive  [13] . 

  Bacterial meningitis begins as an acute purulent infec-
tion within the subarachnoid space. The multiplication 

and lysis of bacteria with the subsequent release of bac-
terial cell wall components in the subarachnoid space 
is the initial step in the induction of an inflammatory 
response. It is probable that the encephalopathy that 
accompanies purulent meningitis shares some of the 
mechanisms found in sepsis-associated encephalopathy. 

   The multiplication and lysis of bacteria in the sub-
arachnoid space leads to the release of bacterial cell 
wall components. Lipopolysaccharide molecules 
(endotoxins), a cell wall component of gram-nega-
tive bacteria, and teichoic acid and peptidoglycan, cell 
wall components of the pneumococcus, induce menin-
geal inflammation by stimulating the production of 
inflammatory cytokines and chemokines by micro-
glia, astrocytes, monocytes, microvascular endothelial 
cells and white blood cells in the cerebrospinal fluid 
(CSF)   space. A large number of cytokines and chem-
okines (cytokines that induce chemotactic migration 
in leukocytes) are present in meningeal inflamma-
tion; the most thoroughly understood cytokines are 
tumour necrosis factor (TNF) and interleukin-1 (IL-1). 
A number of pathophysiologic consequences result 
from the presence of the inflammatory cytokines in 
CSF. TNF and IL-1 act synergistically to alter the per-
meability of the blood–brain barrier. The alteration 
in blood–brain barrier permeability during bacterial 
meningitis results in vasogenic cerebral oedema and 
allows leakage of serum proteins and other molecules 
into the CSF, contributing to the formation of a puru-
lent exudate in the subarachnoid space. The purulent 
exudate obstructs the flow of CSF through the ven-
tricular system and diminishes the resorptive capac-
ity of the arachnoid granulations in the dural sinuses. 

TABLE 11.2    Classification of Ventilatory Patterns  

   Breathing pattern  Metabolic pattern  pH, PaCO 2 , HCO 3   Specific conditions 

   Hyperventilation  Metabolic acidosis  pH      �     7.3, PaCO 2       �     30       mmHg, 
HCO3       �     17       mmol/L 

 Uremia, diabetic ketoacidosis, lactic 
acidosis, salicylates, methanol, 
ethylene glycol 

   Hyperventilation  Respiratory alkalosis  pH      	     7.45, PaCO 2       �     30       mm, 
HCO3       	      17       mmol/L 

 Hepatic failure, acute sepsis, 
acute salicylate intoxication, 
cardiopulmonary states with 
hypoxaemia, psychogenic causes 

   Hypoventilation  Respiratory acidosis  pH      �     7.35 (if acute), 
PaCO2       	     90       mmHg, 
HCO3       	     17       mmol/L 

 Respiratory failure from central (e.g., 
brain or spinal cord) or peripheral 
nervous system disease, chest 
conditions or deformities. Coma only 
with severe hypercarbia 

   Hypoventilation  Metabolic alkalosis  pH      	     7.45, PaCO 2       	      45       mmHg, 
HCO3       	     30       mmol/L 

 Vomiting, alkali ingestion. Usually 
no impairment of consciousness; 
if so, suspect psychogenic 
unresponsiveness or additional cause 
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This leads to obstructive and communicating hydro-
cephalus and interstitial oedema. The exudate also 
surrounds and narrows the diameter of the lumen of 
the large arteries at the base of the brain, and inflam-
matory cells infiltrate the arterial wall (vasculitis). This 
in combination with the alterations in cerebral blood 
flow (CBF) that occur in this infection results in cer-
ebral ischaemia, focal neurological deficits and stroke. 
The inflammatory cytokines recruit polymorphonu-
clear leukocytes from the bloodstream and upregu-
late the expression of selectins on cerebral capillary 
endothelial cells and leukocytes, which allows leuko-
cytes to adhere to vascular endothelial cells and subse-
quently migrate into the CSF. Neutrophils degranulate 
and release toxic metabolites that contribute to cyto-
toxic oedema, cell injury and death. The adherence 
of leukocytes to capillary endothelial cells increases 
the permeability of blood vessels allowing leakage of 
plasma proteins into the CSF, further contributing to 
the inflammatory exudate in the subarachnoid space. 
The degranulation of leukocytes and cerebral ischae-
mia resulting from alterations in CBF causes cytotoxic 
oedema. The combination of interstitial, vasogenic and 
cytotoxic oedema leads to raised intracranial pressure 
(ICP) and coma. In addition, bacteria and the inflam-
matory cytokines induce the production of excitatory 
amino acids, reactive oxygen and nitrogen species 
(free oxygen radicals, nitric oxide and peroxynitrite), 
and other mediators that induce massive apoptosis of 
brain cells. 

   Thus coma in purulent meningitis can result ini-
tially from the toxic effects of inflammatory media-
tions and then secondary complications: cerebral 
oedema, obstructive and communicating hydroceph-
alus, seizure activity, and the cerebrovascular com-
plications of arteritis, ischaemic and haemorrhagic 
infarctions and septic venous sinus thrombosis. 

   Fungal meningitis and meningitis due to parasites 
(e.g., toxoplasmosis) probably share some of these 
mechanisms.

   Encephalitis, either from direct infection of the 
brain by viruses or due to an immune-mediated, 
post-infectious mechanism, alters blood–brain barrier 
permeability and the extracellular milieu of the brain 
in addition to causing other inflammatory changes 
described above. Direct tissue destruction is often 
diffuse or multifocal, although the encephalitides of 
herpes simplex virus and rabies are more regionally 
specific.

   The diagnosis of purulent, bacterial or fungal men-
ingitis and some encephalitides, especially herpes 
simplex encephalitis, is largely dependent on lumbar 
puncture and CSF analysis (see below), but neuroim-
aging often of considerable assistance in encephalitis. 

   Specific therapy is available for the purulent, tuber-
culous, fungal and parasitic infections and for herpes 
simplex encephalitis.  

    Hyperthermia and Hypothermia 

   Hypothermia is defined as a core body temperature 
below 35°C, but as a primary cause of coma the tem-
perature is usually below 28°C. Coma is preceded by 
delirium and then stupor, almost in a dose dependent 
manner. At temperatures less than 28°C, the pupillary 
light reflex is lost and the patient may appear to be 
brain dead. There is also a risk of ventricular fibrilla-
tion and cardiac arrest. 

   The EEG shows evolutionary changes with slow-
ing at 30°C and changes to a burst-suppression pat-
tern between 20°C and 22°C and becomes isoelectric 
at 20°C. This presumably reflects a progressive failure 
of synaptic transmission in the brain. There is also a 
progressive decrease in CBF by 6% for each 1°C drop 
in body temperature. At  � 25°C CBF becomes pressure 
passive with loss of autoregulation. 

   Hypothermia may be accidental, primary (usually 
due to a hypothalamic disorder) or secondary to loss 
of autonomic function, as in high spinal cord injuries, 
hypothyroidism, adrenal failure, Wernicke’s encepha-
lopathy, advanced sepsis or sedative drug intoxica-
tion. In the last five conditions of the secondary group 
the coma is usually due to the underlying condition 
rather than the hypothermia itself. 

   Hyperthermia or fever is defined as a body temper-
ature of  	 38.5°C. Temperatures of  	 42°C directly pro-
duce encephalopathy, with slowing of EEG rhythms 
and often seizures. The latter probably relate to an 
increase in extracellular glutamate, an excitatory neu-
rotransmitter as well as impaired functioning of the 
sodium–potassium pump in neuronal and glial cell 
membranes. Elevated temperature can arise as a result 
of disorders of heat production, diminished heat dis-
sipation or hypothalamic dysfunction. Causes of 
increased heat production include malignant hyper-
thermia (a disorder of the sarcoplasmic reticulum in 
muscle, causing a release of ionized calcium into the 
muscle cytoplasm, causing action–contraction cou-
pling of actin and myosin filaments), thyrotoxicosis, 
neuroleptic malignant syndrome (a central nervous 
system (CNS) dysfunction with increased muscle 
tone, often due to drugs that block dopamine recep-
tors), cocaine or amphetamine abuse, salicylate intoxi-
cation or convulsive status epilepticus. Impaired heat 
dissipation can be due to heatstroke, autonomic dys-
function, use of anticholinergic medications and a hot 
environment. Hypothalamic and brainstem disorders 
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include strokes, trauma or encephalitis affecting tem-
perature-regulating centres. 

    Trauma 

   Coma that occurs immediately following trauma 
can range from primary injury, including concus-
sion and diffuse axonal injury (DAI) to brain death. 
Secondary brain injury can cause coma that onsets 
after a lucid interval or complicates concussion or 
DAI without such a lucid period. Occasionally status 
epilepticus can be responsible (see Chapter 19). 

    Concussion 

   Concussion is the transient loss of consciousness 
after a blow to the head [14] . More recently a transient, 
post-traumatic dazed state has also been included in 
the definition [14] . Concussion is often accompanied 
by an anterograde post-traumatic amnesia (the inabil-
ity to lay down new memories for a variable period 
(minutes to days) after the injury) plus or minus a 
shorter period of retrograde amnesia that precedes the 
injury. In animal models of concussion and in limited 
human studies there is often a transient impairment 
of brainstem function, including loss of pupillary and 
corneal reflexes and apnoea. The subject may or may 
not have a few generalized clonic movements simi-
lar to a convulsive seizure, but is more often flaccidly 
immobile.

   There is no consistent neuropathology in animal 
models of concussion. Variable degrees of diffuse or 
regional axonal injury have been described; occasion-
ally petechial or more macroscopic haemorrhages or 
contusions are encountered. However, brains are often 
morphologically normal. Since structural lesions are 
not essential, concussion appears to be more a distur-
bance of function than of structure  [15] . 

   The types of injuries that produce concussion are 
usually associated with acceleration/deceleration 
of the head, most often with a rotational component 
in the antero-posterior or lateral plane (i.e., angular 
acceleration). This has been confirmed in animal mod-
els. If the skull is fixed consciousness is not impaired 
unless the skull is greatly deformed. Thus, it has been 
proposed that there is a dynamic physical and func-
tional distortion of the ARAS, especially the rostral 
brainstem tegmentum, the projection to the thalamus, 
the thalamus itself or to the rostral thalamic projec-
tion to the cortex [14] . Holbourn  [16]  using a gelatin 
model, showed that most of the distortion and shear-
ing forces occurred in the cerebral subcortical region. 
However, the anatomy of the human brain allows for 

considerable rotational stress to occur at or near the 
union of the cerebral hemispheres and the brainstem. 

   The skull deformation and fluid percussion theo-
ries for concussion do not have as much credulity as 
the above mechanisms, as evidence for sufficiently 
raised ICP is lacking        [14, 15] .

   Beyond the biomechanical insights that have been 
fairly well established, there is still considerable con-
troversy about the fundamental mechanisms for the 
loss of consciousness and impairment of memory [15] . 
Several hypotheses have been proposed, but none has 
been established or accepted       [14, 15] . The vascular 
theory, one of reduced blood flow to all or parts of the 
brain, would not account for the very abrupt loss of 
consciousness and is contradicted by metabolic stud-
ies that show an initial hypermetabolic state. Other 
theories have somewhat better support and are not 
mutually exclusive. A convulsive theory could explain 
the abrupt loss of consciousness, the initial hyper-
metabolic state of the cortex and the post-traumatic 
amnesia       [14, 15] . It also could be incorporated into 
the cholinergic (in which there is a massive release 
of acetylcholine) and the centripetal theory, in which 
the more rostral parts of the ARAS, especially the cer-
ebral cortex is especially dysfunctional. The reticular 
theory localizes dysfunction to the reticular formation 
but does not provide a mechanism. Other variants 
include the concept of deformation of neuronal mem-
branes, which can open certain ion channels, and the 
release of other neurotransmitters, including gluta-
mate, an excitotoxic neurotransmitter that could cause 
seizures  [15] .

    Diffuse Axonal Injury 

   DAI is characterized by loss of consciousness at the 
time of the trauma, but the duration of coma is much 
longer than with concussion. Patients usually regain 
eye opening within 2–3 weeks, related to recovery of 
function of the subcortical arousal systems mentioned 
above. The recovery of awareness is variable, ranging 
from mild impairment, through mild disability, severe 
disability and the minimally conscious state to the 
persistent/permanent vegetative state. 

   DAI produced the same types of mechanical 
stresses that produce concussion, only the forces are 
greater, causing shearing injuries to the cerebral white 
matter. In severe cases the brainstem is also involved. 
Pathological studies in humans usually involved 
patients who died days or weeks after the injury. The 
characteristic lesions were  ‘ axon retraction balls ’ , the 
retracted ends of severed axons. These were inter-
preted as occurring at the time of injury with physical 
disruption of the axons coursing through the white 
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matter. Subsequent studies of animal models showed 
that the axons are usually intact after the injury and 
that damage to the cytoskeleton, possibly due to an 
influx of calcium into the axon, leads to disruption 
and fragmentation of the axon [17] . 

   Neuroradiological confirmation of DAI is problem-
atic, in that the axons cannot be visualized. Magnetic 
resonance imaging (MRI) scans can detect petechial 
haemorrhages, which serve as an imperfect surrogate 
marker for DAI. Haemorrhages in the corpus callosum 
and the dorsolateral rostral brainstem usually indicate 
severe DAI. Newer techniques including tensor tract 
imaging and a protocol that magnifies the susceptibil-
ity artifact from blood or iron in the brain parenchyma 
will likely prove to be more sensitive than older tech-
niques [18]  ( Figure 11.2 ). Somatosensory evoked 
response testing, although it utilizes a single sensory 
pathway, has proven to be sensitive and specific for 
severe DAI  [17] . Magnetic transcranial cortical motor 
stimulation could also be used to assess the corticos-
pinal motor integrity ( Figure 11.3   )  .  

    Secondary Brain Injury 

    ‘ Secondary brain injury ’  refers to insults to the 
injured brain evolve subsequent to the initial injury. 
They are important in that they are often detectable, 
preventable and treatable. These are mainly: 

    1.      Intracranial haemorrhage : Bleeding can occur into 
the brain parenchyma or the extracerebral space, 

either as subarachnoid, subdural or epidural 
haemorrhage(s). The incidence of haemorrhages 
in hospital admissions for traumatic head injury 
is about 25%, but this increases to over 50% when 
such patients are admitted in coma  [18] . The 
mechanisms by which haemorrhages produce 
coma by their mass effect are discussed above 
under  ‘ Structural Brain Lesions ’ . Haematomas 
also produce both local and remote effects on the 
brain. With parenchymal haemorrhages there is 
disruption of focal structures by the bleeding. 
Intraparenchymal and extracerebral haematomas 
can produce regional ischaemia by pressure on 
capillaries in the underlying tissue; the release of 
vasoactive substances; and simply by mechanical 
pressure and distortion of brain tissue  [18] . Remote 
effects relate to raised ICP (see below).  

    2.      Raised ICP : The intracranial compartment is fixed 
and any increase in mass, for example by blood or 
oedema of tissues, is accommodated by changes in 
other compartments (CSF, intravascular or brain) 
to prevent a rise in ICP up to a point, at which 
ICP rises exponentially. Destructive effects occur 
by brain herniation (see above) or by reduced 
perfusion pressure. Perfusion pressure is equal 
to the ICP minus mean arterial blood pressure 
(BP). Autoregulation, related to dilatation or 
constriction of brain arteries and arterioles, allows 
for a constant total brain perfusion until a critical 
point, usually at a mean arterial pressure of about 

(A) (B)

FIGURE 11.3    (A) Conventional GRE (fast imaging with steady-state precession, 500/18, 15° flip angle, 78       Hz per pixel, two signals 
acquired, 4       mm thick sections) and (B) Susceptibility weighted imaging (SWI)   (three-dimensional fast low-angle shot, 57/40, 20° flip angle, 
78       Hz per pixel, 64 partitions, one signal acquired, 2-mm thick sections reconstructed over 4       mm) MR images from the same brain region in a 
child with traumatic brain injury illustrating the increased ability of SWI to detect haemorrhagic DAI lesions.  Source : Reproduced from  [18] .    
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60       mmHg, after which perfusion follows the mean 
arterial BP in a pressure-passive manner. With 
markedly raised ICP this can produce ischaemic 
damage or even brain death if the ICP exceeds the 
mean BP. 

    3.      Other : Secondary insults to the brain may result 
from prolonged seizures, sepsis or profound 
electrolyte disturbances. We  [19] have found that at 
least 8% of patients comatose from brain injury are 
in nonconvulsive status epilepticus (NCSE). Most 
often this is undetectable unless an EEG is done. 
Since status epilepticus can damage the brain, it is 
important the seizures be detected early and are 
treated promptly and effectively. The liberal use of 
EEG in the ICU is helpful; continuous monitoring 
for at least 48 hours increases the yield of detection 
of NCSE and, in patients with seizures, provides 
feedback that the seizures are controlled and that 
the sedation/anaesthesia is not excessive. 

    DIFFERENTIAL DIAGNOSIS 

   Coma can be mimicked by the locked-in state and 
by psychogenic unresponsiveness. 

    Locked-in Syndrome 

  In the locked-in syndrome (see the more complete 
discussion in Chapter 15)  , the patients are conscious 
and have wake–sleep cycles. They are, however, unable 
to express themselves in the usual manner due to pro-
found paralysis of the limbs and lower brainstem-inner-
vated musculature. Most often this is due to a lesion in 
the basis pontis, as might be caused by an occlusion of 
the basilar artery or central pontine myelinolysis. This 
produces an upper-motor neuron palsy of all four limbs, 
the lower cranial nerves, including the tongue, palate, 
jam and lower facial muscles (pseudobulbar palsy). The 
patient has vertical eye movements and can often open 
and close the eyes voluntarily. In this way such patients 
can give motor feedback and communication can be 
established. The most famous example of this is that 
of Jean-Dominique Bauby, who, while locked in from a 
basis pontis stroke,  ‘ wrote ’  the book  The Diving Bell and 
the Butterfly  (1995)  [20]  by communicating with coded 
eye blinks. Other causes of a de-efferented state include 
severe neuromuscular paralysis from polyneuropathy 
or a failure of neuromuscular transmission, as might 
be caused by the prolonged action of a neuromuscu-
lar blocking agent. In these situations the patient does 
not usually have the vertical eye movements and may 
even lose the pupillary reflexes in severe Guillain-Barré 

syndrome with autonomic involvement. This condition 
can even mimic brain death [21] . 

    Psychogenic Unresponsiveness 

   In psychogenic unresponsiveness, as in the locked-in 
syndrome, the patient is awake and aware, but does 
not communicate or give an outward expression that 
he/she is conscious. This can be a ‘ pseudocoma ’  like 
state, in which the patient is immobile, or more com-
monly as pseudoseizures or nonepileptic seizures. In 
this situation the unresponsiveness is psychogenic in 
origin. A clue that the patient is conscious is the pres-
ence of nystagmus with caloric testing. In coma with 
intact brainstem reflexes the eyes show tonic deviation 
towards the ear injected with cold water; nystagmus 
with caloric testing implies preserved consciousness. 

   Patients may display a variety of behaviours or be 
motionless. Behaviours that should raise the suspicion 
of pseudoseizures include: having eyes closed during 
a seizure (video recording of patients having seizures 
have almost always observed that the eyes are open 
during genuine seizures but closed during pseudo-
seizures). Other clues are that the eyes may face the 
floor, regardless of how the patient is positioned. 
The patient may avoid being tickled by rolling over. 
Unusual movements, such as holding onto and shak-
ing the siderails of the bed, asynchronous movements 
in what otherwise resembles a convulsive seizure (epi-
leptic jerks are typically synchronous) and susceptibil-
ity to suggestion, are often found in pseudoseizures, 
but are rare in genuine seizures. 

   Confirmatory tests are occasionally helpful but are 
often unnecessary. EEGs show a normal awake pat-
tern with blocking of the alpha rhythm with passive 
eye opening. Capillary or arterial blood gas testing in 
pseudoseizures are usually normal or may show a res-
piratory alkalosis from hyperventilation, as opposed 
to the profound, mixed metabolic-respiratory acidosis 
of a convulsive seizure. Serum prolactin is elevated 
following genuine convulsive or complex seizures, 
but not with pseudoseizures or most simple partial 
seizures. This test lacks sensitivity and it takes days/
weeks for the laboratory testing to be reported.   

    MANAGEMENT OF THE COMATOSE 
PATIENT 

   Diagnostic and therapeutic steps should be taken 
virtually simultaneously. This usually requires a team 
of physicians and nurses. These steps will be dis-
cussed separately for clarity. 
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    Diagnostic Steps 

        1.      Obtain a history and do a general examination : Just 
as with awake and communicative patients, 
the history is vital. Of course, with comatose 
patients the history is obtained from relatives, 
friends and eye witnesses, by phone if necessary. 
How the patient took ill/collapsed can give 
important clues. Did the patient have a seizure? 
Was trauma involved? Had the patient lost 
consciousness gradually or was there fluctuation, 
as might be seen in metabolic disorders or 
subdural haematoma? Was the patient febrile 
or having chills (suggesting a CNS or systemic 
infection)? The patient’s background can be 
important. Did the patient have cancer, profound 
depression (raising the possibility of drug 
overdose), or a history of drug or alcohol abuse? 
Is there an underlying illness, such as diabetes 
mellitus, adrenal, hepatic or renal failure, 
immunosuppression (either drug-induced or 
acquired)? What drugs was the patient taking? 

   Hospital records can be helpful, as can medical 
alert bracelets or other medical information on 
his/her person.  

   The general, in addition to a focused neurological, 
examination can give important clues. The vital 
signs are helpful, for example the presence of 
fever, hypothermia, shock and the respiratory 
pattern. Skin color: jaundice, pallor, cyanosis, 
cherry red discolouration of the lips (carbon 
monoxide poisoning), petechial bleeding 
(raising the possibility of a seizure, thrombotic 
thrombocytopenic purpura, meningococcemia, 
Rocky mountain spotted fever, vasculitis or 
septic emboli) is worth noting. Are there needle 
marks, suggestive of drug abuse? Are there signs 
of chronic liver failure, for example distended 
veins around the umbilicus or spider nevi? Is 
there evidence of organ failure? Is there evidence 
of trauma, especially head injury (e.g., signs of a 
basal skull fracture with hemotympanium, Battle’s 
sign (bruising over the mastoids), raccoon eyes 
(indicating a fracture of the orbital roof))? A bitten 
tongue is presumptive evidence of a convulsive 
seizure. A preretinal haemorrhage should raise 
suspicion of a ruptured intracranial aneurysm. 
Roth spots in the retinal may signify endocarditis, 
leukaemia or septic emboli. Buccal pigmentation 
could indicate underlying adrenal insufficiency. 

    2.      Is the patient truly in coma?  See the  ‘ Differential 
Diagnosis ’  section above. 

    3.      Localize the anatomical–physiological site of the 
coma  (see Chapter 19): Usually if the brainstem 
functions are preserved the site is more rostral or 
the brain has been affected in a diffuse manner 
that relatively spares the more resistant cranial 
nerve nuclei. There are some caveats, however 
(see ‘ Metabolic and Toxic ’  sections above). 
The Glasgow Coma Scale (GCS) is commonly 
used to grade the severity of the impairment of 
consciousness. It was initially designed for the 
assessment of trauma victims in the emergency 
room, but it is commonly employed to track the 
progress or worsening of ICU patients ( Table 11.3   )  . 
Although there are better scales for ICU patients, 
for example the Reaction Level Scale – 85  [22]  and 
the FOUR scoring system  [23] , the GCS will likely 
remain.  

    4.      Request blood work : As mentioned above, arterial 
or capillary blood gas determination can be very 
helpful in the presence of hyperventilation and 
occasionally in hypoventilation and for some 
toxidromes. In addition, it is always wise to check 
the serum glucose, calcium, sodium, potassium, 
magnesium, phosphate, urea and creatinine. 
Liver function tests should be done if there is 
suspicion of hepatic failure. The international 
normalized ratio (INR) is sensitive to acute 
hepatocellular failure. A  ‘ drug screen ’  is rarely 
comprehensive but can be specified to include 
alcohol, benzodiazepines, barbiturates, opiates, 
cocaine, amphetamines, tricyclic antidepressants, 
salicylates, acetaminophen and other agents. Some 
drugs, for example antihistamines may not have 
an available assay and one must go on clinical 
suspicions. A blood culture should be done in the 
presence of fever or hypothermia.  

    5.      Neuroimaging : A CT scan is most commonly 
used as it is quick, available and requires less 
preparation than an MRI scan. Imaging is 
essential when there is a strong possibility of a 
structural brain lesion or for diagnosing specific 
disorders. Focal signs, such as a hemiparesis or 
an oculomotor palsy in a comatose patient should 
prompt a scan. However, coma may precede 
such focal signs in patients with supratentorial 
lesions, even mimicking a coma (see herniations 
above). Thus, neuroimaging is also indicated when 
structural lesions are possible or of the diagnosis 
is uncertain. The CT is sensitive to intracranial 
haemorrhages, major shifts of midline structures 
and mass effect. The MRI is superior in showing 
the early signs of herpes simplex encephalitis and 
for brainstem lesions (CT often shows bone artifact 
obscuring posterior fossa structures). MRI can be 
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combined with imaging of arteries and veins, for 
example for venous thrombosis. CT angiography 
is somewhat better than magnetic resonance (MR) 
angiography for aneurysms or vasculitis. 

    6.      Lumbar puncture : This is indicated if there is 
suspicion of meningitis, especially bacterial, 
fungal or tuberculous and also for the detection 
of meningeal cancer. Lumbar puncture can also 
confirm subarachnoid haemorrhage from a 
ruptured aneurysm. The CT scan picks up about 
95% of these acutely and would be expected to 
be positive in patients in coma from an aneurysm 
that ruptured the same day. Its sensitivity declines 
to less than 50% after a few days, however. 
Xanthochromia or a yellow staining of the 
CSF from haemoglobin breakdown products 
can be suspected clinically and confirmed by 
spectrophotometry. More specific diagnostic 
testing, apart from culture, stains, cytology and 
flow cytometry include polymerase chain reaction 
(PCR) for herpes simplex virus 1 and 2, broad 
range bacterial PCR, specific meningeal
pathogen PCR, PCR for M. tuberculosis , reverse 
transcriptase PCR for enteroviruses, PCR for West 
Nile virus, PCR for Epstein Barr virus, PCR for 
varicella zoster virus, PCR for cytomegalovirus 
DNA, PCR for HIV RNA and RT-PCR for 
rabies virus. Antigen screening can be done for 
cryptococcal and histoplasma polysaccharide 

antigens. Antibody screens in the CSF are available 
for herpes simplex virus (serum:CSF antibody 
ratio of � 20:1), arthropod-borne viruses,  Borrelia 
burgdorferi  (for suspected Lyme disease) and rabies 
virus; complement fixation antibody testing for  C.
immitis  can also be performed. 

    7.      EEG : This can be of great help in detecting 
seizures; it seems appropriate to request one, even 
in the emergency room when the cause of coma 
is not apparent and brainstem reflexes are intact. 
DeLorenzo and colleagues  [24] have shown that 
least 14% of patients who failed to waken after a 
convulsive seizure were in NCSE. As mentioned 
above, seizures may be acquired in the ICU; those 
at highest risk are those with structural brain 
lesions. Monitoring for 48 hours is optimal for 
seizure detection. 

    CARE OF THE COMATOSE PATIENT 

   The comatose patient requires the care of the inten-
sive care unit, unless only palliation is intended. 
Airway management, to prevent aspiration or asphyx-
iation and to provide adequate ventilation, is of prime 
importance and the patient should have an endotra-
cheal tube in place. Most patients require assisted ven-
tilation to assure adequate oxygenation and carbon 

TABLE 11.3    The Glasgow Coma Scale  

   Item  Factor  Score 

   Best motor response  Obeys  6 

     Localizes  5 

     Withdraws (flexion)  4 

     Abnormal flexion  3 

     Extensor response  2 

     Nil  1 

   Verbal response  Oriented  5 

     Confused conversation  4 

     Inappropriate words  3 

     Incomprehensible 
sounds

 2 

     Nil  1 

   Eye opening  Spontaneous  4 

     To speech  3 

     To pain  2 

     Nil  1 
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dioxide clearance. Vascular support to maintain 
adequate cerebral and renal perfusion may require 
volume expansion and/or inotropic agents or vaso-
pressors. Intensivists are skilled in such management, 
along with line insertion and monitoring of vital signs 
and ventilation. 

  Special steps such as the insertion of ICP monitor-
ing devices are indicated when ICP is high or likely to 
become elevated, for example, in traumatic brain injury 
with an abnormal CT scan and a GCS of 8 or less. 

   Continuous EEG monitoring should be considered 
for patients in status epilepticus receiving anaesthetic 
agents, those who have not regained consciousness 
after witnessed seizures or those with a high risk of 
seizures. Intermittent monitoring of somatosensory 
evoked potentials is used in some centres to monitor 
head injured patients; changes can indicate the devel-
opment or growth of an intracerebral haematoma. 
Specialized monitoring with microdialysis catheters, 
special probes for regional blood flow, serial transcra-
nial Doppler each have their place in special units 
where there is expertise in using these techniques. 
Further research is needed to establish their practical 
value.

    PROGNOSIS AND ETHICAL 
MANAGEMENT OF THE COMATOSE 

PATIENT 

   The neurologist is often asked to provide a progno-
sis for patients in coma. This has obvious implications 
for decision making for further management. It is not 
always possible to provide an accurate prognosis; in 
some conditions the main determinant of outcome is 
not neurological. The neurologist should not be placed 
in a position as the major prognosticator when the 
nervous system is affected in a potentially reversible 
manner. For example, in sepsis and multiorgan failure, 
the encephalopathy is usually secondary to systemic 
disease and can recover if the systemic inflammatory 
state resolves and other organs recover. When judging 
whether or not the prognosis is poor, the neurologist 
is best to address only those conditions that are capa-
ble of causing neuronal death. 

    Brain Death 

   Most industrialized countries have developed guide-
lines for declaration of ‘ brain death ’  and have equated 
this with death of the individual [25] . The essential 
clinical elements are: (1) an identified aetiology that is 

capable of causing neuronal death; (2) the patient is in 
coma and is on a ventilator; (3) cranial nerve reflexes 
(pupillary, corneal, vestibular-ocular, pharyngeal and 
laryngeal) are absent; (4) there are no movements aris-
ing from the brain and no response to stimulation; and 
(5) the patient is apneic. When the clinical criteria can-
not be applied, the absence of intracranial perfusion 
is necessary for the declaration of brain death. Some 
countries require ancillary testing as part of the proto-
col, even when the clinical criteria are met  [25] .

    Anoxic–Ischaemic Encephalopathy 
After Cardiac Arrest (Post-resuscitation 
Encephalopathy)

   Prognostic guidelines have been developed by 
a Quality Subcommittee of the American Academy 
of Neurology  [26] . These were result of an evidence-
based review of articles published before the advent 
of hypothermic treatment of such patients. The fol-
lowing were deemed reliable predictors of an outcome 
that was no better than institutionalized dependency 
and marked disability (no false positives): myoclonus 
status epilepticus; by day 3 post-resuscitation the 
loss of pupillary light or corneal reflexes or a motor 
response no better than extensor posturing. The only 
ancillary tests that also had 0% false positives for this 
outcome were bilateral loss of the N20 response with 
somatosensory stimulation of the median nerve at the 
wrist or a serum neuronal specific enolase concentra-
tion 	 33        μ g/L. A subsequent small prospective study 
performed on initially comatose patients after resus-
citation identified two of nine patients with motor 
responses no better than extension by day 3 who 
recovered awareness (their motor responses recovered 
by days 5 and 6, respectively)  [27] . The other clinical 
features were validated. The guidelines will likely 
require revision after further study, to accommodate 
the patients treated with hypothermia. 

   We  [28]  have also studied later somatosensory 
steady-state evoked potentials (SSEP) responses and 
found the preservation of the N70 to be reliably asso-
ciated with recovery of awareness. It is likely that 
event-related responses (e.g., mismatch negativity, the 
P300 and N400 responses) will also be helpful in pre-
dicting a more favourable prognosis  [29] . Functional 
MRI also holds promise both for favourable and unfa-
vourable outcomes after cardiac arrest  [30] .  

    Traumatic Brain Injury 

   In estimating prognosis, traumatic brain injury is 
more difficult than anoxic–ischaemic encephalopathy 
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unless the patient is brain dead. There are no widely 
accepted guidelines. Decisions are made on a case-by-
case basis. The outcome is primarily dependent on the 
level of consciousness at the time of the injury and the 
age of the patient (older patients fare much worse than 
younger individuals). Bilaterally, unreactive pupils as 
a sign indicate a poor prognosis and imminent death. 
Evoked potentials hold great promise, as they test 
sensory pathways running through the brainstem and 
ultimately to the cerebral cortex. Bilateral loss of the 
intracranial component of SSEPs is associated with a 
mortality or outcome no better than vegetative state in 
at least 95% of cases [31] . Refinements in MRI imaging 
(mentioned above) should prove to be prognostically 
valuable. As with anoxic–ischaemic encephalopathy, 
the preservation of later components of SSEPs or the 
presence of event-related potentials is suggestive of a 
favourable outcome. 

    Other Conditions 

   Severe hypoglycaemia can cause neuronal death. It 
is likely that similar criteria used for anoxic–ischaemic 
encephalopathy would apply to these patients, but it 
seems unlikely that a large series will be studied. 

  Acute/fulminant hepatic failure can be associated 
with severe cerebral oedema and even brain death. 
However, we caution clinicians to be careful in mak-
ing definitive prognostic statements on these patients, 
as some will recover awareness even with clinical and 
MRI findings that would have a poor prognosis if the 
cause for the coma was cardiac arrest. Encephalitides, 
whether viral or immune-mediated, ischaemic or 
haemorrhagic strokes cause structural brain damage 
that is highly variable. Examination and neuroimag-
ing will usually allow for a reasonable determination 
of the projected deficits. 

    ETHICAL MANAGEMENT OF THE 
COMATOSE PATIENT 

   The practice of medicine is fundamentally one of 
practical morality/ethics. As physicians we are to 
do our best for the patient. Most ethicists hold with 
the four principles of biomedical ethics proposed by 
Beauchamp and Childress  [32] : autonomy, nonmal-
ficence, beneficence and justice. Autonomy prevails 
among these; the patient’s wishes for self-determi-
nation are to be respected and honoured. Of course, 
the patient in coma cannot speak for himself/herself 
and a determination or estimate his/her preferences 

is gleaned from substitute decision makers or written 
advance directives. 

   Nonmalficence is the duty of the physician not to 
do harm to the patient; beneficence involves doing 
what is best for the patient and justice concerns the 
just use of public resources in the health care system, 
with fair treatment and even distribution. 

  Applying ethical principles helps to avoid medi-
cal paternalism and opens a dialogue between health 
care professionals and the patient’s substitute deci-
sion maker(s). It is the physician’s responsibility to 
explain to the substitute decision maker the medical 
issues, including the prognosis, and to indicate the 
responsibilities of the substitute decision maker, along 
with the guiding principles mentioned above. If the 
patient’s wishes are not known, an attempt should 
be made to use the best collective judgement of loved 
ones and the health care professionals, in a patient-
centred approach, to arrive at a decision. Occasionally 
a hospital ethicist or ethics committee can be used to 
provide objective advice, but not to make decisions. 
Rarely is it necessary to refer to the courts to make 
such decisions. 

   The decision to remove life-supporting therapy is 
always difficult, but the above steps (establishing the 
prognosis, respecting the autonomy of the patient and 
discussing the options and appropriate level of care) 
are necessary to make appropriate, patient-centred 
conclusions. The help of the intensive care team in 
describing the staged withdrawal of life supports and 
administration of medications to remove the appear-
ance of distress of the dying patient is the final step in 
explaining the process. 

    FUTURE DIRECTIONS 

   Improvements in the management of comatose 
patients await dissemination of knowledge regarding 
appropriate investigation and prognostication and the 
development of evidence-based guidelines. Further 
research is needed to validate newer innovations. It is 
important to ‘ stay tuned ’  to the evolving discipline of 
neurocritical care. 
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O U T L I N E

C H A P T E R

       ABSTRACT 

Brain death is the determination of human death by showing the irreversible cessation of the clinical functions 
of the brain. Whole-brain death is human death because of the loss of the organism as a whole. Brain death is 
primarily a clinical diagnosis but laboratory tests showing the cessation of intracranial blood flow can be used 
to confirm it in cases in which the clinical tests cannot be fully performed or correctly interpreted, or to expedite 
organ donation. The world’s principal religions accept brain death with few exceptions. Despite a few residual 
areas of controversy, brain death is a durable concept that has been accepted well and has formed the basis of 
successful public policy in diverse societies throughout the world.   
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Brain death  is the common, colloquial term for the 
determination of human death by showing the irre-
versible cessation of the clinical functions of the brain. 
Although the term brain death  is hallowed by history 
and accepted in common usage, it is a misleading and 
unfortunate term. It promotes confusion by wrongly 

implying that there are different kinds of death 
or that it is only the brain that dies in such cases. 
Notwithstanding these shortcomings, I use the term 
but only in the manner I define here. The terms  cer-
ebral death  and  neocortical death  should be abandoned 
because they incorrectly suggest that destruction of 
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the cerebral hemispheres is sufficient for death.  Death
determined by brain criteria  is a more accurate term than 
brain death.

    HISTORY 

   Brain death is an artifact of modern medical tech-
nology. Beginning with the development of positive-
pressure ventilators in the 1950s, patients with com-
plete apnoea and paralysis could be successfully 
ventilated permitting the temporary continuation of 
heartbeat and circulation that otherwise would have 
ceased rapidly. By the late 1950s, several patients who 
developed apnoea resulting from complete destruc-
tion of the brain had their ventilation and, hence, 
circulation supported temporarily. Mollaret and 
Goulon called this state coma dépassé  (beyond coma) 
because affected patients had a depth of unrespon-
siveness unlike that of any previously recorded  [1] . 
They expressed uncertainty whether patients with 
coma dépassé  were alive or dead. These patients had 
some features usually associated with being alive 
(e.g., heartbeat, circulation, digestion, and excretion) 
but other features associated with being dead (e.g., 
no breathing, no movement, and no reflex responses). 
It became clear that physicians could not state confi-
dently whether patients with coma dépassé  were alive 
or dead until first there was agreement on what it 
meant for humans to be dead in a technological era. 

   In 1968, the Harvard Medical School Ad Hoc 
Committee first provided criteria to substantiate the 
claim that patients with permanent cessation of neu-
rological function were not simply irreversibly coma-
tose but were in fact dead, and therefore could serve 
as organ donors without organ procurement causing 
their death [2] . Over the past four decades, the con-
cept of brain death has become nearly universally 
accepted and enshrined in laws and practice guide-
lines throughout the developed world and in many 
parts of the undeveloped world. Brain death deter-
mination is currently practiced in at least 80 coun-
tries [3] . While a few areas of persisting controversy 
remain, brain death is the one bioethical issue that has 
achieved the highest level of consensus and accept-
ance, permitting the enactment of uniform laws allow-
ing its practice [4] .

    THE CONCEPT OF DEATH 

  The practice of brain death determination is predi-
cated upon a concept of death that affords brain functions 

a critical role in life. In the pre-technological era, it was 
unnecessary to make explicit the concept of human 
death because all bodily systems critical to life (the 
so-called vital functions of breathing, heartbeat, circu-
lation, and brain functions) were mutually interdepend-
ent and ceased within minutes of each other whenever 
one ceased. But the advent of positive-pressure venti-
lation permitted the dissociation of vital functions: all 
brain functions could have ceased irreversibly yet ven-
tilation and circulation could be continued because of 
mechanical support. The technologically created disso-
ciation of vital functions created an ambiguity in death 
determination and raised the essential question: which 
vital functions are most vital to life? 

  In a series of articles over the past 27 years, my 
Dartmouth colleagues and I provided a rigorous 
biophilosophical argument that the human organ-
ism was dead when all clinical brain functions ceased 
irreversibly, irrespective of mechanical continuation of 
ventilation and support of circulation              [5–9] . This argu-
ment, providing a conceptual basis for brain death, was 
cited by the (United States) President’s Commission 
for the Study of Ethical Problems in Medicine and 
Biomedical and Behavioral Research in their influen-
tial book Defining Death   [10] , and has been regarded by 
many scholars, including opponents, as the standard 
conceptual defense of whole-brain death [11] . 

   The Dartmouth analysis of death is conducted in 
four sequential phases: (1) agreeing upon the  ‘ para-
digm ’  of death – the set of preconditions that makes an 
analysis possible; (2) the philosophical task of deter-
mining the definition of death by making explicit the 
consensual concept of death that has been confounded 
by technology; (3) the philosophical and medical task 
of determining the best criterion of death – that meas-
urable condition that shows that the definition has 
been fulfilled by being both necessary and sufficient 
for death; and (4) the medical–scientific task of deter-
mining the tests of death for physicians to employ at 
the patient’s bedside to demonstrate that the criterion 
of death has been fulfilled with no false positive and 
minimal false negative determinations [8] . 

   The paradigm of death comprises seven condi-
tions: (1) death  is a non-technical word thus defining it 
should make explicit its ordinary, consensual meaning 
and not contrive to redefine death; (2) death, like life, 
is fundamentally a biological (not a social) phenome-
non, thus its definition must conform to the empirical 
facts of biological reality; (3) the definitional domain 
should be restricted to the death of  homo sapiens  and 
related higher vertebrates for whom death is a uni-
vocal phenomenon; (4) the term death  can be applied 
directly and categorically only to organisms, other 
uses are metaphorical; (5) all higher organisms must 
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be either dead or alive, none can reside in both states 
or in neither; (6) death is an event and not a process: 
it is the event separating the processes of dying and 
bodily disintegration; and (7) death is irreversible. 
Elsewhere I have explained and defended these con-
ditions in detail [8] . 

   There are three competing criteria of brain death, 
popularly known as whole-brain death, brain stem 
death, and the higher-brain formulation  [7] . The 
whole-brain formulation of death is the original con-
cept of brain death, enjoys the greatest prevalence 
throughout the world, by far, and is the concept my 
Dartmouth colleagues and I endorse and defend. 
Brain stem death is practiced in the United Kingdom 
and a few other countries. Whole-brain death and 
brain stem death are nearly congruent in practice and 
rarely produce instances of disagreement. The higher-
brain formulation has been propounded by several 
academic scholars but has not been endorsed by any 
medical society, and forms the basis of no medical 
practice or law in any country or jurisdiction. 

    THE DEFINITION AND CRITERION OF 
DEATH 

    Whole-Brain Death 

   The whole-brain criterion of death is based on a 
definition of death as the irreversible cessation of 
the critical functions of the organism as a whole. The 
organism as a whole is not synonymous with the whole 
organism (the sum of its parts). Rather it is the set of 
the organism’s emergent functions (properties of a 
whole not possessed by any of its component parts) 
that integrate and regulate its subsystems to create 
the interrelatedness and unity of the organism. The 
biophilosophical concept of the organism as a whole 
 [8]  embraces the concept of an organism’s critical 
 system  [12] . Death is the irreversible loss of the critical 
functions of the organism as a whole because of the 
destruction of the organism’s critical system. 

  The criterion of death satisfying this definition is 
the irreversible cessation of the clinical functions of the 
entire brain (whole brain). The critical functions of the 
organism as a whole include those of respiration and 
control of circulation executed by the brain stem, neu-
roendocrine control systems for homeostatic regulation 
executed by the diencephalon, and (the most exquisite 
emergent function) conscious awareness somehow 
executed by in the thalami, the cerebral hemispheres, 
and their connections. Because all these functions must 
be irretrievably lost for death, the clinical functions 

served by each of these structures must be proved to 
be permanently absent. 

   Despite its categorical-sounding name, the whole-
brain criterion does not require the irreversible cessa-
tion of functioning of every brain neuron. Rather, it 
requires only the irreversible cessation of all clinical 
functions of the brain, namely those measurable at the 
bedside by clinical examination. Some brain cellular 
activities, such as random electroencephalographic 
(EEG) activity, may remain recordable after brain 
death [13] . This electrical activity that results from iso-
lated surviving neurons, although measurable, does 
not generate a clinical function of the brain or contrib-
ute to the functioning of the organism as a whole and, 
thus, is irrelevant to the determination of death. 

   The progression to whole-brain death from an 
initial brain injury usually requires the pathophysi-
ological process of transtentorial brain herniation to 
produce widespread destruction of the neuronal sys-
tems that provide the brain’s clinical functions  [14] . 
When the brain is diffusely injured by head trauma, 
massive intracranial haemorrhage, hypoxic–ischaemic 
damage during cardiopulmonary arrest or asphyxia, 
or enlarging intracranial mass lesions, brain oedema 
within the rigidly fixed skull causes intracranial pres-
sure to rise to levels exceeding mean arterial blood 
pressure, or in some cases, exceeding systolic blood 
pressure. At this point, intracranial circulation ceases 
and nearly all brain neurons that were not destroyed 
by the initial brain injury are secondarily destroyed 
by the cessation of intracranial circulation. This proc-
ess culminates in the destruction of the brain stem. 
The whole-brain formulation thus provides a fail-
safe mechanism to eliminate false positive brain 
death determinations and assure the loss of the criti-
cal functions of the organism as a whole. Showing the 
absence of all intracranial circulation is sufficient to 
prove widespread destruction of all critical neuronal 
systems.

    Brain Stem Death 

   The brain stem criterion of death also is based on a 
definition of death of the cessation of the organism’s 
integrated, unified functioning. Brain stem theorists 
argue, however, that the criterion on death should be 
simply the irreversible loss of the capacity for con-
sciousness combined with the irreversible loss of the 
capacity to breathe        [15, 16] . Christopher Pallis, the 
most eloquent proponent of the concept of brain stem 
death, pointed out that the brain stem is at once the 
through-station for nearly all hemispheric input and 
output, the centre generating conscious wakefulness, 
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and the centre of breathing. Therefore, destruction of 
the brain stem produces loss of brain functions that 
is sufficient for death. He epitomized the role of the 
brain stem in brain death: ‘ the irreversible cessation 
of brain stem function implies death of the brain as a 
whole  ’   [16] . Pallis also correctly observed that most of 
the clinical tests for whole-brain death measure the 
loss of brain stem functions. 

   There are two serious problems with the brain stem 
criterion. First, because it does not require cessation of 
the clinical functions of the diencephalon or cerebral 
hemispheres, it creates the possibility of misdiagno-
sis of death resulting from a pathological process that 
appears to destroy all brain stem activities but that 
preserves a degree of conscious awareness that can-
not be clinically detected. I called such a possibility a 
 ‘ super locked-in syndrome ’   [7] . I am unaware of the 
existence of such a case but it remains possible. 

   The second problem of the brain stem criterion is 
that by not requiring intracranial circulatory arrest, it 
eliminates the fail-safe feature of the whole-brain for-
mulation to confidently demonstrate global neuronal 
destruction. As a practical matter, it also eliminates 
the possibility of using a confirmatory test to show 
cessation of intracranial circulation, thereby guaran-
teeing the irreversible loss of consciousness and of the 
brain’s other clinical functions.  

    Higher-Brain Formulation 

  In the early days of the brain death debate, Robert 
Veatch proposed a refinement in the concept of brain 
death that became known as the higher-brain formula-
tion. He argued that because it was man’s cerebral cor-
tex that defined the person, and not the primitive brain 
stem structures, the loss of the higher functions served 
by the cortex should define death. He proposed that 
death should be defined formally as ‘ the irreversible 
loss of that which is considered to be essentially sig-
nificant to the nature of man ’   [17] . He rejected the idea 
that death should be based upon the biophilosophical 
concept of an organism’s loss of the capacity to inte-
grate bodily function. His definition of death thus 
was unique for homo sapiens  and was centred upon 
the unique attribute of human conscious awareness 
 [18] . Veatch’s idea became popular, particularly among 
some philosophers and medical ethicists, where it 
remains embraced. But despite over three decades of 
scholarly articles endorsing the higher-brain formu-
lation, it has failed utterly as a public policy. No law-
makers in any jurisdiction have succeeded in changing 
laws to incorporate it and no physicians or medical 
societies in any country practice or permit it. 

  Although Veatch did not explicitly stipulate this 
point, the criterion of death that satisfies his defini-
tion is the irreversible loss of consciousness and cog-
nition. Thus, patients in persistent vegetative states 
(PVS) would be declared dead by this definition. But, 
despite their profound disability, and the tragic irony 
of persistently non-cognitive life, all societies, cultures, 
and laws throughout the world consider PVS patients 
as alive. Practice guidelines permit the withdrawal of 
life-sustaining treatment from PVS patients under cer-
tain conditions to allow them to die, but nowhere are 
they summarily declared dead  [19] . The higher-brain 
formulation is an inadequate concept of death because 
it fails the first condition of the paradigm of death: to 
make explicit our underlying consensual concept of 
death and not to contrive a new definition of death. 
Rather, the higher-brain formulation is a contrived 
redefinition of death that neither comports with bio-
logical reality nor is consistent with prevailing societal 
beliefs and laws.  

    The Circulatory Formulation 

   Brain death is not accepted universally and has had 
opponents from the time it was first popularized in 
the 1960s. Early critics claimed brain death practices 
violated Christian religious beliefs  [20] . Later critics 
detected inconsistencies between the definition and 
criterion of death of the whole-brain formulation       [18, 
21] . Current critics reject outright the concept of brain 
death and, in its place, propose the circulatory formu-
lation of death: the organism is not dead until its sys-
temic circulation ceases irreversibly. The circulatory 
idea had its conceptual birth by the philosopher Josef 
Seifert [22]  and received its conceptual consolidation 
by Alan Shewmon, its most eloquent and persuasive 
advocate, in several influential recent articles        [23, 24] .

   Shewmon summoned evidence that the brain 
performs no qualitatively different forms of bodily 
integration than the spinal cord and concludes that 
therefore it should be granted no special status above 
other organs in death determination. He presented a 
series of cases of what he infelicitously called ‘ chronic 
brain death ’  in which a group of brain dead patients 
were treated aggressively and had their circulation 
maintained for many months or longer [25] . He con-
cluded that these cases proved that the concept of 
brain death is inherently counterintuitive, for how 
could a dead body continue visceral organ function-
ing for extended periods, gestate infants, or grow? 

   First I question how many of the patients in 
Shewmon’s series were truly brain dead or might 
have been examined incorrectly. (However, the most 
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extreme case cited by Shewmon – a child rendered 
brain dead by meningitis and ventilated with contin-
ued circulation for 16 years – was proved at autopsy 
to have no recognizable brain tissue and clearly had 
been brain dead [26] .) Second, I observe that pro-
longed physiological maintenance of the circulation 
of brain dead patients represents a  tour de force  that 
reflects our current impressive critical care technologi-
cal virtuosity. Third, on more conceptual grounds, I 
argue that the circulatory formulation has the inverse 
problem of the higher-brain formulation. While the 
higher-brain formulation generates a criterion that is 
necessary but insufficient for death, the circulatory 
formulation generates a criterion that is sufficient but 
unnecessary for death. Elsewhere I have provided 
arguments supporting this conclusion based on the 
fact that it is unnecessary for a determination of death 
to require the cessation of functions of any organs 
that do not serve the critical functions of the organ-
ism as a whole       [6, 8] . Finally, although I concede that 
Shewmon and other critics have shown weaknesses in 
the coherence of the whole-brain formulation, these 
arguments have not swayed the majority of scholars, 
medical professionals, or the public who experience a 
conceptual and intuitive attraction to the whole-brain 
formulation and find it sufficiently coherent and use-
ful to wish to preserve it as public policy  [9] .

    THE TESTS OF DEATH 

   Brain death tests must be used to determine death 
only in the unusual death determination in which 
a patient’s ventilation is supported. In an apnoeic 
patient, if positive-pressure ventilation is neither 
employed nor planned, the traditional tests to deter-
mine death – the prolonged absence of breathing and 
heartbeat – can be used confidently. These tests are 
completely predictive of death because the brain will 
be rapidly destroyed by the resultant hypoxaemia and 
ischaemia from apnoea and asystole, at which time 
death will have occurred. 

   Beginning with the 1968 Harvard Medical School 
Ad Hoc Committee report, advocates for brain death 
have proposed a series of bedside tests to show that 
the whole-brain criterion of death has been satisfied. 
Numerous batteries of brain death tests were pub-
lished in the 1970s. In 1981, the Medical Consultants 
to the President’s Commission published a test battery 
that was quickly accepted, and superseded previous 
batteries [27] . In 1995, following an evidence-based 
review of the brain death scientific literature by Eelco 
Wijdicks  [28] , the Quality Standards Subcommittee 

of the American Academy of Neurology published 
a practice parameter for determining brain death in 
adults that forms the current standard for brain death 
determination in the United States [29] . Similar test 
batteries have been published in Canada       [30, 31]  and 
in the majority of European countries  [32] . The indi-
vidual tests have been described in detail by Wijdicks 
       [33, 34]  and are outlined in  Table 12.1   . 

  All brain death tests require satisfying precondi-
tions of irreversibility. The cause of the loss of brain 
functions must be known to be structural and irrevers-
ible, and must be sufficient to account for the clinical 
signs. Before brain death can be declared, the clinician 
must scrupulously exclude potentially reversible met-
abolic encephalopathies, such as those from hypother-
mia, hypoglycemia, or organ failure, as well as toxic 
encephalopathies, such as those caused by depres-
sant drug intoxication or neuromuscular blockade. To 
prove that the brain damage is permanent it is critical 
to exclude potentially reversible conditions that have 
been reported to mimic the clinical findings in brain 
death including severe de-efferentation from Guillain-
Barré syndrome, hypothermia, and intoxication with 
drugs that depress central or peripheral nervous sys-
tem function [33] . 

   The clinical examination for brain death must dem-
onstrate three cardinal signs: (1) profound coma with 
utter unresponsiveness to noxious stimuli; (2) absence 

TABLE 12.1    The Clinical Determination of Brain Death  

          (A)     Preconditions 
            1.      Diagnosis is considered in a diffusely brain damaged 

patient with coma and apnoea.  
            2.      A structural brain lesion is demonstrable that accounts for 

the clinical findings.  
            3.      Potentially reversible metabolic and toxic conditions have 

been excluded.  
            4.      Physicians performing the test have sufficient training.     

      (B)       Examination elements (all must be present) 
            1.     Coma with utter unresponsiveness.  
            2.      Absence of all brain stem reflexes: pupillary, corneal, 

vestibulo-ocular, gag, cough.  
            3.     Apnoea in the presence of hypercapnea.     

      (C)     Process 
            1.      Findings confirmed in at least two examinations separated 

by a time interval.  
            2.      The time interval varies as a function of the patient’s age 

and cause of brain death.  
            3.      The second examination can be omitted if a confirmatory 

test is performed ( Table 12.2 ).  
            4.      The patient is declared dead at the fulfilment of the second 

test.
            5.      The family is offered the opportunity for organ donation.  
            6.      A medical record note itemizes test results and declaration.       
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of all brain stem-mediated reflexes, including pupil-
lary light/dark reflexes, corneal reflexes, vestibulo-
ocular reflexes, gag reflexes, and cough reflexes; and 
(3) complete apnoea in the face of maximal chem-
oreceptor stimulation by adequate hypercapnia  [35] . 
Serial neurological examinations over a time interval 
(determined by the patient’s age and cause of brain 
injury) are necessary unless a confirmatory laboratory 
test is also used. 

   Patients with brain death show the deepest coma 
possible with utter unresponsiveness to all stimuli. 
They make no movements and lie completely still 
when the ventilator is stopped. They are insensate to 
all stimuli. Deep tendon reflexes may be retained but 
usually are absent. Muscle tone is flaccid and  ‘ postur-
ing ’  phenomena must be absent. The  ‘ Lazarus sign ’  
of bilateral arm elevation and abduction is a cervical 
motor neuron reflex movement that is seen occasion-
ally during apnoea testing in unequivocally brain 
dead patients [36] . Other reflex motor  ‘ automatisms ’
also may be rarely seen  [37] . 

   True apnoea must be present in brain death. The 
stimulus to breathe in comatose patients usually 
results from the hypercapnic and not hypoxaemic 
effect on medullary breathing centres. Therefore, to 
prove true apnoea, the PACO 2  must be raised to levels 
of at least 50 torr – and preferably exceeding 60 torr – 
with no respiratory effort present. The technique of 
apnoeic oxygenation protects the PAO 2  from falling 
to dangerously low levels as the PACO 2  rises during 
testing. The description of techniques and problems 
of apnoea testing were reviewed recently by Lang and 
Heckman [38] . 

  All reflexes innervated by the cranial nerves must 
be entirely absent in brain death including the pupil-
lary light/dark reflexes to bright light and darkness, 
corneal touch reflexes, vestibulo-ocular reflexes tested 
with 50       mL ice water caloric irrigation of the exter-
nal auditory canals, gag reflexes to tongue depressor 
stimulation of the throat, and pharyngeal cough reflex 
during endotracheal tube suctioning. 

   The demonstration of unresponsive coma, apnoea, 
and brain stem areflexia shows the absence of the 
clinical functions of the brain. Physicians determining 
brain death next must show that the absence of these 
functions is irreversible. Irreversibility can be demon-
strated by excluding the contribution of potentially 
reversible metabolic or toxic factors and by showing 
a structural basis for the absent brain functions. Brain 
CT scan may be sufficient for this purpose in cases of 
massive traumatic brain injury or subarachnoid haem-
orrhage with transtentorial herniation. 

   In cases of hypoxic–ischaemic neuronal injury 
suffered during cardiopulmonary arrest, repeated 

examinations followed by an interval of time are nec-
essary. The interval between examinations varies as a 
function of the patient’s age, the nature of the condi-
tion causing brain death, and the performance of con-
firmatory laboratory tests. The interval between serial 
examinations is longer in infants or when caused by 
hypoxic–ischaemic neuronal injury, and shorter when 
accompanied by a positive confirmatory test. 

   The clinical tests for whole-brain death and for 
brain stem death are identical. There are no accepted 
tests for the higher-brain formulation because it has 
achieved no medical or legal acceptance. The princi-
pal difference between tests for whole-brain and brain 
stem death lies in the availability of confirmatory 
tests measuring cessation of intracranial blood flow to 
prove the whole-brain criterion. 

  A laboratory test to confirm the clinical determina-
tion of brain death is useful to expedite brain death 
determination when organ donation is planned, when 
facial injury or pre-existing disease preclude adequate 
clinical testing, or in medico-legal circumstances in 
which it is desirable to have objective documentation 
of the absence of brain functions. The available con-
firmatory tests are listed in  Table 12.2   . Showing elec-
trocerebral silence by EEG is the oldest confirmatory 
test but generates too many false positive determina-
tions to be reliable. EEG assesses only the integrity of 
thalamocortical reverberating circuits and does not 
directly inspect brain stem function. Electrocerebral 
silence may be seen in patients with severe vegeta-
tive states who clearly are not brain dead  [39] . Linking 
EEG with measurements showing the absence of 
brain stem auditory evoked potentials or somatosen-
sory evoked potentials improves its reliability in brain 
death by additionally providing a direct measurement 
of brain stem electrical activity       [40, 41] .

TABLE 12.2     Confirmatory Tests for Brain Death  

          (A)     Indications 
           1.       Clinical examination cannot be completed or interpreted 

confidently
           2.      Expedite determination to facilitate timely organ 

procurement  
           3.     Medico-legal reasons 

      (B)     Tests showing absent intracranial circulation (preferred) 
           1.     Radionuclide intravenous angiography 
           2.     Transcranial Doppler ultrasound  
           3.     Computed tomographic angiography  
           4.     Magnetic resonance angiography  
           5.     Magnetic resonance diffusion/perfusion     

      (C)      Tests showing absent neuronal electrical function (both 
required) 

           1.     Electroencephalography  
           2.     Brain stem auditory evoked responses       
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   The most reliable confirmatory tests are those dem-
onstrating the cessation of intracranial blood flow. 
Intracranial blood flow ceases once intracranial pres-
sure exceeds mean arterial blood pressure. Two widely 
available and reliable tests to show cessation of intrac-
ranial circulation are intravenous cerebral isotope 
angiography [42]  and transcranial Doppler ultrasound 
         [43–45] . Both have been shown to have high positive 
and negative predictive values to confirm whole-brain 
death when performed and interpreted properly. They 
require examiner experience to detect the presence or 
absence of small amounts of blood flow. 

   There have been several reports demonstrating 
the absence of intracranial circulation in brain death 
using other techniques, including brain SPECT (Single 
Photon Emission Computed Tomography) scintigra-
phy       [46, 47] , magnetic resonance diffusion-weighted 
imaging [48] , magnetic resonance angiography  [49] , 
and computed tomographic angiography (CTA)        [50, 
51] . Of these newer techniques, although we have only 
preliminary data, CTA appears to be the most use-
ful and most widely available. Once it has been ade-
quately validated, it will probably replace the other 
imaging techniques as the preferred confirmatory test 
for brain death. A recent survey of the confirmatory 
test preferences of neurointensivists disclosed that 
radionuclide imaging is more frequently ordered by 
older physicians and transcranial Doppler ultrasound 
by younger physicians [52] . Young and Lee compared 
the reported predictive values of each test  [53] . 

  In most brain death cases, rostrocaudal transtento-
rial herniation from transmitted supratentorial pres-
sure waves secondarily destroys the brain stem and 
most other neurons by ischaemic infarction. However, 
in the unusual brain death case caused by a primary 
brain stem or cerebellar haemorrhage or other destruc-
tive lesion of the posterior fossa, intracranial pressure 
may not rise to levels sufficient to interfere with intrac-
ranial circulation, thereby eliminating the possibility of 
detecting intracranial circulatory arrest in a blood flow 
confirmatory test       [54, 55] . In such cases, the absence of 
both EEG activity and brain stem auditory and soma-
tosensory potentials can be used as a confirmatory test. 
The electrical tests also are useful when brain death 
determinations are performed several days into the 
course of brain death, after intracranial pressure has 
fallen to levels below mean arterial blood pressure. 

    AETIOLOGY AND PATHOGENESIS 

   The most common causes of brain death in adults 
are traumatic brain injury, massive intracranial 

(especially subarachnoid) haemorrhage, expanding 
intracranial mass lesions, and hypoxic–ischaemic neu-
ronal damage suffered during cardiac arrest. Children 
become brain dead most commonly from these disor-
ders and/or from asphyxia or meningitis  [56] . 

   The pathogenesis of brain death usually comprises 
three phases. The primary brain insult destroys neu-
rons in a widespread pattern and produces diffuse 
cerebral oedema which increases in severity over 
24–48 hours. The oedematous brain adds volume that, 
within the fixed skull, raises intracranial pressure. In 
phase two, as intracranial pressure rises and exceeds 
mean arterial blood pressure (in massive subarach-
noid haemorrhage it often exceeds systolic blood 
pressure), intracranial circulation ceases because 
intracranial resistance to blood flow exceeds systemic 
blood pressure. At this time, all neurons not killed 
by the primary process and brain oedema become 
infracted secondarily by global intracranial ischaemia. 
Phase three occurs several days later when intracra-
nial pressure spontaneously falls permitting renewed 
blood flow through the necrotic brain  [57] . 

   The extent of gross or microscopic necrosis present 
at autopsy is proportional to the duration of ventila-
tor use following cessation of intracranial circulation. 
In the early reports on the pathology of brain death, 
patients ’  brains showed liquefactive necrosis, a con-
dition called ‘ respirator brain ’ . These changes took 
a week or so to develop following brain death. In 
the contemporary era, evidence of frank necrosis at 
autopsy is seen less frequently because of more rapid 
brain death determination [58] .

    DIFFERENTIAL DIAGNOSIS 

  Very few clinical situations mimic brain death. 
Occasionally, patients with severe depressant drug 
intoxication, neuromuscular blockade, or hypothermia 
can show no evidence of clinical brain functions and be 
mistaken for brain death if these potentially reversible 
conditions have not been not excluded. Patients with 
severe Guillain-Barré syndrome have been mistaken 
for brain death [59] . The vegetative state, locked-in 
syndrome, coma, and other states of unresponsiveness 
can be excluded by careful examination  [60] . 

  A more common problem is in the differential 
diagnosis of individual signs of brain death. Cranial 
nerve reflexes may have been abolished by pre-
existing disease. For example, a patient’s pupillary 
light/dark reflexes may be absent because of severe 
diabetes. Or a patient’s vestibulo-ocular reflexes may be 
absent because of prior treatment with vestibulotoxic 
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aminoglycoside drugs. Patients with chronic obstruc-
tive pulmonary disease who chronically retain CO 2
may not breathe in response to elevations of PACO 2
during apnoea testing because of chronic CO 2
 insensitivity. Whenever possible, it is desirable to 
restrict brain death determination to clinicians experi-
enced in performing it. Clinical algorithms should be 
followed when less experienced clinicians perform the 
determination [61] . 

    DETERMINATION IN PRACTICE 

   The clinical tests used to determine brain death are 
well known and accepted but guidelines vary some-
what among countries  [3]  and among hospitals within 
countries  [62] . Of greater concern, empirical studies of 
the adequacy of physicians ’  bedside testing for brain 
death, including apnoea testing, have shown unfor-
tunate and widespread variability in performing the 
tests properly and recording the results completely 
         [63–65]  as well as variability in the testing protocols 
required by hospital policies  [66] . These discouraging 
findings suggest the disquieting implication that some 
physicians probably are declaring patients dead using 
brain death tests when the patients may not be dead. 
This inaccuracy suggests the need for better stand-
ardization of brain death testing and adequate train-
ing to assure that testing is performed and recorded 
properly. 

   One confounding factor is the conceptual confu-
sion among physicians and other health professionals 
about brain death, irreversible coma, and the defini-
tion of death. A widely quoted older study showed 
an appalling misunderstanding of the definitions 
and boundaries of these categories by many critical 
care physicians and nurses, the very professionals 
expected to be most knowledgeable about brain death 
 [67] . A more recent survey of medical students pro-
vided somewhat more encouraging results  [68]  but 
all experienced neurologists know that brain death 
is inadequately understood by fellow physicians and 
nurses. Laura Siminoff and colleagues showed wide-
spread misunderstanding of brain death and related 
states among the public [69] . Careful explanation 
of the concept of brain death to family members can 
improve their understanding and acceptance as well 
as improve consent for organ donation  [70] . The edu-
cational need to correct public and professional mis-
understanding is obvious. 

  In a 2002 survey, Eelco Wijdicks found that brain 
death is currently practiced in at least 80 countries but 
the testing protocols vary somewhat among countries  [3] . 

Brain death is practiced widely throughout the Western 
world but is also practiced in a growing number of 
countries in the non-Western world, such as in the 
Islamic Middle East [71]  and in India  [72] . Because of the 
variation in test batteries among countries, international 
standardization of brain death testing was designated 
as the principal project of the Ethics Committee of the 
World Federation of Neurology during the next decade 
(Prof. F. Gerstenbrand, personal communication, 25 June 
2004). Simple guidelines for the determination of brain 
death are needed to guide inexperienced physicians in 
countries where neurologists may not be available  [73] 
and in which there are no facilities for confirmatory 
tests. The brain death practice guidelines published by 
the California Medical Association are exemplary  [74] . 

   For the past several years, I have become increas-
ingly disturbed by the continued publication of 
reports of improper brain death determinations and 
my own personal experience of witnessing errors in 
examinations of patients purported to be brain dead 
who were not. Although brain death ideally is a fun-
damentally a clinical determination, accurately diag-
nosing it requires skill, experience, and scrupulous 
attention to detail. I have reluctantly concluded that, 
as a matter of practice, and especially for those who 
lack the necessary skill or experience, it is desirable 
also to perform a test showing the absence of intracra-
nial blood flow to confirm the clinical diagnosis [57] .

    CHILDREN 

   The Task Force for the Determination of Brain 
Death in Children asserted that children over 12 
months of age can be tested using the same proto-
col as for adults. The Task Force recommended that, 
because younger children may be more amenable to 
improvement, they require a longer interval between 
serial examinations and always should have a con-
firmatory laboratory test in addition to the clinical 
assessment before brain death is diagnosed  [75] . More 
recent evidence-based recommendations for protocols 
of brain death testing in children        [76, 77]  and neonates 
 [78]  are available. 

    RELIGIOUS VIEWS 

   Early commentators on brain death asserted that 
its concept and practice were compatible with the 
beliefs of the world’s principal religions  [79] . While 
that assertion was debatable in 1977, it is largely true 
now. Among Christian believers, Protestantism has 
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accepted brain death without serious exception [80] . 
The decades-long debate in Roman Catholicism [20]
that saw brain death approved by successive pontifi-
cal academies was finally settled in 2000 when Pope 
John Paul II, in an address to the 18th Congress of the 
International Transplantation Society, formally stated 
that brain death determination was compatible with 
Roman Catholic beliefs and teachings [81] . The Pope’s 
statement was reaffirmed in a recent publication of the 
Pontifical Academy of Sciences  [82] . 

  A rabbinic debate on brain death persists in 
Judaism. Reform and Conservative rabbis accept brain 
death almost without exception. But the Orthodox 
Jewish rabbinate remains split between accept-
ance and rejection. Orthodox authorities such as the 
Talmudic scholar–physician Fred Rosner argue that 
brain death is compatible with traditional Jewish law 
because it is the modern physiological equivalent of 
decapitation [83] . Other Talmudic authorities, such 
as Rabbi David Bleich, however, reject brain death 
because death as understood in Jewish law requires 
the irreversible cessation of both cardiac and respira-
tory activity [84] . In general, the strictest Orthodox 
rabbis continue to oppose brain death on Talmudic 
grounds. 

   The former opposition of Islam to brain death 
was reversed in 1986 by a decree from the Council 
of Islamic Jurisprudence Academy. Now, religious 
authorities in several Islamic countries, including in 
conservative Whahabian Saudi Arabia, permit brain 
death and organ transplantation  [71] . Hindu culture 
in India endorses brain death [72]  as does Shinto-
Confucian Japan following a lengthy social battle [85] . 

  All states in the United States have enacted stat-
utes or written administrative regulations permitting 
physicians to declare death by brain death determina-
tion [86] . In the 1990s, two states amended their laws 
to accommodate religious opposition. New Jersey 
enacted a religious exemption providing that any 
citizen who could show that brain death determina-
tion violated ‘ personal religious beliefs or moral con-
victions ’  could not be declared brain dead  [87] . New 
York amended its administrative regulations on brain 
death declaration to provide a similar though more 
restricted exemption  [86] .

    ORGAN DONATION 

   The principal reason for societies to allow phy-
sicians to practice brain death is to acknowledge 
 biological reality, particularly with advances in 
ICU technology that permit increasingly prolonged 

 physiological maintenance of a patient’s organ sub-
systems after the demise of the organism as a whole. 
The principal current utility of brain death is to permit 
multiple vital organ procurement for transplantation. 
The desire to obtain transplantable vital organs was a 
motivating factor in the development of the Harvard 
Ad Hoc Committee’s pioneering 1968 report        [88, 89] . 
At the time of the Harvard report, there was also no 
legally acceptable means to discontinue life-sustaining 
therapy once it had been started; the adoption of brain 
death determination provided such a means. 

   Current laws and medical practice guidelines in 
most societies permit the withdrawal of life-sustaining 
therapy from living hopelessly ill patients. Robert 
Truog argued that brain death determination is an 
anachronism that should be abandoned because it 
has outlived its usefulness: it is no longer necessary 
to declare a patient dead to discontinue supportive 
therapy [90] . Truog further called for the dissociation 
of the relationship between death declaration and 
vital organ donation, and for the abandonment of the 
dead-donor rule  [91] . I believe that these efforts, while 
understandable in intent, are misguided. 

   The dead-donor rule is the ethical axiom of 
unpaired multi-organ procurement for transplanta-
tion: the organ donor must first be dead, and it is 
unethical to kill even hopelessly ill donors for their 
organs despite the intent to save others and with the 
patient’s consent [92] . Truog has suggested that the 
dead-donor rule in vital organ transplantation could 
be dropped if two conditions were met: (1) the donor 
patient was hopelessly ill and beyond being harmed 
because of neurological devastation or imminently 
dying and (2) the patient had previously consented to 
serve as an organ donor  [90] . The problem with this 
idea is not that patients will be harmed because they 
probably would not, given Truog’s two conditions. 
Rather, the problem is that eliminating the dead-
donor rule may diminish public confidence in the 
organ donation enterprise. The public needs to main-
tain confidence that physicians will remove their vital 
unpaired organs only after they are dead. Public con-
fidence is fragile and can be jeopardized by publicized 
claims of physician malfeasance, even when false. 

   The resistance to implementing protocols permit-
ting organ donation after cardiac death (DCD) is the 
latest example of the fragility of public confidence 
in the organ transplantation enterprise. The United 
States National Academy of Sciences Institute of 
Medicine has endorsed protocols (formerly called 
 ‘ non-heart-beating organ donation ’ ) that permit organ 
donation immediately after cardiac death with fam-
ily consent. Suitable DCD candidate donors have suf-
fered severe brain damage and are on ventilators, but 
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are not brain dead. The patient’s surrogate decision 
maker has ordered cessation of life-sustaining therapy 
to permit the patient to die because this decision is in 
accordance with the patient’s previously stated wishes 
       [93, 94] .

   DCD protocols are being implemented in ever 
greater numbers of hospitals throughout the devel-
oped world in response to two needs: (1) to increase 
the scarce supply of transplantable organs to try to 
meet the demand for them and (2) to respond to the 
desire of families to have dying relatives become 
organ donors. DCD now accounts for a growing 
number of cadaveric organ donors among organ pro-
curement organizations  [95] . Most DCD protocols fol-
low the procedure listed in  Table 12.3   . 

   Protocols permitting DCD were introduced to try 
to increase the finite brain dead organ donor pool by 
making more efficient an organ donation scheme that 
was practiced prior to the era of brain death [96] . This 
seemingly simple scheme has met resistance from the 
public for two reasons: (1) uncertainty if the patient is 
unequivocally dead after 5 minutes of asystole and (2) 
the fear of a causal connection between the family’s 
desire for organ donation and their decision to with-
hold life-sustaining therapy. I have argued recently 
that these protocols are consistent with prevailing stat-
utes of death and do not violate the dead-donor rule 
 [97] . The unfortunate and highly publicized  ‘ scandal ’
arising when the Cleveland Clinic simply considered 
initiating a DCD protocol is a measure of the fragility 
of public confidence in death determination and organ 
donation. The public’s tenuous confidence in the abil-
ity and impartiality of physicians to correctly diag-
nose death, upon which the cadaveric organ donation 

enterprise rests, could be jeopardized by unnecessar-
ily and unwisely sacrificing the dead-donor rule.  
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    INTRODUCTION 

   In recent years, improvements in intensive care 
have increased the number of patients who survive 
severe acute brain injuries. Although the majority 
of these patients recover from coma within the first 

days of the insult, others evolve to a state of ‘ wake-
ful unawareness ’  or vegetative state. Clinically, recog-
nizing unambiguous signs of conscious perception of 
the environment and of the self in such patients can 
be extremely challenging. This difficulty is reflected in 
frequent misdiagnoses of the condition and confusion 
between the vegetative state and related conditions 
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O U T L I N E

C H A P T E R

  ABSTRACT

  The assessment of patients in the vegetative state is extremely complex and depends frequently on subjective 
interpretations of the observed spontaneous and volitional behaviour. In recent years, a number of studies have 
demonstrated an important role for functional neuroimaging in the identification of residual cognitive function, 
and even conscious awareness, in some patients fulfilling the clinical criteria for vegetative state. Such studies, 
when successful, may be particularly useful where there is concern about the accuracy of the diagnosis and the 
possibility that residual cognitive function has remained undetected. However, use of these techniques in severely 
brain-injured persons is methodologically complex and requires careful quantitative analysis and interpretation. 
In addition, ethical frameworks to guide research in these patients urgently need to be developed to accommodate 
these emerging technologies.  
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such as minimally conscious state and locked-in syn-
drome        [1, 2] . Like all severely brain-injured patients, 
bedside evaluation of residual brain function in veg-
etative state is difficult because motor responses may 
be very limited or inconsistent. In addition, the clini-
cal assessment of cognitive function relies on infer-
ences drawn from present or absent responses to 
external stimuli at the time of the examination [3] . 
Recent advances in functional neuroimaging sug-
gest a novel solution to this problem; in several cases, 
so-called activation studies have been used to identify 
residual cognitive function and even  conscious aware-
ness  in patients who are assumed to be vegetative, yet 
retain cognitive abilities that have evaded detection 
using standard clinical methods. In this chapter, we 
first describe the major clinical characteristics of vege-
tative state following severe brain injury. We then dis-
cuss the contribution of neuroimaging studies to the 
assessment of conscious awareness in the vegetative 
state. Finally, we review the major methodological 
and ethical impediments to conducting such studies 
in disorders of consciousness.  

    CLINICAL DESCRIPTION 

  Patients in the vegetative state are awake, but are 
assumed to be entirely unaware of self and environ-
ment        [4, 5] . Jennett and Plum cited the Oxford English 
Dictionary to clarify their choice of the term ‘ vegeta-
tive ’ : to be vegetate is to  ‘ live a merely physical life 
devoid of intellectual activity or social intercourse ’  
and vegetative describes  ‘ an organic body capable of 
growth and development but devoid of sensation and 
thought ’ .  ‘  Persistent  vegetative state ’  is a term that was 
chosen arbitrarily to describe a vegetative state present 
1 month after acute traumatic or non-traumatic brain 
injury but does not imply irreversibility  [6] .  ‘  Permanent
vegetative state ’  denotes irreversibility. The Multi-
Society Task Force on vegetative state concluded that 
3 months following a non-traumatic brain injury and 
12 months after traumatic injury, the condition of veg-
etative patients may be regarded as  ‘ permanent ’ . These 
guidelines are best applied to patients who have suf-
fered diffuse traumatic brain injuries and post-anoxic 
events; other non-traumatic aetiologies may be less well 
predicted (see for example        [7, 8] ) and require further 
considerations of aetiology and mechanism in evalu-
ating prognosis. Even after long and arbitrary delays, 
some exceptional patients may show limited recov-
ery. This is more likely in patients with non- traumatic 
coma without cardiac arrest who survive in the veg-
etative state for more than 3 months. The  diagnosis of 

 vegetative state should be questioned when there is 
any degree of sustained visual pursuit, consistent and 
reproducible visual fixation, or response to threaten-
ing gestures  [6] . It is essential to establish the formal 
absence of any sign of conscious perception or deliber-
ate action before making the diagnosis (Box 13.1). 

   RESTING BRAIN FUNCTION 

  In the vegetative state, the brainstem is relatively 
spared whereas the grey or white matter of both cer-
ebral hemispheres is widely and severely injured. 
Overall cortical metabolism of vegetative patients is 
40–50% of normal values                           [9–20] . Some studies how-
ever, have found normal cerebral metabolism  [17]  or 
blood flow [21]  in patients in a persistent vegetative 
state. In permanent  vegetative state (i.e., 12 months after
a trauma or 3 months following a non-traumatic brain 
injury), brain metabolism values drop to 30–40% of 
normal values ( Figure 13.1   )  [9] . This progressive loss of 
metabolic functioning over time is the result of progres-
sive Wallerian and transsynaptic neuronal degenera-
tion. Characteristic of vegetative patients is a relative 
sparing of metabolism in the brainstem (encompass-
ing the pedunculopontine reticular formation, the 
hypothalamus and the basal forebrain)  [22] . The func-
tional preservation of these structures allows for the 
preserved arousal and autonomic functions in these 
patients. Another hallmark of the vegetative state is a 
systematic impairment of metabolism in the polymodal 
associative cortices (bilateral prefrontal regions, Broca’s 
area, parieto-temporal and posterior parietal areas and 
precuneus)  [18] . These regions are known to be impor-
tant in various functions that are necessary for con-
sciousness, such as attention, memory and language 
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 [24] . It is still unknown whether the observed metabolic 
impairment in this large cortical network reflects an 
irreversible structural neuronal loss  [25]  or functional 
and potentially reversible damage. However, in those 
rare and fortunate cases where vegetative patients 
recover awareness of self and environment, positron 
emission tomography (PET) shows a functional recov-
ery of metabolism in these same cortical regions  [19] . 
Moreover, the resumption of long-range functional 
connectivity between these associative cortices and the 
intralaminar thalamic nuclei parallels the restoration of 
their functional integrity [26] . The cellular mechanisms 

which underlie this functional normalization remain 
unclear: axonal sprouting, neurite outgrowth, cell divi-
sion (known to occur predominantly in associative cor-
tices in normal primates) [27]  have been proposed as 
candidate processes  . 

    BRAIN ACTIVATION STUDIES 

  While metabolic studies are useful, they can only 
identify functionality at the most general level; that 

BRAIN ACTIVATION STUDIES 165

   BOX 13.1 

    VEGETATIVE PATIENTS WITH ATYPICAL BEHAVIOURAL FRAGMENTS      

function in Heschl’s gyrus, Broca’s area and Wernicke’s 
area. Similar observations in two other vegetative state 
patients provide novel evidence that isolated cerebral 
networks may remain active in rare vegetative state 
patients. Importantly, the preservation of these isolated 
behaviours does not herald further recovery in patients 
in chronic vegetative states who have been repeatedly 
examined and carefully studied with imaging tools. 
Reliable observations of such unusual features should 
prompt further investigation in an individual patient. 

Stereotyped responses such as grimacing, crying 
or occasional vocalization are frequently observed on 
examination of vegetative state patients. These behav-
iours are assumed to arise primarily from brainstem cir-
cuits and limbic cortical regions that are preserved in the 
vegetative state. Rarely, however, patients meeting the 
diagnostic criteria for the vegetative state exhibit behav-
ioural features that  prima facie  appear to contravene 
the diagnosis. A series of studies of chronic vegetative 
patients examined with multimodal imaging techniques 
identifi ed three such patients with unusual behavioural 
fragments. Using FDG-PET (fl uorodeoxyglucose-posi-
tron emission tomography), structural magnetic reso-
nance imaging (MRI) and magnetoencephalography 
(MEG) preserved islands of higher resting brain metab-
olism measured by PET imaging and incompletely 
preserved evoked MEG gamma-band responses were 
correlated with structural imaging and behavioural 
fragments  [17] . Among those studied was a patient 
who had been in a vegetative state for 20 years who 
infrequently expressed single words (typically epi-
thets) in isolation of environmental stimulation  [23] . 
MRI images demonstrated severe subcortical injuries. 
Resting FDG-PET measurements of the patient’s brain 
revealed a global cerebral metabolic rate of  � 50% of 
normal across most brain regions with small regions in 
the left hemisphere expressing higher levels of metabo-
lism (see  Figure 13.2   ). MEG responses to bilateral audi-
tory stimulation were confi ned to the left hemisphere 
and localized to primary auditory areas. Taken together, 
the imaging and neurophysiological data appeared to 
identify isolated sparing of left sided thalamo-cortical-
basal ganglia loops that normally support language 
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FIGURE 13.2 Preservation of regional cerebral metabolic 
activity in a vegetative state patient. FDG-PET data for vegeta-
tive state patient with occasional expression of isolated words 
is displayed co-registered with structural MRI (from Schiff 
et al. [23]). PET voxels are normalized by region and expressed 
on a colour scale ranging from 55% to 100% of normal.
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is, mapping cortical and subcortical regions that are 
potentially  recruitable, rather than relating neural activ-
ity within such regions to specific cognitive processes 
 [13] . On the other hand, methods such as H 215 O PET 
and functional magnetic resonance imaging (fMRI) 
can be used to link residual neural activity to the pres-
ence of covert cognitive function . In short, functional 
neuroimaging, or so-called activation studies, have the 
potential to demonstrate distinct and specific physi-
ological responses (changes in regional cerebral blood 
flow (rCBF) or changes in regional cerebral haemo-
dynamics) to controlled external stimulation in the 
absence of any overt response (e.g., a motor action) on 
the part of the patient (Box 13.2). In the first of such 
studies, H 215 O PET was used to measure rCBF in a 
post-traumatic vegetative patient during an auditorily 
presented story told by his mother  [28] . Compared to 
non-word sounds, activation was observed in the ante-
rior cingulate and temporal cortices, possibly reflect-
ing emotional processing of the contents, or tone, of 
the mother’s speech. In another patient diagnosed as 
vegetative, Menon et al .  [7]  also used PET, but to study 
covert visual  processing in response to familiar faces. 
During  ‘ experimental ’  scans, the patient was presented 
with pictures of the faces of family and close friends, 
while during  ‘ control ’  scans scrambled versions of 
the same images were presented which contained no 
meaningful visual information whatsoever. Previous 
imaging studies in healthy volunteers have shown that 
such tasks produce robust activity in the right fusi-
form gyrus, the so-called human  ‘ face area ’  (e.g.,        [29, 
30] ). The same visual association region was activated 
in the vegetative patient when the familiar face stimuli 
were compared to the meaningless visual images        [7, 31]  
( Figure 13.3   )  . 

   In cohort studies of patients unequivocally meet-
ing the clinical diagnosis of the vegetative state, sim-
ple noxious somatosensory [32]  and auditory        [20, 33] 
stimuli have shown systematic activation of primary 
sensory cortices and lack of activation in higher-order 
associative cortices from which they were function-
ally disconnected. High intensity noxious electrical 
stimulation activated midbrain, contralateral thala-
mus and primary somatosensory cortex in each and 
every one of the 15 vegetative patients studied, even 
in the absence of detectable cortical evoked potentials 
 [32] . However, secondary somatosensory, insular, pos-
terior parietal and anterior cingulate cortices, which 
were activated in all control subjects, failed to show 
significant activation in a single vegetative patient 
( Figure 13.4   ). 

   Moreover, in the vegetative state patients, the acti-
vated primary somatosensory cortex was shown to 
exist as an island, functionally disconnected from 

higher-order associative cortices of the pain matrix. 
Similarly, although simple auditory click stimuli acti-
vated bilateral primary auditory cortices in vegeta-
tive patients, hierarchically higher-order multimodal 
association cortices were not activated. Moreover, a 
cascade of functional disconnections were observed 
along the auditory cortical pathways, from primary 
auditory areas to multimodal and limbic areas  [33]
suggesting that the observed residual cortical process-
ing in the vegetative state does not lead to integra-
tive processes which are thought to be necessary for 
awareness  . 

  In a recent review of the relevant literature it was 
argued that functional neuroimaging studies in 
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task used by Menon et al. [7]. Surface rendered normalized PET 
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response for each scan (red dots) within each condition at peak co-
ordinates within this region. The vegetative state patient fell asleep 
during three scans (labelled ‘sleep’). Source: Figure adapted from 
Menon et al. [7].



III. COMA AND RELATED CONDITIONS

patients meeting the clinical criteria for vegetative 
state should be conducted hierarchically        [34, see also 
35] ; beginning with the simplest form of processing 
within a particular domain (e.g., auditory) and then 
progressing sequentially through more complex cogni-
tive functions. By way of example, a series of auditory 
paradigms was described that had all been success-
fully employed in functional neuroimaging studies 
of vegetative patients. These paradigms increased in 
complexity systematically from basic acoustic process-
ing to more complex aspects of language comprehen-
sion and semantics. Indeed, in a recent study exploring 
the utility of this approach residual language function 
in a group of seven vegetative and five minimally 
conscious patients has been graded according to their 
brain activation on this hierarchical series of paradigms 
 [36] . Three patients, diagnosed as vegetative, demon-
strated some evidence of preserved speech processing, 
whilst the remaining four patients showed no signifi-
cant activation at all, even in response to sound when 
compared to silence. The authors suggested that such 
a hierarchy of cognitive tasks provides the most valid 
mechanism for defining the depth and breadth of pre-
served cognitive function in patients meeting the clini-
cal criteria for persistent vegetative state and discuss 
how such an approach might be extended to allow 
clear inferences about the level of  ‘ awareness ’  or con-
sciousness to be made. 

  A question that is often asked of such studies, 
however, is whether the presence of  ‘ normal ’  brain 

activation in patients who are diagnosed as vegeta-
tive indicates a level of conscious awareness, perhaps 
even similar to that which exists in healthy volun-
teers when performing the same tasks. Many types 
of stimuli, including faces, speech and pain will elicit 
relatively  ‘ automatic ’  responses from the brain; that 
is to say, they will occur without the need for wilful 
intervention on the part of the participant (e.g., you 
cannot choose to not  recognize a face, or to  not  under-
stand speech that is presented clearly in your native 
language). By the same argument,  ‘ normal ’  neural 
responses in patients who are diagnosed as vegetative 
do not necessarily indicate that these patients have 
any conscious experience associated with processing 
those same types of stimuli. Thus, such patients may
retain discreet islands of subconscious cognitive func-
tion, which exist in the absence of awareness. 

   The logic described above exposes a central conun-
drum in the study of conscious awareness and in par-
ticular, how it relates to the vegetative state. Deeper 
philosophical considerations notwithstanding, the 
only reliable method that we have for determining if 
another being is consciously aware is to ask him/her. 
The answer may take the form of a spoken response 
or a non-verbal signal (which may be as simple as the 
blink of an eye, as documented cases of the locked-in 
syndrome have demonstrated), but it is this answer 
that allows us to infer conscious awareness. In short, 
our ability to know unequivocally that another being 
is consciously aware is ultimately determined, not by 
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Controls

PVS

58 mm 34 mm 20 mm 6 mm �4 mm

FIGURE 13.4 (Upper) Brain regions, shown in red, that activated during noxious stimulation in controls (subtraction stimulation–rest). 
(Lower) Brain regions that activated during stimulation in vegetative state patients, shown in red (subtraction stimulation–rest) and regions 
that activated less in patients than in controls (interaction (stimulation vs. rest) × (patient vs. control)), shown in blue. Projected on transverse 
sections of a normalized brain MRI template in controls and on the mean MRI of the patients (distances are relative to the bicommissural
plane). Source: Adapted from Laureys et al. [32].
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whether they are aware or not, but by their ability to 
communicate that fact through a recognized behav-
ioural response. But what if the ability to blink an 
eye or move a hand is lost, yet conscious awareness 
remains? By definition, patients who are diagnosed 
as vegetative are not able to elicit such behavioural 
responses. Following the logic of this argument then, 
even if such a patient were  consciously aware, he/she 

would, by definition, have no means for conveying 
that information to the outside world. 

  A novel approach to this conundrum has recently 
been described, using fMRI, to demonstrate pre-
served conscious awareness in a patient fulfilling the 
criteria for a diagnosis of vegetative state       [48, 49] . In 
mid-2005, the patient was involved in a road traffic 
accident. On admission to hospital she had a Glasgow 

   BOX 13.2 

    METHODOLOGICAL ISSUES      

methodological concern, the choice of experimental par-
adigm is also critical. For example, abnormal brainstem 
auditory evoked responses may make the use of audi-
tory stimuli inappropriate and alternative stimuli (i.e., 
visual) should be considered. The paradigm should 
also be suffi ciently complex to exercise the cognitive 
processes of interest, preferably beyond those that are 
simply involved in stimulus perception, yet not so com-
plex that they might easily overload residual cognitive 
capacities in a tired or inattentive patient. In addition, it 
is essential that the experimental paradigm chosen pro-
duces well-documented, anatomically specifi c, robust 
and reproducible activation patterns in healthy volun-
teers in order to facilitate interpretation of imaging data 
in patients. In vegetative state, episodes of low arousal 
and sleep are also frequently observed and close patient 
monitoring (preferably by means of simultaneous elec-
troencephalographic (EEG) recording) during activation 
scans is essential to avoid such periods. Spontaneous 
movements during the scan itself may also compromise 
the interpretation of functional neuroimaging data, par-
ticularly scans acquired using fMRI. Data processing of 
functional neuroimaging data may also present chal-
lenging problems in patients with acute brain injury. 
For example, the presence of gross hydrocephalus or 
focal pathology may complicate co-registration of func-
tional data (e.g., acquired with PET or fMRI) to anatom-
ical data (e.g., acquired using structural MRI), and the 
normalization of images to a healthy reference brain. 
Under these circumstances statistical assessment of acti-
vation patterns is complex and interpretation of activa-
tion foci in terms of standard stereotaxic co-ordinates 
may be impossible. Finally, where PET methodology is 
employed, issues of radiation burden must also be con-
sidered and may preclude longitudinal or follow-up 
studies in many patients.  

                    The acquisition, analysis and interpretation of neu-
roimaging data in severe brain injury are methodologi-
cally extremely complex. In quantitative PET studies, 
the absolute value of cerebral metabolic rates depends 
on many assumptions for which a consensus has not 
been established in cases of cerebral pathology. For 
example, the estimation of the cerebral metabolic rate 
of glucose using FDG-PET requires a correction factor, 
known as the lumped constant. It is generally accepted 
that this lumped constant is stable in normal brains. 
However, in traumatic brain injury, a signifi cant global 
decrease  in lumped constant has recently been reported 
 [37]  and in severe ischaemia, regional lumped constant 
values are known to  increase  signifi cantly as a result of 
glucose transport limitation  [38] . Second, cerebral glu-
cose use as measured by   FDG may not always be tightly 
coupled with oxygen use in patients because altered 
metabolic states, including anaerobic glycolysis, may 
occur acutely after brain injury          [39–41] . Third, because 
PET provides measurements per unit volume of intrac-
ranial contents, they may be affected by the inclusion of 
metabolically inactive spaces such as cerebrospinal fl uid 
or by brain atrophy which may artifi cially lower the cal-
culated cerebral metabolism        [42, 43] . 

   As described in the main text, so-called activation 
studies using H 215 O PET or fMRI together with estab-
lished sensory paradigms provide a direct method 
for assessing cognitive processing and even conscious 
awareness in severely brain-injured patients. However, 
like metabolic studies, these investigations are meth-
odologically complex and the results are rarely equivo-
cal. For example, in brain-injured patients, the coupling 
between neuronal activity and local haemodynam-
ics, essential for all H 215 O PET and fMRI activation 
measurements, is likely to be different from healthy 
control            [44–47] , making interpretation of such data-
sets extremely diffi cult. Notwithstanding this basic 
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Coma Scale score of 4. A computed tomography scan 
revealed diffuse brain swelling, intraventricular blood 
in the left lateral ventricle, low attenuation in the left 
frontal lobe close to the corpus callosum and attenu-
ation change in the right frontal and left posterior 
temporal regions. The following day she underwent 
a bifrontal decompressive craniectomy and a month 
later a ventriculoperitoneal shunt was inserted into 
the right lateral ventricle. Between the time of the 
accident and the fMRI scan in early January 2006, 
the patient was assessed by a multidisciplinary team 
employing repeated standardized assessments con-
sistent with the procedure described by Bates  [50] . 
Throughout this period the patient’s behaviour was 
consistent with accepted guidelines defining the veg-
etative state [51] . She would open her eyes spontane-
ously, exhibited sleep/wake cycles and had preserved, 
but inconsistent, reflexive behaviour (startle, noxious, 
threat, tactile, olfactory). No elaborated motor behav-
iours (regarded as  ‘ voluntary ’  or  ‘ willed ’  responses), 
were observed from the upper or lower limbs. There 
was no evidence of orientation, fixation or tracking to 
visual or auditory stimuli. No overt motor responses 
to command were observed. 

   Prior to the fMRI scan, the patient was instructed to 
perform two mental imagery tasks when cued by the 
instructions  ‘ imagine playing tennis ’  or  ‘ imagine visit-
ing the rooms in your home ’ . These instructions were 
elaborated outside of the scanner in an attempt to 
induce a rich and detailed mental picture during the 
scan itself. Thus, one task involved imagining playing 
a vigorous game of tennis, swinging for the ball with 
both forehand and backhand, for the entire duration 
of each scanning block. The other task involved imag-
ining moving slowly from room to room in her house, 
visualizing the location and appearance of each item 
of furniture as she did so. In a third condition, the 
patient was asked to ‘ just relax ’ . 

   Importantly, these particular tasks were chosen, 
not because they involve a set of fundamental cog-
nitive processes that are known to reflect conscious 
awareness, but because imagining playing tennis and 
imagining moving around the house elicit extremely 
reliable, robust and statistically distinguishable pat-
terns of activation in specific regions of the brain. For 
example, in a series of studies in healthy volunteers 
       [48, 52]  imagining playing tennis has been shown 
to elicit activity in the supplementary motor area, a 
region known to be involved in imagining (as well as 
actually performing) co-ordinated movements, in each 
and every one of 34 participants scanned. In contrast, 
imagining moving from room to room in a house com-
monly activates the parahippocampal cortices, the pos-
terior parietal lobe and the lateral premotor cortices, 

all regions that have been shown to contribute to 
imaginary, or real, spatial navigation. 

   Given the reliability of these responses across 
individuals, activation in these regions can be used 
as a  ‘ neural marker ’ , confirming that the participant 
retains the ability to understand instructions, to carry 
out different mental tasks in response to those instruc-
tions and, therefore, is able to exhibit willed, volun-
tary behaviour  in the absence of any overt action. 

   When the patient who was clinically diagnosed as 
vegetative was asked to imagine playing tennis, sig-
nificant activity was observed in the supplementary 
motor area that was statistically indistinguishable 
from that observed in healthy awake volunteers (see 
 Figure 13.5   ). In contrast, the instruction to  imagine

Tennis imagery

(A) Patient

(B) Controls

(C) Control

X � �2 X � �24

No prior instructionsNo prior instructions

Spatial navigation imagery

FIGURE 13.5 (A) Supplementary motor area (SMA) activity 
during tennis imagery and parahippocampal gyrus (PPA), posterior 
parietal lobe (PPC) and lateral premotor cortex (PMC) activity while 
imagining moving around a house in the patient described by Owen 
et al. [49]. (B) Statistically indistinguishable activity in all four brain 
regions in a group of 12 healthy volunteers asked to perform the 
same imagery tasks. (C) The result when a healthy volunteer under-
went exactly the same fMRI procedure as the patient described 
by Owen et al. [50], with the exception that non-instructive 
sentences (e.g., ‘The man played tennis’, ‘The man walked around 
his house’) were used. Using an identical statistical model to that 
used with the patient, no significant sustained activity was observed 
in the SMA, the PPA, the PPC, the PMC, nor any other brain region. 
All results are similarly thresholded at a False Discovery Rate (FDR) 
p � .05, corrected for multiple comparisons.
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walking through the rooms of her house elicited sig-
nificant activity in the parahippocampal gyrus, the 
posterior parietal cortex and the lateral premotor 
cortex, which was again indistinguishable from that 
observed in healthy volunteers ( Figure 13.5 ). It was 
concluded that, despite fulfilling all of the clinical cri-
teria for a diagnosis of vegetative state, this patient 
retained the ability to understand spoken commands 
and to respond to them through her brain activity, 
rather than through speech or movement, confirming 
beyond any doubt that she was consciously aware of 
herself and her surroundings. 

   Of course, sceptics may argue that the words  ‘ ten-
nis ’  and  ‘ house ’  could have automatically triggered 
the patterns of activation observed in the supple-
mentary motor area, the parahippocampal gyrus, 
the posterior parietal lobe and the lateral premo-
tor cortex in this patient in the absence of conscious 
awareness. However, no data exists supporting the 
inference that such stimuli can unconsciously elicit 
sustained haemodynamic responses in these regions 
of the brain. Indeed, considerable data exists to sug-
gest such words do not elicit the responses that were 
observed. For example, although it is well docu-
mented that some words can, under certain circum-
stances, elicit wholly automatic neural responses in 
the absence of conscious awareness, such responses 

are typically transient (i.e., lasting for a few seconds) 
and, unsurprisingly, occur in regions of the brain that 
are associated with word processing. In the patient 
described by Owen et al .        [48, 49] , the observed activity 
was not transient, but persisted for the full 30 seconds 
of each imagery task, that is far longer than would be 
expected, even given the haemodynamics of the fMRI 
response. In fact, these task-specific changes persisted 
until the patient was cued with another stimulus indi-
cating that she should rest. Such responses are impos-
sible to explain in terms of automatic brain processes. 
In addition, the activation observed in the patient was 
not in brain regions that are known to be involved in 
word processing, but rather, in regions that are known 
to be involved in the two imagery tasks that she was 
asked to carry out. Again, sustained activity in these 
regions of the brain is impossible to explain in terms 
of unconscious responses to either single  ‘ key ’  words 
or to short sentences containing those words. In fact, 
in a supplementary study [49] , non-instructive sen-
tences containing the same key words as those used 
with the patient (e.g., ‘ The man enjoyed playing ten-
nis ’ ) were shown to produce  no  sustained activity in 
any of these brain regions in healthy volunteers (see 
 Figure 13.5 , lower panel). 

   The most parsimonious explanation is, therefore, 
that this patient was consciously aware and wilfully 

   BOX 13.3 

    ETHICAL ISSUES      

typically obtained from family or legal representatives 
depending on governmental and hospital guidelines in 
each country. Nonetheless, it is not without precedent 
for studies in these patient populations to be refused 
for grants, ethics committee approval or data publica-
tion based on a view that no research study is ethical 
in patients who cannot provide consent. We side with a 
proposed ethical framework that emphasizes balancing 
access to research and medical advances alongside pro-
tection for vulnerable patient populations  [53] . Severe 
brain injury represents an immense social and economic 
problem that warrants further research. Unconscious, 
minimally conscious and locked-in patients are very 
vulnerable and deserve special procedural protections. 
However, it is important to stress that they are also vul-
nerable to being denied potentially life-saving therapy if 
clinical research cannot be performed adequately.

   Severely brain-injured, non-communicative patients 
raise several ethical concerns. Foremost is the concern 
that diagnostic and prognostic accuracy is assured, 
as treatment decisions typically include the possibil-
ity of withdrawal of life support. At present, although 
the approaches discussed above hold great promise to 
improve both diagnostic and prognostic accuracy, the 
standard approach remains the careful and repeated 
neurological examination by a trained examiner. 

  Ethical concerns are often raised concerning the 
participation of severely brain-injured patients in neu-
roimaging activation studies (especially to assess pain 
perception), studies that require invasive procedures 
(e.g., intra-arterial or jugular lines required for quantifi -
cation of PET data or modelling) or the use of neuromus-
cular paralytics. By defi nition, unconscious or minimally 
conscious patients cannot give informed consent to 
participate in clinical research and written approval is 
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following the instructions given to her, despite her 
diagnosis of vegetative state. 

    CONCLUSIONS 

  Vegetative state presents unique problems for diag-
nosis, prognosis, treatment and everyday management 
(Box 13.3). At the patient’s bedside, the evaluation of 
possible cognitive function in these patients is diffi-
cult because voluntary movements may be very small, 
inconsistent and easily exhausted. Functional neuroim-
aging appears to offer a complimentary approach to 
the clinical assessment of patients with vegetative state 
and other altered states of consciousness and can objec-
tively describe (using population norms) the regional 
distribution of cerebral activity at rest and under vari-
ous conditions of stimulation. Indeed, in some rare 
cases, functional neuroimaging has demonstrated pre-
served cognitive function and even (in two cases so 
far) conscious awareness  in patients who are assumed 
to be vegetative, yet retain cognitive abilities that have 
evaded detection using standard clinical methods. In 
our opinion, the future use of PET, MEG/EEG and 
especially fMRI will substantially increase our under-
standing of severely brain-injured patients  . 
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   Clinicians specializing in the care of patients with 
severe brain injury are well acquainted with the clini-
cal features of coma and the vegetative state (VS). 

Both of these disorders are characterized by the com-
plete absence of behavioural signs of self and environ-
mental awareness. VS can be readily distinguished 
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O U T L I N E

C H A P T E R

  ABSTRACT 

The minimally conscious state (MCS) is a condition of severely altered consciousness that is distinguished from 
the vegetative state (VS) by the presence of minimal but clearly discernible behavioural evidence of self or 
environmental awareness. There is increasing evidence from neurobehavioural and neuroimaging studies that 
important differences in clinical presentation, neuropathology and functional outcome exist between MCS and VS. 
This chapter describes the characteristic features of MCS, discusses specialized assessment techniques required for 
accurate diagnosis and outlines potential pathophysiological mechanisms underlying MCS which may provide 
important clues for the development of effective treatment interventions.  
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from coma by observing for spontaneous or elicited 
eye-opening which occurs in VS and not in coma 
 [1] . The reemergence of eye-opening signals that the 
reticular system has regained control over wakeful-
ness, although individuals in VS remain completely 
unaware of self or environment. In VS, the brain-
stem also resumes control over vital bodily functions 
including respiration, heart rate and thermal regu-
lation. Although these functions may still be com-
promised during VS, life-sustaining interventions 
such as mechanical ventilation are usually not 
required. 

   Recovery from VS is variable in rate and degree        [2, 
3] . Some individuals rapidly recover behavioural signs 
of consciousness within the first few weeks of injury 
while others demonstrate slower, more gradual recov-
ery of cognitive function over a period of months. In a 
minority of cases, cognitive functions fail to reemerge 
and VS evolves into a permanent condition [2]  . In 
those who do recover, the transition from uncon-
sciousness to consciousness is characteristically subtle, 
often marked by ambiguous signs of consciousness. 
During this transitional period, command-following 
is often difficult to differentiate from random move-
ment on bedside assessment [4] . Further complicating 
matters, even when clear signs of conscious behaviour 
have been observed, they may be difficult to replicate 
within or across examinations [5]  . 

   Until recently, patients demonstrating minimal or 
intermittent signs of consciousness were not distin-
guished diagnostically from patients in VS and coma. 
In 1995, the American Congress of Rehabilitation 
introduced the term,  minimally responsive state (MRS) , 
to describe patients manifesting inconsistent but 
clearly discernible signs of conscious behaviour [6] . A 
key element of this new diagnostic category was the 
requirement that behaviours thought to be indicative 
of consciousness be viewed as unequivocally ‘ mean-
ingful ’  by the examiner. In view of concerns that 
patients in coma and VS also display some degree 
of behavioural (albeit reflexive) responsiveness, an 
expert panel known as the Aspen Workgroup recom-
mended that the term, MRS, be replaced by  minimally
conscious state (MCS)  to emphasize the partial preser-
vation of consciousness that distinguishes this con-
dition from coma and VS  [7] . In 2002, following an 
extended period of literature review and discussion 
among professional organizations in rehabilitation, 
neurology and neurosurgery, a consensus-based case 
definition of MCS was published in association with 
recommendations for specific diagnostic criteria  [8] . 
These recommendations were subsequently endorsed 
by the American Association of Neurological 

Surgeons, American Congress of Rehabilitation 
Medicine, American Academy of Physical Medicine 
and Rehabilitation, the Child Neurology Society and 
the Brain Injury Association of America, Inc. 

   Motivated in part by alarming published estimates 
of misdiagnosis of VS ranging from 15–43% [9–11]  , a 
primary aim of the Aspen Workgroup was to estab-
lish operationally defined criteria for MCS to facilitate 
differentiation of this condition from VS. A closely 
aligned aim was to provide a common frame of ref-
erence for researchers involved in the scientific study 
of this condition. Since publication of the MCS case 
definition, the number of reports addressing assess-
ment, prognosis, pathophysiology, outcome and 
ethical issues has increased steadily [12]  . The objec-
tive of this chapter is to provide a broad overview of 
the clinical and pathophysiological features of MCS, 
and to consider the therapeutic implications of these 
characteristics.

    DEFINITION AND DIAGNOSTIC 
CRITERIA

   MCS is a condition of severely altered conscious-
ness in which minimal but definite behavioural 
evidence of self or environmental awareness is dem-
onstrated on clinical examination  [8] . To establish the 
diagnosis, there must be an evidence of least one clear-
cut behavioural sign of cognitive processing  and  the 
behaviour must be reproduced at least once within the 
same examination. Because behavioural fluctuation is 
common during MCS, it is generally necessary to con-
duct serial examinations before an accurate diagnosis 
can be made. Complicating diagnosis further, patients 
may vacillate between VS and MCS before level of 
consciousness (LOC) stabilizes [13] . 

   MCS is diagnosed when there is clear evidence of 
one or more  of the following behaviours: 

●      simple command-following; 
●      gestural or verbal yes/no responses (regardless of 

accuracy);
●      intelligible verbalization; 
●      movements or affective behaviours that occur 

in contingent relation to relevant environmental 
stimuli and are not attributable to reflexive 
activity. 

   Examples of contingent motor and affective 
responses include (1) episodes of crying, smiling or 
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laughter produced by the linguistic or visual con-
tent of emotional but not neutral stimuli; (2) vocali-
zations or gestures that occur in direct response to 
verbal prompts; (3) reaching for objects with a clear 
relationship between object location and direction of 
reach; (4) touching or holding objects in a manner that 
accommodates the size and shape of the object; and 
(5) visual pursuit or sustained fixation in response to 
moving or salient stimuli. 

   Because the diagnostic criteria for MCS depend 
largely on the integrity of the language and motor 
systems, aphasia and apraxia may confound bedside 
assessment and should always be considered before 
the final diagnosis is established. 

   Behavioural parameters have also been defined to 
mark emergence from MCS  [8] . Resolution of MCS 
is signalled by the return of one of two complex 
behaviours:

●       Reliable and consistent interactive communication : 
Communicative responses may occur through 
speech, writing, yes/no signals or augmentative 
communication devices. 

  or     

●       Functional object use : This requires discrimination 
and appropriate use of two or more objects 
presented by the examiner. In MCS, there 
may be evidence of object manipulation but 
there is no apparent awareness of how the 
object is used. 

   The criteria for emergence from MCS were intended 
to reflect recovered capacity for meaningful environ-
mental interaction. The clinical appropriateness of 
these behavioural benchmarks has been questioned by 
some authors. Taylor et al. [14]   have suggested that the 
requirements for  reliable  communication and  functional
object use conflate features of post-traumatic amnesia 
(PTA) with MCS. They note that loss of executive con-
trol during PTA may cause disturbances in language 
and practic functions which are likely to interfere with 
satisfaction of the diagnostic criteria for emergence 
from MCS, consequently prolonging the duration of 
this condition. Moreover, they suggest that if a patient 
is able to follow simple instructions and attempts to 
answer yes/no questions, regardless of accuracy, these 
behaviours no longer represent  ‘ minimal ’  evidence of 
consciousness but rather, an ability to actively engage 
in environmental interactions. They propose that it is 
more appropriate to describe the impact of PTA and 
confusion on behavioural performance at this point, 
rather than maintain the diagnosis of MCS. This issue 

will need to be investigated empirically before the 
existing criteria are modified.  Table 14.1    compares 
the clinical features of coma, VS, MCS and emergence 
from MCS. 

    BEDSIDE ASSESSMENT METHODS 

   The approach to assessment of patients with dis-
orders of consciousness (DOC) must consider two 
factors that may influence examination findings and 
lead to misdiagnosis. In light of the fluctuations in 
behaviour that commonly occur in this population, 
evaluations should be repeated over time and meas-
ures should be sensitive enough to detect subtle but 
prognostically important changes in neurobehav-
ioural responsiveness. Conventional bedside assess-
ment procedures and neurosurgical rating scales such 
as the Glasgow Coma Scale (GCS) [15]  have limited 
utility when used to monitor progress in patients 
with prolonged disturbance in consciousness as they 
were built to detect fairly gross changes in behav-
iour and are not designed to distinguish random or 
reflexive behaviours from those that are purposeful. 
To address these shortcomings, both standardized 
and individualized assessment procedures have been 
devised. Standardized rating scales assess a broad 
range of neurobehavioural functions and rely on fixed 
administration and scoring procedures. Alternatively, 
individualized behavioural assessment protocols 
are intended to address case-specific questions using 
principles of single subject research design. 

TABLE 14.1    Comparison of Behavioural Features of 
MCS, VS and Coma  

   Behaviour  MCS  VS  Coma 

   Eye opening  Spontaneous  Spontaneous  None 

   Spontaneous 
movement

 Automatic/object 
manipulation

 Reflexive/
patterned

 None 

   Response to pain  Localization  Posturing/
withdrawal

 Posturing/
none

   Visual response  Object 
recognition/
pursuit

 Startle/
pursuit (rare) 

 None 

   Affective response  Contingent  Random  None 

   Commands  Inconsistent  None  None 

   Verbalization  Intelligible words  Random 
vocalization

 None 
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   Standardized neurobehavioural assessment meas-
ures include the Coma Recovery Scale-R (CRS-R) 
[16, 17 ] ), the Coma-Near Coma Scale (CNC)  [18] , the 
Western Neurosensory Stimulation Profile (WNNSP) 
 [19] , the Western Head Injury Matrix (WHIM) 
 [20]  and the Sensory Modality and Rehabilitation 
Technique (SMART)  [21] . Although item content 
varies across measures, all evaluate behavioural 
responses to a variety of auditory, visual, motor and 
communication prompts. All of these instruments 
have been shown to have adequate reliability and 
validity; however, there is considerable variability 
in their psychometric properties and clinical util-
ity. Of these measures, the CRS-R is the only one 
that directly incorporates the existing diagnostic 
criteria for coma, VS and MCS into the administra-
tion and scoring scheme. Giacino et al . [16] com-
pared the CRS-R to the Disability Rating Scale (DRS) 
in 80 patients with DOC and found that although 
the two scales produced the same diagnosis in 
87% of cases, the CRS-R identified 10 patients in 
MCS who were classified as VS on the DRS. There 
were no cases in which the DRS detected features 
of MCS missed by the CRS-R. A more recent study 
by Schnakers and co-workers administered the 
GCS, CRS-R and the Full Outline of Unresponsiveness 
[22]   to 60 patients with acute (i.e., trauma centre) 
and subacute (i.e., rehabilitation centre) brain injury 
resulting in disturbance in consciousness. Among 
the 29 patients diagnosed with VS on the GCS, 
four were found to have at least one sign of conscious-
ness on the FOUR. However, the CRS-R detected 
evidence of MCS in 7 additional patients diagnosed 
with VS on the FOUR. All seven of these patients 
showed visual fixation, a clinical sign heralding 
recovery from the VS. 

   Clinicians involved in the care of MCS patients 
often encounter situations in which the patients ’
behavioural responses are ambiguous or occur too 
infrequently to clearly discern their significance. 
These problems are often due to injury-related sen-
sory, motor and drive deficits. For this reason, a 
technique referred to as  Individualized Quantitative 
Behavioural Assessment (IQBA)  was developed by 
Whyte and colleagues       [23, 24] . IQBA is intended 
to address case- specific questions using individu-
ally tailored assessment procedures, operationally 
defined target responses and controls for examiner 
and response bias. Once the target behaviour (e.g., 
command- following, visual tracking) has been opera-
tionalized, the frequency of the behaviour is recorded 
following administration of an appropriate command, 
an incompatible command and during a rest interval. 

Data are analysed statistically to determine whether 
the target behaviour occurs significantly more often in 
one condition relative to the others. When the fre-
quency of the behaviour is greater during the  ‘ rest ’  
condition relative to the  ‘ command ’  condition, for 
example, this suggests that the behaviour represents 
random movement rather than a direct response to 
the command. 

   IQBA can be applied across a broad array of 
behaviours and can address virtually any type of 
clinical question. McMillan  [25]  employed an IQBA 
protocol to determine whether a minimally res-
ponsive, traumatically brain-injured patient could 
reliably communicate a preference concerning with-
drawal of life-sustaining treatment. Responses to 
questions were executed using a button press. Results 
indicated that the number of affirmative responses 
to ‘ wish to live ’  questions was significantly greater 
than chance suggesting that the patient could par-
ticipate in end-of-life decision-making. McMillan’s 
findings were subsequently replicated in a second 
IQBA assessment conducted by different group of 
examiners [26] . 

   When behavioural responses are equivocal on 
bedside examination, the examiner should assure 
that the patient is adequately aroused prior to 
conducting the examination, potentially sedating 
medications should be discontinued and the patient 
should be screened for subclinical seizure activity. 
Arousal facilitation techniques that incorporate tactile 
stimulation, deep pressure or vestibular stimulation 
 [27]  should be administered to augment arousal and 
alertness. To increase the likelihood of detecting voli-
tional responses, response modalities compromised 
by sensory or motor impairment should be avoided, 
unnecessary sources of distraction should be elimi-
nated and a broad range of environmental stimuli 
should be presented. Observations of nursing staff, 
family members and paraprofessionals should be inte-
grated into the examination. When evaluating young 
children, assessment procedures may require adap-
tation to account for immature language and motor 
development.

    INCIDENCE AND PREVALENCE 

   The incidence and prevalence of MCS are difficult 
to estimate because of the lack of adequate surveil-
lance outside of primary care settings. In the United 
States, most patients with DOC are transferred to 
long-term care facilities following relatively brief 
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stays at a trauma (7–14 days) or inpatient rehabilita-
tion (30 days) centre. Long-term care facilities are 
often ill-equipped to manage patients in MCS as clini-
cal staff generally lack specialized training in assess-
ment which may allow subtle but diagnostically 
important changes to go undetected. Further compli-
cating surveillance efforts, there is no International 
Classification of Diseases (ICD) diagnostic code for 
MCS and the prevalence of MCS is influenced by sur-
vival, which is dependent upon access to care, quality 
of care and decisions to withdraw care. 

  The only published study concerning the preva-
lence of MCS was completed by Strauss and colleagues 
   [28] . These researchers developed an operational 
definition for MCS based on a large state registry 
used by the California Department of Developmental 
Services to track medical care and services admin-
istered to residents between the ages of 3 and 15. Of 
the 5075 individuals in the registry who met crite-
ria for VS or MCS, 11% were in VS and 89% in MCS. 
Extrapolating from US census data for the general 
adult population, the prevalence of MCS was esti-
mated to be between 112 000 and 280 000. If these 
figures are correct, the prevalence of MCS may be 
sevenfold higher than VS. 

    PROGNOSIS AND OUTCOME 

   Few outcome predictors specific to MCS have 
been identified. It is likely that this is because out-
come studies completed prior to establishing the 
diagnostic criteria for MCS in 2002 failed to distin-
guish patients in VS from those with minimal or 
inconsistent evidence of conscious behaviour. There 
is growing evidence that outcome from MCS may 
be associated with recovery of specific behaviours. 
A number of investigators have reported that 
reemergence of visual pursuit may presage recov-
ery of other signs of consciousness. Among 104 
patients admitted to an inpatient rehabilitation cen-
tre with a diagnosis of VS or MCS, Giacino and 
Kalmar [29]  found intact visual pursuit in 82% of the 
MCS patients relative to 20% of the VS group. More 
importantly, 73% of the VS group with visual pursuit 
recovered other clear-cut signs of consciousness by 12 
months, as compared to 45% of those without pursuit. 
Ansell and Keenan [19]  reported that patients who 
demonstrated late improvement performed signifi-
cantly better on tests of visual pursuit completed on 
admission to rehabilitation when compared to those 
who did not improve. Similarly, Shiel and colleagues 

 [20]  found that acutely brain-injured patients who 
showed visual pursuit on hospital admission were 
more likely to demonstrate social interaction and com-
municative behaviour later in their course than those 
who did not. 

   Outcome following MCS also appears to be linked 
to rate of recovery. Whyte and colleagues  [30]  found 
that rate of improvement on the DRS  [31]  over the first 
2 weeks of inpatient rehabilitation was highly predic-
tive of subacute functional outcome. Patients with bet-
ter DRS scores at enrolment and faster rates of initial 
improvement tended to have better DRS scores at 16 
weeks. The combination of rate of DRS recovery, the 
time between injury and enrolment and the DRS score 
at enrolment accounted for nearly 50% of the variance 
in DRS score at 16 weeks and were highly significant 
predictors of time until commands were followed. An 
earlier study by Giacino and co-workers [17]  found 
that change scores on three different assessment scales 
administered during the first month of rehabilitation 
were more predictive of functional outcome at dis-
charge when compared to admission scores alone. 
While 19 of 20 patients with low change scores on the 
DRS were  ‘ extremely severely disabled ’  to  ‘ extremely 
vegetative ’  at discharge, only 1 of 8 patients with high 
change scores fell into one of these unfavourable out-
come categories. Although neither of these studies 
stratified patients by diagnosis, both included cases 
diagnosed with MCS. 

   Studies consistently show that functional outcome 
is significantly more favourable for patients diag-
nosed with MCS during the acute recovery phase as 
compared to those diagnosed with VS. Giacino and 
Kalmar [29]  found that 50% of patients in MCS, vs. 
3% of those in VS, had ‘ no disability ’  to  ‘ moderate dis-
ability ’  on the DRS at 1-year post-injury. Additionally, 
while 43% of patients in the traumatic VS subgroup 
fell between the ‘ VS ’  and  ‘ extreme VS ’  categories, 
none of the patients in the traumatic MCS subgroup 
had scores in this range. Lammi et al. [32] followed 
18 patients diagnosed with traumatic MCS and com-
pared DRS outcome scores at 2–5 years post-injury 
(mean      �      3.6 years) to those reported by Giacino and 
Kalmar at 1-year post-injury. Findings indicated that 
15% of Lammi et al .’s sample had partial disability 
or less on the DRS, compared to 23% of the sample 
described by Giacino and Kalmar. The percentage of 
patients with scores in the extremely severe to vege-
tative range was also similar in both studies (Lammi 
et al .      �      20%; Giacino and Kalmar      �      17%). In both 
studies, the majority of patients were classified in 
the moderate to moderately severe ranges (55% and 
50%, respectively). Interestingly, the duration of MCS 
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was not significantly correlated with overall level of 
recovery on the DRS or with a measure of psycho-
social outcome. It is also important to note that one-
third of Lammi’s sample was deemed  ‘ independent ’
in either cognitive or motor function at follow-up. 
 Figure 14.1    compares mean DRS scores in the two 
samples.

  Eilander and colleagues [33]   investigated the rela-
tionship between LOC on admission to rehabilitation 
(i.e., conscious and able to communicate consistently, 
MCS or VS) and outcome at discharge in a cohort 
of 145 patients with traumatic and non-traumatic 
injuries. In the traumatic group, 86% of patients who 
were in MCS on admission were able to communicate 
consistently by discharged, as compared to 43% of 
patients in VS. The disparity was wider in the non-
traumatic group (MCS: 65% and 11%, respectively). 
Using a set of predictor variables including LOC at 
admission, time between injury and admission, type of 
trauma, age at injury, team treatment and gender, the 
investigators correctly classified 88% of patients who 
regained consciousness and 62% of cases that failed 
to do so. 

  Although rare, significant late functional recovery 
from MCS has been reported. In one well-documented 
case, a 38-year-old man who sustained a severe trau-
matic brain injury (TBI) recovered from MCS after 19 

years and regained fluent speech and lower extrem-
ity motor function. Diffusion tensor imaging showed 
evidence of axonal sprouting in the cerebellum over 
an 18-month period that correlated with the late 
improvement in motor function [34]. An additional 
area of increased anisotropy in the mesial parieto-
occipital region normalized following recovery of 
speech suggesting ongoing plasticity despite injury 
onset 20 years earlier.  

    LIFE EXPECTANCY 

   Strauss and co-workers  [28]  estimated mortal-
ity risk and survival rates in patients diagnosed with 
VS and MCS. The investigators subdivided the MCS 
group into patients who were mobile and those with-
out mobility, based on ability to lift the head while 
lying prone, roll forward or backward or maintain 
a sitting position for at least 5 minutes. The primary 
question addressed in this study was whether immo-
bile MCS patients had a more favourable survival 
rate than patients in VS. The authors found little dif-
ference in survival time between the two groups sug-
gesting that mobility is a better predictor of survival 
than the presence of consciousness. The percentage of 
patients in mobile MCS surviving for 8 years was 81% 
as compared to 65% and 63% for immobile MCS and 
VS, respectively. Duration of survival was also found 
to be longer for patients with acquired vs. congenital 
brain injury and shorter for those dependent upon 
gastrostomy feeding.  

    MODELLING THE 
MCS: NEUROIMAGING 

STUDIES AND THERAPEUTIC 
POSSIBILITIES

   The diagnostic category of MCS canvasses a 
wider range of clinical phenotypes and structural 
pathologies than VS. In view of the recency of noso-
logical criteria, conceptual models must accord-
ingly be seen as tentative. It is anticipated that as 
additional investigational studies are done this cat-
egory will become further refined, hopefully based on 
mechanistic distinctions. Nonetheless, existing data 
provide evidence that brain function in VS and MCS 
may be well separated at the extremes if not more 
generally. 

FIGURE 14.1    Comparison of mean DRS scores at 1 and 2–5 
years post-injury as reported in the studies by Giacino and Kalmar 
 [29, 32]   , respectively. The horizontal-patterned bars depict the per-
centage of late DRS outcome scores noted in the Lammi  et al . study 
while the solid bars represent the percentage of early DRS scores 
reported by Giacino and Kalmar.    



III. COMA AND RELATED CONDITIONS

   In considering the available data from func-
tional imaging, pathology and observational stud-
ies, a model is proposed that frames MCS primarily 
in terms of instability of the initiation, maintenance 
and completion of behavioural sets. These criti-
cal functions depend on the interaction of brainstem 
arousal systems and mesencephalic and diencephalic 
 ‘ gating systems ’  (see below) with other cerebral struc-
tures. Pathological studies and observational data 
of fluctuations observed in severely brain-injured 
patients suggest that relatively subtle measurements 
of brain function may be necessary to identify the 
underlying mechanisms of failure to organize goal-
directed behaviours and communication in MCS. 
Mechanisms identified in MCS patients with limited 
structural injuries will likely also apply to under-
standing problems of cognitive recovery of patients 
with less severe or moderate disabilities following 
brain injuries. 

    CORRELATIONS OF MCS 
WITH STRUCTURAL 

PATHOLOGY 

   Comprehensive studies of specific anatomic pathol-
ogies associated with MCS are unavailable. Autopsy 
studies of patients with severe disability following 
brain injuries show wide variations in underlying 
neuroanatomical substrates. Jennett and colleagues 
 [35]  reported 65 autopsies of patients with TBI lead-
ing either to a VS or severe disability. This study 
included 12 patients with histories consistent with 
MCS at the time of death. Over half of the severely 
disabled group demonstrated only focal brain injures, 
without diffuse axonal injury (DAI) or focal tha-
lamic infarction (including 2 of the MCS patients). 
Structural brain imaging studies also demonstrate 
that the behavioural level ultimately achieved by a 
patient following severe brain injuries often cannot 
be simply graded by the degree of vascular, DAI, and 
direct ischaemic brain damage. Kampfl  et al .  [36]  
described indirect volumetric magnetic resonance 
imaging (MRI) indices that provide reasonable pre-
dictive accuracy (~84%), when combined with time 
in VS, for a permanently vegetative outcome of over-
whelming traumatic brain injuries. Unfortunately, 
many patients fulfilling these criteria can recover after 
long intervals. In our own ongoing studies we have 
identified one MCS patient with a structural injury 
pattern on MRI fulfilling all of the Kampfl et al . 

criteria who emerged at 8 months and is now near 
an independent functional level (unpublished obser-
vations). Danielsen et al .  [37]  report detailed MRI 
and magnetic resonance spectroscopy ( 1 H-MRS) 
findings from a patient with severe DAI measured 
over several timepoints while the patient remained 
in coma for 3 months and 21 months later when the 
patient had slowly recovered to a near independent 
level. In this patient 1 H-MRS revealed characteristic 
regional reductions of NAA ( N -acetyl aspartate)/
choline ratios associated with severe DAI that nor-
malized by the study done at 21 months and corre-
lated with cognitive recovery. McMillan and Herbert 
 [38]  recently reported a 10-year follow-up on an MCS 
patient who continued to recover 7–10 years fol-
lowing a TBI to a point of regaining the capacity to 
initiate conversation, express clear preferences and 
spontaneous humour. These observations suggest 
that some slow variables of recovery may exist and 
should be quantified through further structural imag-
ing and longitudinal analysis of brain dynamics (see 
below).

  Attempts to correlate outcome with structural 
injuries are further complicated by the potentially 
disproportionate impact of certain focal injury pat-
terns. It is well known that enduring global DOC 
can result from relatively discrete injuries concen-
trated in the paramedian mesencephalon and tha-
lamus  [39] . The structures involved in these lesions 
include the thalamic intralaminar nuclei (ILN) and 
the mesencephalic reticular formation (MRF), which 
together with their connections to the thalamic reticu-
lar nucleus appear to play a key role linking arousal 
states to the control of moment-to-moment intention 
or attentional gating             [40–52] . These structures can 
be considered  ‘ gating ’  systems that control interac-
tions of the cerebral cortex, basal ganglia and tha-
lamus through their patterns of innervation within 
the cortex as well as rich innervation from the brain-
stem arousal systems          [39, 53, 54] . Patients who 
recover from bilateral paramedian thalamic inju-
ries typically demonstrate persistent instability of 
arousal level and within-state fluctuations of the 
selective gating of different cognitive functions 
       [55–57] . Thus, even incomplete injuries to the gating 
systems may produce unique deficits in maintaining 
adequate cerebral activation and patterns of brain 
dynamics necessary to establish, maintain and com-
plete behavioural set formation ( [34] ; see discussion 
below).

   Enduring VS or MCS produced by such focal 
injuries will typically include bilateral damage to 
the MRF extending bilaterally into the intralaminar 
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thalamic nuclei  [58, 59]   . However, en passant dam-
age to the thalami and upper brainstem commonly 
follows both TBI and stroke as result of the selective 
vulnerability of this region to the effects of diffuse 
brain swelling that leads to herniation of these mid-
line structures through the base of the skull (see  [60] ). 
It is likely that most patients who recover from severe 
brain injuries may represent mixed outcomes result-
ing from intermediate pathologies that combine mod-
erately diffuse injuries with limited focal damage to 
paramedian structures        [35, 61] . Pathophysiological 
mechanisms arising in the setting of such mixed 
pathologies have not been the subject of system-
atic study. It is known, however, that damage to the 
paramedian brainstem worsens prognosis follow-
ing TBI and is associated with MCS and other poor 
outcomes [62] . 

   In aggregate, clinical and pathological findings 
suggest significant variability in both the underly-
ing mechanisms of cognitive disabilities and residual 
brain function accompanying severe brain injuries 
associated with MCS and other outcomes. It appears 
that severe disabilities may arise under at least two 
different conditions: (1) extensive, relatively uniform 
DAI or hypoxic–ischaemic damage and (2) focal cere-
bral injuries combined with minimal diffuse axonal or 
ischaemic damage with possible coexisting functional 
alteration of subcortical gating systems and their 
interaction with cortical association areas.  

    FUNCTIONAL BRAIN IMAGING 
IN MCS 

   Recent functional imaging studies have exam-
ined patients using the Aspen criteria for MCS  [8] . 
Boly et al .  [63]  studied five MCS patients using the 
same functional positron emission tomography 
(fPET) auditory stimulation paradigm applied by   [64] 
to study vegetative patients. In their studies, MCS 
patients and healthy controls both showed activa-
tion of auditory association regions in the superior 
temporal gyrus that did not activate in the persistent 
vegetative state (PVS) patients and strong correlation 
of the auditory cortical responses with frontal cortical 
regions providing evidence for preservation of cer-
ebral processing associated with higher-order integra-
tive function. The majority of the MCS patients were 
scanned approximately 1 month after initial injury 
and at time that electroencephalography (EEG) exami-
nations revealed significant bilateral abnormalities 

(mostly slowing in the theta and delta range). Boly 
et al .  [63]  have also identified a normal pain network 
response to somatosensory stimulation in their MCS 
patients.

   Menon  et al .  [65]  described selective cortical activa-
tion patterns using a 15 O-PET subtraction paradigm in 
a 26-year-old woman described as in a PVS 4 months 
following an attack of acute disseminated encepha-
lomyelitis. The patient later improved to an MCS 
level by 6 months; emergence from MCS occurred 
sometime after 8 months and the patient eventu-
ally made a full cognitive recovery [66]  . Imaging 
studies done during the PVS period demonstrated 
selective activations of right occipital–temporal 
regions. This pattern of activity was interpreted as 
indicating a recovery of minimal awareness without 
behavioural manifestation. Such an interpretation 
is limited by the lack of any evidence of behavioural 
response from the patient. It is generally agreed that 
the present state of imaging technologies cannot pro-
vide alternative markers of awareness          [67–69] . The 
findings of Menon et al .  [65]  contrast with those of [64, 
70] and suggest that ultimately neuroimaging stud-
ies may be able to elucidate underlying differences 
between PVS and MCS patients. Bekinschtein et al . 
 [71]  recently reported brain activations obtained using 
functional magnetic resonance imaging (fMRI) in an 
MCS patient recovering from TBI. A subtraction com-
parison of responses to presentations of the patient’s 
mother’s voice and a neutral control voice revealed 
selective activation of the amygdala and insular cortex 
suggesting emotional processing associated with the 
mother’s voice. As in the interpretation of responses 
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FIGURE 14.2    Conceptual scheme for global DOC. PVS: persist-
ent vegetative state; MCS: minimally conscious state; LIS: locked-in 
state. Green and blue arrows indicate functional levels just below 
and above emergence from MCS.  Source : Adapted from  [75].     
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in VS, in patients without the ability to communicate 
we can only speculate about whether such activations 
indicate awareness. 

   We studied two MCS patients near the border of 
emergence more than 18 months after injury (green 
arrow in  Figure 14.2   ) using fMRI, fluorodeoxyglu-
cose-positron emission tomography (FDG-PET) and 
quantitative EEG       [72, 73] . The patients and 7 control 
subjects were studied with fMRI language activation 
paradigms similar to paradigms used in normal sub-
jects and neurosurgical candidates to map language 
networks [74] . Two 40 second narratives were pre-
recorded by a familiar relative and presented as nor-
mal speech and also played time reversed. Forward 
presentations generated robust activity in several lan-
guage-related areas in both patients.  Figure 14.3    shows 
cortical activity maps associated with the presentation 
of linguistic stimuli in a single patient. While wide 
network activation occurred with the forward presen-
tations, time-reversed narratives only activated early 
sensory cortices in the left hemisphere. This pattern 

differs from that of normal subjects, where large acti-
vations for both stimulus types were observed, with 
time-reversed language presentation showing slightly 
more activation than forward presentations. These 
preliminary fMRI results have now been confirmed in 
further studies of MCS patients (unpublished data). 
The findings indicate that some MCS patients may 
retain large-scale cortical networks that underlie lan-
guage comprehension and expression despite their 
inability to execute motor commands or communicate 
reliably. 

   In both patients studied we correlated fMRI 
findings with FDG-PET and quantitative EEG meas-
urements. The patients demonstrated low global 
resting metabolic rates with significant differences 
in hemispheric resting metabolic rates and baseline 
thalamic activity. EEG studies in both patients reveal 
significant reductions in inter-regional coherence of 
the more damaged hemisphere in wakefulness  [73] . 
In one patient this inter-regional coherence pattern 
showed a marked dependence on arousal state with 
coherence decreases observed across frequencies only 
in the state of wakefulness. The abnormalities of EEG 
coherence measures indicate a significant alteration 
of the functional integration of cortical regions in the 
more damaged hemisphere. This is all the more strik-
ing in that the EEG power spectrum showed no differ-
ences in the distribution of power across frequencies 
for both hemispheres in the two patients. Traditional 
EEG and MRI evaluations are known to be insensitive 
to detection of mild and moderate disabilities follow-
ing brain injuries and to be poor predictors of grada-
tion of severe TBI  [76] . The observation of marked 
coherence abnormalities is consistent with experi-
mental studies that indicate that coherence measures 
can provide a more direct reflection of behaviour-
ally relevant dynamics than changes in the power 
spectrum (cf.  [77] ).

    BRAIN DYNAMICS 
UNDERLYING BEHAVIOURAL 

FLUCTUATIONS IN MCS 

   It is notable that the low level of behavioural 
responses represented by MCS can be associated 
in some patients with intact large-scale network 
responses as observed in normal human subjects 
(shown in Figure 14.4   ). These observations lead nat-
urally to the question of how to model the coexist-
ence of recruitable large-scale networks and severely 

Forward Backward Overlap

FIGURE 14.3    fMRI activation patterns of BOLD (blood oxy-
genation level dependent) signal in response to passive language 
presentations (see text for further details).  Source : Reproduced with 
permission from MIT Press.    
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limited behavioural repertoires? A systematic 
approach to this question is likely to require both con-
sideration of normal mechanisms studied in cognitive 
neuroscience and a variety of clinical neurological dis-
orders. As noted above, correlations of structural inju-
ries and functional outcomes are not as strong as naïve 
assumptions would suggest, as widely differing struc-
tural pathologies may correlate with the same poor 
functional level. Moreover, functional measurements 
offer only snapshots of brain function in time. Baseline 
metabolic assessments or functional activation stud-
ies cannot adequately identify the frequency of the 
resting brain state sampled or likelihood of response 
at the time the measurements are taken. In patients 
with widely varying responsiveness these limitations 
present an important methodological concern and 
emphasize the need for more careful consideration 
of ongoing brain dynamics. What kinds of dynamical 
measures are needed? At least two different kinds of 
measurements suggest themselves. Dynamical struc-
tures arising in the EEG that correlate with elementary 
cognitive functions underlying behavioural set forma-
tion may quantify fluctuating responsiveness in MCS. 

Alongside these measurements there is also a need to 
develop more sensitive diagnostics that can identify 
dynamical signatures of several abnormal processes 
that may arise in the setting of severe brain injuries 
and limit recovery. 

   Beginning with the observations above that, the 
shape of the spectrum of the EEG can be relatively 
normal in MCS patients, it is reasonable to next con-
sider the fine correlation structure of the EEG as a 
potential indicator of mechanisms. In our prelimi-
nary studies discussed above, hemispheric coher-
ence abnormalities have been identified [73]  but 
such observations are only starting points for more 
detailed consideration of markers of cognition. The 
background activity of ongoing EEG during different 
arousal states can be precisely described as shifts in 
spectral content of the activity of distributed forebrain 
networks [78] . Combined studies of intralaminar tha-
lamic neurons and EEG power spectra show that these 
neurons in concert with the brainstem arousal systems 
support the shift away from low frequencies charac-
teristic of sleep to a mixed state including increased 
synchronized high frequency activity in natural awake 

FIGURE 14.4    Mechanism underlying functional level across spectrum of VS and MCS patients. Co-registered FDG-PET and MRI image 
from patient in  Figure 14.2  with colour scale indicating percentage of normal regional metabolic rates (from Schiff  [59]   ; see text for further 
discussion)  .
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attentive states       [79, 80] . A recent theoretical model 
of the EEG demonstrates that most of the features of 
the shape of the EEG spectrum as it evolves across 
wakefulness and sleep stages can be captured in a 
partial differential equation system constructed from 
physiologically realistic parameters and the con-
nectivity of only three major neuronal populations: 
thalamic relay and reticular neurons and cortical 
pyramidal neurons  [81] . This architecture is consistent 
with experimentally based models of EEG generation. 
Simply recovering the shape of the EEG spectrum 
may therefore only indicate that an essential sub-
strate of thalamocortical connectivity remains to 
produce this signal – not that the brain has re-estab-
lished organized activity across widely distributed 
networks correlated with goal-directed behaviour and 
cognition.

   Importantly, the long lasting changes of ongoing 
EEG background activity and thalamic firing pat-
terns associated with the arousal state of wakefulness 
are episodically shaped at a finer temporal scale by 
brief phasic modulations of the rhythms that organ-
ize behavioural set formation. The aggregate abnor-
malities of resting coherence spectra observed in our 
two MCS patients likely reflect loss of this fine struc-
ture within their resting wakeful EEG. In wakeful 
states, quantitative EEG studies in normal subjects 
and experimental studies suggest several potential 
surrogate markers of elementary cognitive proc-
esses underlying the formation of behavioural sets. 
Among such measures that may prove relevant are 
regional excitation of high frequencies seen in primate 
cortical recordings in the 30–80       Hz range associated 
with working memory and attention [82, 83]   . Similar 
patterns of frequency-specific, event-related synchro-
nization and desynchronization events are identi-
fied in the human EEG [84]   and in the dynamical 
structure associated with the contingent negative 
variation (CNV), a measure of expectancy generated 
by paramedian thalamic structures and medial 
frontal cortices in response to a warning cue CNV (cf. 
       [85, 86] ).

  Although most studies of the correlation struc-
ture of the EEG examine dynamic patterns elicited 
by specific goal-directed tasks, such activations may 
only reflect half of the necessary fine structure typi-
cally present in a normal subject (and therefore pos-
sibly required for emergence from MCS). Raichle and 
colleagues have proposed that the very high resting 
metabolic rates in the normal human brain reflect 
 ‘ default self-monitoring ’  activity that characterizes
the conscious goal-directed brain  [87, 88]   . This 

baseline activity is identified by specific patterns 
of reduction of brain oxygen extraction fraction 
(OEF) measured at rest across brain regions in a 
wide variety of goal-directed tasks. Maximum reduc-
tions in OEF arise in midline regions of the posterior 
medial parietal cortex (posterior cingulate cortex and 
precuneus) and mesial prefrontal cortex. The base-
line mode is proposed to depend on tonically active 
processing in these areas and to correlate with 
the overall metabolic demands of resting wakeful 
states. The very low overall resting cerebral meta-
bolic rates in MCS patients may reflect a severe defi-
cit of such tonically active processes. The dissociation 
of low resting cerebral metabolism despite recruit-
able networks raises the possibility that patients 
who remain near the border of emergence from 
MCS are characterized by a loss of ongoing self-
monitoring with fluctuation of recruitment of these 
large-scale networks under varying internal condi-
tions of arousal and appearance of environmentally 
salient stimuli. 

   In a study including 10 MCS patients, Laureys and 
colleagues observed relatively increased metabolic 
activity in these medial posterior parietal regions 
compared to VS patients. As noted above, this may 
indicate a partial re-establishing of baseline metabolic 
activity. It is interesting that although these regions 
are the most metabolically active regions in the rest-
ing human brain, bilateral injuries in these locations 
are not known to produce global DOC. Focal injuries 
producing states of globally impaired conscious-
ness and cognition, such as VS, MCS and other forms 
of severe disability, are typically associated with 
bilateral injuries of the paramedian mesencephalon 
and thalamus, medial frontal cortical systems or 
posterior-lateral temporal–parietal regions  [39] . A 
possible interpretation of this difference, consist-
ent with the proposed functions of these cortical 
regions, is that the self-monitoring activity thought to 
drive this high metabolic demand may not be 
necessary for goal-directed behaviour and awareness 
per se . 

   In addition to quantifying incompletely or insuf-
ficiently established dynamic phenomena associ-
ated with normal cognition, a systematic evaluation 
of abnormal dynamics arising in the severely injured 
brain will be required in evaluating MCS patients. A 
large variety of pathophysiological mechanisms pro-
ducing abnormal dynamics have been catalogued in 
the context of severe brain injuries. At present few 
diagnostic efforts are applied to assess the contri-
bution of such mechanisms in patients recovering 

BRAIN DYNAMICS UNDERLYING BEHAVIOURAL FLUCTUATIONS IN MCS 183



184 14. THE MINIMALLY CONSCIOUS STATE: CLINICAL FEATURES, PATHOPHYSIOLOGY AND THERAPEUTIC IMPLICATIONS

III. COMA AND RELATED CONDITIONS

from severe brain injury. A relatively common finding
following focal brain injuries is a reduction in cer-
ebral metabolism in brain regions remote from 
the site of injury  [89] . Disproportionately large reduc-
tions of neuronal firing rates are associated with 
modest reduction of cerebral blood flow produced 
by these crossed-synaptic effects  [90] . The cellular 
basis of this effect appears to be a loss of excitatory 
drive to neuronal populations that results in a form 
of inhibition known as disfacilitation in which hyper-
polarization of neuronal membrane potentials arises 
from absence of excitatory synaptic inputs allow-
ing remaining leak currents (principally potassium) 
to dominate  [91] . Disfacilitation may play a large 
role in changing resting brain activity levels given 

recent evidence  [92]  that cortical neurons may change 
fundamental firing properties based on levels of 
depolarization (considered here as a proxy for exci-
tatory drive). Multifocal injuries may therefore 
result in wide passive inhibition of networks due 
to loss of background activity. Note that selective 
structural injuries to the paramedian thalamus are 
unique in producing hemisphere-wide metabolic 
reductions presumably through this mechanism        [93, 
94] . Similarly, herniation injuries may generally pro-
duce some level of hemisphere-wide disfacilitation. 
Thus, the broadband, hemispheric, reductions in 
EEG coherence observed in the MCS patients dis-
cussed above may reflect ongoing functional alteration 
of common thalamic driving inputs to the cerebral 
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cortex, as opposed to complete structural thalamic 
injury as seen in Figure 14.5   . 

   In addition to disfacilitation, which may arise on 
the basis of non-selective injuries across many dif-
ferent cerebral structures, other specific dynamical 
abnormalities may be associated with severe brain 
injuries. In some patients selective structural injuries 
may damage pathways of the brainstem arousal sys-
tems where the fibers emanate or run close together. 
Consequent withdrawal of broad cortical innerva-
tion by a neuromodulator could produce significant 
dynamical effects on the EEG and behaviour. In a 
small series of VS patients with isolated MRI findings 
of axonal injuries near the cerebral peduncle (includ-
ing substantia nigra and ventral tegmental area) and 
Parkinsonism, the patients made late recoveries fol-
lowing administration of levodopa. The ascending 
cholinergic pathway also runs in tight bundles at 
points along its initial trajectory to the cerebral cortex 
and a role for focal injuries along this pathway has 
been proposed  [96] . 

   Epileptiform or similar hypersynchronous phe-
nomena may arise in severe brain injuries without 
obvious traditional EEG markers. Williams and Parsons-
Smith [97]  described local epileptiform activity in 
the human thalamus that appeared only as surface 
slow waves in the EEG in a patient with a neurologi-
cal exam alternating between a state consistent with 
MCS and interactive communication following an 
encephalitic injury. A similar mechanism might 
underlie a case of episodic recovery of communica-
tion in a severely disabled patient that intermittently 
resolved following occasional generalized seizures 
[98]  . Experimental studies have shown increased 
excitability following even minor brain trauma that 
may promote epileptiform or other forms of hyper-
synchronous activity in both cortical and subcor-
tical regions [99]  . Other observed phenomena in 
severe brain injuries that may reflect hypersynchrony 
include several syndromes with features of dystonia 
such as oculogyric crises       [100, 101] , obsessive com-
pulsive disorder  [102]  and paroxysmal autonomic 
phenomena (reviewed in  [103] ). These phenom-
ena typically show selective responses to different 
pharmacotherapies.

   Recently, a fascinating series of cases has been 
reported in which patients respond paradoxically to 
sedative medication with arousal responses. Although 
these cases could reflect epileptiform activity not 
seen on surface EEG, two studies suggest a different 
mechanism. Clauss et al. [104]   described emergence 
from MCS in a 28-year-old man with DAI after a sta-
ble 3-year period following administration of the 

gamma-amino butyric acid (GABA) agonist zolpidem 
which correlated with 35–40% increases in blood flow 
measured by single photon emission computed tom-
ography (SPECT) in the medial frontal cortex bilater-
ally and left middle frontal and supramarginal gyri. 
Brefel-Courbon  et al . [105]   reported that zolpi-
dem given for nocturnal insomnia to a conscious 
patient who neither moved nor spoke after hypoxic 
injury but followed simple commands (possibly 
MCS) allowed the patient to stand and walk and eat 
(otherwise fed by gastrostomy), and to repeat sin-
gle words and sentences, but not to exhibit sponta-
neous speech. FDG-PET studies showed a marked 
and reproducible increase in frontal and thalamic 
metabolism with application of zolpidem. Schiff and 
Posner [106]   have proposed a circuit mechanism 
to account for these observations suggesting that 
the striatum may be failing to inhibit tonic pallidal 
inhibitory outflow to the thalamocortical system as a 
result of multiple areas of impaired neuronal function 
in the frontal cortex and basal ganglia. Zolpidem, by 
directly acting on the neurons in the globus pallidus, 
which have a high concentration of binding sites 
for the drug may inhibit the pallidal outflow, thus 
activating the thalamocortical system. This circuit 
model suggests mechanisms for dopaminergic agents 
and N -methyl- D -Aspartate (NMDA) antagonist to 
improve function in some patients as is occasionally 
reported. 

   It is not yet possible to accurately predict the 
presence and influence of reversible dynamical 
phenomena that may arise in the setting of novel con-
nective topologies induced by structural brain inju-
ries. However, it may be possible to begin to identify 
specific dynamical signatures of such state-dependent 
phenomena using quantitative EEG and MEG (mag-
netoencephalography) methods. Llinas et al .  [107]  
demonstrated examples of spectral abnormalities in 
cross-frequency interactions in several different dis-
orders including epilepsy, dystonia and tremor. At 
present, however, no systematic methods have been 
developed to screen for these mechanisms. The brief 
review above suggests that to accurately model recov-
ery from severe brain injuries it will be necessary to 
attempt to isolate brain dynamics across different 
structural pathologies and possibly even patterns of 
resting metabolic activity. Available studies reviewed 
above indicate that structural pathology and rest-
ing metabolism may provide only limited guides to 
understanding cerebral integrative processes associ-
ated with consciousness and cognition in severe brain 
injury. Given these limitations complementary EEG 
measures need to be developed to track longitudinal 
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changes in correlation with behavioural patterns and 
functional imaging.  

    DIRECTIONS FOR FUTURE 
RESEARCH

   The last 10 years have been witness to important 
advances in our understanding of DOC. The devel-
opment of a case definition for MCS, the availability 
of novel functional neuroimaging strategies, the 
refinement of neurobehavioural assessment tools 
and the identification of reliable prognostic indica-
tors of functional recovery represent examples of such 
achievements. These accomplishments have given rise 
to many new questions and have helped forge a new 
research agenda. Some of the key questions that will 
need to be addressed are listed below: 

●       Should we continue to rely on behaviour as the  ‘ gold 
standard ’  for evidence of consciousness?  Functional 
neuroimaging studies suggest that cognitive 
processing capacity may be underestimated in 
patients in MCS       [65, 108] . This may be related to 
sensory, motor and drive deficits which may mask 
signs of consciousness. fMRI and PET (positron 
emission tomography) studies are expected to 
clarify the relationship between behavioural signs 
of consciousness and the integrity of underlying 
neural networks.  

●       What is the natural history of MCS?  Preliminary data 
suggest that MCS usually represents a transitional 
state between coma/VS and normal consciousness 
but may also be a permanent outcome. The natural 
history of MCS will need to be investigated further 
so that there is a reference against which the 
effectiveness of rehabilitative interventions can be 
measured.  

●       What accounts for the fluctuation in cognitive 
responsiveness that defines MCS?  To solve the 
fluctuation problem, a multidimensional 
assessment approach that incorporates 
electrophysiological recordings (EEG, evoked 
potentials), structural and functional 
neuroimaging techniques (MRI, fMRI) and 
behavioural measures (standardized rating scales, 
video logs) will be required. The resources required 
to accomplish this will likely require multicentre 
collaboration.

●       Is it possible to improve functional outcome 
following MCS?  At present, there are no proven 

treatments for promoting recovery from MCS. 
There are some promising drug studies 
although these are comprised by methodological 
weaknesses       [109, 110] . Deep brain stimulation of 
carefully selected neuromodulatory targets 
has also been proposed to facilitate cognitive 
recovery  [111] . Clinical trials will require 
multicentre protocols to assure adequate sample 
size and sufficient power. 

    CONCLUSIONS 

   Until it is possible to precisely map the neural 
substrate underlying consciousness, its borders will 
remain arbitrary. At present, diagnostic assessment 
of DOC must continue to be guided by behavioural 
criteria that can be assessed at the bedside. Prognostic 
accuracy and treatment effectiveness rest largely on 
diagnostic accuracy. The development of a case defi-
nition for MCS offers the clinician and researcher a 
means by which to distinguish those patients who 
demonstrate some evidence of consciousness from 
those who never show such signs. 

   Since the diagnostic criteria for MCS were pub-
lished, an emerging body of research has begun to 
show clear differences in pathophysiology, residual 
cerebral activity and functional outcome between 
VS and MCS. There is also theoretical and empirical 
support for the premise that patients in MCS may 
respond more favourably to treatment interventions 
than those in VS. Neuroimaging studies have begun 
to map the pathophysiological substrate underlying 
MCS offering clues to the development of novel treat-
ment interventions.  
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 ‘ Thirty years ago a stroke left me in a coma. When I awoke I 
found myself completely paralyzed and unable to speak …  I didn’t 
know what paralysis was until I could move nothing but my eyes. I 
didn’t know what loneliness was until I had to wait all night in the 

dark, in pain from head to foot, vainly hoping for someone to come 
with a teardrop of comfort. I didn’t know what silence was until the 
only sound I could make was that of my own breath issuing from a 
hole drilled into my throat ’    [1].  
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O U T L I N E

C H A P T E R

ABSTRACT

  Patients in a locked-in syndrome (LIS) are selectively deefferented, that is, have no means of producing speech, 
limb, or face movements. Usually the anatomy of the responsible lesion in the brainstem is such that locked-in 
patients are left with the capacity to use vertical eye movements and blinking to communicate their awareness. 
The syndrome is subdivided as: (a)  classical  LIS is characterized by total immobility except for vertical eye 
movements or blinking; (b) incomplete  LIS permits remnants of voluntary motion; and (c)  total  LIS with complete 
immobility including all eye movements combined with preserved consciousness. Eye-controlled computer-based 
communication technology currently allows these patients to control their environment, use a word processor 
coupled to a speech synthesizer and access the worldwide net.  

191S. Laureys & G. Tononi (Eds.) The Neurology of Consciousness © 2009, Elsevier Ltd.
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    DEFINITION 

   Plum and Posner first introduced the term  ‘ locked-
in syndrome ’  (LIS) in 1966 referring to the constella-
tion of quadriplegia and anarthria brought about by 
the disruption of the brainstem’s corticospinal and 
corticobulbar pathways, respectively  [2] . In the LIS, 
unlike coma, the vegetative state or akinetic mutism, 
consciousness remains intact. The patient is locked 
inside his body, able to perceive his environment but 
extremely limited to voluntarily interact with it. 

   The American Congress of Rehabilitation Medicine 
most recently defined LIS by (i) the presence of sus-
tained eye opening (bilateral ptosis should be ruled 
out as a complicating factor); (ii) preserved basic cog-
nitive abilities; (iii) aphonia or severe hypophonia; 
(iv) quadriplegia or quadriparesis; and (v) a primary 
mode of communication that uses vertical or lateral 
eye movement or blinking of the upper eyelid [3] . 

  Bauer  et al .  [4]  subdivided the syndrome on the 
basis of the extent of motor and verbal impairment: (a) 
classical  LIS is characterized by total immobility except 
for vertical eye movements or blinking; (b) incomplete
LIS permits remnants of voluntary motion; and (c)  total
LIS consists of complete immobility including all eye 
movements combined with preserved consciousness. 

    AETIOLOGY 

  LIS is most frequently caused by a bilateral ven-
tral pontine lesion (e.g.,       [2, 5])  ( Figure 15.1   ). In rarer 
instances, it can be the result of a mesencephalic lesion 
(e.g.,         [4, 6, 7] ). The most common aetiology of LIS is 
vascular pathology, either a basilar artery occlusion 
or a pontine haemorrhage  [8] . Another relatively fre-
quent cause is traumatic brain injury               [9–14] . Following 
trauma, LIS may be caused either directly by brainstem 
lesions, secondary to vertebral artery damage and ver-
tebrobasilar arterial occlusion, or to compression of the 
cerebral peduncles from tentorial herniation  [13] . It has 
also been reported secondary to subarachnoid haem-
orrhage and vascular spasm of the basilar artery, a 
brainstem tumour, central pontine myelinolysis, 
encephalitis, pontine abscess, brainstem drug toxicity, 
vaccine reaction, and prolonged hypoglycemia  [8] . 

  A comparable awake conscious state simulating 
unresponsiveness may also occur in severe cases of 
peripheral polyneuropathy as a result of total paralysis 
of limb, bulbar, and ocular musculature. Transient LIS 
cases have been reported after Guillain-Barré polyra-
diculoneuropathy          [15–17]  and severe post-infectious 
polyneuropathy        [18, 19] . Unlike basilar artery stroke, 

vertical eye movements are not selectively spared in 
these extensive peripheral disconnection syndromes. 
Another important cause of complete LIS can be 
observed in end-stage amyotrophic lateral sclerosis, 
that is, motor neuron disease          [20–22] . Finally, tempo-
rary pharmacologically induced LIS can sporadically be 
observed in general anaesthesia when patients receive 
muscle relaxants together with inadequate amounts 
of anaesthetic drugs (e.g.,  [23] ). Testimonies from 
victims relate that the worst aspect of the experience 
was the anxious desire to move or speak while being 
unable to do so         [24–26] . Awake- paralyzed patients 
undergoing surgery may develop post- traumatic stress 
disorder (for recent review, see  [27] ). 

    MISDIAGNOSIS 

   Unless the physician is familiar with the signs and 
symptoms of the LIS, the diagnosis may be missed 
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FIGURE 15.1    Upper panel: Magnetic resonance image (sagittal 
section) showing a massive hemorrhage in the brainstem (circular 
hyperintensity) causing LIS in a 13-year old girl. Lower panel: 18 F-
fluorodeoxyglucose-Positron Emission Tomography illustrating 
intact cerebral metabolism in the acute phase of the LIS when eye-
coded communication was difficult due to fluctuating vigilance. 
The colour scale shows the amount of glucose metabolized per 100       g 
of brain tissue per minute. Statistical analysis revealed that metabo-
lism in the supra-tentorial gray matter was not significantly lower 
as compared to healthy controls (taken from Laureys  et al ., [8])  .    



III. COMA AND RELATED CONDITIONS

and the patient may erroneously be considered as 
being in a coma, vegetative state, or akinetic mutism 
 [32] . In a recent survey in 44 LIS patients belonging to 
the French Association for Locked-in Syndrome (ALIS, 
see Box 15.1   ) the first person to realize the patient was 
conscious and could communicate via eye movements 
most often was a family member (55% of cases) and 
not the treating physician (23% of cases)  [33] . Most 
distressingly, the time elapsed between brain insult 
and LIS diagnosis was on an average of 2.5 months 
(78 days). Several patients were not diagnosed for 
more than 4 years. Leon-Carrion  et al .  [33]  believed 
that this delay in the diagnosis of LIS mainly reflected 
initial misdiagnosis. Clinical experience indeed shows 
how difficult it is to recognize unambiguous signs of 
conscious perception of the environment and of the 
self in severely brain-injured patients. Voluntary eye 
movements and/or blinking can erroneously be inter-
preted as reflexive in anarthric and nearly completely 
paralyzed patients who classically show decerebra-
tion posturing (i.e., stereotyped extension reflexes). 

However, part of the delay could be explained by an 
initial lower level neurological state (e.g., decreased or 
fluctuating arousal levels) or even psychiatric symp-
toms which would mask residual cognitive functions 
at the outset of LIS. 

    SURVIVAL AND MORTALITY 

   It has been stated that long-term survival in LIS is 
rare  [34] . Mortality is indeed high in acute LIS (76% 
for vascular cases and 41% for non-vascular cases) 
with 87% of the deaths occurring in the first 4 months 
 [5] . In 1987, Haig  et al . first  [35]  reported on the life 
expectancy of persons with LIS, showing that indi-
viduals can actually survive for significant periods 
of time. Encompassing 29 patients from a major US 
rehabilitation hospital who had been in a LIS for more 
than 1 year they reported formal survival curves at 
5-year [36]  and 10-year follow-up  [37] . These authors 

   BOX 15.1 

    FAMOUS LOCKED-IN PATIENTS      

then stored and later presented as a synthesized and 
coherent message ( http://www.hawking.org.uk ). The 
continuing brilliant productivity of Hawking despite 
his failure to move or speak illustrates that locked-in 
patients can be productive members of the society. 

   In December 1995, Jean-Dominique Bauby, aged 43 
and editor-in-chief of the fashion magazine  ‘ Elle ’ , had 
a brainstem stroke. He emerged from a coma several 
weeks later to fi nd himself in a LIS only able to move 
his left eyelid and with very little hope of recovery. 
Bauby wanted to show the world that this pathology, 
which impedes movement and speech, does not prevent 
patients from living. He has proven it in an extraordi-
nary book in which he composed each passage mentally 
and then dictated it, letter by letter, to an amanuensis 
who painstakingly recited a frequency-ordered alpha-
bet until Bauby chose a letter by blinking his left eyelid 
once to signify  ‘ yes ’ . His book  [31]   The diving bell and the 
butterfl y  became a best-seller only weeks after his death 
due to septic shock on March 9, 1997. Bauby created an 
ALIS aimed to help patients with this condition and 
their families ( http://www.alis-asso.fr ). 

   Since its creation in 1997, ALIS has registered 438 
locked-in patients in France (situation in May 2007).   

  The LIS fi rst described in Alexandre Dumas’s novel the 
Count of Monte Cristo (1844–1845)  [28] . Herein, Monsieur 
Noirtier de Villefort, was depicted as  ‘ a corpse with living 
eyes ’ . Mr. Noirtier had been in this state for more than 6 
years, and he could only communicate by blinking his 
eyes. His helper pointed at words in a dictionary and the 
monsignor indicated with his eyes the words he wanted. 
Some years later, Emile Zola wrote in his novel Thérèse 
Raquin  [29]  (1868) about a paralyzed woman who  ‘ was 
buried alive in a dead body ’  and  ‘ had language only in 
her eyes ’ . Dumas and Zola highlighted the locked-in con-
dition before the medical community did. 

   For a long time, LIS has mainly been a retrospec-
tive diagnosis based on post-mortem fi ndings        [5, 30] . 
Medical technology now can achieve long survival in 
such cases – the longest history of this condition being 
29 years (French ALIS). Computerized devices now 
allow the LIS patient and other patients with severe 
motor impairment to  ‘ speak ’ . The preeminent physi-
cist Stephen Hawking, author of the best-sellers A Brief 
History of Time  and  The Universe in a Nutshell , is able to 
communicate solely through the use of a computer-
ized voice synthesizer. With one fi nger, he selects words 
presented serially on a computer screen; the words are 
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have shown that once a patient has medically stabi-
lized in LIS for more than a year, 10-year survival is 
83% and 20-year survival is 40% [37] . 

  Data from the ALIS database ( n       �      320) show that 
survivors are younger at onset than those who die 
( Figure 15.2   ). The mean time spent in locked-in is 6  
  4 
years (range 14 days to 29 years, the latter patient 
still being alive). Reported causes of death for the 42 
deceased subjects are predominantly infectious (40%, 
most frequently pneumonia), primary brainstem stroke 
(25%), recurrent brainstem stroke (10%), patient’s 
refusal of artificial nutrition and hydration (10%), and 
other causes (i.e., cardiac arrest, gastrostomy surgery, 
heart failure, and hepatitis). It should be noted that the 
ALIS database does not contain the many LIS patients 
who die in the acute setting without being reported 
to the association. Recruitment of the ALIS database 
is based on case reporting by family and health care 
workers prompted by the exceptional media publicity 
of ALIS in France and tracked by continuing yearly sur-
veys. This recruitment bias should, however, be taken 
into account when interpreting the presented data. 

    PROGNOSIS AND OUTCOME 

   Classically, the motor recovery of LIS of vascular 
origin is very limited       [5, 37]  even if rare cases of good 
recovery have been reported        [38, 39] . Chang and 
Morariu [40]  reported the first transient LIS caused 

by a traumatic damage of the brainstem. In their 
milestone paper, Patterson and Grabois  [5] , reviewed 
139 patients – 6 cases from the author’s rehabilita-
tion centre in Texas, USA and 133 taken from 71 pub-
lished studies from 1959 to 1983 and reported earlier 
and more complete recovery in non-vascular LIS 
compared to vascular LIS. Return of horizontal pur-
suit eye movements within 4 weeks post-onset are 
thought to be predictive of good recovery  [6] . Richard 
et al .  [41]  followed 11 LIS patients for 7 months to 10 
years and observed that despite the persisting serious 
motor deficit, all patients did recover some distal con-
trol of fingers and toe movements, often allowing a 
functional use of a digital switch. The motor improve-
ment occurred with a distal to proximal progression 
and included a striking axial hypotonia. 

   LIS is uncommon enough that many clinicians do 
not know how to approach rehabilitation and there are 
no existing guidelines as how to organize the revali-
dation process. Casanova  et al .  [42]  recently followed 
14 LIS patients in three Italian rehabilitation centres 
for a period of 5 months to 6 years. They reported that 
intensive and early rehabilitative care improved func-
tional outcome and reduced mortality rate when com-
pared to the older studies by Patterson and Grabois 
 [5]  and Haig  et al .  [35] . 

   Often unknown to physicians caring for LIS in the 
acute setting and despite the limited motor recovery of 
LIS patients, many patients can return living at home. 
The ALIS database shows that out of 245 patients, 108 
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FIGURE 15.2     Age at insult vs. survival time of 320 locked-in patients registered in the ALIS database, 70 of whom died (filled circles). 
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(44%) are known to live at home (21% are staying in 
a hospital setting and 17% in a revalidation centre). 
Patients return home after a mean period of 2 
 16 
years (range 2 months to 6 years, data obtained on 
n       �      55). Results obtained in 95 patients show a mod-
erate to significant recovery of head movement in 92% 
of patients, 65% showed small movement in one of 
the upper limbs (finger, hand, or arm) and 74% show 
a small movement in lower limbs (foot or leg). Half of 
the patients has recovered some speech production 
(limited to single comprehensible words) and 95% 
can vocalize unintelligible sounds (data obtained on 
n       �      50). Some kind of electrical communication device 
is used by 81% of the LIS patients (data obtained on 
n       �      95)  [8] .  

    COMMUNICATION 

  In order to functionally communicate, it is necessary 
for the LIS patient to be motivated and to be able to 
receive (verbally or visually; i.e., written commands) 
and emit information. The first contact to be made 
with these patients is through a code using eyelid 
blinks or vertical eye movements. In cases of bilateral 
ptosis the eyelids need to be manually opened in order 
to verify voluntary eye movements on command. To 
establish a yes/no eye code, the following instruction 
can suffice:  ‘ yes ’  is indicated by one blink and  ‘ no ’
by two or look indicates ‘ yes ’  and look down  ‘ no ’ . In 
practice, the patient’s best eye movement should be 
chosen and the same eye code should be used by all 
interlocutors. Such a code will only permit to commu-
nicate via closed questions (i.e., yes/no answers on 
presented questions). The principal aim of reeduca-
tion is to reestablish a genuine exchange with the LIS 
patient by putting into place various codes to permit 
them to reach a higher level of communication and 
thus to achieve an active participation. With sufficient 
practice, it is possible for LIS patients to communicate 
complex ideas in coded eye movements. Feldman [43]
has first described a LIS patient who used jaw and 
eyelid movements to communicate in Morse Code. 

   Most frequently used are alphabetical communica-
tion systems. The simplest way is to list the alphabet 
and ask the LIS patient to make a pre-arranged eye 
movement to indicate a letter. Some patients prefer 
a listing of the letters sorted in function of appear-
ance rate in usual language (i.e., in the English 
language: E-T-A-O-I-N-S-R-H-L-D-C-U-M-F-P-G-W-Y-
B-V-K-X-J-Q-Z). The interlocutor pronounces the letters 
beginning with the most frequently used, E, and con-
tinues until the patient blinks after hearing the desired 

letter which the interlocutor then notes. It is necessary 
to begin over again for each letter to form words and 
phrases. The rapidity of this system depends upon 
practice and the ability of patient and interlocutor to 
work together. The interlocutor may be able to guess 
at a word or a phrase before all the letters have been 
pronounced. It is sufficient for him to pronounce the 
word or the rest of the sentence. The patient than con-
firms the word by making his eye code for  ‘ yes ’  or dis-
proves by making his eye code for  ‘ no ’ . Other systems 
have been discussed elsewhere  [8] . 

   The above discussed communication systems all 
require assistance from others. Recent developments 
in informatics are drastically changing the lives of 
patients with LIS. Instead of passively responding to 
the requests of others, new communication facilitation 
devices couplet to computers now allow the patient 
to initiate conversations [8] . Experts in rehabilitation 
engineering and speech-language pathology are con-
tinuingly improving various brain–computer inter-
faces (BCI). BCIs (also named thought translation 
devices) are a mean of communication in which mes-
sages or commands that an individual sends to the 
external world do not pass through the brain’s nor-
mal output pathways of peripheral nerves and mus-
cles  [44] . These patient–computer interfaces such as 
infrared eye movement sensors which can be coupled 
to on-screen virtual keyboards allowing the LIS survi-
vor to control his environment, use a word processor 
(which can be coupled to a text-to-speech synthesizer), 
operate a telephone of fax, or access the Internet and 
use e-mail ( Figure 15.3   ;  Box 15.2   ). 

   Wilhelm  et al .  [45]  have shown that mental manip-
ulation of salivary p H may be an alternative way 
to document consciousness in acute LIS (see Figure 
15.4   ). Birbaumer  et al .  [46]  reported that chronic near-
 complete LIS and end-stage amyotrophic lateral scle-
rosis, patients were able to communicate without any 
verbal or motor report but solely by modulating their 
electroencephalographic (EEG). In the future, more 
widely available access to enhanced communication 
computer prosthetics should additionally enhance the 
quality of life of LIS survivors (also see Chapter 17). 

    RESIDUAL BRAIN FUNCTION 

    Neuropsychological Testing 

   Surprisingly, there are no systematic neuropsycho-
logical studies of the cognitive functions in patients 
living with a LIS. Most case reports, however, failed to 
show any significant cognitive impairment when LIS 
patients were tested 1 year or more after the brainstem 
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FIGURE 15.3    A locked-in person updates the database of ALIS, 
moving the cursor on screen by eye movements. An infrared cam-
era (white arrow) mounted below the monitor observes one of the 
user’s eyes, an image processing software continually analyzes the 
video image of the eye and determines where the user is looking 
on the screen. The user looks at a virtual keyboard that is displayed 
on the monitor and uses his eye as a computer-mouse. To  ‘ click ’  he 
looks at the key for a specified period of time (typically a fraction of 
a second) or blinks. An array of menu keys allow the user to control 
his environment, use a speech synthesizer, browse the worldwide 
web or send e-mail independently (picture used with kind permis-
sion from DT).  With a similar device Philippe Vigand, locked-in since 
1990, has written a testimony of his LIS experience in an astonishing 
book  ‘ Putain de silence ’  translated as  ‘ Only the eyes say yes ’   [48] . 
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FIGURE 15.4    Communication method based on mental 
imagery and measurement of salivary  p H changes. Imagery of 
lemon increases salivary  p H and is used to communicate  ‘ yes ’  
while imagery of milk decreases  p H and communicates  ‘ no ’ . 
Result obtained in one healthy volunteer box and whiskers repre-
sent mean, SD and minimum/maximum measurements.  Source : 
Adapted from Vanhaudenhuyse  et al .  [49] .    

   BOX 15.2 

TESTIMONIES WRITTEN BY LIS SURVIVORS          

Stéphane detailing her  experiences. In 1990, Philippe 
Vigand, 32-years old, presented a vertebral artery dis-
section and remained in a coma for 2 months. Philippe 
and his wife write that at fi rst, doctors believed he was a 
 ‘ vegetable and was treated as such ’ . His wife eventually 
realized that he was blinking his eyes in response to her 
comments and questions to him but had diffi culties con-
vincing the treating physicians. It was speech therapist 
Philippe Van Eeckhout who formally made the diagnosis 
of LIS: when testing Vigand’s gag refl ex, Van Eeckhout 
was bit in his fi nger and yelled  ‘ chameau ’  (French for 
 ‘ camel ’ ), whereupon the patient started to grin. On the 
subsequent question  ‘ how much is 2 plus 2 ’  Vigand 
blinked four times confi rming his cognitive capacities. 
He later communicated his fi rst phrase by means of a 
letter board:  ‘ my feet hurt ’ . After many months of hos-
pital care, Vigand was brought home, where an infrared 
camera attached to a computer enabled him to  ‘ speak ’ . 
The couple conceived a child after Philippe became 
paralyzed and he has written his second book (dealing 
with the menaced French ecosystem) on the beach of the 
Martinique isles  [47]  illustrating that LIS patients can 
resume a signifi cant role in family and society. 

   Some memoirs written by LIS patients well illustrate 
the clinical challenge of recognizing a LIS. A striking 
example is Look Up for Yes  written by Julia Tavalaro  [1] . 
In 1966, 32-year old Tavalaro fell into a coma following a 
subarachnoid hemorrhage. She remained in a coma for 7 
months and gradually woke up to fi nd herself in a New 
York State chronic care facility. There, she was known 
as  ‘ the vegetable ’  and it was not until 1973 (i.e., after 6 
years) that her family identifi ed a voluntary  ‘ attempt 
to smile ’  when Julia was told a dirty joke. This made 
speech therapist Arlene Kraat brake through Julia’s iso-
lation. With the speech therapist pointing to each letter 
on a letter board, Julia began to use her eyes to spell out 
her thoughts and relate the turmoil of her terrible years 
in captivity. She later used a communication device, 
started to write poetry and could cheek-control her 
wheelchair around the hospital. Julia Tavalaro died in 
2003 at age 68 from aspiration pneumonia. 

 Another poignant testimony comes from Philippe 
Vigand, author of  Only the Eyes Say Yes  (original publi-
cation in 1997) and formerly publishing executive with 
the French conglomerate Hachette. The book is written 
in two parts, the fi rst by Philippe, the second by his wife 
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insult. Allain  et al .  [50]  performed extensive neuropsy-
chological testing in two LIS patients studied 2 and 
3 years after their basilar artery thrombosis. Patients 
communicated via a communication PrintWriter sys-
tem and showed no impairment of language, mem-
ory, and intellectual functioning. Cappa  et al .        [51, 52] 
studied one patient who was LIS for over 12 years 
and observed intact performances on language, cal-
culation, spatial orientation, right–left discrimination, 
and personality testing. Recently, New and Thomas 
 [53]  assessed cognitive functioning in a LIS patient 6 
months after basilar artery occlusion and noted sig-
nificant reduction in speed of processing, moderate 
impairment of perceptual organization and executive 
skills, mild difficulties with attention, concentration, 
and new learning of verbal information. Interestingly, 
they subsequently observed progressive improvement 
in most areas of cognitive functioning until over 2 
years after his brainstem stroke. 

  In a survey conducted by ALIS and Léon-Carrion 
et al .  [33]  in 44 chronic LIS patients, 86% reported a 
good attentional level, all but two patients could watch 
and follow a film on TV and all but one were well-
oriented in time (mean duration of LIS was 5 years). 
More recently, ALIS and Schnakers  et al .  [54]  adapted 
a standard battery of neuropsychological testing 

(i.e., sustained and selective attention, working and 
episodic memory, executive functioning, phonological 
and lexico-semantic processing and vocabulary knowl-
edge) to an eye-response mode for specific use in LIS 
patients. Overall, performances in the LIS patients 
studied 3 to 6 years after their brainstem insult were 
not significantly different from matched healthy 
controls who, like the LIS patients, had to respond 
solely via eye movements ( Figure 15.5   ). These data 
re-emphasize the fact that LIS due to purely pontine 
lesions is characterized by the restoration of a globally 
intact cognitive potential. 

    Electrophysiologic Measurements 

   Markland  [55]  reviewed EEG recordings in eight 
patients with LIS and reported it was normal or mini-
mally slow in seven and showed reactivity to external 
stimuli in all patients. These results were confirmed 
by Bassetti et al .  [56]  who observed a predominance of 
reactive alpha activity in six LIS patients. In their sem-
inal paper, Patterson and Grabois  [5]  reported normal 
EEG findings in 39 (45%) and abnormal (mostly slow-
ing over the temporal or frontal leads or more dif-
fuse slowing) in 48 (55%) patients out of 87 reviewed 
patients. Jacome and Morilla-Pastor [57] , however, 
reported three patients with acute brainstem strokes 
and LIS whose repeated EEG recordings exhibited an 
 ‘ alpha coma ’  pattern including an unreactive alpha 
rhythm to multimodal stimuli. Unreactive EEG in LIS 
was also reported by Gutling  et al .  [58]  confirming 
that lack of alpha reactivity is not a reliable indicator 
of unconsciousness and cannot be used to distinguish 
the ‘ locked-in ’  patients from those comatose due to a 
brainstem lesion. Nevertheless, the presence of a rel-
atively normal reactive EEG rhythm in a patient that 
appears to be unconscious should alert one to the pos-
sibility of a LIS. 

   Somatosensory evoked potentials are known to be 
unreliable predictors of prognosis        [56, 59]  but motor 
evoked potentials have been proposed to evaluate the 
potential motor recovery (e.g.,  [56] ). 

   Cognitive event-related potentials (ERPs) in 
patients with LIS may have a role in differential diag-
nosis of brainstem lesions [60]  and have also shown 
their utility to document consciousness in total LIS 
due to end-stage amyotrophic lateral sclerosis  [22]  
and fulminant Guillain-Barré syndrome  [16] .  Figure 
15.6    shows ERPs in locked-in patients showing a posi-
tive ‘ P3 ’  component only evoked by the patient’s own 
name (thick line) and not by other names (thin line). 
It should, however, be noted that such responses can 
also be evoked in minimally conscious patients  [61]  
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FIGURE 15.5    Neuropsychological testing data from six LIS 
patients (three males; mean age 42  
  16 years) and 40 healthy 
adults (matched according to age and level of education). Note that 
LIS patients show cognitive functioning not significantly different 
from controls.  Source : Data adapted from Schnakers  et al .  [54] .    
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and that they even persist in the vegetative state [62]
and sleeping normal subjects [63] .

    Functional Neuroimaging 

  Classically, structural brain imaging (MRI) may 
show isolated lesions (bilateral infarction, haemorrhage, 
or tumour) of the ventral portion of the basis pontis or 
midbrain (e.g., [64]) . PET scanning has shown signifi-
cantly higher metabolic levels in the brains of patients in 
a LIS compared to patients in the vegetative state  [65] . 
Preliminary results PET studies        [66, 67]  indicate that no 
supra-tentorial cortical area show significantly lower 
metabolism in acute and chronic LIS patients when 
compared to age-matched healthy controls ( Figure 15.2 ). 
Conversely, a significantly hyperactivity was observed 
in bilateral amygdala of acute, but not chronic, LIS 
patients [8] . The absence of metabolic signs of reduced 
function in any area of the gray matter re-emphasizes 

the fact that LIS patients suffer from a pure motor 
deefferentation and recover an entirely intact intellec-
tual capacity. Previous PET studies in normal volunteers 
have demonstrated amygdala activation in relation 
to negative emotions such as fear and anxiety (e.g., 
 [69] ). It is difficult to make judgments about patient’s 
thoughts and feelings when they awake from their 
coma in a motionless shell. However, in the absence 
of decreased neural activity in any cortical region, we 
assume that the increased activity in the amygdala in 
acute non-communicative LIS patients, relates to the 
terrifying situation of an intact awareness in a sensi-
tive being, experiencing frustration, stress and anguish, 
locked in an immobile body. These preliminary findings 
emphasize the need to quickly make the diagnosis and 
also recognize the terrifying situation of a pseudocoma 
(i.e., LIS) at the intensive care or coma unit. Health care 
workers should adapt their bedside-behaviour and con-
sider pharmacological anxiolytic therapy of locked-in 
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patients, taking into account the intense emotional state 
they go through. 

    DAILY ACTIVITIES 

   For those not dealing with these patients on a daily 
basis it is surprising to see how chronic LIS patients, 
with the help of family and friends, still have essential 
social interaction and lead meaningful lives. Doble 
et al .  [37]  reported that most of their chronic LIS 
patients continued to remain active through eye and 
facial movements. Listed activities included: TV, radio, 
music, books on tape, visiting with family, visit vaca-
tion home, e-mail, telephone, teaching, movies, shows, 
the beach, bars, school, and vocational training. They 
also reported an attorney who uses Morse code eye 
blinks to provide legal opinions and keeps up with 
colleagues through fax and e-mail. Another patient 
teached math and spelling to third graders using a 
mouth stick to trigger an electronic voice device. The 
authors reported being impressed with the social 
interactions of chronic LIS patients and stated it was 
apparent that the patients were actively involved in 
family and personal decisions and that their presence 
was valued at home. Only four out of the 13 patients 
used computers consistently, two accessed the internet 
and one was able to complete the telephone interview 
by himself using a computer and voice synthesizer. 
A survey by ALIS showed that out of 17 questioned 
chronic LIS patients living at home, 11 (65%) used a 
personal computer [8] .

    QUALITY OF LIFE 

  A study conducted by the French ALIS assessed the 
quality of life in LIS. Chronic LIS survivors ( n       �      17, 
LIS duration 6 
 4 years) who did not show major 
motor recovery (i.e., used eye movements or blinking 
as the major mode of communication) and who lived 
at home were asked to fill in the Short Form-36 (SF-36) 
questionnaire  [70]  on quality of life. On the basis of 
this questionnaire LIS patients unsurprisingly showed 
maximal limitations in physical activities (all patients 
scoring zero). Interestingly, self-scored perception 
of mental health (evaluating mental well-being and 
psychological distress) and personal general health 
were not significantly lower than values from age-
matched French control subjects        [8, 71] . Note that the 
perception of mental health and the presence of phys-
ical pain was correlated to the frequency of suicidal 
thought [8] . This stresses the importance of managing 

pain in chronic LIS patients. Our results confirm ear-
lier reports on quality of life assessments in chronic 
LIS patients. Leon-Carrion et al .  [33]  and the French 
ALIS showed that about half of the assessed patients 
(n       �      44) regarded their mood as good. Similarly, Doble 
et al .  [37]  studied 13 LIS patients and reported that 
more than half note were satisfied with life in gen-
eral. In 2007, we have assessed the quality of life of 11 
patients (LIS duration 7 
 3 years) (unpublished data) 
using the ACSA scale (Anamnestic Comparative Self 
Assessment) [72] . ACSA estimates overall well-being 
on a scale from  � 5 (worst period in the respondent’s 
life) to � 5 (best period). As show in  Figure 15.7   , LIS 
patients ’  overall quality of life was not significantly 
different from healthy matched controls. 

    THE RIGHT TO DIE OR THE 
RIGHT TO LIVE? 

  As stated by The American Academy of Neurology 
(AAN), patients with profound and permanent paraly-
sis have the right to make health care decisions about 
themselves including to accept or refuse life-sustaining 
therapy [73] . Bruno  et al . have questioned 97 clinicians: 
At the affirmation:  ‘Being LIS is worse than being in a veg-
etative state or in a minimally conscious state ? ’ , 66% said 
 ‘ yes ’ , 34%  ‘ no ’   [74] . The unfortunate consequence of 
this might be that biased clinicians provide less aggres-
sive medical treatment and influence families in ways 
not appropriate to the situation  [37] . Some health care 
professionals who have no experience with chronic 
LIS survivors might believe that LIS patients want to 
die but many studies have shown that patients typi-
cally have a wish to live. In 1993, Anderson  et al .  [75]  
reported that all questioned LIS patients wanted life-
sustaining treatment. A previous study by the French 
ALIS showed that 75% of chronic LIS patients without 
motor recovery rarely or never had suicidal thoughts. 
The question: ‘would you like to receive antibiotics in 
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FIGURE 15.7    ACSA  [72]  showing self-rated quality of life in 11 
LIS patients (crosses; mean age 37 
 6 year; eight males). Box and 
whiskers represent mean, SD, minimum and maximum of self-rated 
quality of life in 22 controls (mean age 43 
 10 year; eight males). 
Note that on average LIS patients self-rated quality of life is not 
significantly lower than in controls.  Source : Adapted from Bruno, 
Pellas and Laureys  [74] .    
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case of pneumonia  ’ , 80% answered  ‘ yes ’  and in reply to 
the question ‘would you like reanimation to be tempted 
in case of cardiac arrest  ’ , 62% said  ‘ yes ’  [8] . Similarly, in 
a recent survey conducted by Bruno  et al . nearly two-
thirds of studied LIS patients ( n       �      54) never had sui-
cidal thoughts (see Figure 15.8   )  [74] . In line with these 
findings, Doble et al .  [37]  reported that none of the 
questioned chronic LIS patients had a  ‘ do not resusci-
tate ’  order, more than a half had never considered or 
discussed euthanasia. These authors also noted that 
none of the 15 deaths of their study cohort of chronic 
LIS patients ( n       �      29) could be attributed to euthanasia. 
Since its creation, the French ALIS has registered over 
400 patients with LIS in France. Only five reported 
deaths were related to the patient’s wish to die. 

   In accordance with the principle of patient auton-
omy, physicians should respect the right of LIS 
patients to accept or refuse any treatment. At least two 
conditions are necessary for full autonomy, patients 
need to have intact cognitive abilities and they must 
be able to communicate their thoughts and wishes. 

   Likewise, in amyotrophic lateral sclerosis, ill-
informed patients are regularly advised by physi-
cians to refuse intubation and withhold life-saving 
interventions       [76, 77] . However, ventilator users with 
neuromuscular disease report meaningful life satisfac-
tion  [78] . Bach  [79]  warns that  ‘ virtually no patients 
are appropriately counselled about all therapeutic 
options ’  and states that advance directives, although 

appropriate for patients with terminal cancer, are inap-
propriate for patients with severe motor disability. 

  Katz  et al .  [36]  cite the Hastings Centre Report,  ‘ Who 
speaks for the patient with LIS? ’ . With the initial handi-
cap of communicating only through eyeblink who can 
decide whether the patient is competent to consent 
or to refuse treatment?  [80] . With regard to end-of-life 
decisions taken in LIS patients, an illustrative case is 
reported by Fred  [81] . His 80-year old mother became 
locked-in. In concert with the attending physician, with-
out consent of the patient herself, the decision was made 
to ‘ have her senses dulled ’  and provide supportive care 
only. She died shortly thereafter with a temperature of 
109°F (43°C). In the accompanying editorial, Stumpf 
 [82]  commented that  ‘ human life is to be preserved as 
long as there is consciousness and cognitive function in 
contrast to a vegetative state or neocortical death ’ . 

    CONCLUSION 

   The discussed data stress the need for critical care 
physicians who are confronted to acute LIS to rec-
ognize this infrequent syndrome as early as possi-
ble. Health care workers who take care of acute LIS 
patients need a better understanding of the long-term 
outcome of LIS. Opposite to the beliefs of many phy-
sicians, LIS patients self-report a meaningful quality 
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of life and the demand of euthanasia existing but is 
uncommon. Studies emphasize LIS patients ’  right to 
autonomy and demonstrate their ability to exercise it, 
including taking end-of-life decisions. The strength of 
medical and communication-technological progress 
for patients with severe neurological conditions is that 
it makes them more and more like all the rest of us 
 [83] . Clinicians should realize that quality of life often 
equates with social rather than physical interaction. 
It’s important to emphasize that only the medically 
stabilized, informed LIS patient is able to accept or to 
refuse life-sustaining treatment. LIS patients should 
not be denied the right to die –and to die – but also, 
and more importantly, they should not be denied the 
right to live – and to live with dignity and the best 
possible care. 
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  According to the information integration theory of 
consciousness       [1, 2] , consciousness corresponds to the 
brain’s ability to rapidly integrate information. This abil-
ity to integrate information requires a well-functioning 
thalamocortical system       [2, 3] . Indeed, extensive lesions 

of the thalamocortical system are usually associated 
with a global loss of consciousness, such as that seen 
in comatose patients [4] . Also, in patients who have 
undergone the surgical section of the corpus callosum 
for therapeutic purposes, leading to a splitting of the 
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O U T L I N E

C H A P T E R

   ABSTRACT

Consciousness is based on the ability to rapidly integrate information and requires the optimal functioning of 
neural networks widely distributed between the thalami and the whole cortical mantle. Neurodegenerative 
processes that occur in dementing disorders, including Alzheimer’s disease, frontotemporal dementia and Lewy 
Body Disease, lead to a progressive disruption of the brain functional and anatomical connectivity that sustains 
complex mental activity in the human brain. Not only different dementia syndromes affect the brain in different 
ways but also patients with the same disease may show distinctive clinical features. By combining clinical, 
neuropsychological and functional brain imaging studies in selected patients, scientists are gaining new insights 
on the cerebral bases of conscious mental activity and of the neural events that make awareness of the surrounding 
world and of ourselves to dissolve.   
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thalamocortical system, consciousness is split as well 
 [2] . Neural activity that correlates with conscious 
experience appears to be widely distributed over the 
cortex, indicating that consciousness is based on the 
optimal functioning of a distributed thalamocortical 
network rather than on the activity of a specific single 
cortical region  [2] . This also is in line with the obser-
vation that lesions of selected cortical areas result in 
the impairment of specific submodalities of conscious 
experience, such as the perception of faces, but do not 
produce any alteration of global consciousness  [5] . 

  Alzheimer’s disease is the most common form of 
dementing disorders in the elderly, affecting more than 
5% of individuals aged 65 years and older and almost 
one out of two individuals over 85 years of age [6] . 
Patients with Alzheimer’s disease show a progressive, 
multivariate and irreversible deterioration of cognitive 
abilities. Different aspects of consciousness also may 
be impaired, including conscious processing of infor-
mation and awareness of disease condition        [7, 8] . 

   Cognitive impairment in Alzheimer’s disease is 
the consequence of the functional and anatomical 
disruption of cortical integrity due to the progressive 
development of the neuropathological process. The 
availability of modern brain imaging methodologies, 
including positron emission tomography (PET) and 
magnetic resonance imaging, in combination with 
sophisticated experimental paradigms, has made it 
possible to examine in a non-invasive manner the 
neurometabolic bases of mental function in healthy 
human subjects and in patients with dementia           [7–10] . 
Because the neuropathological process may progress 
to affect preferentially different cortical areas in indi-
vidual patients, dementia represents a valuable  “ natu-
ral model ”  to investigate the effects of distinct patterns 
of disruption of cortical integrity on consciousness. 

   In this chapter we will review what we have 
learned in this respect from combined behavioural 
and in vivo  brain imaging studies in patients with 
Alzheimer’s disease and frontotemporal dementia. 

    COGNITIVE IMPAIRMENT AND 
DISRUPTION OF BRAIN FUNCTIONAL 
INTEGRITY IN ALZHEIMER’S DISEASE 

   Disturbances of attention and memory typically 
are the first clinical manifestations in patients with 
Alzheimer’s disease and may remain the only symp-
toms for a long time. Impairments in attentional and 
executive functions, abstract reasoning, semantic 
memory, visuoperceptual skills along with alterations 
in personality and behaviour and loss of insight into 

the disease condition then occur in different combina-
tions in individual patients               [8, 9, 11–14] . 

   Cognitive impairment is due to the insidious devel-
opment of a neuropathological process characterized 
by the presence of senile plaques, neurofibrillary tan-
gles and loss of neurons and their synaptic projections 
       [15, 16] . These neuropathological lesions affect mostly 
the neocortical association areas of the parietal, tem-
poral and frontal lobes and limbic regions and show a 
regional distribution that may vary among individual 
patients           [15, 17–19] . Typically, the neuropathological 
process starts in the medial temporal lobe structures, 
including the entorhinal cortex and the hippocampal 
formation, and subsequentely spreads to the neocor-
tical association areas of the temporal, parietal and 
frontal lobes, leading to the disruption of various 
mental functions         [17, 18, 20] .

   Over the past three decades, many studies have 
been conducted with PET to measure regional cerebral 
glucose metabolism and blood flow in patients with 
Alzheimer’s disease examined at rest (eyes patched, 
ears plugged, no sensory stimulation) as well as dur-
ing a variety of cognitive tasks (see [10]  for a review). 
Measures of both cerebral glucose metabolism and 
blood flow are reliable indices of neuronal synaptic 
activity, as they reflect the brain metabolic need for 
glucose and oxygen in order to produce adenosine tri-
phosphate (ATP). ATP in the central nervous system 
is mostly required for maintenance and restoration of 
ionic gradients and cell membrane potentials due to 
electrical activity associated with action potentials and 
transmission of impulses from neuron to neuron        [21, 
22] . Therefore, changes in synaptical activity lead to 
parallel changes in the demand for ATP and, in turn, 
for glucose utilization and capillary blood flow in the 
same brain regions. Indeed, the frequency of action 
potentials and the rate of glucose utilization show a 
direct linear correlation              [22–26] . 

   Overall, the PET studies conducted in several labo-
ratories across the world have been consistent in pro-
viding the following pieces of evidence ( Figure 16.1   ): 

    1.      Cerebral glucose metabolism is impaired in Alzheimer’s 
disease . Regional cerebral glucose metabolism 
measured at rest is significantly reduced in 
patients with Alzheimer’s disease, compared 
to matched healthy individuals, mostly in the 
association neocortical areas, with a relative 
sparing of primary neocortical and subcortical 
regions and cerebellum, at least until the later 
stages of the disease               [9, 10, 27–30] .

    2.      Metabolic abnormalities worsen with progression of 
dementia . With progression of dementia severity, 
brain metabolic reductions in patients with 
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Alzheimer’s disease become more and more 
severe and extend to include the remainder 
of the neocortical mantle, with only a relative 
preservation of the sensorimotor and primary 
visual cortices, subcortical structures and 
cerebellum              [10, 27–30] . Furthermore, progression 
of dementia is associated with a progressive 
decline in the ability to increase synaptic activity 
in response to stimulation up to a point when, in 
the advanced stages of disease, there is minimal 
or null synaptic metabolic increment over rest, 
indicating that synapses in those brain regions are 
no longer functional [31] .

    3.      Cerebral metabolic alterations are heterogeneous . 
Metabolic abnormalities may show a different 

topographic distribution across individual 
patients, that is, some patients show a greater 
involvement of the left hemisphere whereas 
others may show more reductions in the right 
hemisphere. For instance, in a large sample of 
Alzheimer patients in the mild to moderate stages 
of dementia severity, a principal component 
analysis showed that the most common pattern 
involved metabolic reductions in superior and 
inferior parietal lobules and in the posterior medial 
temporal regions. A second subgroup had reduced 
glucose utilization in orbitofrontal and anterior 
cingulate areas, with a relative sparing of parietal 
regions. Metabolic reductions affected more 
selectively the left hemisphere in a third group 
of patients, and the fourth group had reduced 
metabolism in frontal, temporal and parietal 
cortical areas  [32] .  

    4.      Patterns of cerebral metabolic alteration are related 
to patterns of cognitive impairment . These patterns 
of metabolic alterations are related to and may 
even precede and predict the pattern of cognitive 
impairment in individual patient subgroups        [12, 
33] . For example, the group of patients showing 
reduced metabolism in orbitofrontal cortex, 
a brain region known to be involved in the 
modulation of aggressive behaviour  [34] , showed 
agitation, anger outbursts, inappropriate social 
behaviour, and personality and mood changes  [32] . 
Similarly, patients with visuospatial dysfunction 
showed greater right- than left-hemisphere 
hypometabolism while patients with language 
deficits had predominant left-hemisphere 
hypometabolism         [12, 30, 33] . In some cases, the 
pattern of cerebral hypometabolism could be 
detected several months before the appearance of 
the related picture of cognitive impairment. 

  Furthermore, the relative pattern of regional 
distribution of metabolic alterations is maintained 
across progression of dementia severity, that is, 
patients who reveal a greater left- than right- 
hypometabolism in the early phases of the disease 
will show a relatively more severe left-hemisphere 
metabolic impairment also in the later/end stages, 
indicating that the pathological process maintains 
a relatively more selective effect on the same brain 
regions across the different stages of dementia 
progression          [11, 12, 35] .     

   5.      Distinct cognitive and cerebral metabolic features 
characterize clinical subtypes of Alzheimer’s disease . 
Clinical subtypes of Alzheimer’s disease are 
characterized by the predominant involvement 
as well as the relative sparing of selected cortical 
regions as compared to the classical form of 

Fronto-
temporal
dementia

Alzheimer’s
disease

visual variant

Alzheimer’s
disease

Healthy
aging

FIGURE 16.1    Regional cerebral glucose utilization as meas-
ured by PET in a healthy control subject, in a representative patient 
with the classical form of Alzheimer’s disease, in a frontotemporal 
dementia patient, and in a patient suffering from the visual variant 
of Alzheimer’s disease. Brain metabolism was determined with sub-
jects in the resting state (eyes patched and ears plugged, no sensory 
stimulation). For each subject, two horizontal brain slices taken par-
allel and above the inferior orbito-meatal line are shown, approxi-
mately 45       mm left side of the figure, and 90       mm right, respectively. 
For each individual slice, the right side corresponds to the right side 
of the brain, and the left to the left side, respectively. Compared to 
the healthy control subject, the patient with Alzheimer’s disease 
show reduction in cerebral glucose metabolism in the frontal, tem-
poral and parietal neocortical association areas, the patient with 
frontotemporal dementia in prefrontal and frontotemporal areas, 
and the patient suffering from the visual variant of Alzheimer’s dis-
ease in occipito-temporal areas with a sparing of the most anterior 
portion of the brain. Source : Adapted from  [10] .    
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Alzheimer’s disease. For instance, patients with 
the so-called visual variant of Alzheimer’s disease         [9, 
36]  show a remarkable metabolic impairment of 
posterior cortical regions, including primary visual 
cortex – which is typically spared in Alzheimer’s 
disease – in contrast with a peculiar sparing of 
the more anterior parts of the brain, including the 
entorhinal cortex and the limbic cortex which, on 
the contrary, are considered the hallmark feature 
in patients with classical Alzheimer’s disease  [37] . 
Compared to the classical Alzheimer patients, the 
visual variant patients show early and prominent 
disturbances of visual consciousness, including 
visual agnosia and Balint’s syndrome but retain 
awareness of their cognitive deficits until the end 
stages of the disease, as we will discuss later       [9, 36] .

    6.      Regional functional connectivity is altered in 
Alzheimer’s disease . The correlation coefficient 
between the regional cerebral metabolic rates for 
glucose (as well as between regional cerebral blood 
flow values) provides a measure for the functional 
association between distinct brain regions  [38] . 
The pattern of such interregional correlations 
reflects the integrated cerebral activity either at 
rest or during a specific cognitive task. Patients 
with Alzheimer’s disease show abnormal patterns 
of interregional metabolic correlations both in the 
resting state and during the cognitive tasks                      [14, 38–
45] . The alterations in functional connectivity may 
even precede the onset of significant reductions 
in regional glucose metabolism and indicate the 
progressive disruption of cerebral integrity in 
patients with Alzheimer’s disease. 

   In summary, the dementing process in patients with 
Alzheimer’s disease – as well as in patients with other 
forms of dementia, such as frontotemporal dementia 
or Lewy Body Disease, as we will discuss later – is 
associated with a heterogeneous and progressive dis-
ruption of the brain functional integrity. These altera-
tions that can be measured in individual patients 
as dementia worsens and the patterns of abnormal 
neural functioning can be related to distinct changes 
in cognition and consciousness. These observations 
can shed new light on the understanding of the brain 
functional architecture that makes us aware of the sur-
roundings and of ourselves. 

    HOW THE BRAIN GETS LOST IN 
DEGENERATIVE DEMENTIA 

    “  This disease is worse than cancer  ” , is among the most 
frequent comments that a clinician may hear from 

family members of a patient with dementia. “Because
it destroys the self  ” , is usually the explanation that fol-
lows. And indeed, this is what happens in patients 
with Alzheimer’s disease or with another similar 
dementia syndrome. Patients become more and more 
unaware of the world and of themselves, until they 
eventually slide in a meaningless present with a fad-
ing past and no future. If this is the inevitable final 
destination for all patients who reach a severe stage, 
they may take different routes to arrive there. While 
these routes certainly share some way and intersecte, 
they also present some distinctive features, so that 
by following step by step the descending march of 
patients along these pathways, scientists may begin to 
understand how the brain gets lost. 

   In degenerative diseases, the patients progressively 
lose not only their cognitive or behavioural abilities, 
but also the awareness of the functioning of these 
abilities, and frequently the awareness of their own 
incapacities. For example, patients with frontotempo-
ral dementia may know that eating too much is bad 
for health (preserved common knowledge), but they 
cannot avoid eating quickly (impaired awareness of 
the application of common knowledge in society), and 
they do not see themselves as behaving abnormally 
(impaired awareness of self behaviour).  

    LOSS OF INSIGHT VS. LOSS OF SIGHT 

  Lack of awareness for the disease, anosognosia, or 
loss of insight are used interchangeably to indicate the 
patient inability to properly recognize their clinical 
condition, as it is frequently observed in patients with 
Alzheimer’s disease or frontotemporal dementia              [7, 8, 
46–48] . Anosognosia may be limited to some aspects 
of the disease and may be more pronounced for cogni-
tive deficits than for behavioural dysfunction       [48, 49] . 
Also, patients may be aware of their symptoms but not 
of their severity. In some patients with Alzheimer’s 
disease insight into the disease condition may be 
retained until the most advanced stages of dementia 
whereas in others may be lost since the early phases 
         [7–9] , that may explain why correlations between loss 
of insight and dementia severity or illness duration in 
patients with Alzheimer’s disease remain controver-
sial         [50–52] . In patients with frontal lobe dementia, the 
inability to accurately perceive changes in behaviour 
and personality is indeed one of the core clinical fea-
tures that lead to the diagnosis  [53] . 

   Recently, Salmon and colleagues  [8]  investigated the 
neural basis of anosognosia for cognitive impairment 
in a large sample of patients with Alzheimer’s disease 
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in the mild to moderate range of dementia severity by 
examining the relation between regional cerebral glu-
cose utilization at rest and two measures of anosogno-
sia. They used a research questionnaire that covered 
13 cognitive domains, including memory, attention, 
temporal and spatial orientation, abstract thinking, 
word finding, calculation and others  [46]  and obtained 
three dependent variables: the caregiver evaluation of 
the patient’s cognitive dysfunction, the self-evaluation 
by the patient and the discrepancy score between the 
caregiver and the patient’s evaluation. In this man-
ner, the authors had two measures of anosognosia: the 
self-assessment of cognitive impairment by the patient 
and the discrepancy score between caregiver’s and 
patent’s evaluation [54] . The patient’s self-assessment 
alone has the major limitation that a score indicating 
mild cognitive difficulties would be reported both by 
Alzheimer patients with truly mild cognitive deficit 
and by more severely demented patients with anosog-
nosia. The discrepancy score, on the contrary, makes 
it possible to distinguish these two cases, as patients 
with anosognosia will receive a greater impairment 
score by their caregivers. It is interesting to note that 
a high discrepancy score, indicating greater informant 
than self-reported cognitive difficulties, in individuals 
with mild cognitive impairment (MCI) but no demen-
tia may predict the risk of conversion to Alzheimer’s 
disease [55] . 

   Correlation analyses showed that impaired self-
evaluation was related to reduced cerebral glucose 
metabolism in the right parahippocampal cortex and 
in the orbitofrontal cortex. The discrepancy score was 
negatively correlated with glucose metabolism in the 
temporoparietal junction, inferior temporal cortex 
and left superior frontal sulcus, that is, patients with 

greater lack of insight in their cognitive deficits had 
lower glucose utilization in these associative cortical 
regions  [8]  ( Figure 16.2   ). These findings are particu-
larly robust, as the authors examined over 200 patients 
with Alzheimer’s disease recruited at many European 
centres and the analyses took into consideration sev-
eral potential confounding variables. 

   In another study, patients with Alzheimer’s disease 
failed to activate the ventromedial prefrontal cortex 
as elderly controls did for assessing self-relevance of 
personality traits adjectives  [56] . As a whole, these 
results indicate that anosognosia in Alzheimer’s dis-
ease is associated with dysfunction in frontal and 
temporoparietal associative structures that subserve 
perspective taking on self and others [57] . This obser-
vation is consistent also with data from patients with 
frontotemporal dementia who show an early loss 
of insight and have a selective functional damage of 
frontal and temporal cortical regions, with a relative 
sparing of the posterior parts of the brain, including 
the parietal lobes that are instead severely damaged 
in Alzheimer’s disease        [53, 58] . In a recent study in a 
group of patients with frontotemporal dementia, the 
degree of metabolic activity in the left temporal pole 
was related to the severity of anosognosia for behav-
ioural changes in social situations, in the sense that 
the greater was the lack of insight, the lower was glu-
cose utilization in the temporal pole [47]  ( Figure 16.3   ). 
Dysfunction of the left temporal pole would prevent 
patients with frontotemporal dementia to get access 
to a script of their social behaviour to correctly assess 
their personality. 

   On the other hand, demented patients with 
Alzheimer’s disease who show a metabolic preser-
vation of the frontal and temporal cortex maintain 
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FIGURE 16.2    PET data showing brain region with a significant correlation between glucose metabolism and anosognosia for cognitive 
impairment in patients with Alzheimer’s disease. Anosognosia was measured in 209 Alzheimer’s disease patients either using patient’s (erro-
neous) assessment of cognitive performances (on the left side) or by a discrepancy score between patient’s and relative’s assessment (on the 
right side). Correlations were obtained in cerebral glucose metabolic data measured in the resting state.  Source : Adapted from  [8] .    
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insight into their condition until the very late stages of 
dementia. This preservation can be appreciated par-
ticularly in a relatively rare subgroup of patients with 
the so-called visual variant of Alzheimer’s disease          [9, 
59, 60] . The peculiarities of the clinical, neuropsycho-
logical and neurometabolic pictures make it possible 
to separate these patients from the classical Alzheimer 
patients. Unlike the classical Alzheimer patients, 
patients with the visual variant of Alzheimer’s disease 
show early and prominent disturbances of visual abil-
ities in the absence of any memory difficulties. They 
often have difficulties driving, including being unable 
to drive in a straight line, to maintain the proper dis-
tance from other cars, or to make turns without hitting 
the curb       [59, 60] . The clinical picture may progress to 
include difficulties in keeping track of a written line 
while reading, in reading an analogic watch, decreased 
hand–eye coordination, alexia, agraphia, visual agno-
sia and Balint’s syndrome (oculomotor apraxia, optic 
ataxia, visual inattention and simultagnosia). These 
visual difficulties are usually the first and only com-
plaint for a long time and remain prominent also after 
the appearance of other cognitive deficits and until the 
end stages of the disease         [9, 36, 61] . From a brain met-
abolic point of view, patients with the visual variant 
of Alzheimer’s disease show reduced cerebral g lucose

utilization bilaterally in primary and association vis-
ual cortices, posterior cingulate, parietal, superior and 
middle temporal areas and sensorimotor cortex rela-
tive to matched healthy control subjects. In contrast, 
they have no reduction in frontal, inferior tempo-
ral, anterior and posterior medial temporal regions, 
or subcortical structures. In comparison to matched 
patients with the classical form of Alzheimer’s disease, 
the visual variant patients show significantly reduced 
glucose utilization in bilateral occipital association 
cortex, and significantly higher metabolism bilaterally 
in frontal, anterior medial temporal and anterior cin-
gulate regions, inferior temporal and basal ganglia  [9] . 
Thus, in this pathology where the dementing process 
spares frontal and temporal cortex, patients do not 
lose awareness of their condition and of the severity 
of their cognitive deficits. 

  On the other hand, patients like those with the visual 
variant of Alzheimer’s disease clearly show impairment 
in distinct aspects of consciousness and often since the 
initial phases of the disease. While these patients retain 
insight, moral judgement, abstract thinking and even 
a sense of humour, they progressively lose the ability 
to perceive visually the surrounding world. They may 
describe one by one each detail of what they see in 
front of them, recognize the colours and even faces of 
people but be unable to grab the whole scene, so that 
a picture of a living room only becomes a boring list of 
pieces of furniture. 

   Neuropathological examinations in patients with 
the visual variant of Alzheimer’s disease indicated 
a specific loss of functional connections between the 
primary visual cortex and regions in the posterior 
parietal cortex, whereas the connections between 
the primary visual cortex and the inferior temporal 
cortex does not appear more damaged than in typi-
cal Alzheimer patients        [37, 62] . Thus, the pattern of 
cerebral metabolism found in our sample of patients 
with the visual variant of Alzheimer’s disease mir-
rors at a functional level, and extends to earlier stages 
of disease, the cerebral distribution of neurofibril-
lary tangles seen at autopsy [37]  and indicates a 
more selective involvement of the dorsal visual path-
way and a relative sparing of the ventral pathway. 
Considered the distinctive functional organization of 
the dorsal and ventral visual pathways in the human 
brain       [63, 64] , this preferential involvement of the dor-
sal visual pathway and the relative sparing of the ven-
tral one may account for the visuospatial dysfunction 
shown by these patients and the preservation of their 
ability to perceive a face or a colour  [9] . 

   While neuropathological examinations have con-
firmed the diagnosis of Alzheimer’s disease in most 
patients with these prominent visual disturbances 

FIGURE 16.3    PET data showing a significant correlation 
between glucose metabolism in the superior temporal pole and 
anosognosia for behavioural changes in patients with frontotempo-
ral dementia. Anosognosia was measured by a discrepancy score 
between 16 frontotemporal dementia patients ’  and their relative’s 
assessment of social behaviour. Correlations were obtained in cer-
ebral glucose metabolic data measured in the resting state.  Source : 
Adapted from  [47] .    
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         [37, 59, 65] , other neurodegenerative disorders, such 
as Creutzfeldt–Jakob disease and subcortical gliosis, 
may give rise to similar patterns of visual impairment 
early in the course of the disease [65] . These differ-
ent dementia syndromes which preferentially affect 
the more posterior parts of the brain have in common 
also a much greater incidence of visual hallucinations 
than that usually observed in patients with typical 
Alzheimer’s disease, suggesting that visual hallucina-
tions may be related to the prominent loss of integrity 
in the occipital-parietal visual cortical structures that 
occurs in these patients       [66, 67] .  

    HALLUCINATIONS IN DEMENTIA: 
WHERE DO THEY COME FROM? 

   Visual hallucinations are the most common type 
of hallucinations in patients with Alzheimer’s dis-
ease and are significantly associated with disorders 
of the visual system, including decreased visual acu-
ity and visual agnosia, and appear to be related to the 
neuropathological damage in the occipital cortex        [66, 
67] . A structural magnetic resonance imaging study 
showed a significantly reduced ratio of occipital vol-
ume to whole brain volume in Alzheimer patients 
with visual hallucinations as compared to age- and 
severity-matched Alzheimer patients without vis-
ual hallucinations  [67] . Alteration in visual associa-
tion cortical areas (Brodmann area 18 and 19) rather 
than in primary calcarine cortex (BA 17) seems to be 
more relevant in the genesis of visual hallucinations. 
Indeed, complex visual hallucinations have been 
induced by the electrical stimulation of BA 19 but not 
BA 17  [68]  and, in patients with Alzheimer’s disease, 
neurofibrillary tangles and neuritic plaques are 20–40 
times more concentrated in visual association cortical 
areas than in calcarine cortex  [18] . 

   Visual hallucinations, however, are also relatively 
frequent in Lewy Body Disease, the second most com-
mon form of dementia in the elderly, in which Lewy 
bodies, which are the hallmark neuropathological 
feature of Parkinson’s disease, are found in the cor-
tex and subcortical structures of the affected patients 
 [69] . Patients with Lewy Body Disease present a fluc-
tuating cognitive impairment that affects memory 
and higher cognitive functions, recurrent visual hal-
lucinations and Parkinsonian-like motor disturbances 
 [70] . Disturbances of consciousness include mainly 
visual hallucinations associated in some instances 
to paranoid delusions. Auditory hallucinations are 
rare        [69, 71] .These disturbances of consciousness 

have been found in up to 70% of patients with Lewy 
Body Disease, and thus are much more frequent than 
in patients with Alzheimer’s disease who present 
these features only in 5–30% of the cases          [69, 71, 72] .
Typically, visual hallucinations are complex images 
with people and animals and may be very vivid 
and rich of details. Neuropathological studies have 
found no correlation between visual hallucinations 
or the other mental disturbances and the distribution 
of Lewy bodies or senile plaques in the cortex of the 
affected patients  [71] . This lack of correlation is not 
surprising, as the fluctuating nature of the cognitive 
impairment and alteration of consciousness in these 
patients suggest that the true cause of visual halluci-
nations may be not at an anatomical level, but rather 
be linked to some other mechanisms than simply the 
prominent functional and anatomical disgregation of 
visual cortical areas found in patients with the visual 
variant of Alzheimer’s disease or similar dementing 
disorders. 

   Lewy Body Disease is associated with a remark-
able impairment of the cholinergic neurotransmis-
sion due to the loss of acetyltransferase, the enzyme 
that synthetizes acetylcholine       [71, 73] . The cholinergic 
impairment in the neocortex of patients with Lewy 
body dementia is greater than that found in patients 
with Alzheimer’s disease, in which archicortical defi-
cits (e.g., in the hippocampal regions) are more severe. 
A neurochemical study in patients with Lewy body 
dementia showed that acetyltransferase activity in 
the parietal and temporal cortex of patient with visual 
hallucinations was less than 20% of healthy control 
values whereas patients who did not experience vis-
ual hallucinations had values around 50% of the nor-
mal range [73] . 

  Cholinergic activity in the cortex modulates sig-
nal-to-noise in neuronal firing, by increasing the firing 
of postsynaptic potentials and increasing their prob-
ability of being distinguished from background corti-
cal activity [74] . In an fMRI study in young healthy 
subjects we showed that pharmacological potentiation 
of cholinergic neurotransmission by physostigmine, 
which inhibits the enzyme acetylcholinesterase, lead to 
an improved processing of information in visual corti-
cal areas as compared to the placebo condition during a 
visual working memory task [75] . Specifically, neuronal 
activity, as measured by the fMRI-BOLD signal, during 
cholinergic enhancement was significantly greater in 
response to the target visual stimuli (faces to be remem-
bered) than to the distractor (a non-sense scrambled 
picture). In contrast, during placebo, neural responses 
to the target and the distractor were identical  [75]  
( Figure 16.4   ). Thus, cholinergic modulation appears to 
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be important in allowing the brain to select relevant 
information from the background  [76]  ( Figure 16.5   )  . 

  It has been proposed that visual hallucinations that 
occur in patients with impaired cholinergic neurotrans-
mission may be due to an inability to suppress intrinsic 
cortical activity during perception  [71] . According to this 

hypothesis, when the cortical cholinergic modulation 
is diminished, there would be a failure to focus on the 
most relevant information and to maintain an appropri-
ate conscious stream of awareness, with the intrusion 
of irrelevant information from the subconscious into 
consciousness [71] . The role of the cholinergic deficit in 
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FIGURE 16.4    Effects of cholinergic potentiation on neural response in ventral extrastriate visual cortical areas that are activated in a visual 
working memory for faces task. (Top) For each scan series, subjects performed a task that alternated between a sensorimotor control item and 
a working memory item. For each working memory item, a picture of a face was presented for 3 seconds, followed by a 9-second delay, and 
by a 3-second presentation of two faces. Subjects indicated which of the two faces they had seen previously. For each sensorimotor control 
item, identical scrambled faces were presented to control for spatial frequency, brightness, and contrast, and subjects were instructed to press 
both buttons simultaneously when shown two scrambled faces. (Bottom) An axial slice of ventral occipital cortex from a single representative 
subject is reported with the voxels that showed a significant response to the task. The panel shows time series averaged across subjects, hemi-
spheres, and all trials for the voxels that showed significant face-selectivity or encoding-selectivity. The figures show percent change in signal 
from baseline. The light gray bars indicate when the control stimuli (scrambled faces) were presented and the dark gray bars illustrate when 
the memory stimuli (faces) were presented. Data acquired during placebo (red) and during physostigmine (blue) are shown in each panel. 
Note the enhancement in signal-to-noise neuronal response during cholinergic potentiation as compared to the placebo condition. Source : 
Adapted from  [75] .    
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FIGURE 16.5    Improved signal-to-noise neuronal response during cholinergic enhancement. Axial slices of the ventral temporo-o ccipital 
cortex from representative subjects during a working memory for faces task during the administration either of placebo saline or physostig-
mine. Face-selective voxels are shown in blue, encoding-selective voxels in red, while non-selective voxels in green. Note the generalized
increased selectivity of response across the ventral temporo-occipital cortex during cholinergic enhancement as compared to administration of 
placebo saline.    
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the genesis of visual hallucinations is also supported 
by the evidence that the pharmacological blockade of 
muscarinic receptors results in complex and vivid visual 
hallucinations which resemble those experienced by 
patients with Lewy body dementia [71] . On the other 
hand, visual hallucinations respond, at least to some 
extent, to treatments with cholinergic potentating drugs 
       [77, 78] .

   Considering that cholinergic terminals are spread 
across the whole cortex, one could speculate that the 
diffuse deficit in cholinergic activity may precipi-
tate a functional impairment in those cortical regions 
that are more selectively targeted by the neuropatho-
logical process. Thus, in patients with a predominant 
compromission of the occipital and parietal associa-
tion cortical areas, the lack of an efficient cholinergic 
modulation might lead to visual hallucinations [78]
whereas in others it might determine the appearance 
of different alterations of consciousness.  

    DELUSIONAL MISIDENTIFICATION 
SYNDROMES

   The term delusional misidentification syndromes 
refers to a false belief in doubles and duplicates, and 
includes the syndromes of Capgras  [79]  and Fregoli, 
their variants, reduplicative paramnesia and other 
reduplicative phenomena. 

   Reduplication of person is the belief that a person 
has more than one identity, or that someone has been 
replaced by a close double. Patients with temporal 
reduplication are convinced that a current event or 
period of time has already taken place in the past, a 
sort of prolonged déjà fait experience. The first case 
of reduplicative paramnesia, reported by Arnold Pick 
in 1903 [80] , was a woman with senile dementia who 
was convinced that there were two clinics in Prague, 
an “ old ”  clinic and a  “ new ”  one, each directed by a 
Professor Pick. In the Capgras syndrome, the patient 
is convinced that a family member or a close friend is 
an impostor. 

   Delusional misidentification syndromes are fre-
quently observed in patients with severe close head 
traumas and have been described also in association 
with vascular and neoplastic lesions and epilepsy, 
especially when affecting the frontal and temporal 
poles especially of the right hemisphere  [81] . 

   Delusional misidentification syndromes are selec-
tive, that is, only a few people, places or objects are 
misidentified, and also specific, that is, the misidenti-
fication always regards the same person and only that 
person. For instance, if a patient is convinced that her 

husband is an impostor, she will recognize him and 
only him as an impostor and will not misdesignate 
any other person. 

   From a brain functional point of view, demented 
patients with Alzheimer’s disease and delusional 
misidentification syndrome showed a significant met-
abolic impairment in bilateral orbitofrontal and cingu-
late cortex and sensory association areas, including the 
superior temporal and inferior parietal cortex, as com-
pared to severity-matched patients with Alzheimer’s 
disease but no delusional syndrome  [81] . The pattern 
of metabolic alterations is consistent with the hypoth-
esis that delusional misidentification syndromes may 
be rooted in a disruption of the connections between 
multimodal cortical association areas and paralimbic 
and limbic structures  [82]  that are thought to relate 
intermodal sensory information with emotional tone 
to validate experience [83] . This could result in a sen-
sory – affective dissonance so that the patient per-
ceives the stimulus but not its emotional significance 
and relevance to the self  [81] . In the example cited 
above, the patient with Capgras delusion may recog-
nize her husband but she does not feel that he is really 
her spouse. 

   Delusional misidentification syndromes are often 
associated with other delusions, anosognosia, envi-
ronmental disorientation, depersonalization and dere-
alization, in which similar mechanisms of disrupted 
sensory – emotional connection may occur. As we dis-
cussed earlier, patients with anosognosia reveal a cer-
ebral metabolic impairment that greatly overlaps with 
that found in patients with delusional misidentifica-
tion syndrome.  

    IN DEMENTIA LOSING THE MIND MAY 
BE LOOSENING THE BRAIN 

   Impairments in cognitive and behavioral func-
tions and disturbances of consciousness in patients 
with Alzheimer’s disease or other neurodegenera-
tive dementias are not only the consequence of the 
well-documented functional and morphological com-
promission of specific cortical regions but also of a 
breakdown in the brain functional connectivity. While 
most studies have used univariate analyses that con-
sidered each region separately and therefore could 
only determine specific metabolic alterations as com-
pared to healthy control subjects, a few studies have 
employed a more sophisticated approach to examine 
the patterns of interregional metabolic correlations 
in the human brain and the alterations associated with 
the dementing process                [39–42, 45, 84] .
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   Overall, these studies have demonstrated that in 
the brain of patients with Alzheimer’s disease there 
is a decrease in functional interactions among several 
brain regions, indicating a disconnection likely due to 
lesions in the associative pathways. Alterations in the 
pattern of functional interactions have been showed 
between anterior and posterior cortical regions, 
between the right and the left hemisphere        [38, 85] 
and between medial temporal structures, includ-
ing the hippocampus and the entorhinal cortex, and 
the posterior cingulate cortex [84]  as well as between 
the hippocampus and a number of regions in fron-
tal, temporal and parietal cortex       [42, 44] . Because the 
medial temporal cortex typically is affected early and 
heavily in the course of dementia in patients with 
Alzheimer’s disease, the disruption of functional con-
nectivity between its neural structures and other cor-
tical systems not only may account for the early and 
prominent memory deficits but might also contribute 
to some of the non-memory cognitive disturbances. 
From a neurometabolic viewpoint, reductions in glu-
cose metabolism in several cortical association areas, 
including the posterior cingulate cortex, which is 
commonly affected since the initial stages in patients 
with Alzheimer’s disease  [86] , could be the conse-
quence, at least in part, of the alterated connectivity 
with medial temporal structures        [42, 84] . This is sup-
ported by the observation that neurotoxic lesions in 
the entorhinal and perirhinal cortex in baboons deter-
mine a reduction in cerebral glucose metabolism in 
regions of the temporal, parietal and occipital associa-
tion cortex and in the posterior cingulate cortex [87] . 
More recently, however, the posterior cingulate cortex 
was shown to be part of three principal components 
in patterns of cerebral metabolism obtained from 225 
patients with Alzheimer’s disease  [14] . Posterior cin-
gulate activity covaried not only with metabolism in 
the Papez’s circuit, comprising the medial temporal 
lobe (PC2, 12% of the total variance), but it was also 
independently correlated with activity in the poste-
rior cerebral cortices (PC1, 17% of the variance) and in 
frontal associative cortices (PC3, 9% of the variance), 
confirming a central role of the posterior cingulate 
region in Alzheimer’s disease. Moreover, all principal 
components were correlated with controlled cognitive 
performances, suggesting that impaired interregional 
functional connectivity is related to decreased control-
led (conscious) processes in Alzheimer’s disease. 

   Disruption of the physiological functional connec-
tivity in patients with Alzheimer’s disease has been 
found not only in the default-mode network, that is, in 
the resting brain, but also while the brain is engaged 
in tasks that involve attention, perception and mem-
ory         [42, 85, 88] . Horwitz and colleagues [85]  found 

that during a face perception task healthy older con-
trol subjects showed a strong correlation between neu-
ral activity in the occipitotemporal region and in the 
right prefrontal cortex, whereas in the patients with 
Alzheimer’s disease the activity in the right prefrontal 
area was correlated only with activity in other regions 
of the prefrontal cortex, indicating that the interaction 
between the face processing area in extrastriate visual 
cortex and the frontal cortex was disrupted. A similar 
loss of functional connectivity was found in patients 
with Alzheimer’s disease when they were asked to 
perform a visual working memory for faces task in 
which memory delay was varied systematically [42] . 
While healthy controls engaged a correlated func-
tional network that included prefrontal, visual extras-
triate and parietal areas and the hippocampus across 
the different memory delays, the Alzheimer patients 
failed to show any correlated activity between the pre-
frontal cortex and the hippocampus at any memory 
delay and had reduced correlations between the pre-
frontal cortex and visual cortical areas  [42] . 

   The results of these studies are consistent with and 
extend the observation of a disconnection between 
anterior and posterior cortical regions in the brain of 
patients with Alzheimer’s disease found in the resting 
state         [38, 39, 84] .

   Moreover, in patients in the initial or even in the 
preclinical phases of Alzheimer’s disease abnormal 
patterns in the brain interregional metabolic cor-
relations may be detectable even before significant 
changes in the neural activity of any specific corti-
cal or subcortical structure become evident          [39–41] . 
This suggests that the earliest effects of the develop-
ing neuropathological process are those of loosening 
the brain functional integrity and therefore affect the 
ability to rapidly integrate information that corre-
sponds to the definition of consciousness itself        [1, 2] . 
In this respect, a recent fMRI study showed that the 
functional connectivity between the hippocampus 
of both the hemispheres and posterior cingulate cor-
tex present in healthy elderly controls was absent in 
individuals with amnestic mild cognitive impairment, 
who have a high risk of developing Alzheimer’s dis-
ease but do not have dementia [89] . 

   To conclude with a more positive note, we should 
say that the brain is not merely a passive bystander 
towards the neuropathological process. So, if many 
cortical regions loosen their functional connections, 
other areas may tighten theirs in an attempt to com-
pensate for the losses attributable to the degenerative 
process, at least temporarily. In a study of semantic 
and episodic memory, patients with Alzheimer’s dis-
ease in the mild stage of dementia recruited a unique 
and more extensive network of regions that included 
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bilateral prefrontal and temporal cortex as compared 
to matched healthy subjects who showed a functional 
network between frontal and occipital areas in the 
left hemisphere  [90] . Of note, neural activity in this 
network of regions was correlated with the ability of 
patients to perform the memory tasks, indicating that 
this extended functional network may compensate the 
disruption of the physiological network by facilitating 
the interactions among posterior storage regions and 
prefrontal areas that mediate executive and monitor-
ing functions [90] .

    CONCLUSIONS 

  Awareness of what happens around us and of our-
selves is rooted in the complexity of the functional and 
anatomical networks of the thalamocortical system 
that enables the brain to rapidly integrate informa-
tion        [1, 2] . If the integrity of the thalamocortical con-
nectivity is altered, cognition and consciousness are 
impaired as well. Patients with dementing disorders 
represent a precious model to investigate the effects 
of the disruption of different brain structures and net-
works on the distinct components of consciousness. 
In this chapter, we have reviewed work by our own 
labs and other groups that have combined clinical, 
neuropsychological, neurochemical and post-mortem 
examinations with in vivo  brain functional and struc-
tural measures in patients with Alzheimer’s disease 
and other dementia syndromes in the effort to gain 
novel insights in the neural mechanisms that sustain 
consciousness and its dysfunction. 

   We have shown that distinct components of con-
sciousness may be affected or spared selectively 
in individual patients according to the differential 
development of the neuropathological process within 
the brain. Sophisticated functional brain imaging 
studies have proved that the earliest effects of the 
neuropathological process are the loosening of the 
connections that enable different parts of the cortex to 
communicate among themselves. This impairment of 
functional connectivity is detectable even before any 
specific cortical region may reveal any metabolic or 
functional sign of dysfunction. Impairments in cholin-
ergic neurotransmission, as seen in patients with 
Alzheimer’s disease or Lewy Body Disease, may com-
promise neuronal information processing by decreas-
ing signal-to-noise. 

   Obviously, here we have considered only some 
aspects of the topic and several important issues 
have only been mentioned or even ignored, includ-
ing evidence from other forms of dementia or other 

neurological disorders, the role of other neurotrans-
mitter systems and so on. While many questions 
remain widely open, the journey that scientist have 
begun in the dementing brain is providing new stimu-
lating insights on how the mind arises and falls [91] .
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C H A P T E R

  ABSTRACT 

Brain–computer interfaces (BCI) are direct connections between the brain and a computer. Regulation of 
neuroelectrical activity or brain activity as a response to sensory stimulation are used to select items, words, or 
letters in a communication programme or for neuroprosthesis control. Ten years work with severely paralysed and 
locked-in patients demonstrated that BCI can be utilized for communication and interaction with the environment 
if control of the motor periphery is lost. Recent non-visual BCI render this technology feasible for patients who 
even lost control of eye movement due to injury or disease. In addition to passive stimulation and volitional 
paradigms to assess cognitive processing in patients with disorders of consciousness (DOC), who may appear 
quite similar to patients with motor paralysis, the use of BCI is suggested in this article. This review of BCI and 
future prospects is a proposal to merge the so far independent streams of research – BCI in patients with paralysis 
and cognitive processing in patients with DOC – for the benefit of the patients and to further elucidate how much 
brain needs the mind.  
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III. COMA AND RELATED CONDITIONS

    BRAIN–COMPUTER INTERFACES: 
WHAT, WHY, AND WHERETO 

   Brain–computer interfaces (BCI) allow us to interact 
between the brain and artificial devices (for reviews 

see for example           [1, 24–26] ). They rely on continuous, 
real-time interaction between living neuronal tissue 
and artificial effectors ( Box 17.1   ). Neuronal activity of 
few neurons or large cell assemblies is sampled and 
processed in real time and converted into commands 

 A BCI system can be depicted as a series of functional 
components        [1, 2] . The starting point is the user, whose 
intent is coded in the neural activity of his or her brain 
(input). The end point is the device which is controlled 
by the brain activity of the user (output) and provides 
him or her with feedback of the current brain activity 
(closed-loop systems). 

Invasive recording methods  allow us recording of: (1) 
action potentials of single neurons with electrodes con-
taining neurotrophic factors inducing nerve growth into 
the glass tip  [3] ; (2) patterns of neural activity with few 
or multiple electrode arrays          [4–6] ; (3) local fi eld poten-
tials        [4, 7] ; (4) electrocorticogram (ECoG) with electrode 
grids or stripes sub- or epidurally          [8–10] ); all invasive 
methods require surgery. 

 The  non-invasive recording  of the EEG is the most fre-
quently used method in BCI research. Components most 
often used are (a) sensorimotor rhythms (SMR)              [11–15] , 
(b) slow cortical potentials        [16, 17] , and (c) event-related 

 BOX 17.1   

 BCI FOR COMMUNICATION AND PROSTHESIS CONTROL 

potentials (ERPs) as a response to sensory, auditory, or 
tactile stimulation, namely the P300, a positive defl ec-
tion in the EEG about 300       ms after presentation of rare 
target stimuli within a stream of frequent standard stim-
uli        [18, 19] , and steady-state visually or somatosensorily 
evoked potentials        [20, 21]  as response to visual or tactile 
stimulation between 6–24       Hz  [22] . 

 The acquired signals are digitized and subjected to 
a variety of feature extraction procedures, such as spa-
tial fi ltering, amplitude measurement, spectral analysis, 
or single-neuron separation  [23] . In the following step 
a specifi c algorithm translates the extracted features 
into commands that represent the users ’  intent. These 
commands can either control effectors directly such 
as robotic arms or indirectly via cursor movement on 
a computer screen to activate switches for interaction 
with the environment or to select items, words, or letters 
from a menu for communication or to surf the Internet.     
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to control an application, such as a robot arm or a 
communication programme (e.g.,          [4, 16, 27] ).

   Brain activity is either recorded intracortically with 
multielectrode arrays or single electrodes, epi- or sub-
durally from the cortex or from the scalp. A variety 
of non-invasive technologies for monitoring brain 
activity may serve as a BCI (       Boxes 17.1 and 17.2 ). In 
addition to electroencephalography (EEG) and inva-
sive electrophysiological methods ( Box 17.1 ), these 
include magnetoencephalography (MEG), positron 
emission tomography (PET), functional magnetic res-
onance imaging (fMRI, Box 17.2   ), and optical imag-
ing (functional near infrared spectroscopy, fNIRS). As 
MEG, PET, and fMRI are demanding, tied to the labo-
ratory, and expensive, these technologies are more 
suitable to address basic research questions and short-
term intervention to localize sources of brain activity 
and to modify brain activity in diseases with known 
neurobiological dysfunction. In contrast, EEG, NIRS, 
and invasive systems are portable, and thus may 
offer practical BCI for communication and control in 
daily life. 

   In many studies it has been shown that patients 
with severe motor impairment and patients in the 
locked-in state (LIS), in which only residual muscu-
lar movement such as eye blinking is possible, were 
able to achieve control over a BCI and to use this abil-
ity for communication           [16, 17, 28, 29] . In exemplary 
patients, control of a neuroprosthetic arm        [4, 30]  and 
the patient’s own paralysed limb by means of an 
orthosis [31]  or functional electric stimulation  [27]  has 
been demonstrated. In all these patients communica-
tion and control was restricted due to motor impair-
ment, and a BCI can provide a key for the conscious 
brain locked into a paralysed body. 

   Patients with disorders of consciousness (DOC) 
may phenomenologically be similar to LIS patients 
or patients in the complete locked-in state (CLIS) in 
which no voluntary muscular movement is possible 
due to complete motor paralysis. The reason for the 
non-responsiveness, however, is quite different. The 
connections between the brain and its motor effectors 
may be intact, yet the commanding centres and their 
interaction are disturbed or destroyed due to trau-
matic or non-traumatic brain injury [32] . 

   To date the vast majority of studies with DOC 
patients use passive stimulation paradigms to infer 
cortical processing          [33–35] . Patients are confronted 
with auditory or tactile stimulation and the related 
brain activity is recorded with EEG, PET, or fMRI. 
From a comparison with the brain activity seen in 
healthy volunteers with the same stimulation it is 
deduced how much cerebral processing is main-
tained. Impressive abilities – in relation to the brain 

injury – were found in those studies including seman-
tic differentiation of auditorily presented sentences 
 [34] . The question whether conscious and intentional 
processing is still possible and may not be expressed 
due to motor impairment, aphasia, akinesia, or dis-
turbed arousal cannot be answered with such para-
digms. The decipherment of consciousness is still one 
of the major challenges of neuroscience  [36] . The high 
diagnostic insecurity with regards to DOC patients 
       [37, 38]  adds to the urgency of the matter. BCI may 
offer a new tool for intervention and interaction with 
DOC patients as they proved their feasibility in many 
severely disabled patients. 

   In this chapter I will give an overview of the tra-
ditional patient groups targeted by BCI research. 
Subsequently I will present a review of the state-of-
the-art in BCI research with patients. A section follows 
on non-visual BCI which I consider indispensable if 
BCI are to be used with DOC patients. The issue of 
learning in the complete locked-in ( � non-responsive) 
state will be discussed, I will suggest a hierarchical 
approach to cognitive processing in DOC patients 
including volitional tasks and BCI, and I will end 
with a critical discussion of prospects for BCI in DOC 
patients.

    BCI FOR COMMUNICATION AND 
CONTROL: TARGETED PATIENTS 

  A variety of neurological diseases with different 
neuropathology may lead to the so-called LIS in which 
only residual voluntary muscular control is possi-
ble. In the ‘ classic ’  locked-in syndrome (see Chapter 
15), vertical eye movement and eye blinks remain 
intact [39] , whereas in the CLIS, patients lose all abil-
ity to move and communicate       [40, 41] . Haemorrhage 
or an ischaemic stroke in the ventral pons can cause 
a locked-in syndrome, which includes tetraplegia and 
paralysis of cranial nerves [42] . The syndrome can also 
occur due to traumatic brainstem injury [39] , encepha-
litis [43] , or tumour  [44] . Other causes of the LIS are 
degenerative neurological diseases  [45] , the most 
frequent being amyotrophic lateral sclerosis, which 
involves a steadily progressive degeneration of central 
and peripheral motoneurons  [46] . 

   Despite the variable disease aetiology the affected 
patients are very similar such that they can hardly 
communicate, have no control over limb movement, 
depend on intensive care, are artificially fed and often 
also ventilated, and lack immediate reinforcement of 
thoughts and intentions       [40, 41] . In most cases resid-
ual muscular control like blinking and eye movement 
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Since approximately 7 years it has been possible to 
use the blood oxygen level-dependent (BOLD) response 
as input signal for a BCI (top fi gure). State-of-the-art 
real-time fMRI may employ tailored magnetic resonance 
imaging (MRI) acquisition techniques for optimal speed 
and data quality, such as multiecho echo-planar imag-
ing (mEPI) or adaptive multiresolution EPI  [47] . Online 
pre-processing techniques include distortion correction, 
prospective or retrospective 3D motion correction, tem-
poral fi ltering, spatial smoothing and spatial normali-
zation to stereotactic space. The real-time implemented 
data analysis and statistical methods includes t -tests, 
correlation analysis, general linear model (GLM) and 
multiple regression, and independent component analy-
sis  [47] . The result of pre-processing, data analysis, and 
statistical analysis is then fed back to the participant. 
Feedback can be provided via a  ‘ thermometer ’  (top 
Figure). The blue bar moves up and gets red for activa-
tion and moves down for deactivation of the region-of-
interest. The background colour indicates the task: red 
for activation, blue for deactivation        [48, 49] . 

   Compared to EEG, fMRI allows us spatial resolu-
tion in the range of millimetres and a more precise allo-
cation of neuronal activity. Additionally activation in 
subcortical areas can be recorded. Target areas for feed-
back were sensory (S1, e.g.,  [50] ) and motor areas (M1, 
e.g.,  [51] , or supplementary motor area, SMA  [52] ), the 
parahippocampal place area  [52] , and rostral anterior 
cingulate cortex (ACC)  [53] . Learning of regulation of 
the BOLD response proved possible and behavioural 
effects were reported in relation to activation or deac-
tivation of targeted areas: for example, decreased reac-
tion time in a motor task after up-regulation of the SMA 
was demonstrated  [52] . Regulation of the insula, an area 
involved in emotional processing, proved also possible 
and was shown to increase the negative valence of par-
ticipants when confronted with negative stimuli such 
as pictures of violence or mutilated bodies  [48] . Specifi c 
effects on pain perception as a function of self-regulation 
of the rostral part of the ACC was reported in the fi rst 
clinical study including patients with chronic pain, and 
reduced pain ratings after deactivation of ACC was 
found  [53] .

 BOX 17.2   

 REAL-TIME FMRI: THE BOLD RESPONSE AS INPUT SIGNAL FOR BCI 

   In a pilot study regulation of ACC which is also 
involved in inhibitory control and error monitoring  [54] , 
and its effect on behaviour was demonstrated in six 
healthy subjects (bottom Figure). When confronted with 
a Go-NoGo task after up-regulation, the number of com-
mission errors (failed inhibitions) was reduced (the fi g-
ure is with kind permission of Ralf Veit, Ute Strehl, and 
Tilman Gaber from the Institute of Medical Psychology 
and Behavioural Neurobiology, University of Tübingen, 
who conducted the experiment and data analysis). The 
region-of-interest is encircled; the lighter the colour the 
higher the activation compared to baseline. The  T -value 
of activity is given in the adjacent colour scale. Other 
areas were co-activated depending on the strategy used 
for regulation.      
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remains available. However, patients may also be 
or enter – with disease progression – in the CLIS in 
which no muscular control and thus, no communica-
tion is possible [41] . I further refer to non-responsive 
patients, regardless of aetiology, as CLIS patients. 

    BRAIN–COMPUTER INTERFACING 
IN PATIENTS WITH MOTOR 

DISABILITY

    Table 17.1    lists the number and type of patients 
who have been involved in BCI research for the past 
10 years. Patients with epilepsy and facial pain are 
clearly not in need of a BCI, but are targeted, because 
they are implanted with an electrode grid for ECoG 
before surgery. 

   Two approaches to BCI control exist, although 
almost all BCI realize a mixture of both approaches: 
(1) learning to voluntarily regulate brain activity by 
means of neurofeedback and operant learning princi-
ples [16] . Following training different brain states can 
be produced on command and thus, become suitable 
to control devices. (2) Machine learning procedures 
which enable us to infer the statistical signature of 
specific brain states or intentions within a calibration 
session; decoding algorithms are individually adapted 
to the users that perform the task       [11, 25] .

   In the following I will give a summary of BCI 
research with patients; that is, work with healthy sub-
jects, with BCI for other purposes than communica-
tion and control, and animals will not be included; the 
reader is referred to existing reviews            [24, 26, 55, 56] .

    Non-invasive BCI with the EEG as 
Input Signal (EEG-BCI) 

  Non-invasive BCI use the electrical activity of the 
brain (EEG) recorded with single or multiple electrodes 
from the scalp surface as input signal for BCI control. 
Participants are presented with stimuli or are required 
to perform specific mental tasks while the electrical 
activity of their brains is being recorded. Extracted and 
relevant EEG features can then be fed back to the user 
by so-called closed-loop BCI. Specific features of the 
EEG are either regulated by the BCI user (SCP, SMR) 
or are elicited by sensory stimulation (ERPs). 

    SCP as Input Signal for BCI (SCP-BCI) 

   The vertical arrangement of pyramidal cells in the 
cortex is essential for the generation of SCP. Most api-
cal dendrites of pyramidal cells are located in cortical 
layers I and II. Depolarization of the apical dendrites 
giving rise to SCP is dependent on sustained afferent 
intracortical or thalamocortical input to layers I and II, 

TABLE 17.1    Disease and Number of Patients Who Have Participated in BCI Training for Communication and Control since 1997  

 Disease  Number of patients  BCI input signal  Published in 

 Amyotrophic lateral sclerosis  37  EEG (SCP, SMR, ERP) ECoG, 
intracortical (action potentials) 

                                      [3, 10, 12, 16–19, 29, 57–65]  

 Spinal cord injury  15  EEG (SMR, ERP) intracortical 
(neural ensemble activity) 

                      [4, 13, 19, 27, 30, 66–69]  

 Guillan-Barré syndrome   2  EEG (SMR, ERP)         [10, 68] 

 Muscular dystrophy   1  EEG (SCP)   [70]  

 Cerebral paresis   1  EEG (SCP, SMR)         [28]  

 Classic locked-in syndrome 
(after stroke in the pons) 

  3  EEG (SCP, ERP)           [64, 68, 71] 

 Stroke (other)   1  EEG (SMR)   [10]  

 Cerebral palsy   2  EEG (SMR, ERP)         [19, 72] 

 Multiple sclerosis   2  EEG (ERP)         [19, 68] 

 Post-anoxic encephalopathy   2  EEG (SMR, ERP)         [10, 19] 

 Epilepsy  14  ECoG             [8, 9, 73, 74] 

 Intractable facial pain   1  ECoG   [8]  

 Factor-Q deficiency   1  Intracortical (action potentials)   [75]  

Note : If the same patients were published in several articles, the patient – if identifiable – was counted only once and only one article is cited in 
the table. 
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and on simultaneous depolarization of large pools of 
pyramidal neurons  [76] . The SCP amplitude recorded 
from the scalp depends upon the synchronicity and 
intensity of the afferent input to layers I and II. The 
depolarization of cortical cell assemblies reduces their 
excitation threshold. Firing of neurons in regions 
responsible for specified motor or cognitive tasks 
is facilitated. Negative amplitude shifts grow with 
increasing attentional or cognitive resource allocation. 
Cortical positivity may result from active inhibition 
of apical dendritic neural activity or simply from a 
reduction of afferent inflow and subsequent reduced 
post-synaptic activity. A strong relationship between 
self-induced cortical negativity and reaction time, sig-
nal detection, and short-term memory performance 
has been reported in several studies in humans and 
monkeys [76] . 

   Over the past 10 years 28 paralysed patients were 
trained with the SCP-BCI [41]  ( Figure 17.1   ). Twenty-
three were diagnosed with amyotrophic lateral sclero-
sis (ALS), one with chronic Guillan-Barré syndrome, 
one with muscular dystrophy, one with cerebral pare-
sis  , and one had post-anoxic encephalopathy. Twenty 
of the patients were either tetraplegic with severely 
impaired speech, in the LIS or CLIS (6)  [41] . Eighteen 
of the patients achieved significant cursor control 
within a few training sessions [41]  and learned to use 
this ability for communication, which required to reg-
ulate the SCP amplitude with at least 70% accuracy 
        [16, 17, 77] ; performance above 70% correct is referred 
to as criterion level control        [41, 55] . Although the 
SCP-BCI takes quite a while until patients are able to 
communicate, messages of considerable length were 
communicated         [16, 70, 77] . The number of training 
sessions needed to achieve significant cursor control 
was moderately predictive for the time needed to 
achieve criterion level control  [57] ; other reliable pre-
dictors could not be found [78] . Learning occurred 
in the early stages of training and patients remained 
stable around the performance level, which they 
achieved in the first 10 to 20 training sessions         [57, 78] . 
Having predictors of BCI training outcome is desira-
ble, because BCI training with patients is a substantial 
effort for both patients and trainers. 

   In summary, regulation of the SCP amplitude can 
be achieved by patients with severe paralysis. SCP-
BCI training may require a substantial amount of time, 
but has the advantage that it can be initiated without 
the presence of a classifiable brain response. Following 
a shaping schedule [17]  every response in accordance 
with the task requirement has to be positively rein-
forced (operant conditioning). SCP-BCI were used for 
verbal communication and Internet surfing: all the 
links of one website are assigned to either the top or 

bottom half of the screen. The number of links per tar-
get is divided after selection until a single link is pre-
sented for selection [79] .

    SMR as Input Signal for BCI (SMR-BCI) 

   SMR include arch-shaped mu-rhythm usually with 
a frequency of 10       Hz (range 8–11       Hz) often mixed 
with a beta (around 20       Hz) and a gamma component 
(around 40       Hz) recorded over somatosensory cortices, 
most preferably over C3 and C4  [80] . Spreading to 
parietal leads is frequent and is also seen in patients 
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FIGURE 17.1 The SCP-BCI : The EEG was recorded with single 
electrodes. (A) To learn regulation of the SCP amplitude, patients 
were presented with two targets one at the top and one at the bot-
tom of the screen. Continuous feedback was provided from the 
Cz electrode in discrete trials via cursor movement on a computer 
screen. Patients ’  task was to move the cursor (yellow dot) towards 
the target with the highlighted frame. The cursor moved steadily 
from left to right and its vertical deflection corresponded to the SCP 
amplitude. (B) Time course of the SCP amplitude averaged across 
200 trials separated by task requirement. A negative SCP amplitude 
(red line) moved the cursor towards the top, positive SCP amplitude 
(black line) towards the bottom target. At time point  � 2 seconds 
the task was presented, at 500       ms the baseline was recorded, and at 
0 cursor movement started. Positive and negative SCP amplitude 
shifts were clearly distinguishable indicating that the participant 
learned to manipulate the SCP amplitude. 
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with ALS  [12] . The SMR is related to the motor cortex 
with contributions of somatosensory areas such that 
the beta component arises from the motor, the alphoid 
mu-component from sensory cortex. SMR desynchro-
nizes with movement, movement imagery, and move-
ment preparation (event-related desynchronization, 
ERD), and increases or synchronizes (event-related 
synchronization, ERS) in the post-movement period or 
during relaxation  [81] . Thus, it is regarded as  ‘ idling ’
rhythm of the cortical sensory region. 

  Operant learning of SMR regulation is achieved 
through activation and deactivation of the central 
motor loops. To learn to modulate the power of SMR, 
patients are also presented with feedback, for example, 
cursor movement on a computer screen in one or two 
dimensions       [82, 83]  and instructed to imagine a move-
ment of, for example, fingers or legs ( Figure 17.2   ). 
Using the SMR-BCI it was shown that ALS patients 
were able to achieve SMR regulation of more than 75% 
accuracy within less than 20 training sessions [12] . To 
date, Wolpaw and his colleagues trained patients with 
spinal cord injury, cerebral palsy, and ALS to control 
cursor movement in one or two dimensions towards 
2 to 8 targets via regulation of the SMR amplitude            [13, 
58, 66, 72, 83] . In one study participants (including one 
minor impaired ALS patient) used SMR regulation to 
answer yes/no questions, such that the two targets 
were replaced by the words YES and NO  [59] . 

   Neuper and colleagues reported results of a patient 
with infantile cerebral paresis, who was trained over a 
period of several months with the SMR-BCI [28] . The 
patient was trained with a two-target task. Eventually, 
the targets were replaced by letters and the patient 
could spell with the system, using a so-called virtual 
keyboard. The spelling rate varied between 0.2 and 2.5 
letters per minute. Although this rate may seem slow, 
Neuper and colleagues showed for the first time that 
SMR-BCI could provide communication for patients 
in the LIS. During training of this patient a telemoni-
toring system was implemented allowing the experi-
menter to control and supervise BCI training from 
the laboratory       [60, 84] . This is particularly important 
if patients wish to use a BCI for daily communication 
and are located far away from the BCI laboratory. 

  Besides communication, SMR-BCI mediated neu-
roprosthesis control was implemented in two exem-
plary patients. First, a tetraplegic patient after spinal 
cord injury whose residual muscle activity of the upper 
limbs was restricted to the left biceps learned to open 
and close his hand with the aids of an orthosis which 
reacted upon changes in SMR  [31] . The authors report 
an accuracy of almost 100%. In a second study with 
the same patient grasping movement was realized via 
SMR-BCI controlled functional electric stimulation  [27] . 

  Another patient with spinal cord injury (below C5) 
used the SMR-BCI system for neuroprosthesis control 
 [30] . The patient was trained with the so-called Basket 
paradigm. A trial consisted of a ball descending from 
the top to the bottom of a black screen. Baskets (serv-
ing as cues) positioned either on the left or the right 
half of the screen indicated by their colour (red: target; 
green: non-target) which type of imagery the patient 
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FIGURE 17.2 SMR-BCI : (A) During each trial of one-
dimensional control, users were presented with a target consisting 
of a red vertical bar that occupied the top or bottom half of the right 
edge of the screen and a cursor on the left edge. The cursor moved 
steadily across the screen, with its vertical movement controlled by 
the SMR amplitude. Patients ’  task was to move the cursor into the 
target. Cursor movement is indicated by the squares; during feedback 
of SMR amplitude, only one square was visible. Low SMR ampli-
tude following movement imagery moved the cursor to the bottom 
bar, high SMR amplitude following thinking of nothing in particular 
(relaxation) moved the cursor towards the top bar. Cursor movement 
into different targets could also be achieved by different movement 
imagery (e.g., left vs. right hand or feet vs. hand movement). (B) 
Amplitude of the EEG as a function of frequency power spectrum 
averaged across 230 trials separated by task requirement (top vs. bot-
tom target). Black line indicates frequency power spectrum when the 
cursor had to be moved towards the top target; red line when the cur-
sor had to be moved towards the bottom target. A difference in ampli-
tude can be clearly seen around the 10       Hz SMR peak. 
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should perform to move the ball into the basket. Then 
the BCI was coupled with the neuroprosthesis. Each 
detection of left hand motor imagery switched the 
neuroprosthesis subsequently to grasping movement. 
Krausz and colleagues trained four wheelchair-bound 
paraplegic patients with the ‘ Basket paradigm ’ . After 
a few sessions, within weeks, all patients learned to 
control the BCI with the best session between 77–95% 
accuracy [67] . 

   In summary, SMR-BCI have been successfully 
tested in ALS, cerebral paresis, and spinal cord injury 
patients and may provide communication or rudimen-
tary restoration of lost motor function. With the SMR-
BCI patients learnt cursor control faster than with the 
SCP-BCI. Supposedly, suitable strategies are provided 
via the specific instruction to imagine a movement; 
therefore, these strategies are more readily available.  

    ERPs as Input Signals for BCI (ODDBALL-BCI) 

  ERPs are electrocortical potentials that can be meas-
ured in the EEG before, during, or after a sensory, motor, 
or psychological event. They have a fixed time delay 
to the stimulus and their amplitude is usually much 
smaller than the ongoing spontaneous, EEG activity. To 
detect ERP averaging techniques are used. An averaged 
ERP is composed of a series of large, biphasic waves, 
lasting a total of 500–1000       ms  [85] . The P300 component 
of the ERP and steady-state visually or somatosenso-
rily (see section on ‘ Non-visual BCI ’ ) evoked potentials 
have been used as input signal for BCI. 

   The P300 is a positive deflection in the EEG time-
locked to stimuli presentation. It is typically seen 
when participants are required to attend to a stream 
of rare target stimuli and frequent standard stimuli, 
an experimental design referred to as an oddball para-
digm  [86] . It is mostly observed in central and parietal 
regions ( Box 17.3   ). It is seen as a correlate of an extinc-
tion process in short-term memory when new stimuli 
require an update of representations  [85] . 

  Although the prototype of a P300-BCI ( Figure 17.3   ) 
was published in 1988 [87] , it was not until recently, 
that ERPs were tested and used in BCI for paralysed 
patients. Presented with a 6      �      6 matrix ( Figure 17.3 ) 
ALS patients achieved accuracies up to 100% [88] . 
Nijober and colleagues showed that patients with ALS 
can use the P300-BCI for free and independent com-
munication [29] . The P300 response was also demon-
strated to remain stable over a period from 12 to more 
than 50 daily sessions in healthy volunteers as well 
as in ALS patients        [18, 29] . Sellers and Donchin intro-
duced a visual and auditory 4-choice spelling system 
which allowed patients yes/no communication [18]
(see also section on ‘ Non-visual BCI ’ ). Piccione and 

colleagues required their participants (five patients 
with paralysis of different aetiology among healthy 
participants) to choose one of four arrows pointing 
to top, down, left, and right on a monitor to move a 
virtual object from a starting to an end point along a 
specific path pre-set by the trainer. Patients ’  mean 
accuracy was about 69% [68] . In a 6-choice paradigm 
Hoffmann and colleagues achieved 100% accuracy 
for both healthy participants and severely disabled 
patients with paralysis and speech impairment of 
different origin  [19] , as did Neshige and colleagues 
with ALS patients in a 4-choice paradigm, a 5      �      5 
matrix with symbols and even a 5      �      10 sounds matrix 
(Japanese) [61]  (see  Table 17.1  for patients ’  diagnosis). 

   In most patients classification of ERP to target and 
non-target stimuli was possible          [18, 29, 68] . However, 
shape and latency of the ERP may differ from that 
of potentials in healthy controls  [18] . In two of the 
patients of Sellers and Donchin large and late positive 
and negative potentials were found as response to the 
targets  [18] . Similarly, one of the patients of Nijboer 
and colleagues controlled the  ‘ P300-BCI ’  with a nega-
tive potential of 200       ms latency  [29] . Altered wave-
forms, latencies, and topographies are typically seen 
in LIS and CLIS patients [89] . Thus, it might be more 
appropriate to refer to the P300-BCI or P300-speller as 
ODDBALL-BCI or Oddball-speller. 

   Taken together, to achieve control of the SCP- and 
SMR-BCI is more time consuming than that of the 
ODDBALL-BCI, because the latter requires no learn-
ing to regulate the EEG. With the ODDBALL-BCI 
100% accuracy and selection rates of up to 10 items 
per minute were achieved. If classifiable ERP can be 
detected, the ODDBALL-BCI is the method of choice 
for communication. The SCP- and SMR-BCI are 
advantageous if a specific brain response is not read-
ily available, because they allow the user learning on 
the basis of operant conditioning. 

       INVASIVE BCI 

   Invasive recording methods ( Box 17.1 ) have strong 
advantages in terms of signal quality and dimension-
ality  [73] , but issues of long-term stability of implants 
and protection from infection arise  [4] ; all require 
surgery. Intracortical recording methods require elec-
trodes that penetrate the brain whereas electrode grids 
for ECoG remain on the cortical surface. 

    Intracortical Signals as Input for BCI 

   Studies with invasive recordings for the purpose 
of communication and control with a BCI are sparse. 
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   In the auditory 5      �      5 letter matrix (top left) the rows 
and columns are auditorily coded by numbers from 1 to 10. 
Selection occurs by attending to those stimuli which 
are corresponding to the coordinate of the target let-
ter in the matrix. Presentation of the stimuli coding the 
rows (1–5) is followed by a classifi cation and continues 
with the presentation of the stimuli coding the columns 
of the matrix (6–10) followed by a second classifi cation 
 [90] . In future, after selection of a row, the letters will be 
presented directly. In addition to presenting the num-
bers which code the letters auditorily, the matrix is also 
displayed on a monitor placed in front of the BCI user. 
If all vision is lost, users have to learn the structure of 
the matrix by heart. For initial training users have to 
spell a pre-set word given by the trainer (top line above 
the matrix). In each of the trials the letter in parenthesis 
has to be selected and selected letters appear in the line 
below and are also presented auditorily. 

   GR, a 39 years old man, was diagnosed with fi rst 
symptoms of ALS in 1996. When we met him fi rst 
January 2006, he was able to communicate yes/no with 
a twitch of the right corner of the mouth. He controlled 
a mouse with thumb movement, which enabled him to 
use digital programs for communication, emailing, and 
Internet surfi ng. Control of eye movement was unreliable. 

 BOX 17.3   

 AN AUDITORY BCI IN A LIS/CLIS PATIENT 

To date (July 2007), GR lost thumb control and commu-
nication by means of twitching with the lip is unreliable. 
On fi rst encounter we used a simple oddball paradigm to 
test GR for P300. Having already the 4-choice speller  [18]  
in mind, we confronted him with a sequence of 4 tones 
of different pitch in random order; each tone had a prob-
ability of 25%. GR’s task was to count the lowest tones 
and he had  ‘ textbook ’  P300 to the target tones (solid line 
in top right graph – thanks to Eric Sellers, Wadsworth 
Center, New York State Department of Health, Albany, 
New York, for this fi gure). Within the following 1½ years 
we presented him with a German version of the 4-choice 
speller (middle right) and the 5      �      5 auditory letter matrix 
(bottom right) (solid line shows averaged EEG to target 
words or letters, dashed line to non-targets). The P300 
was typically most prominent at parietal sites (bottom 
left). His performance varied strongly across days and 
even within a day but approached 100% accuracy in 
some sessions. These encouraging results indicate that 
patients who are partially in the CLIS can communicate 
with an auditory BCI (thanks to PhD students Adrian 
Furdea, Sebastian Halder, Eva-Maria Hammer, and 
Femke Nijboer, at the Institute of Medical Psychology 
and Behavioural Neurobiology, University of Tübingen, 
for data acquisition, analysis, and graphs). 
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factors. Adjacent neurons grew into the tip and after 
few weeks action potentials were recorded. One 
patient was able to move a cursor on a computer 
screen to select presented items. However, a quad-
riplegic patient with factor-Q deficiency who had 
significant atrophy in sensorimotor cortices failed to 
achieve control of the action potential firing rate  [75] . 

   Hochberg and colleagues implanted a multielec-
trode array in the hand motor area of two patients 
with tetraplegia following spinal cord injury  [4] . 
Neural activity from field potentials was translated 
into movement of a robotic arm and continuous 
mouse movement on a computer monitor. However, 
none of the invasive procedures allowed restoration 
of skilful movement in daily life situations.  

    The ECoG as Input Signal for BCI (ECoG-BCI) 

   The ECoG is measured with strips or arrays epi-
durally or subdurally from the cortical surface. ECoG-
BCI have been tested with epilepsy patients in whom 
electrode grids were implanted for the purpose of 
later brain surgery to treat epilepsy. Modulation of the 
ECoG as a function of actual or imagined movement 
or both was recorded        [8, 9] . Presented with a one-
dimensional binary task, patients achieved 74–100% 
accuracy by imagery of speech, hand, and tongue 
movement       [73, 74] . Encouraged by these results it was 
tried to reinstall communication in an ALS patient 
in the CLIS [56] . The patient responded to sensory 
stimulation (finger and mouth) and the correspond-
ing areas in S1 were perfectly localizable, but when 
regulation of this activity was required by imagery 
of finger and tongue movement no classification of 
the signal was possible. This underlines convincingly 
and dramatically that results of healthy BCI users or 
patients diagnosed with other diseases which do not 
lead to paralysis of the motor system or otherwise to 
non-responsiveness, are not sufficient to claim that a 
BCI is suitable to maintain communication and con-
trol in LIS and non-responsive CLIS patients. 

    NON-VISUAL BCI 

  Almost all approaches to BCI rely on intact vision. 
Intact gaze and reliable control of eye movement are 
the pre-requisite for all these BCI which render them 
unsuitable for CLIS patients. BCI based on auditory 
and tactile information presentation may provide a 
solution to this problem. Visual BCI allow us the pres-
entation of the task requirement, the items to select 
and the feedback of brain activity simultaneously 
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FIGURE 17.3 P300-BCI/ODDBALL-BCI : For communication
with a P300-BCI users were typically presented with matrices 
where each of the matrix cell contained a character or a symbol. 
(A) This figure depicts a 6      �      6 letter matrix. This design becomes 
an oddball paradigm by first, intensifying each row and column for 
100       ms in random order and second, by instructing participants to 
attend to only one of the cells. In one sequences of flashes (one flash 
for each row and each column), the target cell will flash only twice 
constituting a rare event compared to the flashes of all other rows 
and columns and will therefore elicit a P300  [87] . Selection occurs 
by detecting the row and column which elicit the largest P300  [91] . 
The P300-BCI did not require self-regulation of the EEG. All that 
was required from the users was that they were able to focus atten-
tion and gaze on the target letter albeit for a considerable amount 
of time. In the copy spelling mode  [17] , the patients ’  task was to 
copy the word presented in the top line (GEHIRN      �      German for 
 ‘ brain ’ ). In each trial, patients had to count how often the target 
letter flashed. The target letter was presented in parenthesis at the 
end of the word. Selected letters were presented in the second line 
below the word to copy. (B) This panel depicts EEG to target let-
ters (red line) averaged across 43 trials comprising 430 flashes of the 
target letter and 2150 flashes of all rows and columns not contain-
ing the target letter. Black line indicates the course of the EEG to all 
the non-target rows and columns (for an exact description of letter 
selection see for example  [88] ). EEG to target letters was clearly dis-
tinguishable from non-target letters.    

Kennedy and Bakay showed in few ALS patients 
that humans were able to modulate the action poten-
tial firing rate when provided with feedback        [3, 71] . 
The authors implanted into the motor cortex a single 
electrode with a glass tip containing neurotrophic 
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on a monitor; likewise selected items or hit targets 
and positive reinforcement (in BCI that use operant 
conditioning to learn regulation of a brain response) 
can also be presented simultaneously. The difficulty 
for auditory BCI is that all information about the 
task, the items to select, the feedback of brain activ-
ity, the results of selection and positive reinforcement 
has to be presented consecutively. To date, SCP, 
SMR, and ERPs where used as input signals for 
non-visual BCI. 

   Hinterberger and colleagues compared learning to 
regulate the SCP amplitude of the EEG by means of 
visual or auditory feedback or a combination of the 
two modalities [92] . Visual feedback was superior to 
the auditory and combined feedback, but BCI con-
trol could be also achieved with auditory feedback. 
Presentation of combined feedback prevented learn-
ing. The superiority of visual over auditory feedback 
was also found in the first study that used auditory 
feedback of SMR [93] . SMR desynchronization was 
represented by bongo sounds and synchronization 
by harp sounds. With visual feedback participants 
achieved high performance already in the first train-
ing session. In contrast, with auditory feedback, par-
ticipants started at chance level indicating that they 
had no control over their SMR amplitude. After 
three training sessions, however, performance was 
the same in both groups. Thus, auditory feedback 
required more training, but lead to approximately the 
same level of performance at the end of training. The 
authors concluded that a 2-choice BCI based on audi-
tory feedback is feasible for communication provided 
sufficient time for learning  [93] . 

   Hill and co-workers attempted to classify P300 
evoked responses to two simultaneously presented 
auditory stimulus streams  [94] . Both streams consti-
tuted an auditory oddball paradigm. To choose one of 
two possible targets, the participant had to focus on 
either one of the streams. When attention was focused 
on the target stimuli (e.g., by counting them), EEG 
responses to target stimuli and standard stimuli could 
be classified. Although variation between participants 
existed, classification results suggested that it was 
possible for a user to direct conscious attention, and 
thereby to modulate the ERPs to auditory stimuli reli-
ably enough, in single trials, to provide a useful basis 
for an auditory BCI. 

   Sellers and Donchin tested healthy volunteers and 
patients with ALS with a 4-choice ODDBALL-BCI 
(4-choice speller). Patients were presented either visu-
ally or auditorily or both with the words  ‘ yes ’ ,  ‘ no ’ , 
 ‘ pass ’ , and  ‘ end ’   [18] . The patients ’  task was to focus 
their attention on either ‘ yes ’  or  ‘ no ’ . The authors 
were able to show that a target probability of 25% 

was low enough to reliably elicit a P300. In contrast 
to combined feedback in the SCP-BCI [92] , simultane-
ous presentation of auditory and visual stimuli with 
the 4-choice speller did not lead to a decrement in 
classification.

  An auditory ERP based spelling system was also 
proposed  [90] . This system is simulating a 5      �      5 
matrix containing letters ( Box 17.3 ). Healthy subjects 
achieved an accuracy above 70% which is the crite-
rion level for spelling       [17, 41] . The auditory 4-choice 
speller and the 5      �      5 letter matrix were tested in an 
LIS patient on the border of becoming completely 
locked-in ( Box 17.3 ).

  A BCI based on steady-state evoked potentials 
independent of vision was introduced by Müller-Putz 
and colleagues [20] . The authors used vibratory stim-
ulation of left and right hand finger tips to elicit soma-
tosensory steady-state evoked potentials (SSSEP). The 
EEG was recorded from central electrodes (C3, Cz, 
and C4). In each trial both index fingers were stimu-
lated simultaneously at different frequencies and 
participants were instructed via arrows on a compu-
ter screen to which finger they should pay attention. 
Online accuracies of four participants varied between 
53% (chance level) and 83%. 

   Most recently, vibrotactile feedback of SMR was 
realized by Cincotti and colleagues  [95]  ( Figure 17.4   ). 
Accuracy for six subjects was with 56–77% compara-
ble to visual feedback (58–80%). 

FIGURE 17.4 The vibrotactile BCI : Feedback was provided via 
vibrotactile transducers mounted around the neck between two 
T-Shirts. A contactor in the centre of a magnetic coil through which 
current was flowing moved against the skin and back at a fre-
quency of 200       Hz. Imagery of right hand movement activated the 
contactors on the right hand side of the neck and imagery of left 
hand movement those of the left hand side. Source : The photo-
graph is with kind permission from Dr. Febo Cincotti, Laboratory of 
Neuroelectrical Imaging and Brain Computer Interface, Fondazione 
Santa Lucia IRCCS, Rome, Italy.    
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   Taken together, studies with non-visual BCI imply 
that learning to regulate brain activity such as SCP 
and SMR when provided with auditory or tactile feed-
back is possible albeit slower than with visual feed-
back. ERPs in response to auditory or tactile stimulus 
presentation were also classifiable with a BCI. Non-
visual BCI allowed the users to achieve accuracies 
high enough to use the BCI for communication and 
control. These BCI await testing with LIS and CLIS 
patients, but first results with a patient on the bor-
der of becoming completely paralysed ( Box 17.3 ) are 
encouraging.

    BCI IN DOC 

   To date, BCI have not been tested or used in 
patients diagnosed with DOC. From the review pro-
vided above, it is clear that to operate a BCI, under-
standing of instruction, volition, and sustained 
attention and decision making are necessary at least 
for a period of time. In the case of the SCP- and SMR-
BCI susceptibility to operant conditioning including 
reinforcement is necessary. 

    Learning in LIS and Non-responsive 
CLIS Patients 

  Little is known about learning in locked-in or com-
pletely locked-in patients. In an N100 (mismatch neg-
ativity, MMN) paradigm applied to 33 patients in the 
vegetative state Kotchoubey and colleagues showed 
habituation to the deviant tone indicating the pres-
ence of an elementary learning process  [96] . With neu-
ropsychological tests Schnakers and colleagues found 
slightly impaired learning and long-term memory in 2 
of 10 LIS patients after brainstem stroke  [97] . In a group 
of 11 severely impaired patients with ALS (including 6 
LIS patients) Lakerveld and colleagues demonstrated 
learning and memory in a verbal and non-verbal learn-
ing test being as good as in matched healthy controls 
and as compared to normative data  [98] . 

   Piccione and colleagues found that with the vis-
ual ODDBALL-BCI paralysed patients ’  performance 
(68.6%) was worse than that of healthy participants 
(76.2%)  [68] . In particular, those patients who were 
more impaired performed worse, whereas there was 
no difference between less impaired patients and 
healthy participants [68] . However, Nijboer and col-
leagues could not confirm such a relation between 
ODDBALL-BCI performance and physical impair-
ment [29] . An important difference between the two 

studies was that Nijboer and colleagues required the 
patients to select letters from a 6      �      6 matrix, whereas 
Piccione and colleagues used a spatial orientation task 
which required an additional cognitive effort. 

  Kübler and Birbaumer performed a meta-analysis 
of BCI performance across 51 patients in all stages of 
paralysis and found no relation between performance 
level and physical impairment provided that CLIS 
patients were excluded from analysis  [41] . From seven 
patients in the CLIS only two acquired regulation of 
the SCP amplitude above chance level, but communi-
cation could not be re-established. Taking an operant 
conditioning view, the authors speculated that after 
a longer period of time in the CLIS, the loss of contin-
gency between intention and consequences may lead 
to an extinction of goal-directed thinking and learning. 
Except 2, all 11 patients in the LIS learned BCI control. 
All CLIS patients who were trained with a BCI were 
already in this state when training started. Whether 
patients who learn BCI control in the LIS can retain this 
ability when they enter the CLIS is still an open empiri-
cal question. The data presented from one LIS patient 
( Box 17.3 ) indicate that this might be possible. 

    A Hierarchical Approach to Cognitive 
Processing in Non-responsive Patients 
Including BCI 

   Hierarchical approaches to cognitive processing 
in DOC patients were suggested with regards to pas-
sive stimulation paradigms       [34, 89] . According to the 
underlying idea of all such approaches, processing of 
physically simple stimuli is necessary for the process-
ing of more complex material including semantic 
stimulation which requires processing of verbal mate-
rial. Typically, paradigms on the basis of auditory 
stimulation are used to elicit the MMN as indicator of 
pre-attentive cortical orientation, the P300 for deeper 
cortical analysis of the physical properties of stimuli, 
and responses to semantic stimulation leading to a 
P300, N400, or P600  [89] . A pre-requisite for all these 
paradigms is the presence of the N1–P2 complex to 
ensure processing of auditory stimuli in primary 
auditory cortices. In a large group of vegetative state 
and minimally conscious patients, which could be cat-
egorized along the continuum of consciousness [99]
from completely non-responsive with a pathological 
rest EEG below 4       Hz to severely brain damaged, but 
responsive with fast theta or slow alpha oscillations 
which were suppressed by light, a hierarchy of infor-
mation processing could not be confirmed  [89] . This 
result is in line with the idea that islands of cortical 
processing may remain intact in patients with DOC, 
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but that the connectivity between cortical and subcor-
tical areas is lost  [100] . 

   Passive stimulation paradigms allow us to infer 
which cortical areas are still involved in cognitive 
processing, but bottom line they will not tell us any-
thing about possible conscious awareness in non-
responsive patients. It was suggested to address 
this issue with volitional paradigms which require 
understanding of instruction, volition to perform as 
required (by the experimenter), and the capability to 
perform as required        [38, 101] . Owen and colleagues 
distinguished successfully activation patterns related 
to motor imagery (playing tennis) and spatial navi-
gation (through one’s own house starting at the front 
door) in a patient diagnosed with persistent veg-
etative state, and could thus show that she was con-
scious [38] . The ODDBALL-BCI, namely the auditory 
4-choice speller constitutes another volitional para-
digm, which does not require the ability to imagine 
movements, but the focus of attention to one of two 
possible responses YES and NO as pre-set by the 
experimenter. The pre-requisite for this paradigm is 
the classification of ERP to the target stimuli. The lat-
eralized Bereitschaftspotenzial could also be used for 
such volitional tasks: in a classic S1–S2 paradigm [76]
participants are at S1 (warning stimulus) instructed 
to prepare  for left or right hand movement imagery 
and at S2 (imperative stimulus) to imagine  the move-
ment. Typically, a negative SCP shift (contingent nega-
tive variation) is seen over central leads (hand motor 
areas) of the contralateral hemisphere as a correlate of 
depolarized cell assemblies preparing for movement 
imagery       [76, 102] .

   Between passive stimulation and volitional para-
digms is a tremendous gap with regards to cognitive 
requirement: the first requires only listening whereas 
the latter necessitates understanding, compliance, and 
ability (see above). To bridge this gap, it is suggested 
to add the instruction to pay attention to target stim-
uli presented in the passive stimulation paradigms. 
It was demonstrated that if participants followed 
this instruction, implying understanding and compli-
ance, but not the ability of mental imagery or verbal 
processing during stimulation, the amplitude of the 
P300 was considerably increased        [103, 104] .

   If patients in a non-responsive state performed 
above chance level in any of the volitional paradigms, 
then it may be inferred that higher cognitive process-
ing is still possible and volition can be exerted, mean-
ing that such patients are not unconscious. It may 
then be investigated whether those patients can use 
one or any of these brain responses to control a BCI 
( Figure 17.5   ). Above the requirements of volitional 
paradigms, a BCI necessitates decision making. In the 

volitional paradigm YES or NO responses are pre-
set by the experimenter. Decision making with a BCI 
would include intentionally choosing either the one 
or the other response. ODDBALL-BCI allow users to 
directly answer questions, whereas BCI on the basis 
of imagery require the patient to relate a specific 
imagery, for example,  ‘ playing tennis ’  to a specific 
answer, for example, YES. This is an additional step 
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FIGURE 17.5    Flow chart of the hierarchical approach to the use 
of BCI in DOC. Each level involves higher demands on cognitive 
processing: first,  simple EEG recording  is necessary and patients with 
a rest EEG below 4       Hz are excluded  [89] . If  passive stimulation  leads 
to classifiable ERPs, instruction to  focus attention  on target stimuli 
is added to the passive stimulation task. If amplitudes of ERP are 
increased,  volitional tasks  are presented: the EEG is recorded during 
presentation of the 4-choice oddball-speller or the BOLD response 
during mental imagery or both. If above chance level performance 
is obtained, the highest level of cognitive performance requiring 
decision making  by means of a BCI can be tested.    
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requiring cognitive resources, and it is an empirical 
question how well this can be accomplished. In any 
case, state-of-the-art real-time fMRI ( Box 17.2 ) allows 
us to online decipher distinct brain states.  

    Problems and Prospects 

   From a technical point of view several issues have 
to be resolved before BCI can be utilized across a wide 
range of clinical or daily life settings. Sensors are the 
bottleneck of today’s invasive and non-invasive BCI. 
Invasive sensors last only a limited time before they 
loose signal [4] , and non-invasive sensors need long 
preparation time due the still necessary conductive 
gel. First results of classification of SMR modulation 
with dry electrodes are promising  [105] . Machine 
learning and advanced signal processing meth-
ods play a key role in BCI research as they allow us 
decoding of different brain states within the noise of 
the spontaneous neuronal activity in real time  [106] . 
Particularly, higher robustness of recording, online 
adaptation to compensate for non-stationarities, sen-
sor fusion strategies, and techniques for transferring 
classifier or filter parameters from session to session 
are among the burning topics  [25] . 

   BCI research also has to face open neurobiologi-
cal questions. Only little is known about how the 
brain instantiates regulation of EEG components as 
required in the SCP- and SMR-BCI. It was demon-
strated that during voluntary produced negative SCP 
a widespread fronto-parietal network was activated 
including bilateral precentral gyrus, SMA, and middle 
frontal gyrus (areas under the feedback electrode) as 
well as dorsolateral prefrontal cortex, insula, supra-
marginal gyrus, and inferior parietal lobule. In con-
trast, positive SCP were accompanied by deactivations 
in central, temporal–hippocampal, and prefrontal 
areas. The putamen as a part of the striatum and the 
input nuclei of the basal ganglia were only activated in 
preparation for positive SCP amplitudes. The inability 
to voluntarily produce positive SCP was attributed to 
failed deactivation of frontal areas  [107] . In about 20% 
of participants (healthy and patients) trained with a 
BCI, regulation of the targeted brain response was not 
achieved or ERP patterns could not be classified, and 
the reason for this failure is not known        [25, 41] . Thus, 
to infer cognitive processing or even conscious cogni-
tion from the hierarchical procedure suggested ( Figure 
17.5 ), the predictive value of ERPs recorded during 
passive stimulation paradigms for successful (above 
chance level) performance in volitional ERP para-
digms such as the 4-choice speller has to be defined in 
normative studies with healthy participants. Likewise, 

the ability to generate classifiable mental imagery has 
to be assessed. Next, it has to be investigated how 
predictive successful imagery or successful ERP clas-
sification is for the use of BCI which requires decision 
making for meaningful communication. 

   From a psychological point of view, three models 
were proposed on how humans learn to regulate an 
autonomous response such as the electrical activity of 
the brain. The operant conditioning  approach is based 
on the increasing probability of a behaviour if it is fol-
lowed by reinforcement which can be positive or neg-
ative [108] . According to this model, learning occurs 
such that a spontaneous behaviour that is already in 
the individual’s behavioural repertoire is selectively 
reinforced and thus, its occurrence increases. The 
two-process theory  of biofeedback learning is based on 
the assumption, that regulation of the EEG is learned 
such that the user searches for a successful strategy 
 [109] . Which strategy is chosen depends strongly on 
the instruction. As soon as there is only a minimal 
success with the chosen strategy, the user will stick 
to and optimize it. Only if users find no appropriate 
strategy in their behavioural repertoire, they create – 
in a second process – a new motor activation pattern. 
To achieve control over the to-be-learned behaviour, 
the users have to pay attention which internal stimuli 
such as heart rate or blood pressure accompany the 
motor activation pattern. This is enacted by means of 
the feedback signal which is controlled by the motor 
activation pattern and which occurs always together 
with the same internal stimuli. Those internal stimuli 
which occur always together with the activation pat-
tern are referred to as  response image . If a response 
image has been learned, it can be activated and the 
related brain response will be produced automatically. 
According to Lang, learning to regulate a physiological 
parameter is comparable to motor learning   [110] . This 
approach assumes that regulation of the EEG requires 
an organized sequence of activities and symbolic 
information, which are also necessary to learn how to 
hit a tennis ball. Consequently, regulation of the EEG 
is influenced by the users ’  sensorimotor abilities and 
capacities. These three models overlap tremendously. 
The first learning process of the two-process theory –
the search for a successful strategy – is comparable 
with operant conditioning. The second learning proc-
ess can also be regarded as motor learning. 

  To date, it is not known whether non-responsive 
patients are susceptible to operant conditioning includ-
ing reinforcement. Susceptibility to reinforcers is the 
pre-requisite to achieve regulation of SCP or SMR if 
motor imagery does not provide classifiable results in 
the first session. Processing of aversive stimuli has been 
investigated in patients in the vegetative state [111] . 
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Primary sensory areas and the thalamus were activated 
in response to painful stimulation whereas secondary 
sensory cortices were not. The authors concluded that 
patients in the vegetative state perceived but did not 
 ‘ feel ’  pain. By contrast, processing of pleasant stimu-
lation in DOC patients has never been investigated. 
One reason for this shortfall may be the difficulty to 
find out what may be experienced as pleasant by the 
individual patient. With regards to aversive stimula-
tion consent exists that painful stimulation is generally 
perceived aversive; however, with pleasant stimula-
tion the situation is less clear cut. Although it appears 
evident that sexual stimulation is generally perceived 
as pleasant, the ethical and practical difficulties of such 
stimulation in DOC patients are obvious. 

    CONCLUSION 

   BCI proved successful for communication and con-
trol in patients with severe paralyses or in the LIS. BCI 
allow users to directly communicate their intention 
without any involvement of the motor periphery. The 
development of non-visual BCI renders this technol-
ogy feasible for patients who lost control of eye move-
ment due to disease progression or injury. Before the 
suggested hierarchical approach to cognitive process-
ing can be applied to DOC patients, normative studies 
have to clarify the predictive value of ERP or mental 
imagery classification for BCI use. Studies with DOC 
patients will then demonstrate whether BCI can be 
purposefully utilized to investigate cognitive process-
ing, to improve diagnosis, or even for social interac-
tion in patients with DOC. It is unknown how much 
structural and functional integrity and connectivity of 
the brain is necessary to use a BCI for at least mini-
mal (yes/no) communication. But the time is ripe to 
gather empirical data and to merge the so far inde-
pendent research streams of BCI and cortical process-
ing in DOC patients. 
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O U T L I N E

C H A P T E R

  ABSTRACT  

Unravelling the mysteries of consciousness, lost and regained, and perhaps even intervening so as to prompt recovery 
are advances for which neither the clinical nor the lay community are prepared. These advances will shake existing 
expectations about severe brain damage and will find an unprepared clinical context, perhaps even one inhospitable 
to what should clearly be viewed as important advances. This could be the outcome of this line of enquiry, if this 
exceptionally imaginative research can continue at all. This work faces a restrictive research environment that has 
the potential to imperil it. Added to the complexity of the scientific challenges that must be overcome is the societal 
context in which these investigations must occur. Research on human consciousness goes to the heart of our humanity 
and asks us to grapple with fundamental questions about the self. Added to this is the regulatory complexity of 
research on subjects who may be unable to provide their own consent because of impaired decisionmaking capacity, 
itself a function of altered or impaired consciousness. These factors can lead to a restrictive view of research that can 
favor risk aversion over discovery. In this paper, I will attempt to explain systematically some of these challenges. I 
will suggest that some of the resistance might be tempered if we view the needs of patients with severe brain injury 
through the prism of palliative care and adopted that field’s ethos and methods when caring for and conducting 
research with individuals with severe brain damage and disorders of consciousness. To make this argument I will 
draw upon the American pragmatic tradition and utilize  clinical pragmatism , a method of moral problem solving that 
my colleagues and I have developed to address ethical challenges in clinical care and research. 
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III. COMA AND RELATED CONDITIONS

      INTRODUCTION 

   The world is not ready for the potential discov-
eries and innovations described in this collection. 
Unravelling the mysteries of consciousness, lost and 
regained, and novel interventions, such as the recent 
report of deep brain stimulation in the minimally con-
scious state (MCS) [1]  so as to prompt recovery are 
possibilities for which neither the clinical nor the lay 
community are prepared. These developments will 
shake existing expectations about severe brain dam-
age and will find an ambivalent clinical context. 

   This could be the outcome of this line of enquiry, if 
this exceptionally imaginative research can continue at 
all. This work faces a restrictive research environment 
that has the potential to imperil it       [2, 3] . Added to the 
complexity of the scientific challenges that must be 
overcome is the societal context in which these inves-
tigations must occur. Research on human conscious-
ness goes to the heart of our humanity and asks us to 
grapple with fundamental questions about the self [4] . 
Added to this is the regulatory complexity of research 
on subjects who may be unable to provide their own 
consent because of impaired decisionmaking capacity, 
itself a function of altered or impaired consciousness. 
These factors can lead to a restrictive view of research 
that can favor risk aversion over discovery. 

   In this paper, I will attempt to explain system-
atically some of these challenges. I will suggest that 
some of the resistance might be tempered if we view 
the needs of patients with severe brain injury through 
the prism of palliative care. To make this argument I 
will draw upon the American pragmatic tradition and 
utilize clinical pragmatism , a method of moral problem 
solving that I have developed with colleagues for clin-
ical care and research              [5–8, 9] .

    CLINICAL PRAGMATISM 

   Clinical pragmatism has its philosophical roots in 
the American pragmatic and the work of John Dewey 
(1859–1952) in particular           [10–13] . Dewey was a lead-
ing American philosopher of the first half of the 20th 
century as well as a psychologist, democratic theorist 
and education reformer            [14–17] . Deweyan pragma-
tism is an appealing philosophical method to assess 
the novel ethical challenges posed by neuroscience 
because Dewey sought to use the scientific method as 
a means to inductively address normative questions 
       [18–20]   . 

  As a method of moral problem solving, clin-
ical pragmatism begins with the recognition of the 

problematic situation. This prompts a process of 
enquiry which includes the collection of medical, nar-
rative and contextual data. This information leads to 
the articulation of an ethics differential diagnosis. 
These speculations in turn inform a negotiation with 
stakeholders about a plan of action with this con-
sensus leading to an intervention ( Table 18.1   )  . This 
pro cess is completed with a periodic review that will 
foster experiential learning [22]. 

    CLINICAL PRAGMATISM AND 
DISORDERS OF CONSCIOUSNESS 

    The Problematic Situation 

   The very clinical context of care encountered by 
patients with disorders of consciousness is a prob-
lematic situation, which generally goes unrecognized. 
I have previously characterized this as a  neglect syn-
drome , borrowing the diagnostic category from clin-
ical neurology  [2] . Although notable exceptions exist 
amongst highly dedicated neurologists, neurosur-
geons and rehabilitation specialists, the vast majority 
of patients with disorders of consciousness are a popu-
lation who remain out of our gaze. 

   Without careful consideration or an evidence base, 
it is taken for granted that patients who have sus-
tained severe brain damage are beyond hope of any 
remediation. This leads to a clinical context marked by 
errors of omission and a sense that ethically, nothing 
can or should be done for patients with catastrophic 
brain dysfunction. These prevailing sentiments have 
undermined the usual intellectual curiosity that 
marks other areas of practice. Surveys of neurologists ’  
knowledge of diagnostic categories related to dis-
orders of consciousness are rife with errors that would 
be intolerable elsewhere in practice  [23] , though they 

TABLE 18.1    Clinical Pragmatism and Inquiry  

          I.      Recognition of the problematic situation and the need for 
inquiry

       II.     Data collection: medical, narrative, contextual 
             1.     Medical facts  
             2.     Patient/surrogate preferences  
             3.     Family dynamics  
             4.     Institutional arrangements  
             5.     Broader societal issues and norms     
      III.     Interpretation (ethics differential diagnosis)  
      IV.     Negotiation  
       V.     Intervention  
      VI.     Periodic review/experiential learning 

(Modified from): Fins, J.J. and Miller F.G. [21].
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are tolerated here because of the sense that diagnostic 
clarity in the face of one form of futility or another just 
does not matter. 

  This is indeed paradoxical because while most in the 
clinical context are dismissive of these patients, ques-
tions related to consciousness are among the most fas-
cinating topics in science and society           [24–28] ). Despite 
this interest outside of medicine, within the clinic disin-
terest and lack of intellectual curiosity have marked the 
clinical context. Even diagnostic rigour is lacking [29] . 
It is not uncommon for the same patient with impaired 
consciousness to be described as nearly brain-dead, 
vegetative or comatose. 

  These practices can create a problematic   situation that 
can go unrecognized because such attitudes become 
so pervasive so as to become the norm. The potential 
recovery of a brain damaged patient goes unexamined 
because it is assumed that the intellectual consequences 
will be dire. Even survivors with intact cognitive abil-
ities, like Jean Dominique Bauby – the author of The 
Diving Bell and the Butterfly  a memoir of the Locked-
in-State (LIS) – comments, ‘ But improved resuscitation 
techniques have prolonged the agony. ’         [30, p. 4] . These 
perceptions prevail despite the fact that evidence-based 
outcomes demonstrate a wide variety of outcomes 
depending upon a range of patient variables. 

  Although one would think that absence of careful 
diagnosis and informed prognostication would be an 
obvious deficit calling out for more precise assess-
ment, confident pronouncements that there is  ‘ no 
hope for meaningful recovery ’  are taken for granted, 
unexamined and without the requisite scepticism that 
marks prudential medicine. Meaningful to whom? 
The neurologist? The patient? Their family?  [31]  It is 
also critical to appreciate that notions of the life that 
might be worth living can evolve as disability is con-
fronted. Quality of life considerations can also be 
informed by perspective       [32, 33] .

  Another unarticulated problem which informs the 
care provided to these patients are the norms that 
inform decisions about life-sustaining therapy. Our 
views on do-not-resuscitate (DNR) orders and deci-
sions to withdraw life-sustaining therapies have 
grown out of our experience in intensive care units 
and the provision of acute care  [34] . In that setting 
the loss of consciousness may be taken as the ethical 
predicate to withdraw life-sustaining therapy because 
it signals the end-stage of a disease process. This is 
in contradistinction to the loss of consciousness that 
occurs at the outset of severe brain  [35] . 

   This is the context of care for critically ill patients 
who have sustained brain damage, where clinical rou-
tines can become an excuse for unreflective practice. 
It is a setting with decisional constructs that operate 

in days and weeks, not months. And these contextual 
factors lead to a paradox that also informs the prob-
lematic situation: decisions about withholding and 
forgoing life-sustaining therapy are made prematurely 
for patients with disorders of consciousness because 
options for withdrawals are increasingly abridged as 
the patient moves from the acute to chronic stage of 
illness, even though these decisions may become more 
justifiable once the prognosis becomes clearer. 

  As has been noted elsewhere in this collection of 
essays, the course of recovery from the vegetative states 
can take from 3 to 12 months, depending upon whether 
the etiology of the insult was anoxic or traumatic        [36, 
37] . Thus, to fully know whether recovery from the veg-
etative state is possible, a patient with traumatic brain 
injury might have to be observed for 12 months. By then 
he will have become medically   stable and been extubated 
 [38] . His only life-sustaining therapy might be his percu-
taneous gastrostomy tube and hence the paradox. While 
the legal and ethical norms clearly view a ventilator as 
an extraordinary measure that can be withdrawn within 
weeks of an injury, the ethical (and theological consen-
sus) on decisions to withdraw artificial nutrition and 
hydration is less clear even after a patient is irreversibly 
in a permanent vegetative state. 

  These difficulties, coupled with the culture of 
the intensive care, lead to decisions to remove life-
s ustaining therapy while it remains feasible even 
though the dimensions of the patient’s recovery remain 
unknown. This can lead to pronouncements about 
expected outcomes that may reflect personal biases 
and fall short on the evidence  [31].  A better approach 
would be to be transparent with families and explain to 
them that the patient’s prognosis and hope for recov-
ery of consciousness will become clearer within weeks 
and months. Although we should not compel families 
to continue to treat patients who are persistently but 
not permanently vegetative in order to develop greater 
prognostic clarity, it seems prudent and ethically 
within the norm of informed consent and  refusal, to be 
intellectually honest about what can be predicted so 
early in the course of care. At the very least clinicians 
need to be careful about making expedient claims that 
there is  ‘ no hope for meaningful recovery ’  when the 
evidence is lacking in order to  ‘ scientifically ’  justify 
decisions to forgo life-sustaining therapy. 

    Data Collection 

    Clarifying the Medical Facts: Brain Damage and 
the Challenge of Diagnosis and Prognosis 

   The first issue that will be seen as immediately 
different in the care of patients with disorders of 



III. COMA AND RELATED CONDITIONS

consciousness is the fact that it may be difficult to clar-
ify the medical facts. The diagnostic categories that 
inform practice in this area – the vegetative and MCS 
 [39]  – remain  descriptive.  Diagnoses are just on the 
cusp of becoming more physiologic and precise utiliz-
ing advanced imaging techniques and sophisticated 
electroencephalography, but our state of knowledge 
remains rudimentary compared with other domains 
in medicine. 

  A colleague suggested that our state of knowledge 
is just a bit more evolved from the time when infec-
tious diseases were termed  ‘ the fevers ’   [40] . A review 
of the history of medicine from Hippocrates and 
Galen to Osler and beyond indicates how etiology 
and prognostication evolved from rudimentary obser-
vations and theoretical speculations concerning fever 
 [41] . Asserting that patients had a pattern of fevers 
carried less diagnostic and prognostic precision than 
linking these empirical manifestations of illness to an 
actual pathogen. 

   The state of affairs in neurological diagnosis, 
because of the complexity of the object of study,  is less 
evolved than other areas of medicine . Families depend 
upon diagnostic clarity to make life-altering and fam-
ily defining choices, but even this basic element of 
decisionmaking may be lacking clarity in disorders of 
consciousness. We take some semblance of diagnostic 
clarity elsewhere in medicine for granted. Clinicians 
counselling families about disorders of conscious-
ness need to be careful to be as precise as possible and 
to acknowledge the limitations of what is currently 
known and predictable. 

  Although progress has been made since Jennett and 
Plum described the vegetative state as ‘ a syndrome in 
search of a name ’   [42] , descriptive brain states are only 
now being refined in sub-categories such as the per-
sistent and permanent vegetative states and the more 
recent MCS based on correlations between clinical 
observation neuropathological studies and neuroim-
aging studies                           [37, 43–54]   . 

   But as noteworthy as this work is, these efforts are 
rudimentary and fundamentally still descriptive with 
patients with variable injuries and outcomes clumped 
together into broad inclusive categories. This impreci-
sion can lead to disorders of consciousness of different 
aetiologies being clinically indistinguishable, although 
their causes and potential course are dramatically dif-
ferent, making prediction and prognostication so diffi-
cult. Such diagnostic questions are further confounded 
by diagnostic error. 

   These issues create a challenging problem for clin-
ical care which may be unique to this area in medi-
cine, namely the difficulty of providing patients and 
families with a clear and meaningful diagnosis, which 

is an essential element of any ethical analysis about 
care. Families accustomed to diagnostic precision 
in other disciplines have similar expectations when 
a loved one has a disorder of consciousness. They 
expect precision and could easily mistake a magnetic 
resonance imaging (MRI) scan as meeting their expec-
tations or misconstrue meanings of investigational 
work, such as the report by Owen  et al . of a neuroim-
aging response in a patient who was behaviourally in 
the vegetative state [52].

   This potential for misconstrual is heightened by 
popular articles on neuroethics, increasingly a mode 
of technological critique vs. a scholarly discipline, that 
warn of imaging studies that might be able to read 
your mind and monitor your thoughts               [55–59] . If that 
is the case, they might logically ask, why can’t my 
child’s neurologist tell me if he is going to come out of 
his coma [57]?

  And when we do return from the realm of science 
fiction to the less promising confines of the clinic, we 
appreciate how crude our categories are. Here fam-
ilies also encounter a profession and society that has 
yet to reach a clear consensus on emerging diagnos-
tic domains, as demonstrated by the controversy over 
the status of the MCS. Minimally contentious  to some, 
there is the scientific critique about the use of a con-
sensus panel to create such categories        [60, 61] , as well 
as the political concerns of advocates asserting disabil-
ity rights and the right to die. Some disability advo-
cates have been wary of MCS because they fear that 
a new diagnostic category could equate patients with 
higher functioning to those in the vegetative state and 
lead to the devaluation of their lives [62] . Conversely, 
right to die advocates fear that the new category may 
open Pandora’s box by suggesting that patients with 
impaired consciousness might be candidates for treat-
ment and more aggressive care  [60] . If they are, these 
advocates worry, will this erode society’s willingness 
to accept withdrawal of care? 

   Despite the forces that might conspire to rob 
patients of the most accurate diagnosis currently 
available, establishing the medical facts and the diag-
nosis is a critical and necessary step in making eth-
ical choices about patient care. This becomes clear if 
we consider the exceptional case of Terry Wallis who 
was misdiagnosed, or perhaps simply ignored, while 
in the (MCS) [63] . In 1984, Wallis was an unrestrained 
passenger in a motor vehicle accident and suffered 
severe head trauma. He received acute medical care, 
survived and was discharged to a nursing home only 
months after his injury [64] . He carried the diagnosis 
of the persistent vegetative state. But on July 11, 2003, 
he had what has been described as a miracle awaken-
ing while in ‘ custodial care ’  in a nursing home. He 
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spoke tentatively, single words at a time like  ‘ Mom ’
and  ‘ Pepsi. ’  As the weeks passed, he spoke still halt-
ingly but with greater fluency. In his mind he had 
never aged, and Reagan was still President. 

  Although Wallis had been labelled as being in the 
persistent vegetative state, the behaviours noted by 
family members – evidence of episodic but unreliable 
demonstrations of awareness and consciousness –
went unheeded by the nursing home staff. Their views 
about him were codified by his diagnosis on transfer. 
He had been and would always remain vegetative. 
The family had requested that a neurologist reassess 
him during this period and were refused, so certain or 
indifferent were the staff to the question of his diag-
nosis. This neglect of Wallis was all the more poignant 
because subsequent diffusion tensor imaging (DTI) 
revealed what was described as the  ‘ sprouting ’  of new 
axonal connections. It was hypothesized that these 
new connections between surviving neurons might 
have plated a role in the evolution of his brain state 
and his recovery  [51].  Although these findings gen-
erated worldwide media attention, before his emer-
gence from MCS, Mr Wallis went nearly two decades 
without a neurological assessment because he failed 
to demonstrate overt clinical improvement, a health 
policy question of great import  [65].  

   This is a generic problem because patients who fail 
to meet medical necessity or demonstrate improve-
ment with rehabilitative interventions are transferred 
to what is ungraciously described as ‘ custodial care, ’  
where assessment is rare and incomplete. Given the 
exigencies of discharge planning, it is quite possible 
for a patient to be discharged while still in the persist-
ent vegetative state and move to MCS once transferred 
to a nursing home within the first year of traumatic 
injury. If this occurs in an inattentive or disinterested 
setting, crossing this diagnostic demarcation may go 
unnoticed to the detriment of the patient and family. 

  Another pressure that makes the usually routine 
task of diagnosis so difficult is that these diagnoses 
have become so value laden. If we recall the Terri 
Schiavo case in Florida, we are reminded of how the 
objective process of diagnosis can be eroded by ideol-
ogy [66] . That these diagnoses are prone to becoming 
so value laden has the potential to further complicate 
family counselling. Though each of us can place a dif-
ferent moral valuation on life in a vegetative state, we 
should not let these values turn the objective clinical 
evidence into something that it is not. Moral valuation 
should follow upon  the clinical facts and  not transmute 
them  to meet political or ideological needs. Diagnostic 
clarity, or its distortion, has consequences beyond 
the patient. It also has implications for other patients 
and society in general  [29] . Asserting by executive or 

legislative fiat, that Terri Schiavo was conscious when 
she was not obscures material differences between 
patients like Schiavo and Wallis. Such conflations 
have the potential to further the neglect of patients 
who retain residual elements of consciousness and 
who should be the object of intense study and clinical 
concern.

    Patient and Surrogate Preferences 

   Once the medical facts have been clarified it is time 
to turn to the narrative dimensions of the case. Most 
patients do not engage in advance planning, that is 
talking with family and friends about their wishes 
in the event of decisional incapacity [67] . Of those 
who do, even fewer envision a cognitively altered 
state while still a young person, the demographic 
most affected by traumatic brain injury. Nonetheless 
strong views persist about cognitive impairment from 
Alzheimer’s disease or following stroke later in life. 
In a study we recently concluded using structured 
vignettes to assess patient and proxy views on end-of-
life decisionmaking, respondents were averse to con-
tinued life support following a stroke which left the 
patient with ‘ no hope for meaningful recovery ’   [31] , a 
phrase as we have noted that is in the common prog-
nostic discourse in the clinical setting. It is important 
to be cautious about these background  views about 
impaired consciousness when they are analogized 
from the geriatric context and the setting of degenera-
tive diseases to disorders of consciousness which are 
traumatic, occurring in an otherwise healthy younger 
patient cohort. Although analogic reasoning is how 
we often analyse difficult choices, it is important to 
appreciate the salient differences between various 
types of cognitive impairment throughout the life 
cycle and make these potential biases explicit. 

   Parents of young adults considering their own 
views about cognitive impairment later in life or in 
their parents may erroneously generalize these pref-
erences to a context, which is biologically and devel-
opmentally quite different, at the risk of being too 
pessimistic about hopes for some modicum of recov-
ery. It is worth remembering and counselling sur-
rogates that recovery from brain damage is more 
variable than the inexorable decline that follows a 
diagnosis of Alzheimer’s disease. And as the compel-
ling account of the Central Park jogger’s account of 
her experience shows, though statistically unusual, 
even patients who have a grim Glasgow Coma Scale 
of 4–5 have the potential to recover cognitive function, 
as Meli’s account indicates [68] . 

   In addition to pre-existing views of cognitive 
impairment analogized from other contexts, families 
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will also bring their religious and cultural traditions 
to bear upon these deliberations. Life in the persistent 
vegetative state may look different to a family from 
a more fundamentalist religious tradition that holds 
that life itself is precious and which does not sanction 
quality of life distinctions. Such a vitalist approach, 
that any life is worth preserving, is often accompanied 
by an obligation to provide what, in the Catholic trad-
ition, is called ordinary care such as artificial nutri-
tion, hydration [69] . As has been noted, this becomes a 
critical point because late withdrawals will not likely 
involve ventilator support but simple feeding tubes, 
the subject of a 2004 Papal discourse       [31, 70] .

  If surrogates are looking to forgo life-prolonging 
therapies, the process should be analogous to the pro-
cess of an informed consent discussion, although in 
this context it would be an informed refusal of care. 
The practitioner should avoid value-laden statements 
that can engineer outcomes and preclude choice and 
provide surrogate decisionmakers with the best avail-
able evidence of the patient’s outcome as well as its 
time course and any burdens associated with continued 
treatment. The patient’s ability to perceive pain and 
experience suffering should be discussed and efforts to 
provide symptomatic relief should be reviewed  [70] . 

   Given the potential for confusion about the 
sequence of recovery, clinicians should carefully 
explain how a patient who is comatose, who neither 
dies nor regains consciousness, moves into the  ‘ wake-
ful unresponsiveness ’  of the vegetative state after a 
couple of weeks. Clinicians should appreciate that 
families may perceive that eye opening is an improve-
ment over the eyes-closed state of coma. This miscon-
strual needs to be clarified and families made aware 
that the failure to recover consciousness and aware-
ness coming out of coma is a negative prognostic sign. 
The move into the vegetative state, though, needs to 
be tempered with information that a persistent vege-
tative state is not yet permanent and that prospects for 
the MCS and subsequent emergence can remain for 
months depending upon the etiology of injury. These 
discussions become even more complex if the patient 
recovers and is able to communicate preferences. 

   When the patient is able to participate in these 
decisions they are confronted with the challenge of 
being an altered self. Paradoxically an improvement 
in awareness and self-awareness may also bring a 
greater appreciation of how devastating an injury has 
been and how much farther one has to travel to regain 
skills and the ability for independent living [71] . 

  Is the goal to recapture former self or approxi-
mate a reasonable facsimile? The literature is rife with 
narratives of brain injury survivors who provide 
first-hand accounts of this very private journey. Theirs 

are an admixture of physiology and psychology in 
which the nature of their injury determines  what  their 
deficits will be while their personal narratives will 
determine who  they will now become. Claudia Osborn, 
a physician who sustained head trauma and lost much 
of her executive function characterized the psycho-
logical evolution necessitated by her injury         [30, 68, 73]  .

  The challenge of crafting a new future becomes even 
more formidable when the body has been paralyzed 
but the mind remains intact as in the LIS. In these cases 
it becomes especially important to speak with the patient
using assistive devices or rudimentary efforts at blink-
ing [74] . Indeed, if we take self-d etermination seri-
ously, we need to ensure that those trapped in a lifeless 
body are not robbed of the opportunity to direct their 
care by turning to surrogates for guidance. Contrary 
to the expectations held by the able-bodied and anec-
dotal reports  [75] , a systematic assessment of the qual-
ity of life of patients in the LIS indicate that they can 
maintain a quality of life, enjoy social intercourse and 
that depression is not the norm  [76] . 

   Finally, it is important to appreciate that views 
about an acceptable existence are plastic. They evolve 
over time, often accommodating an increasing bur-
den of disability. Studies have shown that patients are 
willing to continue treatments that physicians think 
are burdensome. Physician and patient views about 
quality of life can be discordant. These valuations can 
inform the clinicians ’  view of  ‘ appropriate ’  end-of-life 
decisions even though patients may see things differ-
ently       [32, 33] . Physicians must recognize these poten-
tial biases so as to enable neutral counselling about 
what might constitute proportionate care  [76] .

    Family Dynamics 

  Thrown into this mix is the impact of care on the 
family. Having a family member with severe brain 
damage can lead to social isolation, or as one com-
mentator put it, ‘ of the loneliness of the long-term 
care giver ’   [77] . Relationships change with the patient 
when the person has changed but one’s marital status 
has not. For better or worse takes on a new connota-
tion when one spouse no longer recognizes the other 
or when a frontal head injury has led to disinhibition 
and dramatic change in personality and temperament. 
When this occurs love can turn to compassion and 
compassion might turn to resentment. Spouses can feel 
as trapped as the patient, burdened by loving vows that 
may seem impossible to fill and tethering. It is impor-
tant to appreciate the stress that families operate under 
when challenged by brain damage in a loved one. The 
patient’s dependency, indeed fragility, becomes the epi-
centre of family life, altering roles and obligations. 
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    Institutional Arrangements 

  Whatever the family dynamic, it will be played out 
within an institutional setting. For the most part, these 
institutions will not be geared to the chronic care needs 
of patients with severe head injury but rather to the 
provision of acute or what has been euphemistically 
called ‘ custodial care ’   [38] . These contextual factors 
can distort decisionmaking and engineer outcomes 
that may not be in the patient or family’s best interest. 

   We have already described how the time frame of 
end-of-life decisions are discordant with the pace of 
recovery from head injury. Similar economic pres-
sures exist, at least in the North American context, to 
discharge patients from acute care if they do not dem-
onstrate what has been termed ‘ medical necessity ’  or 
more colloquially, show improvement. Although it is 
appreciated that recovery from brain damage can take 
months and that the trajectory of improvement may 
not be linear, the prevailing bureaucracy regulates 
length of stay in ways that may truncate admissions 
and deprive patients of adequate diagnostic assess-
ment and proper placement in appropriate rehabilita-
tion settings. 

   The pace of discharge from hospital, and the 
sequestration of the acute and rehabilitative med-
ical communities, can lead to distortions among the 
former about what may be achievable with con tinued
treatment over time. Because acute-academic and 
rehabilitative care centres are generally geographically 
separate, acute care practitioners can have a distorted 
view about patient outcomes. They suffer from what 
has been described as a  ‘ bureaucratization of progno-
sis ’         [79, 80] .

  At its worst, institutional perceptions about what 
might constitute futile care can become objection-
able. Consider the conflicting goals of caring for 
patients with severe brain damage and the need to 
obtain organs for transplantation. The contemporary 
 example of organ procurement practices has histori-
cal roots that also inform our utilitarian views about 
severely brain injured and our societal obligations. In 
1968, the diagnosis of brain death was justified by the 
greater good that might come from organ harvesting 
       [81, 82] . These powerful perspectives have expanded 
to those who are still not brain dead and today it is not 
uncommon for organ procurement personnel to urge 
referrals of patients with Glasgow Coma Scales of 
three to five for assessment as potential donors, even 
though these patients may yet harbour the poten-
tial for recovery  [68] . My goal is not to undermine 
laudable transplantation efforts but rather to illustrate 
how views about the viability and potential of patients 
with severe brain injury can be shaped by institutional 
practices that may go unexamined.  

    Societal Issues and Norms 

  All of the above factors are occurring against a 
broader societal backdrop as illustrated by the impact 
of cases like Schiavo and Wallis. I have addressed 
this broader context elsewhere at great length          [2, 22, 
29, 66] , suffice it to say here that our collective views 
about disorders of consciousness are informed by the 
tangled history of brain damage and the evolution of 
the right to die in modern medical ethics. American 
bioethics since the 1960s has been predicated upon 
the evolution of self-determination and autonomy. 
This right evolved as the right to be left alone and to 
have life-sustaining therapy withdrawn. The impor-
tant right to die, to direct one’s care at the end of life 
autonomously, was founded upon a number of land-
mark cases involving patients in the vegetative state, 
most notably Quinlan and Cruzan        [83, 84] . This is 
critical because the test cases to establish this negative
right were in vegetative patients whose society con-
cluded were beyond hope and beyond care. Further 
treatment in their case was, in a sense, the paradig-
matic case of medical futility  [85]  simply geared at the 
preservation of vegetative functions and not as the 
Quinlan court put it a, ‘ cognitive sapient state ’   [86] . 

   By considering the potential for recovery we are 
now asking society to intervene in a population which 
resembles those in whom the negative right to be 
left alone was first established. This has created a bit 
of cognitive dissonance – an oxymoron if you will – 
seen so dramatically in the cases of Schiavo and 
Wallis, in which the laudable goals of  preserving the 
right to die  and  affirming the right to care  have come into 
conflict [22].

    Interpretation (Ethics Differential Diagnosis): 
Towards a Palliative Neuroethics 

   In considering how to reconcile these two conflict-
ing obligations – preserving the hard-won right to 
direct care at the end of life and to care for those who 
may be helped – I would like to suggest that there may 
be a value in viewing these cases through the ethos 
of palliative care. The World Health Organization 
(WHO) defines palliative care as  ‘  …  the active total 
care of patients whose disease is not responsive to cur-
ative treatment. Control of pain, of other symptoms, 
and of psychological, social and spiritual support is 
paramount. The goal of palliative care is the achieve-
ment of the best quality of life for patients and their 
families. ’           [87, pp. 11–12] . Conceptually palliative care 
can accommodate the oxymoron of affirming the right 
to die and preserving the right to care in patients 
with disorders of consciousness. Clinically, it does not 
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preclude active care but at the same time it attends to 
symptom management and quality-of-life issues when 
the patient has eluded cure. 

   Palliation is an especially good metaphor to 
describe interventional strategies being developed 
for patients with disorders of consciousness. If we 
consider the philological origins of palliation we are 
reminded that to palliate means to cloak or disguise 
 [88] . This is precisely what will occur if deep brain 
stimulation can restore impaired consciousness or 
 [89]  if brain–computer interfaces can help locked-in 
patients communicate [90] . Neither of these interven-
tions are curative but rather assistive devices that pal-
liate by cloaking  or placing a  veneer  over under lying
disability which remains. (Such is the case of deep 
brain stimulation in the MCS, making it a mosaic 
blend of the curative and palliative.) [1]

   But more fundamentally palliative medicine is con-
cerned with questions of meaning and suffering. At 
the most fundamental level disorders of conscious-
ness are about the endangered and altered self, raising 
the possibility the potential for suffering as the patient 
contemplates what has been lost, what remains and 
what still might be. What aspect of the self-matters? 
Is the goal of care restoration or personal identity or 
a tolerable facsimile? Or is it the restoration of affect, 
memory and executive function? These are both 
empirical questions that will be relevant to emerging 
therapies such as DBS       [1, 72]. 

   It is vitally critical that practitioners attend to this 
alteration of the self and appreciate that there are 
indeed psychological connections between the patient 
before and after injury. Although some philosophers, 
like Derek Parfit, maintain that there is a discontinuity 
between the former and current self  [91] , this is more 
a theoretical argument than a pragmatic one as there 
is indeed continuity of memory and affect. Though 
these linkages may be tenuous at the margins, they do 
remain and inform relationships with intimates. 

   These sentiments remind us of the importance of 
appreciating that even as we distinguish differing 
brain states from another, there is a unique psycho-
logical element at each bedside, even when there are 
disorders of consciousness. Consciousness is about 
questions of meaning and though physiologically 
based, is psychological in its expression. 

    Negotiation and Intervention 

   In the absence of a particular patient narrative, it is 
difficult to script how to negotiate a plan of care with 
patients or their surrogates, but as a rule it is help-
ful to suggest plausible and achievable goals of care. 

Surrogates confronted with the spectre of a loved one 
with brain damage may want to precipitously with-
draw care or cling to hope when there is none. These 
emotional responses may reflect more about their 
preconceptions about brain injury than the clinical 
reality that they face. To temper these responses and 
help ensure that surrogates are adequately informed, 
it is essential that surrogates understand the patient’s 
diagnosis, prognosis and prospects for recovery. It is 
important to avoid misconstruals that might distort 
the surrogate’s thinking and help ensure that they 
appreciate the likelihood and time course of recov-
ery, its scope and the foreseeable burdens that might 
be imposed by on-going care. This information needs 
to be conveyed empathically and with compas-
sion, appreciating that most of us never consider the 
prospect of brain injury touching our families or 
close friends. 

  A palliative approach may help frame the goals 
of care by acknowledging both the right to die and 
the right to care while seeking an optimal quality of 
life through the mitigation of the patient’s symptom 
burden. Palliative care, however, should be carefully 
introduced into the discourse, because it is gener-
ally associated with end-of-life care. To avoid this 
potential confusion, it may be best not to explicitly 
label care as  ‘ palliative. ’  It would be more effective 
to be descriptive about the elements  of palliative care 
including the right to withhold or withdraw life-
sustaining therapies. 

   When offering palliation, or any other care strategy, 
it is important that the appropriate surrogate deci-
sionmaker retains the ability to direct care. Ultimately, 
any decisionmaking authority resides in the patient’s 
surrogate. This moral authority is based on what 
they know about the patient’s preferences or values 
and their pre-existing relationship  [92] . The practition-
er’s task is to help weave a consensus with the sur-
rogate that takes account of the medical facts and the 
patient and surrogate’s values and balances burdens 
and benefits. 

   Once a care plan has been agreed upon, it is help-
ful to suggest a time trial  to see how and if the patient 
improves, leaving open the possibility that the goals 
of care can evolve as the situation changes. Time 
t rials are also an important way to achieve a consen-
sus and balance the power dynamic between clinician 
and family. They are essential to the  process of nego-
tiation  and provide time for the surrogates to accom-
modate themselves to the sudden and often tragic 
reality of severe brain damage. Most importantly, they 
help safeguard the surrogate’s authority and help 
them make decisions without being dictated to by the 
clinical team. 
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    Periodic Review 

   The final step in the process of clinical pragmatism 
is periodic review. This is a critical step because it 
allows for the reassessment of decisions made in par-
ticular cases and modification of a course of action. 
As critically, this process allows us to organize empir-
ical observations to reform practice and public policy. 
Public policy that governs research with individuals 
with disorders of consciousness is one critical issue 
that calls for reassessment in the wake of this consid-
eration of the clinical care of such patients. 

   It is beyond the scope of this paper to address fully 
the challenge of engaging in clinical research with 
subjects who have decisional incapacity       [93, 94] . These 
subjects are rightly considered a vulnerable popula-
tion and subject to special protections because they are 
unable to provide their autonomous consent for enrol-
ment in clinical trials. Although their next-of-kin or 
surrogates may authorize therapeutic procedures with 
demonstrated benefit, surrogates ’  ability to authorize 
enrolment in research is constrained when it has yet 
to demonstrate medical benefit, unless it was author-
ized prospectively by the patient before decisional 
incapacity. This severely limits the potential for phase 
I research in individuals who cannot provide consent 
               [3, 20, 72, 95–98] .

   But unlike other vulnerable populations, the dis-
order that precludes autonomous consent is the object 
of the intervention when trying to restore conscious-
ness. A compelling argument emerges that clini-
cal trials to restore consciousness would be ethically 
proportionate, even with the challenges posed by 
surrogate consent, when we appreciate this critical 
distinction and the burdens imposed on these patients 
and families       [1, 72] .

   While those with disorders of consciousness should 
be protected from harm, balancing and specifying 
the ethical principles of respect for persons, benefi-
cence, and justice compel us to craft a responsible and 
responsive research ethic geared, for now, towards the 
pursuit of palliation       [2, 93] . This becomes a fidu ciary
obligation grounded in a justice claim to meet the 
needs of patients society has so misunderstood and 
historically neglected [2] .

    CONCLUSION 

   The  terra nova  of neuroscience exploring disorders 
of consciousness is, to invoke an over-used phrase, 
paradigm breaking  [99] . This line of enquiry will chal-
lenge assumptions, stir up misconceptions and engen-
der both unrestrained hopes and unsubstantiated 

fears. If we are to grapple with the promise and peril 
of this work, it is critical to engage in a deliberative 
process of enquiry that allows us to see all sides of the 
argument, identify the range of stakeholders who may 
be affected by clinical and scientific developments, 
and to reach a societal consensus on how these efforts 
will proceed. An inductive approach which is remi-
niscent of diagnostics, clinical pragmatism can help 
constructively apply ethical principles to the context 
of care  [96]  and bring principled reasoning to complex 
ethical questions posed by cognitive neuroscience.  
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    INTRODUCTION 

   Consciousness is something that every child 
understands, but that scientist and philosophers still 

struggle to explain. We are all intimately acquainted 
with what it means to be conscious or unconscious as 
we wake up in the morning, doze off briefly during a 
lecture, drive somewhere without thinking about the 
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C H A P T E R

     ABSTRACT  
Conscious information processing depends on synchronous network activity in the brain. The same network 
which evolved for the generation of normal consciousness can be exploited by abnormally intense and 
synchronous discharges, leading to epileptic seizures. By involving these networks, seizures often cause impaired 
consciousness. In analogy to sensory, motor, and other systems in the brain, we refer to brain networks involved 
in consciousness as the  ‘ consciousness system. ’  We propose here that diverse seizure types share in common the 
involvement of specific anatomical structures in the consciousness system, leading to impaired consciousness. 
Thus, absence seizures, generalized tonic–clonic seizures, and temporal lobe complex partial seizures differ 
dramatically in their cause, behaviour, and electrophysiology. However, all the three seizure types cause impaired 
consciousness. Recent advances in neuroimaging and electrophysiology demonstrate that these seizures share a 
common pattern of disrupted activity in the consciousness system, involving the: (i) upper brainstem and medial 
thalamus, (ii) anterior and posterior interhemispheric regions (cingulate, medial frontal cortex, and precuneus), 
and (iii) lateral frontal and parietal association cortex. The physiology may differ between seizure types, causing 
either abnormal increases or decreases in neuronal activity and neuroimaging, but the anatomical regions involved 
when consciousness is impaired remain the same. Understanding the mechanisms for impaired consciousness in 
epilepsy has important practical applications for preventing patient injuries and social stigma, and may also shed 
light on mechanisms important for normal consciousness.   

247S. Laureys & G. Tononi (Eds.) The Neurology of Consciousness © 2009, Elsevier Ltd.
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TABLE 19.1     Seizures Associated with Impaired Consciousness  

 Absence seizure 
(petit mal) 

 Generalized tonic-clonic 
seizure (grand mal) 

 Complex partial seizure 

Classification   Generalized  Generalized  Partial 

Typical 
behavior

 Motionless stare, 
unresponsive, often with 
eyelid flutter, and minor 
hand movements 

 Bilateral tonic limb rigidity and 
extension lasting 10–20 second, then 
rhythmic bilateral clonic limb jerks 
for � 1 minute 

 Aura (vague premonition, fear, rising 
epigastric feeling, etc.), then stare, 
unresponsive, chewing or lip smacking, 
contralateral limb dystonia, ipsilateral 
repetitive automatisms (rubbing, 
picking, etc.) 

Duration   Less than 10 seconds  1–2 minutes  1–2 minutes 

Postical deficits   None  Sleepy or sleeping, weakness, confused  Confused 

Scalp EEG  Generalized 3–4       Hz 
spike-wave discharge 

Tonic phase:
 Generalized high-frequency polyspike 
discharge 
Clonic phase:
 Generalized polyspike-and-wave 
discharge 
Postictal:
 Generalized suppression or generalized 
slowing

Ictal:
 5–7       Hz rhythmic temporal discharge, 
with some bilateral slowing 
Postical:
 Generalized slowing     

route, or engage in a stimulating discussion requiring 
full awareness. Consciousness provides an important, 
human quality to our life experience, and we depend 
on consciousness as an efficient way to organize and 
prioritize our memories and actions  [1] . In epilepsy, 
consciousness is suddenly and involuntarily taken 
away. During seizures, patients experience lapses in 
consciousness, which can have major negative impact 
including injuries, social stigma, and lost time. 

   Up until recently, the mechanisms for impaired 
consciousness in epilepsy were not known. Much 
work has been done, and is ongoing to elucidate the 
mechanisms of normal consciousness, and impaired 
consciousness in disease states (see other chapters in 
this volume). With advances in functional neuroim-
aging and neurophysiology it is now possible, for 
the first time, to identify specific networks that are 
affected in the brain during epileptic unconscious-
ness. Recent investigations suggest that epilepsy, like 
other disorders of consciousness, disrupts a core net-
work of anatomical structures critical for the main-
tenance of normal consciousness. Because epileptic 
seizures cause transient, dynamic, deficits in con-
sciousness which can range from mild impairment of 
attention to complete behavioural unresponsiveness, 
the study of seizures provides an opportunity to func-
tionally localize specific aspects of consciousness in 
the brain. Impaired consciousness in epilepsy also has 
major practical significance, since most negative con-
sequences of seizures (driving accidents, falls, burns, 

social stigma, and work-related disability) are directly 
related to loss of consciousness. 

   Epileptic seizures are usually classified as either 
partial, meaning that they involve focal regions of the 
brain, or generalized, meaning that they involve wide-
spread regions of the brain bilaterally  [2] . Interestingly, 
impaired consciousness can be seen in both partial 
and generalized seizures. Thus, impaired conscious-
ness is seen in generalized seizure types, such as 
absence (petit mal), and tonic–clonic (grand mal) sei-
zures, as well as in partial seizure types, namely com-
plex partial temporal lobe seizures ( Table 19.1   ). These 
three types of seizures differ dramatically in terms of 
their usual causes, behavioural manifestations, and 
brain electrical activity ( Table 19.1 ). 

   However, despite the differences between absence, 
tonic–clonic, and complex partial seizures, they all 
share a common thread of impaired consciousness, 
and affect the same specific brain networks ( Figure 
19.1   ). As we will discuss in this chapter, these seizure 
types cause changes in: (i) the upper brainstem and 
medial thalamus; (ii) the anterior and posterior cingu-
late, medial frontal cortex, and precuneus; (iii) lateral 
and orbital frontal cortex, and lateral parietal cortex. 
Epilepsy can disrupt brain function through either 
abnormal increases or abnormal decreases in neuronal 
activity  [3] . Although the direction of regional activity 
increases or decreases differs between absence, tonic–
clonic, and complex partial seizures, the specific ana-
tomical networks affected are the same. 
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   Improved understanding of the specific brain 
regions involved during epileptic unconsciousness 
may allow therapeutic interventions, such as deep 
brain stimulation, or targeted medical therapies to 
be developed which will prevent this serious conse-
quence of epilepsy. In addition, since the impaired 
consciousness in epilepsy is variable, careful study 
of specific deficits and involved brain areas during 
seizures may allow a greater understanding of the 
anatomy of consciousness. In this chapter we will first 
introduce the common anatomical networks of cortical 
and subcortical structures known to be important for 
consciousness in general and recently found to also be 
involved when seizures cause loss of consciousness. 
Next we will review the three main types of seizures 
causing impaired consciousness, and discuss each in 
turn, emphasizing recent neuroimaging and other 
results that suggest the mechanisms for impaired con-
sciousness. Finally, we will discuss practical appli-
cations and future directions for work on impaired 
consciousness in epilepsy. 

    THE  ‘CONSCIOUSNESS SYSTEM ’:
A COMMON NETWORK FOR 

CONSCIOUSNESS

  As discussed elsewhere in this volume (Chapters 
1, 2)  , consciousness depends on a network of cortical 
and subcortical structures. Many studies have been 
done in both normal states of alertness and atten-
tion, and in states of impaired consciousness such as 
sleep, anaesthesia, and brain lesions to reveal a com-
mon network of structures critically involved in the 

generation of consciousness. We refer to these struc-
tures, collectively, as the  ‘ consciousness system ’  in 
analogy to other major systems (sensory, motor, lim-
bic, etc.) in the brain. Consciousness has long been 
separated into structures necessary for controlling the 
level  of consciousness, and those involved in gener-
ating the content  of consciousness  [4] . The content of 
consciousness can be considered the substrate (hier-
archical sensorimotor, memory, and emotional sys-
tems) upon which level-of-consciousness systems act 
(Chapter 2, this volume          [3, 5] ). Here we define the 
 ‘ consciousness system ’  as those structures directly 
involved in controlling the level of consciousness, 
which in turn, depends on multiple systems acting 
together. These include systems necessary for main-
taining: (i) the alert, awake state, (ii) attention, and (iii) 
awareness of self and the environment. Therefore, the 
consciousness system at minimum includes regions of 
the frontal and parietal association cortex, cingulate 
gyrus, precuneus, thalamus (especially the medial, 
midline, and intralaminar nuclei), and multiple acti-
vating systems located in the basal forebrain, hypoth-
alamus, midbrain, and upper pons. Some would also 
include the basal ganglia and cerebellum due to their 
possible roles in controlling attention          [6–8] . 

   Much previous work has demonstrated the impor-
tance of the midline subcortical structures, and asso-
ciation cortex in normal consciousness                             [1, 9–20] . Prior 
studies in states of impaired consciousness such as 
coma and vegetative state       [21, 22] , sleep           [23–26] , and 
anaesthesia       [27, 28]  have, likewise shown involvement 
of similar regions of the upper brainstem and medial 
thalamus, interhemispheric regions (cingulate, medial 
frontal cortex, precuneus), and lateral frontal and 
parietal association cortex. 

(A) (B) (C)

FIGURE 19.1    The  ‘ consciousness system ’ : a common network for consciousness. The depicted regions are important for normal conscious-
ness. During seizures, bilateral abnormal activity in these regions is associated with impaired consciousness. (A) Bilateral abnormal increases 
in activity (red) are seen in the upper brainstem and medial thalamus (midline, mediodorsal, and intralaminar nuclei) during absence, general-
ized tonic–clonic, and temporal lobe complex partial seizures. Bilateral abnormal decreases in activity (blue) are seen in certain midline inter-
hemispheric regions (anterior and posterior cingulate, medial frontal cortex, and precuneus) during these same three seizure types. Decreases 
in the interhemispheric regions persist in the postictal period, a time when patients often remain unconscious. (B) Bilateral abnormal decreases 
in activity occur in the lateral frontal and parietal cortex during absence and temporal lobe complex partial seizures. Decreases in these same 
regions are seen in the postictal period after temporal lobe complex partial seizures and after generalized tonic–clonic seizures. (C) Bilateral 
abnormal increased activity is seen in the lateral frontal and parietal cortex during generalized tonic–clonic seizures. Note that these same 
regions show decreased activity postictally following generalized tonic–clonic seizures. During absence seizures, these lateral frontal and pari-
etal regions show some increases, as well as decreases (B). Brain illustrations modified with permission from  [5] .    
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   In this chapter we will review recent findings 
which suggest that absence, generalized tonic–clonic, 
and complex partial seizures all involve the same ana-
tomical regions of the consciousness system ( Figure 
19.1 ). Recent neuroimaging studies have shown that 
all three types of seizures cause abnormal increases 
in activity in the upper brainstem and medial thala-
mus. Changes in the interhemispheric regions are also 
remarkably similar in these three seizure types, with 
decreases  in activity seen in the anterior and posterior 
cingulate, medial frontal cortex, and precuneus, both 
during and following seizures. Changes in the lateral 
and orbital frontal cortex, and lateral parietal cortex 
are also anatomically similar in these three seizure 
types. However, the direction of changes in the lat-
eral association cortex is more complicated. Absence 
seizures show both increases and decreases in frontal 
functional magnetic resonance imaging (fMRI) sig-
nals, and show mainly decreases in the parietal cortex. 
Generalized tonic–clonic seizures show cerebral blood 
flow (CBF) increases in the lateral frontal and pari-
etal association cortex during seizures, and decreases 
in these same regions in the postictal period, when 
consciousness usually remains severely impaired. 
Complex partial seizures show decreases in the fron-
tal and parietal association cortex, which persist along 
with impaired consciousness in the postictal period. 

   We will now discuss absence seizures, generalized 
tonic–clonic seizures, and complex partial seizures in 
greater detail, emphasizing recent studies which relate 
impaired consciousness to altered function in specific 
brain regions.  

    ABSENCE SEIZURES 

   In absence seizures, as the name implies, aware-
ness briefly vanishes. Typical absence seizures consist 
of staring and unresponsiveness, often accompanied 
by subtle eyelid fluttering or mild myoclonic jerks. 
Duration is usually less than 10 seconds ( Table 19.1 ).
Absence seizures occur most commonly in childhood, 
and are accompanied by bilateral, frontal predominant 
3–4 Hz spike–wave discharges on electroencephalog-
raphy (EEG)       [29, 30] . Both human and animal studies 
support the role of corticothalamic network oscilla-
tions in generating absence seizures                      [31–39] . 

   Because motor manifestations are relatively 
mild, absence can be considered the  ‘ purest ’  form of 
impaired consciousness in epilepsy. Patients appear 
as if someone has pushed the ‘ pause button ’  on their 
stream of consciousness, briefly interrupting their 
ongoing behaviour, and then resuming approximately 

where they left off without significant postictal defi-
cits. More behavioural studies of impaired conscious-
ness have been performed with absence seizures than 
any other seizure type. This is, most likely, because 
absence seizures can occur in susceptible individuals 
up to several hundred times per day. These behav-
ioural studies were performed mostly in the 1930s 
through 1970s, before functional neuroimaging was 
available, and were reviewed in  [40] . Based on these 
behavioural studies, it can be concluded that: (i) 
Impaired consciousness during spike–wave seizures 
varies from one patient to the next, and even within 
individual patients. (ii) The severity of impairment 
also varies with the specific task used for testing. For 
example, patients often perform better during absence 
seizures with simple repetitive motor tasks, and have 
the most difficulty with tasks that require complex 
decision making or a verbal response            [41–44] . (iii). 
Atypical, irregular, or slow ( � 2 Hz or less) spike–
wave discharges, and prolonged absence status epi-
lepticus in some cases, cause little or no impairment 
of consciousness       [45, 46] .

  Although considered a form of generalized epi-
lepsy, there is ample evidence based on both human 
and animal studies that so-called ‘ generalized ’  spike–
wave discharges in fact arise from specific corticotha-
lamic networks which are most intensely involved, 
while other regions are relatively spared  [39] . The spe-
cific brain regions involved during absence seizures 
may have important implications for explaining why 
these seizures cause relatively selective impairment of 
consciousness.

   Human EEG recordings during absence seizures 
have long shown that the spike–wave discharges are 
of largest amplitude in the frontal midline regions 
         [29, 30, 47] . Animal models have also supported focal 
involvement of bilateral anterior cortical and subcorti-
cal brain regions during spike–wave discharges, based 
on electrophysiology              [48–52] , molecular changes  [53] , 
and more recently, neuroimaging with fMRI  [54] . 
These investigations suggest that spike–wave sei-
zures, which appear fairly generalized on scalp EEG 
recordings, in fact may intensely involve some corti-
cothalamic networks, while other brain regions are 
relatively spared. 

  Early human imaging studies during absence sei-
zures produced highly variable results, with some 
studies showing global increases in cerebral metabo-
lism or blood flow             [55–59] , and others showing no 
change, biphasic changes, or generalized decreases          [55, 
60, 61] . Some of this variability may reflect technical 
limitations of the methods used. For example, Doppler 
flow studies have limited spatial resolution, and imag-
ing methods such as positron emission tomography 
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(PET) or single photon emission computed tomogra-
phy (SPECT) have limited temporal resolution rela-
tive to absence seizure duration. However, the variable 
results could at least in part also reflect the variable 
nature of absence seizures themselves. For example, 
even typical absence seizures have varying EEG ampli-
tude, duration, and rhythmicity; and larger amplitude 
often fluctuates between the right and left side       [62, 63] .

  The availability of simultaneous EEG-fMRI has 
greatly improved the spatial and temporal resolution 
of neuroimaging during spike–wave seizures. Several 
recent studies have investigated the fMRI changes dur-
ing spike–wave seizures                      [64–72] , some of which were 
performed in children with absence epilepsy          [65, 66, 
69] . These studies have shown bilateral fMRI changes 
in the consciousness system described above ( Figure 
19.1 ). Thus, during spike–wave seizures, fMRI increases 
have been reported in the thalamus ( Figure 19.2A   ), 
with decreases seen in the anterior and posterior inter-
hemispheric regions ( Figure 19.2C ), and decreases 
in the lateral frontal and parietal association cortex 
( Figure 19.2B ). Most of these studies have also reported 
variable fMRI increases in the lateral frontal and pari-
etal cortical regions in addition to the decreases. 

   Based on these results, we and others have hypoth-
esized that loss of consciousness in absence seizures 

is not an ‘ all-or-none ’  phenomenon resulting from 
involvement of the entire brain in the seizure dis-
charge          [3, 37, 40] . Rather, focal involvement of the 
bilateral association cortex and related subcortical 
structures, disrupts normal information processing in 
specific brain regions leading to impaired conscious-
ness. Variable involvement of different regions in dif-
ferent seizures may account for the variable severity 
of deficits seen during absence seizures. The detailed 
anatomical relationship of these changes to behaviour 
will need additional investigation. 

    GENERALIZED TONIC–CLONIC 
SEIZURES

  Like absence seizures, grand mal (tonic–clonic) 
seizures are classified as  ‘ generalized ( Table 19.1 ). ’
Although it may appear obvious that generalized 
tonic–clonic seizures cause impaired consciousness 
through involvement of widespread brain regions, 
surprisingly little research has been done to inves-
tigate this claim. It is natural to ask whether, like in 
absence seizures, impaired consciousness in so-called 
 ‘ generalized ’  tonic–clonic seizures may depend on 
abnormal activity in focal brain regions. Generalized 
tonic–clonic seizures are subdivided into primarily 
generalized, in which there is no obvious focal onset, 
and secondarily generalized, in which seizures begin 
in a focal brain region and then spread. In the tonic 
phase, there are sustained muscle contractions accom-
panied by high frequency activity on EEG recordings 
lasting 10–20 seconds ( Table 19.1 ). This is followed by 
rhythmic clonic contractions of the limbs accompa-
nied by polyspike-and-wave EEG discharges. After 
1–2 minutes, clinical and EEG seizure activity usually 
abruptly stops, and the patient remains deeply lethar-
gic, unresponsive, and with markedly suppressed EEG 
amplitude for a variable time in the postictal period. 

  Some previous studies, including those using elec-
trophysiological, blood flow, and metabolic mapping, 
suggest that the entire brain may be homogeneously 
involved in generalized tonic–clonic seizures                [58, 73–77] .
However, other animal studies show more regional 
changes       [78, 79] . Furthermore, secondarily general-
ized tonic–clonic seizures in humans often cause focal 
postictal deficits, reflecting impaired function in the 
regions of seizure onset        [80, 81] . SPECT imaging stud-
ies of CBF in secondarily generalized tonic–clonic sei-
zures have shown focal involvement as well, often in 
regions of seizure onset                [82–87] . These findings suggest 
that secondarily generalized, and possibly also pri-
mary generalized tonic–clonic seizures do not involve 

(A) (B)

(c)T � �6.0

T � �3.17 T � �6.0

T � �3.17

FIGURE 19.2    fMRI changes in  ‘ generalized ’  spike–wave sei-
zures. Group analysis of 15 patients with idiopathic generalized epi-
lepsy. (A) Increases are seen in bilateral thalami, as well as several 
cortical areas. (B) Decreases are seen in bilateral interhemispheric 
regions, as well as in the lateral frontal and parietal association cor-
tex. Modified with permission from  [68] .    
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the entire brain homogenously, but may instead affect 
certain regions most intensely. Like in absence sei-
zures, identifying the specific regions involved may be 
important for understanding how generalized tonic–
clonic seizures cause impaired consciousness. 

   SPECT ictal–interictal difference imaging is a use-
ful method for investigating brain regions involved in 
human generalized tonic–clonic seizures, because this 
method can be used even when patients move during 
seizures          [81, 86, 87] . This is because the SPECT radi-
opharmaceutical is injected during the seizure, but 
the actual imaging can be done later, when the patient 
is stable. The imaging done later reflects blood flow 
at the time of the injection, not at the time of imag-
ing. Using this approach, we have imaged spontane-
ous secondarily generalized tonic–clonic seizures in 
patients with epilepsy         [81, 86, 87] , and generalized 
tonic–clonic seizures induced by electroconvulsive 
therapy (ECT) for treatment of refractory depression 
(in patients without epilepsy)           [81, 88–90] . In all spon-
taneous and induced generalized tonic–clonic seizures 
we saw focal CBF increases in specific brain regions, 
not global increases. The regions involved were again 
in the consciousness system described above ( Figure 
19.1 ). During seizures, there were CBF increases in 
the thalamus and upper brainstem, and decreases in 
the cingulate gyrus. In the lateral frontal and parietal 
cortex there were large CBF increases during seizures. 
In the postictal period, when patients remain uncon-
scious, there were large CBF decreases in the lateral 
frontal and parietal cortex, along with continued 
decreases in the anterior and posterior cingulate. 

  More recent work has shown that these brain 
regions undergo a complex sequence of changes at 
different times during and after generalized tonic–
clonic seizures. For example, early on in bilateral 
ECT-induced seizures, focal increases are seen in the 
fronto-temporal association cortex, near the region of 
the stimulating electrodes, along with increases in the 
thalamus ( Figure 19.3A   ). Thirty seconds later, large 
increases are seen in the bilateral parietal cortex, along 
with decreases in the cingulate gyrus ( Figure 19.3B ) 
 [89] . In the postictal period, study of spontaneous sec-
ondarily generalized tonic–clonic seizures has shown 
an interesting progression of CBF increases in the cere-
bellum       [86, 87] . Cerebellar CBF increases in the postic-
tal period are correlated with increases in the thalamus, 
and with profound CBF  decreases  in frontal and parietal 
cortex. These findings suggest a possible role for inhib-
itory cerebellar outputs in seizure termination, and in 
postictal depression of consciousness        [91, 92] .

  It is interesting that the regions most intensely 
involved in CBF increases during generalized tonic–
clonic seizures were the bilateral frontal and parietal 

association cortex, while intervening regions were 
relatively spared ( Figure 19.3 ). Seizure propagation 
between frontal and parietal association cortex could 
occur through long association fiber pathways such 
as the superior longitudinal fasciculus       [93, 94] , or 
through cortical–thalamic–cortical interactions        [95, 
96] . Sparing of motor cortex supports the notion that 
the motor manifestations of generalized tonic–clonic 
seizures may be mediated primarily by brainstem cir-
cuitry           [97–100] . Interestingly, the converse situation 
has also been reported in the literature. In other words, 
in the rare situation where seizures are confined to the 
sensorimotor areas bilaterally, patients exhibit gener-
alized tonic–clonic seizures with complete sparing of 
consciousness [101] . 

(A)

(B)

FIGURE 19.3    CBF changes in  ‘ generalized ’  tonic–clonic sei-
zures. SPECT ictal–interictal difference imaging from patients 
undergoing bilateral ECT. (A) CBF changes at seizure onset (0 sec-
ond after ECT stimulus). Increases (red) occur in the bilateral infe-
rior frontal gyrus, anterior insula, basal ganglia, and thalamus. No 
significant decreases were found ( n       �      4). (B) CBF changes 30 sec-
ond after the ECT stimulus. Increases occur in bilateral parietal cor-
tex, while decreases (green) occur in the bilateral interhemispheric 
regions ( n       �      7). Modified with permission from  [89] .    



IV. SEIZURES, SPLITS, NEGLECTS AND ASSORTED DISORDERS

  Additional work is needed to better understand 
the electrophysiological correlates of imaging changes 
seen during generalized tonic–clonic seizures. It has 
been shown, for example, that paradoxical imaging 
changes can occur during tonic clonic seizures, which 
do not always accurately reflect the underlying elec-
trical activity [102] . It will, therefore, be crucial to 
verify neuroimaging findings during tonic–clonic sei-
zures with direct electrical recordings from patients or 
animals models. 

    COMPLEX PARTIAL SEIZURES 

   While it is logical that absence and tonic–clonic 
seizures impair consciousness by involving the brain 
bilaterally, it has been more difficult to explain how 
a partial seizure, which involves a focal unilateral 
region such as the temporal lobe, can cause impaired 
consciousness. Partial seizures which spare conscious-
ness are called simple partial seizures, while partial 
seizures accompanied by impaired consciousness are 
called complex partial seizures  [2]  (alternative clas-
sifications have been proposed        [103, 104] , but the 
terms ‘ simple partial ’  and  ‘ complex partial ’  remain in 
wide use). Complex partial seizures most often arise 
from the temporal lobe, and are frequently accom-
panied by pathological changes referred to as mesial 
temporal sclerosis        [105, 106] . Temporal lobe seizures 
typically begin with focal phenomena such as fear, 

rising epigastric sensation, an indescribable premo-
nition, or lip smacking automatisms       [107, 108]  ( Table 
19.1 ). Although consciousness may be spared ini-
tially, progression to impaired consciousness is com-
mon during temporal lobe seizures. In addition to 
impaired responsiveness and amnesia, temporal lobe 
complex partial seizures are often accompanied by 
automaton-like movements referred to by Penfield as 
 ‘ automatisms, ’  dystonic posturing of the limbs  [109] , 
and neuroendocrine changes        [110, 111] . Complex 
partial seizures usually last 1–2 minutes, and elec-
trographically show 5–7 Hz rhythmic temporal lobe 
activity on scalp EEG recordings, with some bilateral 
slowing ( Table 19.1 ). Impaired consciousness in com-
plex partial seizures is usually most profound late in 
the seizure and can persist for up to several minutes 
after the seizure has ended (postictal period). 

  The diverse behavioural repertoire of temporal lobe 
seizures, and prior human and animal investigations, 
suggest that more widespread neural networks beyond 
the temporal lobe are recruited during these events                [92, 
112–116] . Based on EEG studies, it has been suggested 
that bilateral temporal lobe involvement is important 
for loss of consciousness in complex partial seizures 
             [117–121] . However, while bilateral temporal lobe dys-
function may cause amnesia [122] , it is unclear why this 
would cause impaired consciousness, manifested as 
loss of responsiveness and awareness during seizures. 

   To explain how impaired consciousness could 
occur with focal temporal lobe seizures, we proposed 
a  ‘ network inhibition hypothesis ’  ( Figure 19.4   )        [3, 92] .

(A)

(C)

(B)

(D)

FIGURE 19.4    Network inhibition hypoth-
esis for loss of consciousness in complex par-
tial seizures. (A) Under normal conditions, 
the upper brainstem-diencephalic activating 
systems interact with the cerebral cortex to 
maintain normal consciousness (yellow repre-
sents normal activity). (B) A focal seizure (red) 
involving the mesial temporal lobe unilater-
ally. (C) Propagation of seizure activity from 
the mesial temporal lobe to midline subcorti-
cal structures. (D) Disruption of the normal 
activating functions of the midline subcortical 
structures leads to depressed activity (blue) in 
bilateral regions of the fronto-parietal associa-
tion cortex, leading to loss of consciousness. 
Modified with permission from  [3] .
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According to this model, impaired consciousness 
occurs in temporal lobe seizures due to spread of sei-
zures to midline subcortical structures ( Figure 19.4B, C ).
This in turn, blocks the normal activating function of 
these midline structures, and causes bilateral cortical 
suppression ( Figure 19.4D ). Note that the structures 
involved in this model, including the midline sub-
cortical structures, anterior and posterior interhemi-
spheric regions, and lateral fronto-parietal association 
cortex, again lie within the consciousness system dis-
cussed earlier ( Figure 19.1 ). 

   Direct support for the network inhibition hypothe-
sis would require complete investigation of the under-
lying physiological mechanisms. However, several 
studies provide indirect support for the network inhi-
bition hypothesis. Work in animal models suggests 
an important role for the medial thalamus in limbic 
seizures                      [78, 116, 123–129] . In humans, the thalamus 
on the side of temporal lobe seizure onset has been 
shown to have functional decreases on interictal PET, 
SPECT, and magnetic resonance spectroscopy (MRS) 
imaging           [130–133] ; and reduced volume on MRI and 
postmortem studies           [134–137] . 

   Functional imaging with ictal SPECT further sup-
ports the importance of medial temporal and midline 
subcortical connections in limbic seizures. Mayanagi 
et al . initially reported involvement of the medial 
thalamus and upper brainstem on ictal SPECT in 

temporal lobe epilepsy [138] . Lee  et al . subsequently 
found an association between medial thalamic and 
upper brainstem involvement on SPECT imaging 
during seizures, and loss of consciousness  [115] . In 
addition to midline subcortical involvement, SPECT 
imaging has also identified frontal or parietal hypop-
erfusion during temporal lobe seizures            [139–142] . 

  In studying patients with temporal lobe epilepsy 
who had impaired consciousness during seizures, we 
found widespread changes outside the temporal lobe 
on ictal SPECT imaging  [143, 144] . Increased CBF was 
present in the upper brainstem and medial thalamus. 
Interestingly, the increases in the medial thalamus were 
correlated with decreases in the anterior and posterior 
interhemispheric regions, and in the fronto-parietal 
association cortex ( Figure 19.5A, B   )  [144] . In contrast, 
we found that simple partial seizures (consciousness 
spared), were associated with more focal changes con-
fined to the temporal lobes, and did not show fronto-
parietal or midline subcortical changes [144]. Several 
additional studies have shown similar involvement of 
midline subcortical structures on SPECT imaging dur-
ing temporal lobe seizures          [145–147] . 

   These neuroimaging findings suggest that loss of 
consciousness during temporal lobe seizures may be 
caused by abnormal activity in the midline subcorti-
cal structures and depressed function of the fronto-
parietal association cortex. What are the physiological 

(A)

(B)

(C)

(D)

FIGURE 19.5    CBF and EEG changes in temporal lobe complex partial seizures. (A, B) Group analysis of SPECT ictal–interictal difference 
imaging during temporal lobe seizures. CBF increases are present in the temporal lobe (A) and in the medial thalamus (B). Decreases are seen 
in the lateral front-parietal association cortex (A) and in the interhemispheric regions (B). (C, D.) Intracranial EEG recordings from a patient 
during a temporal lobe seizure. High frequency polyspike-and-wave seizure activity is seen in the temporal lobe (C). The orbital and medial 
frontal cortex (and other regions, EEG not shown) do not show polyspike activity, but instead large amplitude, irregular slow rhythms resem-
bling coma or sleep (D). Vertical lines in C, D denote one second intervals. Note that the EEG and SPECT data were from similar patients, but 
were not simultaneous, and are shown together here for illustrative purposes only. A, B modified with permission from  [144] . C, D modified 
with permission from  [149] .    
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changes underlying the decreased CBF in the fronto-
parietal cortex? Interestingly, human intracranial EEG 
studies have shown slow waves in the association 
cortex during temporal lobe seizures          [138, 148, 149] .
Some have interpreted this as  ‘ propagation ’  of seizure 
activity outside the temporal lobe; however, unlike 
the high frequency seizure discharges seen in the tem-
poral lobe ( Figure 19.5C ), the activity in the fronto-
parietal association cortex consists of slow waves, 
without spike or sharp components ( Figure 19.5D ) 
 [149] . We have argued that this slow rhythm on intrac-
ranial recordings does not represent seizure activity, 
but instead more closely resembles the EEG patterns 
seen in sleep, coma, or encephalopathy [149] . Further 
support for this has come from quantitative studies of 
intracranial EEG in temporal lobe epilepsy, confirming 
distinct activity patterns in the temporal lobe and the 
association cortex [150] . In addition, recent work in an 
animal model has shown that during limbic seizures 
there is slow activity in the frontal cortex, accom-
panied by decreased frontal neuronal firing, and 
decreased CBF which closely resembles deep anaes-
thesia and sleep in the same model [151] . Together, 
these findings suggest that focal seizure activity in the 
temporal lobe may, through spread to midline subcor-
tical structures, put the rest of brain into a sleep-like 
state, resulting in loss of consciousness. 

  To recapitulate the network inhibition hypothesis 
discussed above ( Figure 19.4 ), under normal conditions 
the upper brainstem-diencephalic activating systems 
interact with the cortex to maintain the normal con-
scious state ( Figure 19.4A ). A focal seizure in the tempo-
ral lobe ( Figure 19.4B ) may propagate through known 
pathways         [116, 123, 124]  to midline subcortical struc-
tures ( Figure 19.4C ). This disrupts the normal activating 
function of these circuits, leading to widespread inhibi-
tion of the fronto-parietal association cortex ( Figure 
19.4D ). It remains unknown whether decreased activ-
ity in the fronto-parietal cortex is caused by increased 
inhibitory inputs, decreased excitatory inputs, or both. 
Further investigations in both humans and animal 
models [151] will be necessary to fully understand the 
behavioural details and physiological mechanisms of 
impaired consciousness in temporal lobe epilepsy. 

    SUMMARY AND CONCLUSIONS 

   We have seen that diverse seizure types cause 
impaired consciousness through involvement of 
common structures in the  ‘ consciousness system, ’  
including the medial thalamus and upper brainstem,
interhemispheric regions (medial frontal cortex, 

cingulate, and precuneus), and lateral frontal and 
parietal association cortex ( Figure 19.1 ). Absence, 
generalized tonic–clonic, and temporal lobe complex 
partial seizures all cause abnormal increases in activ-
ity of the medial thalamus and upper brainstem. All 
the three seizure types also cause  decreased  activity in 
the interhemispheric regions. The lateral frontal and 
parietal cortex shows a mixture of abnormal increases 
and decreases in activity during absence seizures; 
increases during generalized tonic–clonic seizures; 
and decreases during temporal lobe complex partial 
seizures. In the postictal period which usually fol-
lows generalized tonic–clonic and temporal lobe com-
plex partial seizures (but not absence), there is often 
lingering impairment of consciousness, accompanied 
by markedly decreased activity in wide regions of the 
frontal and parietal association cortex. 

   There is much remaining work to be done to more 
fully understand the mechanisms of impaired con-
sciousness in epilepsy. Absence seizures, with their 
variable impact on the performance of different tasks 
 [40] , may provide a unique opportunity to investigate 
the anatomical basis of specific deficits in the con-
sciousness system. For example, more regions may be 
involved on fMRI when seizures disrupt performance 
on easy repetitive motor tasks, than when seizures 
only disrupt harder discrimination tasks. In so-called 
 ‘ generalized ’  tonic–clonic seizures, it will be crucial 
to determine if electrical recordings will confirm the 
focal bilateral network changes seen on neuroimag-
ing. In temporal lobe complex partial seizures, the 
mechanisms of decreased frontal and parietal func-
tion will need more fundamental studies, likely in 
an animal model, to determine if the decreases arise 
from reduced excitation, increased inhibition, or some 
other mechanism. In all three seizure types, direct 
electrophysiological recordings are needed to better 
interpret the meaning of neuroimaging signals. For 
example, it is not known whether regions showing 
fMRI decreases during absence seizures will exhibit 
spike–wave discharges, relative silence, or some other 
pattern on electrophysiological measurements. 

  Impaired consciousness in epilepsy has a major neg-
ative effect on patient quality of life. For example, the 
amount of time that patient spend before returning to 
normal after seizures has been shown to have a strong 
correlation with reduced quality of life  [152] . Impaired 
quality of life in patients with epilepsy includes a 
shorter life expectancy, and greater risk of injuries than 
the general population          [152–154] . Epilepsy-related 
injuries such as burns, falls, and motor vehicle acci-
dents are often caused by impaired consciousness dur-
ing seizures. Patients with seizures causing impaired 
consciousness are not permitted to drive, which often 
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has a large effect on self-esteem, and employability, 
contributing to the economic impact of epilepsy       [155, 
156] . Risk of motor vehicle accidents, including those 
causing death, is increased in patients with epilepsy 
           [157–160] . Motor vehicle accident risk is highest in 
complex partial seizures and generalized tonic–clonic 
seizures, less in simple partial seizures        [161, 162] . The 
stigma of suddenly losing conscious control of one’s 
actions in public also has a large adverse effect  [163] . 

   With a greater understanding of the mechanisms 
of impaired consciousness in epilepsy it may be 
possible to devise new treatments to prevent these 
adverse consequences. Although the first goal is to 
stop all seizures, including both those do and don’t 
cause impaired consciousness, in many cases this is 
not possible. Often a large improvement would be 
made if the seizures causing impaired consciousness 
could be stopped, even if some simple partial seizures 
remained. Implantation of deep brain stimulators 
is a growing field both for the treatment of epilepsy 
         [164–166] , and disorders of consciousness  [167, 168] .
It may be possible to devise stimulation protocols 
or electrode locations that if, unable to fully block 
seizures, will at least prevent impaired conscious-
ness. Knowledge of the specific brain networks, and 
underlying biological changes in the regions causing 
impaired consciousness in epilepsy may also allow the 
targeting of improved medications to these regions. 
New drugs which help patients retain consciousness 
during seizures would be a very welcome addition for 
patients with medically refractory epilepsy. 

   In conclusion, investigation of impaired conscious-
ness in epilepsy may have a large impact on improv-
ing quality of life in this disorder. In addition, by 
understanding the specific anatomical brain regions 
that are crucial for changes in consciousness, and how 
patterns of neuronal activity during seizures alter 
information flow, we may also gain important insights 
into normal mechanisms for human consciousness.  
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    INTRODUCTION 

  One of several qualities that make split-brain patients 
so astonishing is that they seem utterly unaware of 
their special status. The loss of the ability to trans-
fer information from the left hemisphere to the right 
hemisphere and vice-versa seems to have no impact 
on their overall psychological state. For example, 

the sudden loss of the ability to verbally describe the 
flash of an object to the left visual field seems to be of 
little concern to them. The truth is that the left brain 
in these patients does not seem to miss the right brain, 
despite recent discoveries of several specialized prop-
erties in the right hemisphere. That is one of the endur-
ing truths that come out of split-brain research and we 
believe it has major implications for understanding the 
physical basis of conscious experience. 
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O U T L I N E

C H A P T E R

ABSTRACT

Research over the past 45 years on split-brain patients have revealed unique specialized processes in each 
hemisphere, including some recently discovered specialized processes in the right hemisphere. Yet, the patients ’  
speaking left hemisphere consistently denies any change in their conscious experience as a result of severing the 
corpus callosum. We argue that this phenomenon is consistent with similar observations in other neurological 
patients, and that it is indicative of a conscious system that is comprised of thousands of specialized local 
circuits. Our entire conscious experience from moment to moment is bound by the inputs of one or more of these 
specialized circuits, and it is seemingly coordinated by a specialized system we refer to as the interpreter.  
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  In what follows, we argue that consciousness does 
not constitute a single, generalized process, but that 
it is an emergent property that arises out of hundreds 
if not thousands of specialized systems (modules). 
These systems consist of a neural circuitry special-
ized to process-specific domains of information          [1–3] . 
These specialized neural circuitries enable the process-
ing and mental representations of a specific aspect of 
conscious experience, and these circuits are widely 
distributed throughout the brain. Many of these spe-
cialized circuits may be directly connected to some of 
the other specialized circuits, but not to most of them. 
Each component competes for attention. From moment 
to moment, different modules or systems will win and 
serve as the neural system underlying that moment 
of conscious experience. Again it is this dynamic, 
moment-to-moment cacophony of systems that com-
prises our consciousness. And, yet, we do not experi-
ence this as a thousand chattering voices, but as a 
unified experience. It appears to us as if our conscious-
ness flows easily and naturally from one moment to 
the next with a single, unified, and coherent narrative. 
Our sense of a unified experience emerges out of a par-
ticular specialized system called the interpreter, which 
coordinates and continually interprets and makes 
sense of our behaviours, emotions, and thoughts after 
they occur. This interpreter appears to be uniquely 
human and specialized to the left hemisphere. 

  An important aspect of this view of consciousness 
is that it is completely dependent on local, special-
ized components, or modules. If a particular mod-
ule is impaired or loses its inputs, it alerts the whole 
system that something is wrong. For example, if the 
optic nerve is severed, the patient will notice imme-
diately that they are blinded. But if the module itself 
is removed, as in the case of cortical blindness, then 
no warning signal is sent and the specific informa-
tion processed by that specialized system is no longer 
acknowledged (out of sight, out of mind – so to speak). 
This creates the peculiar phenomenon that has been 
observed in a variety of neurological patients that deny 
that anything is wrong with them despite the clearly 
observable effects of the brain injury. This aspect of 
their condition, the unawareness of or denying the 
existence of their deficit is referred to as anosognosia. 

   In the next few sections, we will (1) discuss how 
anosognosia observed in many neurological disorders 
is indicative of a conscious system that is bound by 
the inputs of thousands of specialized local modules; 
(2) review split-brain research, including some recent 
developments of specialized processes that may con-
tribute to the conscious experience of each hemi-
sphere uniquely; (3) update our understanding of a 
left hemisphere specialization that we refer to as the 

 ‘ interpreter ’  that unifies and interprets our conscious 
experience; and (4) take a speculative look at the 
world from the point of view of the right hemisphere.  

    ANOSOGNOSIA: THE DENIAL OF A 
DEFICIT AND ITS RELATIONSHIP TO 

CONSCIOUSNESS

  A well-known example of anosognosia is often 
found in hemispatial neglect patients. This condition 
is usually caused by a stroke to the right parietal lobe 
that causes disruption of attention and spatial aware-
ness of the left side of space  [4] . They often behave as 
if the left side of the world does not exist. For exam-
ple, they will only dress the right side of their body 
or eat all the food on the right side of a plate but not 
the left. Yet, despite the obviousness of the deficit to 
people observing the patients, the patients themselves 
are not aware of their deficit. They do not sense that 
anything is wrong with them! 

   In the model of consciousness that we are propos-
ing, the denial of a deficit is the logical result of dam-
age to a specific set of circuits        [5, 6] . Damage to most 
areas of the nervous system that result in the impair-
ment or loss of function will be noticed immediately 
by patients. For example, the patient will notice 
paralysis that is due to the severing of a nerve that 
connects the parietal lobe to the limbs immediately. 
They still have the mental representation of the exist-
ence of their left hand and, therefore, the failure 
to move it will be registered immediately and the 
patient will experience that failure as a very disturb-
ing event. The module that represents the left side of 
the body can notify the interpreter that something 
is wrong. 

  At the same time, neglect patients, with damage 
to the right parietal lobe that also result in hemiple-
gia (paralysis to the left side of their body), deny their 
paralysis because these patients no longer have the 
mental representations of the existence of the left side 
of their body. There is no system to sense that some-
thing is wrong, so the patient assumes that every-
thing is normal. For example, when these patients are 
confronted with a bimanual task in which they can-
not complete because they are unable to move their 
left hand, they may reply with a statement such as  ‘ I 
didn’t want to do that task ’   [7] . When the paralyzed 
hand is presented to them, they often respond with 
the rationalization  ‘ that’s not my hand ’ . The conscious 
awareness that emerges from this specialized module 
does not exist for these patients. Therefore, no signals 
from this module are sent to the interpreter and this 
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localized conscious element does not compete for or 
command our awareness. 

   The inability to process information about specific 
aspects of conscious awareness could be overcome 
conceivably by other cognitive means. For example, 
a neglect patient with hemiplegia anosognosia may 
learn about their own condition by observing other 
patients with similar conditions. However, these 
patients not only have an inability to acknowledge 
their own deficit, but they often deny the deficit in 
others as well [8] . Their brains can no longer process 
information regarding the left side of their body or the 
bodies of others, so this information is excluded from 
their available range of conscious experience and they 
redefine their world accordingly. For example, one 
patient explained that, ‘ I knew the word  “ neglect ”
was a sort of medical term for whatever was wrong 
but the word bothered me because you can only 
neglect something that is actually there, don’t you? If 
it’s not there, how can you neglect it? ’   [9] . 

  Another conceivable way to overcome the lack of 
conscious awareness about a particular realm of infor-
mation after a lesion has occurred is to reconcile the 
current awareness with a memory of the pre-lesion 
awareness. For example, a neglect patient may draw 
a picture of their home, but the picture they draw 
will only include the right side of their house. How 
can their denial of the left side be reconciled with 
their memory of the left side of their house? It turns 
out that the neglect syndrome not only affects their 
current perceptual awareness but also their mem-
ory representations as well. Previous studies have 
demonstrated that the retrieval of a memory entails 
 activation of the same perceptual circuits that were 
directly activated during the encoding of the original 
event       [10, 11] . Although the information regarding 
the left visual field remains encoded in visual hem-
ineglect patients, they neglect that information in 
the realm of memory just as they do in their current 
perceptual awareness  [12] . In a classic experiment to 
demonstrate this phenomenon, Bisiach asked patients 
with visual hemineglect that were familiar with a par-
ticular piazza to describe the scene from a particular 
vantage point. The patient, as usual, neglected all 
the details from the contralesional side of space. 
Then, he had the patients imagined themselves from 
the opposite end of the piazza and describe the scene 
again. Again, the patients neglected all the details 
from the contralesional side of space, but this time 
it was the previously neglected side of the piazza. 
Clearly, the visual information that was originally 
encoded in the brain is still available, but that infor-
mation is neglected when memory systems attempt to 
retrieve it. 

  We know from our studies of patients with damage 
to the right parieto-occipital cortex that while enough 
information had been processed about stimuli presented 
to the left visual field to make an accurate same/differ-
ent judgement, the patients still did not have a conscious 
representation of that stimuli that would enable them 
to identify it or even acknowledge its existence [13] . In 
that experiment, four patients were shown pictures of 
objects in the right or left visual field. When shown a 
single object in the left visual field, the patients could 
identify it. However, when shown two objects simul-
taneously in both visual fields, the patients could only 
identify the objects presented to the right visual field 
(this is known as extinction). Yet, when asked to make 
a same/different judgement about the two objects, the 
patients were able to make the judgement accurately 
despite their inability to identify the object in the left 
visual field. Further, two of the patients insisted that the 
task was ‘ silly ’ , since there was no stimulus (according 
to them) in the left visual field. 

  Of course, there are possibly hundreds of special-
ized systems in the human brain, from basic systems 
of perceptual processing (like discriminating tones 
 [14]  and perceiving faces  [15] ) to more higher-order 
systems (like recognizing emotions  [16] , sympathizing 
with others [17]  and detecting cheaters  [18] ). As we 
have seen with neglect patients, the corruption of one 
of these systems can have a profound effect on our con-
scious experience. But the effect need not be simply the 
denial of information; it can also include many other 
forms of corruption. Just as the voices in the head of a 
schizophrenic patient can seem to them as real as the 
perception of actual voices, many distortions caused 
by brain injury can become incorporated into our con-
scious experience and not seem out of place. 

   One such example is patients with reduplicative 
paramnesia. These patients often have extensive dam-
age throughout the right hemisphere and both frontal 
lobes. The damage appears to specifically affect a spe-
cialized memory system that codes for the familiarity 
of places and locations [19] , but in a way that increases 
familiarity for otherwise novel or relatively new loca-
tions. These patients form delusional beliefs that a 
place or location has been duplicated. In one case that 
we observed, a woman that was being examined at a 
New York hospital insisted that she was in her own 
home. The woman was intelligent and aware that her 
doctors did not agree with her assessment, but she 
was quite persistent. When confronted with the fact 
that if she was in her own home then how could she 
explain the bank of elevators just outside her door 
that could be seen clearly from her bed, she calmly 
exclaimed, ‘ Doctor, do you know how much it cost me 
to have those put in? ’   [20] . 
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  A conscious system that is bounded by the inter-
preted confluence of specialized and localized neural 
circuits explains the classic finding that a callosot-
omy patient’s left hemisphere does not miss the right 
hemisphere. But in order to fully understand the 
consequences of this disconnection on the conscious 
 experience of a split-brain patient, it is important to 
first appreciate some of the basic differences between 
the left and right hemispheres that have been illumi-
nated by split-brain research.  

    THE SPLIT-BRAIN: SPECIALIZATIONS 
UNIQUE TO EACH HEMISPHERE 

   The first callosotomy surgeries were conducted 
in the 1940s by a Rochester, New York neurosurgeon 
named William Van Wagenen. Van Wagenen  [21]
was inspired to perform the surgery on patients with 
severe intractable epilepsy after observing that one of 
his epileptic patients experienced considerable relief 
after developing a tumour in his corpus callosum. The 
corpus callosum is the largest fibre tract in the brain, 
and it contains over 200 million axons that originate 
from layers 2 and 3 of both hemispheres  [22] . Epileptic 
seizures are caused by abnormal electrical discharges 
that reverberate across the brain from one hemisphere 
to the other. For reasons that are still unclear, severing 
all or part of the callosum can reduce seizure activity 
by 60–70% in 80% of the patients. Although the sur-
gery is not as dangerous as it was in the 1940s, given 
the advent of microsurgery techniques, it is still a 
treatment of last resort. And, the procedure is even 
more rare now since pharmacological treatments have 
greatly improved, as well as presurgical techniques to 
localize the origin of seizures. 

   But the callosotomy surgery offers a lot of hope to 
patients with no other treatment options, and in the 
1940s those other options were much fewer. At the 
time, the physical danger of the surgery was certainly 
a concern (the corpus callosum is separated from the 
ventricles by a very thin wall of cells). There was also 
a concern about a psychological danger. Van Wagenen 
and his colleagues feared that one of the side effects of 
the surgery would be that it might produce a split per-
sonality, or a dual consciousness. However, after 20 of 
the surgeries were conducted in the 1940s, researchers 
like A.J. Akelaitis never found this psychological side 
effect        [23, 24] . The surgery did not appear to create 
two minds, each with its own personality and con-
sciousness, fighting over control of the body. 

   This fact, the absence of a dual consciousness, con-
tinued to be observed when the surgery was revived 

by Joseph Bogen in the early 1960s in collaboration 
with Roger Sperry and his young graduate student 
(MG). The general view held at the time by brain 
researchers was that severing the callosum in humans 
had little functional effect, in marked contrast to the 
animal findings         [23–25] . Indeed, I (MG) found in 
patient W.J. that, despite some initial akinesis and 
mutism that quickly cleared up, that the operation 
appeared to have little effect on his temperament or 
intellect [26] . Patient W.J. repeatedly reported that he 
felt better than he had in years. 

  It was the introduction of lateralized procedures 
in this early study that realized the unique research 
opportunity presented by split-brain patients. For 
example, tactual testing of the right hand showed no 
significant impairments of the dominant but discon-
nected left hemisphere. However, similar testing of the 
left hand (for instance, by placing a pencil in the hand) 
indicated severe agnosia, anomia, and agraphia. Prior 
to surgery, patient W.J. could write legibly with his left 
hand, but after surgery the writing became a meaning-
less scribble. We also presented visual stimuli using a 
tachistoscopic presentation. Again, the results showed 
no abnormality in response to stimuli presented to the 
right visual field, but the patient was severely impaired 
with stimuli presented to the left visual field. 

  Since the 1960s, research on split-brain patients has 
produced a wealth of information about the functional 
organization of the brain and hemispheric special-
ization. Severing the entire callosum blocks the inter-
hemispheric transfer of sensory, motor, perceptual, 
gnostic and other forms of information in such a way 
that it allows us to study hemispheric differences and 
the unique ways in which the hemispheres must inter-
act with each other         [20, 27, 28] . The most obvious hemi-
spheric difference is the capacity to learn language. It 
had been known prior to split-brain research that the 
left hemisphere is dominant for language and, particu-
larly, speech production  [29] , and we have observed 
this phenomenon in split-brain patients as well. The 
left hemisphere is also specialized for written language 
(with the exception noted below). And, while the right 
hemisphere does have a limited capacity for reading 
and is able to read whole words (ideographic lexical/
semantic access), it is unable to convert graphemes to 
phonemes as can the language-dominant left hemi-
sphere        [30, 31] . Although most of the findings from 
split-brain studies regarding language have been con-
sistent with previous studies of patients with unilateral 
lesions, there have been some surprising discoveries as 
well. One of the more remarkable recent cases is patient 
V.J., who generates spoken language exclusively from 
the left hemisphere, but generates written language 
exclusively from the right hemisphere. Previously, it 
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had been assumed that spoken and written language 
shared the same neural mechanisms, but this patient 
demonstrates that the output of these two functions can 
be operated by independent modules [32] . 

  Are knowledge structures in each hemisphere dif-
ferent? Although each hemisphere appears to have 
redundant knowledge structures that support basic 
functioning (e.g., the right hemisphere knows just as 
well as the left hemisphere what a  ‘ chair ’  is and what 
its functions are), the extent of the semantic systems 
in the right hemisphere is clearly impoverished com-
pared to the left            [33–36] , including a limited lexical 
organization in the right  [37] . What about knowledge 
about the ‘ self ’ ? John Kihlstrom and Stan Klein have 
emphasized that the self  is a knowledge structure, 
not some mystical entity [38] . Severing the corpus 
callosum raises an interesting issue about whether a 
disconnected half brain will still have the same sense 
of self. Does the left hemisphere see itself differently 
than the right hemisphere? 

   Our colleague Dave Turk recently studied this in 
patient J.W. by having him judge whether a picture 
of a face was himself or somebody other than him-
self that he was quite familiar with (author MG). The 
key manipulation was that the picture of J.W. and 
the picture of MG were morphed into each other by 
varying degrees. Some morphed faces were more like 
J.W., while others were more like MG. We found that 
the right hemisphere was biased to respond that the 
face was MG, while the left hemisphere was biased 
to respond that the face was himself  [39] . Although it 
is very difficult to accurately assess the extent of the 
right hemisphere’s knowledge (self and otherwise) 
given its limited language ability, there does appear to 
be hemispheric differences in knowledge systems that 
bias each hemispheres ’  responses. 

  Although the left hemisphere is clearly  dominant
for language, many problem-solving skills, and 
semantic knowledge [20] , the right hemisphere does 
have some specializations as well. Studies with split-
brain patients have revealed right hemisphere super-
iority for various tasks involving such components as 
part–whole relations  [40] , spatial relationships  [41] , 
apparent motion detection  [42] , mental rotation  [43] , 
spatial matching [44] , and mirror image discrimin-
ation [45] . The right hemisphere also appears to be 
more veridical in its memory recollections        [46, 47]  and 
to be better at illusory contour perception and amodal 
boundary completion [48] . One of the more compel-
ling recent findings regarding the right hemisphere is 
its superiority in causal perception, although the left 
hemisphere was found to be superior at causal infer-
ences [49] . Understanding cause and effect is fun-
damental to making sense of the dynamic physical 

world, and the perception of spatial and temporal con-
tiguity of the movements of colliding objects is a crit-
ical component of this basic understanding. In a recent 
study, Matt Roser had split-brain patients observe 
three panels that depicted the motion of a ball (A) 
towards another ball (B), and the subsequent motion 
of B. The movements of the two balls were either con-
tiguous in space or time, or it included a small spatial 
or temporal gap. The right hemisphere was better at 
perceiving these gaps than the left hemisphere. 

  A well-known specialization of the right hemi-
sphere is the detection of upright faces  [1] . In our 
studies of split-brain patients, it is clear that the left 
hemisphere can perceive and recognize faces and 
it can perform just as well as the right with familiar 
faces, but the right hemisphere is superior in its abil-
ity to perceive and recognize unfamiliar faces          [50–52] . 
Interestingly, though, while both hemispheres can 
generate spontaneous facial expressions, only the 
dominant left hemisphere can generate voluntary 
facial expressions  [53] . 

  While the right hemisphere certainly has some spe-
cializations of its own, the asymmetries that favour the 
right hemisphere are subtler than those that favor the 
left hemisphere  [54] . It should also be noted that many 
popular views of hemispheric asymmetry oversimplify 
the observed differences between the hemispheres 
and suggest that they serve very different functions. 
In fact, the cognitive functioning of each hemisphere 
is quite redundant. For example, both hemispheres are 
quite capable of encoding and retrieving memories of 
past events, despite a significant theory in the 1990s 
on the brain regions  underlying episodic memory 
function based on neuroimaging work. The theory, 
called HERA (hemispheric encoding/retrieval asym-
metry), stipulated that episodic encoding was pre-
dominantly a left hemisphere process while episodic 
retrieval was predominantly a right hemisphere pro-
cess  [55] . However, the asymmetries observed in the 
neuroimaging studies were based on the fact that most 
studies at the time used verbal material. We found in 
split-brain patients that manipulating the encoding of 
words led to greater effects in the left hemisphere than 
the right, and that manipulating the encoding of faces 
led to greater effects in the right hemisphere than 
the left [52] . Since that split-brain study, recent neu-
roimaging studies have confirmed that encoding and 
retrieval asymmetries are primarily due to the type of 
stimuli used and not general hemispheric differences 
in processing  [56] . 

   Despite some unique specializations in the right 
hemisphere, breaking up with the right hemisphere 
is not hard to do for the left hemisphere. Although 
some effects due to the callosotomy surgery have been 
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observed (e.g., we found impairments in free recall 
but not in recognition performance on some memory 
tasks that may be due to limitations in strategic and 
search processes imposed by the severing of the cor-
pus callosum  [57] ), most functions remain intact 
after the right hemisphere is disconnected from the 
left, including verbal IQ       [27, 58]  and many problem-
 solving skills  [59] . The disconnection also does not 
seem to affect another critical component of our con-
scious system, the ‘ interpreter ’ .  

    THE LEFT HEMISPHERE 
INTERPRETER: UNIFYING THE 

CONSCIOUS EXPERIENCE 

  According to our model of consciousness, there may 
be hundreds, if not thousands, of modules contribut-
ing to our conscious experience, each contributing 
specialized bits of information. Yet, our phenomeno-
logical experience will naturally flow from moment 
to moment depending on the demands of the envir-
onment as one unified and coherent experience. We 
believe this is due to a specialized process in the left 
hemisphere that we refer to as the interpreter. As one 
of us has written elsewhere;  ‘ The  “ interpreter ”  is a spe-
cialized system that makes sense of all the information 
bombarding the brain, interpreting our responses – 
cognitive or emotional – to what we encounter in our 
environment, asking how one thing relates to another, 
making hypothesis, bringing order out of chaos, cre-
ating a running narrative of our actions, emotions, 
thoughts, and dreams. The interpreter is the glue that 
keeps our story unified and creates our sense of being 
into a coherent, rational agent. It is the insertion of the 
interpreter into an otherwise functioning brain that 
enables such a rich experience.’ [60] 

  We first demonstrated the left hemisphere’s unique 
drive to interpret the world around it using the simul-
taneous concept test on a split-brain patient [61] . 
Patient P.S. was shown simultaneously a chicken claw 
to the speaking left hemisphere and a snow scene 
to the silent right hemisphere. Patient P.S. was then 
instructed to pick out the picture most related to the 
scene he just saw from a set of eight choices, using 
both hands. His left hand (controlled by his right 
hemisphere) chose a snow shovel, while his right 
hand chose a chicken. When asked why he chose 
those particular pictures, P.S. replied,  ‘ Oh, that’s sim-
ple. The chicken claw goes with the chicken, and you 
need a shovel to clean out the chicken shed ’ . While the 
speaking left hemisphere can easily explain that he 
chose the chicken with his right hand because it was 

picture most related to the chicken claw that he saw, the 
speaking left hemisphere did not see the snow scene so 
it must concoct a rational and reasonable explanation 
for why his left hand chose the snow shovel as well. 

  As demonstrated in the simultaneous concept 
test above, the left hemisphere quickly interprets the 
actions of its left hand controlled by the disconnected 
right hemisphere in a way that makes sense for the 
patient. It has no internal representation available to 
explain why he is moving his left hand in that way. 
Yet, to the patient, the movement seems perfectly 
plausible once its actions have been interpreted. 
Interestingly, this does not always happen instantly 
for the patient. Sometimes it takes the patient’s left 
hemisphere as long to figure out what its left hand is 
doing as it would an outside observer. For example, in 
one session we presented the word phone to the right 
hemisphere of patient J.W. and asked him to verbalize 
what he saw. Of course, J.W. was speaking from his 
left hemisphere and his left hemisphere did not see 
the word  ‘ phone ’ , and his right hemisphere was mute. 
Therefore, he said he did not see anything. However, 
when we put a pen in his left hand and asked him to 
draw it, J.W. immediately started drawing a phone. 
For the outside observers who did not see the word 
 ‘ phone ’  displayed, it took some time to make out what 
J.W. was drawing. J.W.’s left hemisphere was in the 
same boat. Fortunately for us, J.W. tends to articulate 
what he is thinking (a great trait for a research sub-
ject). He was quite confused by what he was draw-
ing, and started making guesses about what he saw. 
It was not until the picture was almost complete that 
outside observers, including J.W.’s left hemisphere got 
what his left hand was drawing. At which point, J.W. 
exclaimed, ‘ Duh, it’s a phone ’ . The communication 
between the hemispheres happened out on the paper 
and not within his head. In the meantime, his inter-
preter struggled to find an explanation for his actions. 
Usually, the interpreter’s explanations come much 
more readily. For example, if we flash the command 
 ‘ stand up ’  to J.W.’s right hemisphere, he will stand up. 
But if we ask him why he is standing up, he doesn’t 
respond,  ‘ well, you just told me to ’  because that com-
mand is not available to his left hemisphere. Instead, 
J.W. will say something like,  ‘ I just felt like getting a 
coke ’ . His left hemisphere is compelled to concoct a 
story that provides an explanation, or interpretation, 
of his actions after they have already occurred. 

  The existence of a specialized system in the brain 
that is driven to interpret is adaptive on an evolution-
ary scale because it allows the individual to quickly 
adapt to a wide range of unexpected events in the 
environment. But the interpreter, and by extension con-
sciousness, is only as good as the information available 
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to it. Therefore, when the information is corrupted, the 
interpretation can be misguided. For example, Capgras 
syndrome patients, with a disconnection between the 
visual inputs and emotional responses, will instantly 
interpret the lack of emotional response to the sight of 
a loved one as the result of an imposter pretending to 
be their loved one [62] . In split-brain patients, this was 
nicely demonstrated in a memory study conducted by 
Liz Phelps. She showed both hemispheres of a split-
brain patient a series of pictures that depicted a simple 
story, like a guy getting ready for work in the morn-
ing. Later, she showed both hemispheres some test pic-
tures. Some of the pictures were included in the study, 
some were new pictures depicting an unrelated story, 
and some pictures were new pictures but fit with the 
story depicted in the study session. She found that 
while the right hemisphere was quite veridical in its 
recognition responses and rarely false alarmed to new 
but related pictures, the left hemisphere consistently 
false alarmed to the same pictures  [46] . The left hemi-
sphere made faulty interpretations based on the infor-
mation available to it. 

  Another example of faulty interpretations due to 
faulty inputs is a study conducted by Alan Kingstone 
using a different kind of simultaneous concept task. In 
this study, he displayed a word to each hemisphere, 
like ‘ 10 ’  to the right hemisphere and  ‘ o’clock ’  to the 
left hemisphere. When the patient was asked to draw 
what he saw with one hand, he drew the face of a 
clock with the hands pointing to 10 o’clock. Previous 
researchers had concluded from similar results that 
subcortical transfer of higher-order information must 
have been occurring in these split-brain patients [63] . 
However, Kingstone modified the task to include two 
words that formed an emergent object, like  ‘ toad ’
and ‘ stool ’ . If the information was being transferred 
subcortically, then the patient would draw a picture 
of a mushroom like anybody else. Indeed, when the 
two words were presented simultaneously to one 
hemisphere the patient drew the emergent concept. 
However, when the two words were presented to sep-
arate hemispheres, the patient drew a toad and a stool, 
but not a mushroom  [64] . This occurred much more 
frequently with the left hand than the right (the right 
hemisphere would usually only draw the word that it 
saw) because the left hemisphere is able to exert some 
control of the ipsilateral hand, as we later confirmed 
 [65] . The left hemisphere appears compelled to draw 
the word it saw after the right hemisphere draws the 
word it saw first, even though the final picture is not 
the normal representation of the two words together. 

   The function of the interpreter, faulty or not, 
extends to the realm of problem-solving as well. In 
most situations, the ability to make interpretations is 

a great problem-solving tool and very advantageous. 
If you can formulate a hypothesis about why a preda-
tor takes a particular route from day to day, then that 
hypothesis about the predator’s movements can be 
used to predict future movements and keep you safe. 
However, when the sequence of events is purely ran-
dom, then the drive to look for patterns and to formu-
late a hypothesis about the events can be suboptimal. 
Take the case of studies that utilize a probability-
matching paradigm. In the typical paradigm, subjects 
try to guess which of two events will happen next: 
will it be a red light or a green light? Each event has a 
different probability of occurrence (e.g., the green light 
may appear on 70% of the trials while the red light 
appears on 30% of the trials) but the order of occur-
rence is entirely random. The subject may be pre-
sented hundreds of trials, and they are encouraged to 
guess as correctly as possible. Typically, subjects will 
guess a green and red light with the same probability 
in which they were presented (e.g., they will predict 
green light on 70% of the trials and red light on 30% of 
the trials) [66] . This is referred to as frequency match-
ing, but it is a suboptimal strategy because the most 
trials they can correctly predict is 58%. The more opti-
mal strategy is to choose the most frequent stimulus 
on 100% of the trials. This is referred to as maximiz-
ing, and it is the optimal strategy because you can cor-
rectly predict trials 70% of the time. However, humans 
do not tend to do this, but animals (including rats, 
pigeons, and crocodiles) do!!       [67, 69] 

  Again, we blame our interpreter for this suboptimal 
behaviour. We are driven to form hypotheses and to 
look for patterns even when it’s not warranted. Yellot 
 [70]  conducted a fascinating version of this task with 
human subjects in which he stopped the subjects at 
some point and asked them to explain what they were 
doing. The subjects often explained that they thought 
they figured out the pattern (providing elaborate 
sequences that ultimately failed), even though there 
was none and they were told at the beginning of the 
experiment that the trials were random. Randomness 
tends to be a very difficult concept for humans  [71] , 
and a particularly difficult phenomenon for the inter-
preter. Since the interpreter is specialized to the left 
hemisphere, we tested two split-brain patients with 
this paradigm. In both patients, we found that while 
the right hemisphere maximized in an optimal way 
like most animals, the left hemisphere frequency 
matched! [72]

   The interpreter is a critical component of our con-
scious experience. It gives voice to our thoughts, emo-
tions, and reactions, and it is driven to unify all those 
consciously emergent specialized processes through-
out the brain into a coherent whole. Yet, as our studies 
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with split-brain patients have demonstrated, the inter-
preter and our conscious experience will be limited by 
the inputs available to it. Even though the split-brain 
patient senses no difference after their surgery, the left 
hemisphere’s conscious experience must be altered 
(albeit, maybe to a small degree) by the lack of spe-
cialized inputs from the right hemisphere. And for the 
right hemisphere, its conscious experience must be 
altered drastically.  

    IF THE RIGHT HEMISPHERE 
COULD TALK 

   What would the right hemisphere have to say if it 
could talk? If the right hemisphere had the language, 
problem-solving, and interpretive abilities of the left 
hemisphere then maybe split-brain patients would 
experience the conflicting, dual consciousness that 
early researchers worried about. But, in reality, the 
right hemisphere is much more impoverished than 
the left hemisphere and it certainly suffers much more 
from the disconnection than the left. While the right 
hemisphere’s visual representations are much sharper 
and its perceptions of space are much keener than the 
left hemisphere’s, the right hemisphere is probably, 
mute, autistic-like, and mentally impaired. So, does 
the right hemisphere despair at the sudden down-
grade in its conscious experience? Of course, without 
a voice we can only speculate, but if the disconnected 
left hemisphere and other neurological patients are an 
accurate guide, than the answer is no. 

   With a muted and severely limited language abil-
ity, does the right hemisphere have the same uni-
fied conscious experience as the left hemisphere? We 
speculate that it does not have it to the same extent as 
the left hemisphere since the interpreter appears to be 
specialized to the left. However, recent work has sug-
gested that the right hemisphere has some  limited
interpretative ability as well. Paul Corballis has postu-
lated the existence of a ‘ right hemisphere interpreter ’  
that is more  ‘ visually intelligent ’  than the left and is 
dedicated to constructing a representation of the vis-
ual world  [54] . Furthermore, we have found in prob-
ability-matching paradigms that utilize faces instead 
of other stimuli, that the right hemisphere will sud-
denly start to frequency match while the left hemi-
sphere will respond randomly  [73] . However, it is not 
clear whether that frequency-matching behaviour is 
really the result of hypothesis formation and actively 
seeking out a pattern. After all, goldfish can frequency 
match under the right conditions [67] . Of course, the 
true nature of the conscious experience of the right 

hemisphere is difficult to determine given the limited 
capacity to express itself, but our observations of the 
speaking left hemisphere and of other neurological 
patients leads us to believe that the right hemisphere’s 
conscious experience is much more impoverished 
than the left hemisphere. No cause for alarm, though, 
since the right hemisphere knows no better.  

    SUMMARY 

   In our experience, the speaking left hemisphere of 
split-brain patients never complains about the short-
comings they may be experiencing due to the discon-
nection from the right. Some people may argue that 
the left hemisphere doesn’t miss the right hemisphere 
because the right hemisphere contributes very little to 
the complexities of cognition. But, in the patients that 
we have tested, the right hemisphere is clearly bet-
ter at part–whole relations  [40] , spatial relationships 
 [41] , apparent motion detection  [42] , mental rotation 
 [43] , spatial matching  [44] , mirror image discrim-
ination [45] , veridical memory recollections        [46, 47] ,
amodal completion [48] , causal perception  [49] , and 
face processing            [50–52, 73] . With an intact corpus cal-
losum, these specialized processes in the right hemi-
sphere must contribute to conscious experience in 
noticeable ways. Yet, we continue to observe in split-
brain patients that the left hemisphere does not miss 
the right hemisphere. This simple observation is con-
sistent with the idea that the contribution and avail-
ability of specialized neural circuits or brain modules 
constitute the entire conscious experience. The numer-
ous modules localized in the right hemisphere are no 
longer available to the speaking left hemisphere and 
thus are not reflected when it reports out the nature of 
its conscious experience.  
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O U T L I N E

C H A P T E R

ABSTRACT

The scientific study of the cerebral substrate of consciousness has been marked by significant recent achievements, 
resulting partially from an interaction between the exploration of cognition in both brain-damaged patients 
and healthy subjects. Several neuropsychological syndromes contain marked dissociations which permit the 
identification of principles related to the neurophysiology of consciousness. The generality of these principles can 
then be evaluated in healthy subjects using a combination of experimental psychology paradigms, and functional 
brain-imaging tools. In this paper, I update      1    and extend a precedent review of the recent results relevant to visual 
phenomenal consciousness, which is the aspect of consciousness most frequently investigated in neuroscience. 
Through the exploration of neuropsychological syndromes such as  ‘ blindsight ’ , visual form agnosia, optic 
ataxia, visual hallucinations, neglect but also Capgras delusion and split-brain cognition, I highlight five general 
principles and explain how their generality has been demonstrated in healthy subjects using conditions such as 
visual illusions or subliminal perception. Finally, I describe the bases of a scientific model of consciousness, based 
on the concept of a  ‘ global workspace ’ , which takes into account the data reviewed. 
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1    This article updates a previous paper addressing this issue  [1] .    
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    INTRODUCTION 

   Scientific investigation of consciousness has 
recently stimulated experimental research in healthy 
human subjects, in neurological and psychiatric 
patients, and in some animal models. Although this 
major ongoing effort does not yet provide us with a 
detailed and explicit neural theory of this remark-
able mental faculty, we already have access to a vast 
collection of results acting as a set of constraints on 
what should be a scientific model of consciousness. 
There are many ways to summarize and present this 
set of ‘ consciousness principles ’ . One may either use 
a chronological or a domain-specific strategy. Here, 
I deliberately adopt a narrative approach driven by 
a neurological perspective. This approach allows an 
emphasis of the crucial role played by the observa-
tion of brain-lesioned patients affected by neuropsy-
chological syndromes. I argue that, as in other fields 
of cognitive neuroscience, clinical neuropsychology 
often offers profound and precious insights leading to 
the discovery of neural principles governing distinct 
aspects of the physiology of consciousness [2] . Most 
importantly, many of these principles also prove to be 
relevant and to generalize to the cognition of healthy 
human subjects. In a schematic manner, the  ‘ border-
line cases ’  provided by clinical neurology have the 
power to specifically illustrate a single property of 
consciousness by showing the consequences of its 
impairment. This magnifying effect makes it easier to 
isolate and delineate this property, and then to take 
it into account in more complex situations where it is 
functioning in concert with other processes. 

   I will focus our interest on a selected number of 
these properties, and will limit our investigation 
to visual phenomenal consciousness which is by 
far the most experimentally investigated aspect of 
consciousness.

    CONSCIOUS REPORTABILITY 

   Following the psychologist Larry Weiskrantz  [3]
our criteria to establish subject’s conscious percep-
tion of a stimulus will be the ‘ reportability ’  criteria: 
the ability to report explicitly to oneself or to some-
body else the object of our perception:  ‘I see the word 
consciousness printed in black on this page  ’ . This criteria 
is fully operational, and can be easily confronted to 
other sources of information (external reality, func-
tional brain-imaging data, … ), therefore paving the 
way to an objective evaluation of subjective data, a 
scientific programme called  ‘ heterophenomenology ’  

by Daniel Dennett  [4] . It can be argued; however, that 
reportability might be a biased measure underestimat-
ing subjects ’  conscious state, and that forced-choice 
tasks using signal detection theory parameters (e.g., 
d-prime measure of objective discriminability) might 
be preferable  [5] . However, discrediting reportability 
on these grounds in favour of purely objective meas-
ures is far from satisfying. Firstly, unconscious percep-
tion of a stimulus might have an impact on objective 
measures, as illustrated in many unconscious percep-
tion situations such as masked priming paradigms [6] . 
Secondly, to ignore subjective reports is somewhat of 
a counterproductive approach, because it may lead to 
simply giving up the original project of investigating 
consciousness. Finally, some authors contest the crite-
ria of reportability by establishing differences between 
phenomenal consciousness and access consciousness, 
claiming that we are actually conscious of much more 
information than we can access and report  [7] . The 
key problem with this definition of phenomenal con-
sciousness lies in the way it can be established: How 
can we infer that subjects are phenomenally conscious 
of far more information than they can report? By tak-
ing at face value another of their conscious reports, 
namely their strong belief of visual completeness:  ‘ I 
see everything present in the visual scene  . ’  In other 
words, the problem with this definition of phenome-
nality is the incontrovertible need to rely on conscious 
reports to establish it: a form of logical circularity. If 
one wants to define phenomenal consciousness dif-
ferently from conscious reportability, then one should 
resist the temptation to make use of subjects ’  reports 
to credit the existence of phenomenal consciousness. 
Note also that a conscious report is not a  ‘ cut and 
paste ’  copy of a visual scene, but rather a conscious 
comment on an inner mental representation. This 
representation can originate from perceptual systems 
at multiple levels, but ultimately it results from their 
redescription by evaluative and interpretative sys-
tems. Valuably, conscious reports can be non-verbal 
and observable in disconnected right hemispheres of 
split-brain patients, in some aphasic patients or even 
become entirely covert, due to motor system impair-
ments       [8, 9] . 

   Thus far, I have justified our adoption of the 
 ‘ reportability ’  criteria to diagnose conscious percep-
tion in subjects. How then may we use it to specify a 
scientific programme to investigate systematically the 
neural basis of visual consciousness? By first recall-
ing a basic but essential ‘ Kantian ’  statement: when 
we report being conscious of seeing an object, strictly 
speaking we are not conscious of this object belong-
ing to external reality, rather we are conscious of some 
of the visual representations elaborated in our visual 
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brain areas and participating to the flow of our visual 
phenomenal consciousness, as masterly expressed by 
the Belgian Surrealist Painter, René Magritte in his 
famous painting ‘ This is not a pipe ’  ( ‘ Ceci n’est pas 
une pipe ’  or  ‘ La trahison des images ’ , 1928–1929). This 
simple evocation of the concept of representation fore-
shadows the two fundamental stages in the search of 
the ‘ neural correlates of visual consciousness ’   [10] : (1) 
make a detailed inventory of the multiple representa-
tions of the visual world elaborated by different visual 
brain areas (from retina and lateral geniculate nuclei 
to ventral occipito-temporal and dorsal occipito-pari-
etal pathways described by Ungerleider and Mishkin 
 [11] , in addition to superior colliculus mediated visual 
pathways); (2) identify among these different forms 
of visual coding which participate in visual phenom-
enal consciousness, and in these cases, specify the 
precise conditions governing the contribution of these 
representations to the flow of phenomenal conscious-
ness. One may date the beginning of this scientific 
programme with the influential publication of Crick 
and Koch [12]  who proposed, mainly on the basis of 
neuro-anatomical data, that neural activity in area V1 
does not contribute to the content of our phenomenal 
consciousness.

    BLINDSIGHT: HIGHLIGHTING THE 
ROLE OF VISUAL CORTEX 

   Some patients affected by visual scotoma second-
ary to primary visual cortex lesions display striking 
dissociations when presented with visual stimuli at 
the location of their scotoma. While claiming to have 
no conscious perception of these stimuli, they perform 
better than chance on forced-choice visual and visuo-
motor tasks such as stimulus discrimination, stimulus 
detection or orientation to stimulus spatial source by 
visual saccades. This phenomenon, discovered in the 
early 1970s         [13–15] , has been coined  ‘ blindsight ’  by 
Weiskrantz. Compelling evidence supports the idea 
that such unconscious perceptual processes are sub-
served by the activity of subcortical visual pathways 
including the superior colliculus and by-passing pri-
mary visual cortex [16] . In a recent study, de Gelder 
and Weiskrantz enlarged the range of unconscious 
perceptual processes accessible to blindsight patients 
by showing that patient G.Y., whose fame is compara-
ble to that of patient H.M. in the field of medial tem-
poral lobe amnesia, was able to discriminate better 
than chance emotional facial expressions on forced-
choice tasks [17] . This unconscious processing of fear 
faces in patient G.Y. was also found to interact with 

the perception of conscious emotional faces and voices 
 [18] . Taking advantage of this behavioural result, the 
authors used fMRI to demonstrate that this affective 
blindsight performance correlated with activity in 
an extra-geniculo-striate colliculo-thalamo-amygdala 
pathway independently of both the striate cortex and 
fusiform face area located in the ventral pathway  [19] . 
In fact, this unconscious visual process discovered in 
blindsight subjects is also active in healthy human 
subjects free of any visual cortex lesions. One way to 
observe it consists of using paradigms of masked or 
 ‘ subliminal ’  visual stimulation in which a stimulus is 
briefly flashed foveally for tens of milliseconds, then 
immediately followed by a second stimulus, suppress-
ing conscious perception of the former  . Whalen and 
colleagues used such a paradigm to mask a first fear-
ful or neutral face presented during 33       ms by a second 
neutral face presented for a longer duration (167       ms). 
While subjects did not consciously perceive the first 
masked face, fMRI revealed an increase of neural 
activity in the amygdala on masked fearful face trials 
as compared to masked neutral face trials  [20] . This 
interesting result has been replicated and enriched 
by a set of elegant studies conducted by Morris and 
colleagues       [21, 22] . Recently however, Pessoa and col-
leagues challenged this view in normal controls by 
arguing that under strict conditions of unconscious 
processing, as assessed by objective discrimination 
measures, no residual activation of the amygdala 
could be observed [23] . The Pessoa et al. study capi-
talized on a previous experiment demonstrating that 
under conditions of high attentional load, a briefly 
presented fearful face did not activate the amygdala 
 [24] . Beyond the risk of  ‘throwing the baby out with the 
bath water  ’ , frequently encountered in the area of sub-
liminal perception, this set of criticisms certainly call 
for methodological improvements in the assessment 
of masked faces visibility. Such a methodological 
process occurred recently in the close area of masked 
word perception, driven by a seminal criticism of 
masked word visibility  [5] . This work stimulated the 
use of more stringent masking conditions and led 
to the production of a rich literature describing per-
ceptual, cognitive and motor processing of uncon-
sciously perceived masked words (see  [25]  for a recent 
review). 

  The blindsight model and its extension in healthy 
subjects via visual masking procedures underlines 
the importance of the neocortex in conscious visual 
processing by revealing that a subcortical pathway 
is able to process visual information in the absence 
of phenomenal consciousness. In other words, these 
recent data are in close agreement with Hughlings 
Jackson’s [26]  hierarchical conception (formulated in 
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particular in the 3rd and 4th principles of his  ‘ Croonian 
lectures on the evolution and dissolution of the nerv-
ous system ’ ) attributing the more complex cognitive 
processes, including consciousness, to the activity of 
neocortex. Nevertheless, should we generalize the 
importance shown here for the primary visual cortex – 
the integrity of which seems to be a pre-requisite for 
visual consciousness – to the whole visual cortex? 

    VISUAL FORM AGNOSIA, 
OPTIC ATAXIA AND VISUAL 

HALLUCINATIONS: THE KEY ROLE OF 
THE VENTRAL PATHWAY 

  As a result of the seminal work of Ungerleider and 
Mishkin  [11] , visual cortex anatomy is considered to 
be composed of two parallel and interconnected path-
ways both supplied by primary visual cortex area 
V1: the occipito-temporal or ‘ ventral ’  pathway and 
the occipito-parietal or ‘ dorsal ’  pathway. The dorsal 
pathway mainly subserves visuo-motor transforma-
tions  [27] , while ventral pathway neurons represent 
information from low-level features to more and more 
abstract stages of identity processing, thus subserving 
object identification. This ‘ what pathway ’  is organized 
according to a posterior–anterior gradient of abstrac-
tion, the most anterior neurons located in infero-
 temporal cortex coding for object-based representations 
free from physical parameters such as retinal posi-
tion, object size, or orientation           [28–31] . Goodale and 
Milner reported a puzzling dissociation in patient D.F. 
suffering from severe visual form agnosia due to car-
bon monoxide poisoning  [32] . As initially defined by 
Benson and Greenberg  [33] , this patient not only had 
great difficulties in recognizing and identifying com-
mon objects, but she was also unable to discriminate 
even simple geometric forms and line orientations. 
Anatomically, bilateral ventral visual pathways were 
extensively lesioned, while primary visual cortices 
and dorsal visual pathways were spared. Goodale 
and Milner presented this patient with a custom 
 ‘ mail-box ’ , the slot of which could be rotated in the 
vertical plane. When asked to report slot orienta-
tion verbally or manually patient D.F. performed at 
chance-level, thus confirming her persistent visual 
agnosia. However, when asked to post a letter into 
this slot she unexpectedly performed almost perfectly, 
while still being unable to report slot orientation con-
sciously. This spectacular observation demonstrates 
how spared dorsal pathway involved in visuo-motor 
transformations was still processing visual infor-
mation but without contributing to patient D.F.’s 

 phenomenal conscious content. This case suggests 
that some representations elaborated in this  ‘ how 
pathway ’  are operating unconsciously while ventral 
pathway activity subserves our phenomenal visual 
consciousness. Since this influential paper, many 
studies have tested this hypothesis in healthy subjects 
using visual illusions         [34–36] . For instance, Aglioti and 
colleagues engaged subjects in a Titchener-Ebbinghaus 
circles illusion task in which a given circle surrounded 
by larger circles appears smaller than the very same 
circle surrounded by smaller circles. While subjects 
consciously reported this cognitively impenetrable 
illusion, when asked to grip the central circle, online 
measures of their thumb–index distance showed that 
their visuo-motor response was free of the perceptual 
illusion and was adapted to the objective size of the 
circle 2   . 

  An inverse dissociation supporting the same general 
principle was recently reported by Pisella and colleagues 
 [40]  who demonstrated the existence of an unconscious 
 ‘ automatic pilot ’  located in the dorsal pathway. Their 
patient I.G. presented important stroke lesions affect-
ing both dorsal pathways, while sparing primary visual 
cortices and ventral pathways. They designed a subtle 
task manipulating online motor corrections of pointing 
movements on a tactile screen on which visual targets 
appeared and could unexpectedly jump from one posi-
tion to another. While normal subjects were capable of 
extremely fast and automatic visuo-motor corrections in 
this task, patient I.G. could only rely on very slow stra-
tegic and conscious corrections. Crucially, when tested 
in a more complex condition in which subjects had to 
inhibit an initiated pointing correction on some trials, 
patient I.G. committed far less errors than controls who 
were unable to inhibit very fast motor corrections and 
who reported being astonished by their own uncontrol-
lable behaviour. 

   Taken together, these results are currently inter-
preted as dissociations between visuo-motor processes 
subserved by the activity of the dorsal visual path-
way, the computations of which do not participate 

2    Since these first reports, Franz and colleagues        [37, 38]  challenged 
this interpretation by showing that when task difficulty was 
equated between perceptual and grasping tasks, action was not 
resisting to the illusion. However, recent studies taking into account 
these possible confounds reproduced the dissociation between per-
ceptual and action performances (for a detailed review, see  [39] ).
3    Area MT or V5, located within the dorsal pathway, is an important 
exception to this principle because: (1) its activity correlates directly 
with conscious reports of genuine or illusory visual motion  [41] ; (2) 
when lesioned  [42]  or transiently inactivated by trans-cranial mag-
netic stimulation  [43]  it results in akinetopsia (i.e., the inability to 
report visual motion); and (3) microstimulation within this area 
influences motion orientation discrimination in monkeys [44] .
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to our phenomenal consciousness 3   , and other visual 
p rocesses relying on ventral pathway activity which 
supplies our conscious perception. The strong version 
of this theoretical position is defended in particular by 
authors such as Goodale and Milner. The latter claims 
for instance that ‘ we have two (largely) separate vis-
ual systems. One of them is dedicated to the rapid and 
accurate guidance of our movements … , and yet it lies 
outside the realm of our conscious visual awareness. 
The other seems to provide our perceptual phenom-
enology ’   [45] . Additional data originating from behav-
ioural measures of subliminal priming, and functional 
brain-imaging data support this thesis       [46, 47] .

   Lastly a recent functional brain-imaging study of 
consciously reportable visual hallucinations observed 
in patients with Charles-Bonnet syndrome      4    reinforces 
this conception, by revealing correlations between 
colour, face, texture and object hallucinations and 
increased levels of cerebral blood flow in the corre-
sponding specialized visual areas located in the ven-
tral visual pathway [48] .

    UNILATERAL SPATIAL NEGLECT: 
THE NECESSITY OF ATTENTIONAL 

ALLOCATION 

  The recent proposal of a cerebral substrate of visual 
consciousness through the distinction drawn between 
dorsal ( ‘ unconscious ’ ) and ventral ( ‘ conscious ’ ) path-
ways still bears some similarity to Jackson’s concep-
tion since it relies on a similar anatomical partition 
between some sectors of the visual system which 
would supply the flow of our phenomenal conscious-
ness, and other sectors which would process informa-
tion out of our conscious awareness. However, we 
may posit a further question: Does visual informa-
tion represented in the ventral pathway depends on 
some additional conditions to be consciously accessi-
ble and reportable? In other words, are we necessar-
ily conscious of all visual information represented in 
the ventral pathway? A key answer to this question 
comes from unilateral spatial neglect (USN), a very 
frequent neuropsychological syndrome clinically 
characterized by the inability to perceive or respond 
to stimuli presented to the side contralateral to the site 
of lesion, despite the absence of significant sensory or 

motor deficits. USN has two interesting characteris-
tics: firstly, most USN patients display impaired visual 
phenomenal consciousness for objects located on their 
left side 5   . Some neglect patients even present a very 
pure symptom named  ‘ visual extinction ’ , and defined 
by the specific loss of phenomenal consciousness 
for left-sided stimuli presented in competition with 
right-sided stimuli, while the same left-sided stimuli 
presented in the absence of contralateral competing 
stimuli are available to conscious report. Secondly, 
USN syndrome is usually observed with lesions 
affecting the spatial attentional network – most often 
right parietal and/or superior temporal gyrus  [50] 
cortices or fronto-parietal white matter pathways  [51] , 
but also right thalamic or right frontal lesions – spar-
ing primary visual cortex and the whole ventral visual 
pathway. Recent behavioural and functional brain-
imaging studies have reliably shown that this spared 
visual ventral pathway still represents the neglected 
visual information at multiple levels of processing 
culminating in highly abstract forms of coding           [52–
55] . For instance McGlinchey-Berroth and colleagues 
 [56]  demonstrated that left-sided neglected object pic-
tures could be represented up to a semantic stage, as 
revealed by significant behavioural priming effects on 
the subsequent processing of consciously perceived 
semantically related words. More recently, Rees and 
colleagues [57]  have shown that an unconsciously 
perceived extinguished visual stimulus still activates 
corresponding retinotopic regions of primary visual 
cortex and several extra-striate ventral pathway areas. 

   These results demonstrate that ventral pathway 
activation constitutes a necessary but not sufficient 
condition to perceive consciously visual stimuli. The 
additional mechanism, defective in USN patients and 
mandatory to conscious perception, seems to be the 
top-down attentional amplification supplied by the 
activity of the spatial attention network [58] . 

  Recently we have been able to generalize this princi-
ple demonstrated by USN patients to healthy subjects, 
by investigating neural correlates of unconsciously 
perceived words using a visual masking procedure 
 [59] . Using both fMRI and event related potential 
(ERP) recordings we observed significant activations 
of a left ventral pathway – the visual word form 
area, previously identified as the first non- retinotopic 
area responding to letter string stimuli  [31]  – by 
unconsciously perceived masked words. In a second 

4    This syndrome is characterized by vivid visual hallucinations in 
elderly patients with peripheral visual deficits. Charles Bonnet, a 
Swiss philosopher, first described this condition in the 1760s when 
he noticed his grandfather, who was blinded by cataract, described 
seeing birds and buildings which were not there. 

5    An exact definition of  ‘ left side ’  remains the subject of many inves-
tigations, as visual neglect has been reliably observed at several dis-
tinct spatial frames of reference such as different subject-centered or 
 ‘ egocentric ’  frames, and multiple environment or object-centered 
 ‘ allocentric ’  frames  [49] .    
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 experiment, we tested the specificity of these activa-
tions by using a masked priming paradigm: on each 
trial subjects consciously perceived a target word and 
classified it either as man-made or as a natural object. 
Subjects responded faster to visible words immediately 
preceded by that same masked word (e.g., table/table) 
than to different prime–target pairs (e.g., radio/table). 
This repetition priming effect was correlated to spe-
cific reductions of the BOLD signal in the visual word 
form area on repeated word trials as compared to non-
repeated word trials. This repetition suppression effect 
is strongly suggestive of the activation of common 
neurons sharing the same response tuning properties 
by unconsciously perceived masked words and by 
unmasked words  [60] . 

   This work enabled us to compare brain activations 
elicited by briefly (29       ms) flashed words depend-
ing on whether it was consciously perceived or not. 
On masked trials a backward mask suppressed con-
scious perception of the word, while words flashed 
for the very same duration but not backward masked 
were consciously perceived and reported. When con-
sciously perceiving a word, corresponding neural 
activity is hugely amplified and temporally sustained 
in ventral visual pathway by comparison with neu-
ral activity elicited by masked words. Moreover, con-
scious perception is systematically accompanied by 
the co-activation of a long-range distributed network, 
the epicentres of which involve prefrontal, anterior 
cingulate, and parietal cortices.  

    SOURCE AND EFFECTS OF TOP-DOWN 
ATTENTIONAL EFFECTS: ATTENTION 

IS NOT CONSCIOUSNESS 

   The crucial role of top-down attentional amplifica-
tion on the perceptual fate of stimuli is likely to occur 
recursively at multiple stages of processing all along 
the ventral visual pathway, allowing large modula-
tions of activation patterns elicited by the same stimu-
lus according to the task being presently performed. 
The rich plasticity of visual representations observed 
in conscious strategical processing leads to the fol-
lowing question: Are unconscious visual representa-
tions impermeable to such top-down effects? Indeed, 
in most current theories of human cognition, uncon-
scious processes are considered as automatic proc-
esses that do not require attention          [61–63] . 

  Kentridge et al.        [64, 65]  recently questioned this con-
ception by testing the efficacy of several visual cues 
on the forced detection of targets in the hemianopic 
scotoma of the blindsight patient G.Y. They found that 

a central, consciously perceived arrow pointing toward 
the region of the scotoma where the target would 
appear could enhance G.Y.’s performance, although 
the target remained inaccessible to conscious report     6     . In 
normal subjects, using a visual masking procedure  [66] , 
recently reported that unconscious repetition priming 
in a lexical decision task occurred only if the masked 
primes appeared at spatially attended locations. 

   We also investigated a similar issue related to the 
impact of temporal attention on visual masked prim-
ing effects  [67] . In previous studies, we have shown 
that masked numerical primes can be processed all 
the way up to quantity coding       [60, 68]  and motor 
response stages  [69] . When subjects had to compare 
target numbers to a fixed reference of 5, they were 
faster when the prime and target numbers fell on the 
same side of 5, and therefore called for the same motor 
response, than when they did not (i.e., response-con-
gruity effect). They were also faster when the same 
number was repeated as prime and target (i.e., repeti-
tion priming effect). In three experiments manipulat-
ing target temporal expectancy, we were able to then 
demonstrate that the occurrence of unconscious prim-
ing in a number comparison task is determined by 
the allocation of temporal attention to the time win-
dow during which the prime–target pair is presented. 
Both response-congruity priming and physical repeti-
tion priming totally vanish when temporal attention 
is focused away from this time window. We proposed 
that when subjects focus their attention on the pre-
dicted time of appearance of the target, they open a 
temporal window of attention for a few hundreds of 
milliseconds. This temporal attention then benefits 
unconscious primes that are presented temporally 
close to the targets. 

   Taken together these findings are inconsistent 
with the concept of a purely automatic spreading of
 activation during masked priming and refute the view 
that unconscious cognitive processes are necessarily 
rigid and automatic. While several paradigms, such 
as inattentional blindness [70]  or the attentional blink 
 [71]  suggest that conscious perception cannot occur 
without attention  [72] , our findings indicate that atten-
tion also has a determining impact on unconscious 
processing. Thus, attention cannot be identified with 
consciousness. One of the key criteria for automaticity 

6    This very elegant demonstration in patient G.Y. will require further 
investigations in additional blindsight patients, given that G.Y.’s 
residual vision has been recently interpreted in terms of low-level 
phenomenal vision through a set of subtle experiments manipulat-
ing visual presentations in both the spared visual field and within 
the scotoma [73].    
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is independence from top-down influences. However, 
these results suggest that, by this criterion, masked 
priming effects or unconscious blindsight effects can-
not be considered as automatic. We propose that the 
definition of automaticity may have to be refined in 
order to separate the source of conscious strategic 
control from its effects. Processing of masked primes 
is automatic inasmuch as it cannot serve as a source
of information for the subsequent definition of an 
explicit strategy (e.g., see [74] ). However, this does 
not imply that it is impermeable to the effects  of top-
down strategic control, for example, originating from 
instructions and/or task context. As a matter of fact, 
I retrospectively found an explicit formulation of this 
principle 20 years ago by Daniel Kahneman and Anne 
Treisman  [75] :

   …  a dissociation between perception and consciousness 
is not necessarily equivalent to a dissociation between per-
ception and attention. ( … ) To establish that the presentation 
is subliminal, the experimenter ensures that the subjective 
experience of a display that includes a word cannot be dis-
criminated from the experience produced by the mask on 
its own. The mask, however, is focally attended. Any dem-
onstration that an undetected aspect of an attended stimu-
lus can be semantically encoded is theoretically important, 
but a proof of complete automaticity would require more. 
Specifically, the priming effects of a masked stimulus should 
be the same regardless of whether or not that stimulus is 
attended. ( … ). These predictions have yet to be tested.   

  This fundamental distinction drawn between atten-
tion and consciousness is also crucial for experimen-
tal investigations aiming at delineating the scope and 
limits of unconscious processing. Reconsidering the 
set of studies by Pessoa and colleagues refuting previ-
ous results of unconscious processing of masked faces 
(see above), their negative result could well be the con-
sequence of two distinct factors: (1) the contamination 
of previous studies by some consciously visible faces, 
and (2) a stronger attentional engagement on masked 
faces in previous studies (reinforced if some faces were 
visible and could attract spatial and temporal attention 
to masked faces). If so, in order to maximize sensibility 
to detect genuine unconscious processing, faces have to
be strongly masked but subject attention also has to be 
maximally engaged on those stimuli. 

    CONSCIOUSNESS IS A WORLD OF 
(NEURO) SCIENCE-FICTIONS 

   What is the subjective status of conscious percep-
tual representations? Are they more of less accurate 
 ‘ cut and paste ’  copies of a visual scene, or could they 
be constructs marked by the systematic presence of 

interpretative processes, rationalizations, and beliefs? 
Beyond the broad range of philosophical traditions 
proposing distinct frameworks to theorize the links 
prevailing between external reality and mental repre-
sentations, from Plato to Pyrrhon, Descartes, Spinoza, 
Husserl and Wittgenstein, clinical neuropsychology of 
vision offers unique sources of empirical knowledge 
to address this fundamental issue. 

   Consider for instance Capgras syndrome, a rare 
clinical situation during which a patient recognizes 
faces of familiar individuals, but elaborate an odd and 
very strong delusion inaccessible to criticism, claim-
ing that the owner of this face is a look-alike imposter. 
When considered for a long time as an enigmatic psy-
chotic phenomenon, cognitive neuroscience of vision 
recently offered a simple mechanistic scenario of this 
strange syndrome  [76] . Capgras patients do explicitly 
and consciously recognize faces or other visual stim-
uli, in sharp contrast for instance with prosopagnosic 
patients. However, when looking at a familiar face 
patients affected by Capgras syndrome do not exhibit 
the emotional response normally observed such as 
autonomic skin conductance responses  [77] . In other 
words, these patients are confronted with a strange 
dilemma: (1) they have a conscious access to the iden-
tity information of the face exemplar: ‘ This is the face 
of X ’ , and (2) they lack the emotional reaction associ-
ated to familiarity. Far from adopting a purely logical 
posture and considering several possibilities able to 
provide a plausible account of this subjective disso-
ciation, many patients produce an interpretation sub-
tended by a strong belief:  ‘ This individual looks like 
X but it’s not X, this is a look-alike usurper! ’  In other 
terms, perceptual representations in these patients 
seem to incorporate interpretative processes or fic-
tions. A fiction is not necessarily false, but a fiction 
is a belief and not a pure description of reality. This 
piece of evidence described here for Capgras patients 
is actually extremely frequent in several neuropsycho-
logical syndromes which do not exclusively concern 
visual perception: amnesic confabulations of Korsakov 
patients, reduplicative paramnesia, foreign-limb syn-
dromes such as those observed in asomatognosic 
patients, or split-brain patients fictive interpretations. 
All these situations share a common principle: vari-
ous conscious representations of these patients are 
characterized by a strong and obviously erroneous 
belief: false belief of remembrance, false belief of loca-
tion, false belief of owns actions causality, false belief 
of limb ownership …  The fiction and belief nature of 
these representations strikes us because of their obvi-
ous fallacy. However, beyond the fallacy present in 
several neuropsychological syndromes, I would argue 
that many aspects of conscious visual representations 
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of the neurologically healthy subject share this general 
fictionalization property  [78] . Indeed, one of the most 
powerful perceptual belief is the visual completeness 
illusion: when we open our eyes on a visual scene, we 
have the phenomenal sensation of seeing everything 
present in our visual field. Change or inattentional 
blindness paradigms demonstrated the fallacy of this 
belief: it is possible to change major components of 
an ecological visual scene (removing a building from 
a picture, inserting a gorilla crossing slowly a basket 
ball field in a short movie  … ) while the perceiver does 
not detect this change: we do not consciously access 
to every component of a visual scene       [79, 80] . Another 
elegant illustration of this visual completeness illu-
sion was provided by Rayner and Bertera  [81] . They 
presented subjects with a window of readable text 
moving in synchrony with the eye, while parafoveal 
information was replaced by strings of X’s. Subjective 
reports were characterized by the impression of see-
ing a whole page of text during the whole experiment. 
Visual iconic memory experiments also illustrate the 
fallacy nature of this visual completeness belief. The 
classical experiment by Sperling [82]  demonstrates 
that when an array of 12 letters if briefly presented 
(� half a second), subject have the ability to con-
sciously report only a subset of letters. However, they 
claim that they have a strong phenomenal sensation of 
having seen each of the letters. 

   Taken together, this set of apparently different clini-
cal or experimental situations point toward a massive 
aspect of conscious vision: when consciously perceiv-
ing a visual scene, we do not merely build an  ‘ objec-
tive ’  representation of it, but we systematically fill it 
with interpretations, significations, and beliefs. In a 
word, our conscious perception incorporates a process 
of fictionalization.  

    A THEORETICAL SKETCH OF 
CONSCIOUSNESS

  Thus far, our non-exhaustive review has allowed us 
to isolate four general principles governing the physi-
ology of visual consciousness. Firstly, a large number of 
processes coded in some sectors of the visual system – 
such as the subcortical colliculus mediated pathway, or 
some areas of the dorsal visual pathway – never par-
ticipate in conscious visual representations. Secondly, a 
visual representation is reportable only if coded by the 
visual ventral pathway. Thirdly, this anatomical con-
straint is necessary but clearly not sufficient, as is nicely 
demonstrated in visual neglect. Top-down attentional 
amplification seems to be the additional and n ecessary 
condition for a visual representation coded in the 

ventral pathway to reach conscious content. Finally, 
inspired by Posner’s [83]   distinctions between the 
source  and the  effects  of a top-down attentional process, 
we propose that only conscious representations can be 
used as sources of strategic top-down attention, while 
some unconscious representations are highly sensitive 
to the effects of such attention. These principles help to 
better delineate the properties of conscious visual per-
ceptions, and also argue for a distinction between two 
categories of non-conscious processes: those which 
never contribute to conscious content, and those which 
can potentially contribute to it. 

  These principles can be accounted for within the 
 ‘ global neuronal workspace ’  theoretical framework 
developed by Dehaene, Changeux, Naccache and 
colleagues (         [84–85] , also see Baars this volume)  . This 
model, in part inspired from Bernard Baars ’   [87]  the-
ory, proposes that at any given time many modular 
cerebral networks are active in parallel and process 
information in an unconscious manner. Information 
becomes conscious; however, if the corresponding 
neural population is mobilized by top-down atten-
tional amplification into a self-sustained brain-scale 
state of coherent activity that involves many neurons 
distributed throughout the brain. The long-distance 
connectivity of these  ‘ workspace neurons ’  can, when 
they are active for a minimal duration, make the infor-
mation available to a variety of processes including 
perceptual categorization, long-term memorization, 
evaluation, and intentional action. We postulate that 
this global availability of information through the 
workspace is what we subjectively experience as a 
conscious state. Neurophysiological, anatomical, and 
brain-imaging data strongly argue for a major role of 
prefrontal cortex, anterior cingulate, and the areas that 
connect to them, in creating the postulated brain-scale 
workspace.

   Within this framework, the different unconscious 
visual processes reviewed in this paper can be dis-
tinguished and explained. The activity of subcorti-
cal visual processors such as the superior colliculus, 
which do not possess the reciprocal connections to 
this global neuronal workspace which are postulated 
to be necessary for top-down amplification, can-
not access or contribute to our conscious content, as 
revealed by blindsight 7     . Moreover, the activity of 
other visual processors anatomically connected to this 
global workspace by reciprocal connections can still 
escape the content of consciousness due to top-down 

7    Indeed neurons located in the superficial visual layers of superior 
colliculus receive direct input from parietal areas while project-
ing indirectly to intraparietal cortex through a thalamic synapse 
( [88, 89] )    .
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 attentional failure. This  ‘ attentional failure ’  may result 
from a direct lesion of the attentional network (such as 
in USN), from stringent conditions of visual presenta-
tion (such as in visual masking), or even from the eva-
nescence of some cortical visual representations too 
brief to allow top-down amplification processes (such 
as the parietal ‘ automatic pilot ’  revealed by optic 
ataxia patients 8   ). This model also predicts that once 
a stream of processing is prepared consciously by the 
instructions and context, an unconscious stimulus 
may benefit from this conscious setting, and therefore 
show attentional amplification, such as in blindsight. 

    CONCLUSION 

   This theoretical sketch will of course necessitate 
further developments and revisions, but its set of pre-
dictions can already be submitted to experimentation. 
For instance, this model predicts that a piece of uncon-
scious information cannot itself be used as a source 
of control to modify a choice of processing steps. 
Another prediction is to extend the sensitivity of some 
blindsight effects to top-down attention to other para-
digms or relevant clinical syndromes, such as USN, 
attentional blink, or inattentional blindness. 

   Most notably, the fictionalization process inher-
ent to conscious perception should stimulate intense 
theoretical efforts during the next decades. A potential 
track could be to incorporate and adapt in our models 
a concept proposed by Dennett in his  ‘ multiple drafts ’  
theory of consciousness [4] . Rather than being a pure 
broadcasting process of a locally coded unconscious 
representation, conscious access could also incorpo-
rate transcriptional and editing processes creating 
new versions of the representation. This introduces 
the possibility for biases, interpretations, and beliefs 
which are subtending this fictionalization dimension 
of conscious contents. 

  As a conclusion, I have tried in the present paper to 
describe how the observation of neurological patients 
has played a major role in the discovery of several 
important principles related to the neural bases of vis-
ual consciousness. However, this description is not writ-
ten as a record of an heroic past era of brain sciences. 

Clinical neuropsychologists and their patients are not 
dinosaurs, and we did not adopt here a  ‘ paleontologist 
attitude ’ . On the contrary, this audacious neuropsychol-
ogy of consciousness will provide us with exciting and 
unexpected observations, enabling us to tackle the most 
complex and enigmatic aspects of visual consciousness.   
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O U T L I N E

C H A P T E R

  ABSTRACT  

Conversion hysteria refers to neurological disorders at the borderline between neurology and psychiatry, 
characterized by impaired awareness of bodily or cognitive function (such as paralysis, anaesthesia, blindness, 
or amnesia) in patients who have no apparent organic lesion in the nervous system. Although it is assumed 
that conversion hysteria may result from a transformation of psychological trauma or emotional stress into 
physical symptoms, which can distort self-awareness for a particular neurological function in the patient, the 
exact mechanisms underlying this transformation remain largely unknown, in terms of both mental processes 
and neurocognitive substrates. In practice, therefore, the diagnosis is still often made by exclusion of organic 
brain diseases rather than by demonstration of a specific pattern of clinical signs. However, recent advances in 
functional neuroimaging techniques have begun to bring new insights into possible changes in brain activity 
associated with conversion disorders, and may potentially allow more direct diagnosis and better understanding 
of causal mechanisms in the future. Although neuroimaging results have provided partly conflicting results due 
to the heterogeneity of symptoms and small sample of patients studied so far, converging evidence points to a 
critical implication for a network of brain areas involved in motivational regulation and self-monitoring including 
orbitofrontal, anterior cingulate, and inferior lateral prefrontal cortex, which might in turn influence activity in 
other regions such as basal ganglia, thalamus, and sensori-motor cortices to induce specific functional impairments 
(e.g., paralysis or anaesthesia). These changes might reflect stereotyped patterns of adaptive responses to 
perceived threat, perhaps facilitated by previous associations or memories under the influence of stress factors. 
This article presents an overview of current issues and hypotheses concerning the neurobiological correlates of 
conversion hysteria, and proposes a general framework to integrate classic psychiatric models with recent data 
from functional brain imaging.   
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IV. SEIZURES, SPLITS, NEGLECTS AND ASSORTED DISORDERS

    INTRODUCTION 

   Physicians as well as philosophers have been 
intrigued for more than 20 centuries by the presenta-
tion of patients who experience physical or intellec-
tual disorders without any evidence for an underlying 
organic illness. Despite the tremendous improvements 
in medical knowledge and increasing sophistication of 
non-invasive diagnostic tools in recent years, such cases 
remain frequent and perplexing in clinical practice. 
Across different times and different theories, this con-
dition has raised many questions on the relationships 
between mind and body, either when it is considered 
as an effect of obscure somatic anomalies on psychic 
functions or, vice versa, when it is conceived as the 
product of strong passions or ideas on bodily functions. 
Historically, scientific interests in such phenomena were 
closely related to the emergence of modern concepts of 
diseases in neurology and psychiatry, before these two 
disciplines diverged during the last 100 years. 

   This intriguing condition was initially called  ‘ hys-
teria ’  by the ancient Egyptian and Greek physicians, 
who thought that it resulted from some dysfunction 
of the uterus in women (through its wandering in the 
body). In recent psychiatry classification systems, the 
term ‘ hysteria ’  has been replaced by  ‘ conversion ’  dis-
order because of the recognition of important psycho-
emotional factors and the influence of psychoanalytical 
theories following Freud  [1] . Yet, the psychological 
processes and the neurobiological underpinnings of 
this condition remain poorly understood by physicians 
and scientists alike, continuing to raise fundamental 
questions on mechanisms of self-consciousness, and 
still lying in a grey zone at the border between psychiatry 
and neurology. To acknowledge this historical legacy 
and the lack of a single explanatory framework, terms 
such as ‘ hysterical conversion ’  or  ‘ conversion hysteria ’  
are often used in practice, and will be employed inter-
changeably in this review. 

   According to the  Diagnostic and Statistical Manual 
for Mental Disorder, Fourth Edition  (DSM-IV) criteria, 
conversion hysteria is defined as a somatoform dis-
order characterized by a pseudo-neurological deficit 
(e.g., paralysis or anaesthesia) that is not explained 
by organic lesions and arises in relation to psycho-
logical stress or conflict, without a deliberate inten-
tion to feign the deficit (see Box 22.1   )      1   . This   deficit 
may involve a loss or distortion in elementary neuro-
logical functions, including not only motor or sensory 
symptoms, but also blindness or deafness, as well as 
gait problems, dystonia, aphonia, pseudo-seizures, or 

disturbances in higher-level functions such as amnesia 
or pseudo-dementia (Ganser syndrome). However, due 
to the lack of a coherent theoretical model, the current 
psychiatry classifications are somewhat inconsistent: 
hysterical memory loss is categorized as a form of dis-
sociative disorder in DSM-IV, distinct from somatoform 
disorders, even though memory is clearly a neuro-
logical function. By contrast, both somatic conversion 
and hysterical amnesia are included among dissocia-
tive conditions in the ICD-10 classification. This dis-
crepancy highlights the fact that current theories fail 
to capture all aspects of conversion hysteria satisfac-
torily [3] . Therefore, more empirical work combining 
psychological and biological perspectives may not 
only be useful to better understand the mechanisms 
by which psychological stressors or conflict can affect 
the conscious experience of movements, sensations, or 
memories, but also to clarify the possible commonali-
ties between different kinds of conversion symptoms 
and their relationships to dissociative phenomena. 

   Recent advances in neuroimaging techniques pro-
vide new opportunities to investigate the changes in 
brain activity associated with psychiatric disorders, 
because they may offer useful hints about cognitive 
and affective processes implicated in conversion hys-
teria. However, to date, still relatively few imaging 
studies have attempted to identify specific neurobio-
logical correlates for hysterical symptoms (for review 
see  [4] ). This stands in sharp contrast with abundant 
imaging research conducted in other psychiatric con-
ditions such as depression, anxiety, or phobias. This 
also seems all the more striking given that the  ‘ func-
tional ’  deficits of conversion hysteria, without any 
visible organic lesions, would logically lend them-
selves to functional neurobiological investigations 
using brain imaging techniques. But over the last 10 
years, only a handful of studies have used functional 
neuroimaging tools such as SPECT (single-photon 
emission computerized tomography), PET (positron 
emission tomography) or fMRI (functional magnetic 
resonance imaging) in order to investigate conver-
sion disorders, always in small sample of patients. A 
few earlier attempts in the 1970s and 1980s have also 
employed other neurophysiological techniques, such 
as EEG (electroencephalography) or MEG (magne-
toencephalography). The goal of the current review is 
to present a general summary of this imaging work, 
and discuss possible implications for neurobiological 
theories of conversion hysteria, focusing specifically 
on unexplained neurological symptoms in motor and 
sensory functions that are most common in neurology 
practice. Psychogenic memory loss may also occasion-
ally arise [5]  and will be only briefly mentioned here. 
Other ‘ positive ’  symptoms such as pseudo-seizures 1  Cloninger in Halligan [2]    .
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       [6, 7]  or abnormal movements  [8]  will not be dis-
cussed, because little is known about their possible 
functional neural correlates. However, a complete 
model of conversion hysteria would eventually need 
to account for both negative and positive manifesta-
tions of this inherently proteiform condition. In any 
case, new findings from functional neuroimaging are 
not only likely to provide important constraints for 
future theories of conversion hysteria; but are also 
more generally apt to offer unique insights on the cer-
ebral mechanisms of self-awareness.  

    CLINICAL PRESENTATION AND 
DIAGNOSIS

   Conversion hysteria is a common and difficult 
problem in medical practice. Several studies con-
ducted at different time periods in different countries 
converge to indicate an incidence of 5–10/100       000 in 
the general population, while it is thought to repre-
sent approximately 1% of consultations in a general 
hospital, and up to 4–9% of patients seen by neurol-
ogists or psychiatrists       [9, 10] . However, the type of 
symptoms and clinical presentation may vary across 
different cultures and different medical settings. Poor 
socio-economic status and immigration conditions are 
common risk factors for the development and persist-
ence of conversion symptoms. 

   A major issue is that, in practice, conversion hys-
teria is essentially diagnosed by exclusion, both in 
the standard definition criteria (see  Box 22.1 ) and for 
clinical purposes  [10] . Thus, in the clinic, this diagno-
sis is suspected when the symptoms and physical signs 
are not consistent with basic anatomical or physiologi-
cal principles of the nervous system (e.g., sensory or 
motor losses that do not respect anatomical boundaries 
of normal innervation, paralysis with intact reflexes, 
etc.); when symptoms change or evolve erratically 
over time; and when radiological or electrophysiologi-
cal tests show normal results. Typically, neurologists 
and psychiatrists first seek to exclude a wide range 
of organic lesions or dysfunctions by thorough medi-
cal exams (such as CT scan, MRI, EEG, EMG, or TMS), 
before making the diagnosis of conversion with suffi-
cient certainty. However, such diagnosis by exclusion is 
necessarily fraught with problems and inconsistencies. 

   A number of  ‘ positive ’  clinical signs have been 
described, but these are highly variable and unreli-
able. Furthermore, these signs usually depend on the 
particular symptoms presented by patients, rather 
than on specific features associated with conversion 
hysteria mechanisms per se. Following Babinski who 

described his classic sign of toe extension to distin-
guish organic from hysterical hemiparesis, several other 
clinical manoeuvres may be used to bring out dissocia-
tion between subjective symptoms and objective motor 
functions  [11] . For instance, in patients with hysterical 
paralysis, preserved strength in the affected limb can 
be observed during postural adjustment or locomo-
tion while movements involving the same muscles are 
impossible to execute with voluntary commands  [12] . 
Likewise, patients with hysterical blindness may fail 
to reach their own index finger with the other hand 
(which is easily done by truly blind persons using 
proprioception), or may still manifest normal stereo-
scopic vision despite an apparent monocular loss  [13] . 
Nevertheless, although these clinical signs are useful 
indices of preserved neurological functions, it is worth 
recalling that striking dissociations between conscious 
subjective experience and actual objective performance 
can also be observed in some cases with clearly organic 
brain disorders such as blindsight, neglect, or amnesia 
       [14, 15] . Conversely, some patients with brain dam-
age may present with obvious neurological def-icits, 
yet remain unaware of these and even deny them (a 
syndrome called  ‘ anosognosia ’   [16] ). Altogether, such 
phenomena suggest that the conscious experience asso-
ciated with some behavioural abilities may dissociate 
from actual abilities themselves, and that such dissoci-
ation may result from either neurological brain lesions 
or certain psychological or emotional conditions. 
Moreover, these situations are also reminiscent of dis-
sociative phenomena observed during hypnosis, a con-
dition that has often been compared to hysteria since 
the time of Charcot (see        [17, 18] ) – although the classic 
relationships between hypnotic susceptibility and con-
version is only relative  [19]  and still unclear          [19, 20–22] .

   Another  ‘ classic ’  positive sign described in conver-
sion hysteria is ‘ la belle indifference ’ , which implies a 
lack of appropriate emotional response or no appar-
ent worry for the deficit and its consequences [23] . 
However, this feature is also inconstant and unspecific. 
Moreover, a similar attitude may be seen in patients 
with organic neurological disorders and anosognosia 
(i.e., anosodiaphoria)  [24] . Some authors have empha-
sized instead that conversion symptoms are often 
characterized by more affective expressions and more 
detailed descriptions, as compared with true organic 
symptoms  [25] , and thus seem to reflect a greater  ‘ con-
cern ’  rather than indifference from the patient. 

   More appropriate  ‘ positive ’  signs may stem from 
the psychological causal factors underlying conver-
sion hysteria. These are not only a key feature of the 
Freudian interpretations of conversion, but also consti-
tute a major criterion for diagnosis according to DSM-IV 
(see  Box 22.1 ). Yet, the role of specific stressors or 
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   BOX 22.1 

      DIFFERENT DIAGNOSTIC CRITERIA FOR CONVERSION AND DISSOCIATION          

     –       one sexual or reproductive symptom other than pain,  
     –       one pseudo-neurological symptom other than 

pain (conversion or dissociative symptoms such as 
amnesia).

   By contrast, the International Classifi cation of 
Diseases (ICD-10) of the World Health Organization 
includes conversion hysteria among dissociative dis-
orders, and requires the following criteria: 

    1.     No evidence of a physical disorder that can explain 
the symptoms that characterize the disorder (but 
physical disorders may be present that give rise to 
other symptoms).  

    2.     Convincing associations in time between the 
symptoms of the disorder and stressful events, 
problems or needs.  

    3.     In addition, for specific disorders:    

  Dissociative motor loss includes either (1) or (2):

1.    Complete of partial loss of the ability to perform 
movements that are normally under voluntary 
control (including speech). 

    2.     Various or variable degrees of in coordination or 
ataxia or inability to stand unaided.  

   Dissociative anaesthesia and sensory loss include 
either (1) or (2): 

    1.     Partial or complete loss of any or all of the normal 
cutaneous sensations over part or all of the body 
(specify: touch, pin prick, vibration, heat, cold).  

    2.     Partial or complete loss of vision, hearing, or smell.    

   Note that only disorders of physical functions nor-
mally under voluntary control and loss of sensations 
are included in these categories. Disorders involving 
pain and other complex physical sensations related to 
the autonomic nervous system or visceral functions 
are categorized under the somatization disorders. 
Moreover, the explicit incorporation of unconscious or 
non-intentional mechanisms in the diagnosis of con-
version serves to differentiate such disorders from the 
willed and conscious production of symptoms, but also 
raises the question of how conscious awareness and will 
can be objectively defi ned in the patient. 

The current defi nition of conversion disorder was 
historically derived from psychodynamic concepts 
according to which psychological confl icts are trans-
formed and expressed by physical symptoms, leading 
to the internationally applied criteria of the DSM IV of 
the American Psychiatry Association:

1.    One or more  symptoms  or deficits affecting 
voluntary motor or sensory function that suggest a 
neurological or other general medical condition. 

    2.     Psychological factors are judged to be associated 
with the symptom or deficit because the initiation or 
exacerbation of the symptom or deficit is preceded 
by conflicts or other stressors.  

    3.     The symptom or deficit is not intentionally produced 
or feigned (as in Factitious Disorder  or  Malingering ).

    4.     The symptom or deficit cannot, after appropriate 
investigation, be fully explained by a general medical 
condition, or by the direct effects of a  substance , or as 
a culturally sanctioned behaviour or experience. 

    5.     The symptom or deficit causes clinically significant 
distress or impairment in social, occupational, or 
other important areas of functioning or warrants 
medical evaluation.  

   6.    The symptom or deficit is not limited to pain or 
sexual dysfunction, does not occur exclusively 
during the course of Somatization Disorder , and is not 
better accounted for by another mental disorder .

   The specifi c types of symptoms may involve motor, 
sensory, convulsion, or mixed presentations. 

  On the other hand, somatization disorders are classi-
fi ed as a broader category within the somatoform dis-
orders, with the following criteria:

    1.     A history of many physical complaints beginning 
before age 30 years that occur over a period of 
several years and result in treatment being sought 
or significant impairment in social, occupational, or 
other important areas of functioning.  

   2.    Each of the following criteria must have been met, 
with individual symptoms occurring at any time 
during the course of the disturbance:

     –     four pain symptoms,  
     –      two gastrointestinal symptoms other than pain,  
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conflicts for triggering hysterical symptoms is often 
problematic. Even though it is generally accepted that 
stressful situations or emotional factors are frequently 
preceding the onset of hysterical symptoms        [26, 27] , 
the importance of such factors and their relation to the 
symptoms often involve highly subjective judgments 
by the clinicians. It is not unusual that psychiatrists 
invoke a stressor that precedes the onset of symptoms 
by several years, whereas a more immediate effect of 
certain events or situations is noted in other patients. 
Their impact or even their existence may be difficult to 
ascertain. Moreover, in itself, the occurrence of  ‘ psycho-
logical stress ’  or  ‘ adverse life events ’  does not always 
seem sufficiently specific to distinguish conversion 
from other disorders such as somatization, malingering, 
or depression  [10] . In addition, many patients with con-
version hysteria do not report the occurrence of stres-
sors, or perhaps do not easily reckon or admit these. 
Conversely, many patients with organic neurological 
diseases may also report stressful conditions preced-
ing the initiation or exacerbation of their illness. For 
instance, an increased incidence of stress or adverse 
life events is commonly reported prior to the onset of 
truly neurological disorders such as stroke  [28]  or mul-
tiple sclerosis  [29] . Among psychological stress factors 
associated with conversion, a history of sexual abuse 
is often mentioned, and particularly emphasized in 
early Freudian theories  [1] . However, recent studies 
have shown that although this may be relevant in some 
patients  [30] , childhood trauma are by far not found in 
all cases [31] . Therefore, both the nature of the critical 
psychological stress responsible for conversion hysteria, 
and the temporal dynamics of its influences on behav-
iour, often remain elusive. It is likely that the type, con-
text, or personal significance of these events is critical in 
determining conversion  [27] , but their exact characteris-
tics, as well as their exact impact on mental, emotional, 
or physiological processes are still poorly defined. 

   More objective signs of stress can also be obtained. 
Early studies have described anomalies in the hypoth-
alamic–pituitary–adrenal (HPA) axis that regulate neu-
roendocrine responses to stress, with impaired cortisol 
suppression test in patients with conversion hysteria 
 [32] . Others studies have reported higher responses and 
reduced habituation in skin-conductance responses, 
indicative of higher autonomic sensitivity to novelty 
 [33] . However, similar anomalies may be observed in 
other psychiatric disorders such as depression, anxiety, 
or post-traumatic stress disorder. Abnormal cortisol 
activity is also linked with chronic fatigue syndrome or 
burnout [34] . Hence, such anomalies are not specific to 
conversion disorders. 

   In addition, conversion hysteria is associated with 
an important comorbidity and overlaps with several 

other psychiatric conditions, including depression, 
fatigue, or somatization. In particular, many patients 
recovering from conversion symptoms eventually suf-
fer from depression at a later stage        [35, 36] , and a his-
tory of depression is an important risk factor for poor 
prognosis and persistent conversion symptoms  [37] . 
Such intricate relations raise a number of questions 
about the boundaries between these different diag-
nostic categories. In this perspective, it is likely that a 
better understanding of the functional neuroanatomy 
underlying conversion hysteria might also contrib-
ute to clarify its relationships with other psychiatry 
conditions.

    CONVERSION HYSTERIA AND BRAIN 
DISEASES

   Although by definition conversion hysteria reflects 
psychogenic symptoms without any organic medical 
cause, it may occasionally arise in patients suffering 
from a true cerebral disease. In such cases, conver-
sion symptoms cannot be directly explained by the 
visible lesions alone, but may add to or modify the 
clinical complaints of the patient. Moreover, it was 
suggested by some neurologists more than a century 
ago that hysteria could sometimes constitute a ‘ com-
plication ’  of organic brain disease        [38, 39] , and Shilder 
 [40]  wrote that brain dysfunction could sometimes 
induce  ‘ organic neurotic attitudes ’  leading to stereo-
typed reactions and behaviours, including hysteria or 
anosognosia.

   More recently, a study by Eames  [41]  reported 
that  ‘ hysteria-like ’  behaviour was observed in 30% 
of patients seen in a rehabilitation ward after vari-
ous types of brain injuries, as evaluated by system-
atic ratings of the caregivers. Such behaviours could 
include exaggeration, secondary gain expectancy, or 
non-organic patterns of the deficit. Interestingly, not 
all types of patients presented hysteria-like symptoms. 
Such behaviours were more frequent after diffuse 
brain lesions (e.g., closed injuries, anoxia, encephalitis) 
than after focal lesions (e.g., stroke), and after subcort-
ical more than cortical lesions, suggesting a possible 
predisposition by dysfunctions affecting distributed 
brain networks. Similarly, Gould  et al .  [42]  reported 
that ‘ atypical ’  deficits or signs suspected to have non-
organic origin (such as fluctuating symptoms, patchy 
sensory loss, or ‘ give-away ’  weakness) were seen in 
20% of patients who were admitted for an acute hemi-
spheric stroke. Furthermore, a combination of both 
 ‘ organic ’  and  ‘ psychogenic ’  manifestations is some-
times observed in other diseases with diffuse brain 

286 22. THE NEUROPHYSIOLOGY OF SELF-AWARENESS DISORDERS IN CONVERSION HYSTERIA

IV. SEIZURES, SPLITS, NEGLECTS AND ASSORTED DISORDERS



anomalies, such as multiple sclerosis  [43]  and epi-
lepsy [6] . In the latter cases, truly  ‘ organic ’  manifest-
ations (e.g., seizures) may be difficult to distinguish 
from non-organic manifestations (pseudo-seizures), 
and some patients may present with both types of 
phenomena.

   Although these occasional associations between 
conversion hysteria and neurological diseases might 
occur purely by coincidence due to the high frequency 
of each kind of disorders, they challenge a too simple 
 ‘ dichotomous ’  diagnostic strategy. Furthermore, they 
might provide valuable clues about the neurocogni-
tive mechanisms underlying an impaired awareness of 
bodily functions in these patients. Indeed, some brain 
lesions might affect mental processes contributing to 
self-awareness or self-monitoring functions that are 
potentially also implicated in conversion hysteria. As 
such functions presumably rely on distributed brain 
networks, they might be more likely to be disrupted 
by diffuse or subcortical damage  [41] , and perhaps 
more likely to involve circuits that are not amenable 
to volitional conscious control          [5, 6, 44] .

   On the other hand, a misdiagnosis of organic illness 
erroneously taken as conversion is a rare possibility. 
Although a few early studies suggested that patients 
with hysteria often developed a truly neurological 
disorder after several years of follow-up, more recent 
studies have clearly established that less than 5% of 
conversion symptoms are falsely diagnosed at the time 
of onset and then turn into an organic disease 5–10 
years later       [45, 46] . This misdiagnosis rate is similar to 
many other medical disorders. Yet, the lack of stand-
ard diagnostic tests and the absence of a universally 
accepted set of positive diagnostic criteria still consti-
tute a major complication for clinical management of 
these patients, as well as for scientific approaches to 
the underlying neural and cognitive mechanisms. 

    NEUROBIOLOGICAL HYPOTHESES 

   In parallel to the dominant psychodynamic theory 
of conversion proposed by Freud and his successors, 
several neurobiological accounts have been put for-
ward during the last two centuries. While Freudian 
theory assumed that affective conflicts or stress can 
be ‘ converted ’  into physical symptoms, it did not 
offer any precise mechanism to produce this conver-
sion. By contrast, biological accounts have sought to 
elucidate the possible cerebral systems underlying the 
distortion of self-awareness in conversion patients; 
that is, how the mind may take control over the body. 
However, until recently, most of the neurobiological 

hypotheses have relied on speculations or analogies 
with various other conditions, rather than on empir-
ical data about brain function in patients with hysteria 
(for detailed reviews see        [4, 47] ).

   Prior to Freudian theory, some neurologists such as 
Charcot  [48] , Reynolds  [38] , or Babinski  [49]  suggested 
that strong ideas or strong emotions could somehow 
modify the functioning of neurological pathways and 
produce abnormal states leading to hysterical disor-
ders (including negative effects like paralysis, as well 
as positive effects like convulsions). Consequently, 
Charcot classified hysteria among  ‘ neuroses ’ , that is, 
diseases characterized by functional disturbances in 
the nervous systems without structural disturbances 
(a category that also included epilepsy and Parkinson’s 
disease, for which no visible substrate was known at 
the time). Babinski proposed replacing the term of 
hysteria by ‘ pithiatism ’  in order to emphasize the role 
of suggestion for inducing and reversing the symp-
toms, and he argued that emotion and individual pre-
disposition were two important causal factors. At the 
same time, Janet insisted more on the internal psycho-
logical or cognitive mechanisms by suggesting that 
hysteria might involve a ‘ limitation of the field of con-
sciousness ’  which precluded a full control on  ‘ strong 
impressions ’  or  ‘ strong ideas ’ , so that the latter could 
then govern actions and thoughts of the individual 
through mechanisms operating a lower, unconscious 
level. This introduced an important notion of disso-
ciation between conscious and unconscious domains 
in mental processes. But Janet offered no specific hints 
about the possible neural pathways by which such 
dissociation might arise, although he speculated that 
physiologically distinct systems might mediate con-
scious and unconscious functions (e.g., with selec-
tive dysfunction of higher attentive binocular visual 
centres, but sparing of lower reflexive monocular vis-
ual centres in cases with hysterical blindness). 

   Many of subsequent hypotheses have revisited the 
same issues, but invoked other concepts more directly 
derived from neuropsychology or neuroscience. 
Several different types of cerebral mechanisms have 
been considered to explain conversion hysteria, which 
emphasize different features of the disorder but are 
not mutually exclusive. Overall, the putative neuro-
biological mechanisms most commonly associated 
with the production of conversion symptoms include: 
inhibitory processes, attentional filtering, functional 
dissociation, interhemispheric disconnection, as well 
as phylogenetic reaction processes. 

   Inhibition theories derive from the psychodynamic 
notion of repression and generally postulate an active 
suppression of bodily function by inhibitory signals, 
imposed by cognitive or emotional processes on the 
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affected system. Following Pavlov  [50]  who first pro-
posed that such inhibition might be triggered in the 
cortex by overactivity in subcortical centres, several 
authors suggested that ‘ corticofugal inputs ’  could 
inhibit or gate sensory, motor, or memory function 
via the thalamus or brainstem reticular formation 
         [51–53] . This inhibition has variably been ascribed 
to impaired attention or vigilance  [51] , motivation 
states  [53] , or particular kinds of stress or fears  [52] . 
Early neurophysiology studies using somatosensory 
potentials provided indirect evidence for such inhib-
ition  [54] . More recently, inhibitory mechanisms medi-
ated by ventromedial prefrontal cortex have also been 
suggested to account for reduced motor activation 
in a neuroimaging study of motor conversion  [55] . 
However, there is still little direct evidence for active 
inhibition being a primary cause of hysterical deficits. 

   Likewise, attention theories propose that conver-
sion hysteria might involve a selective filtering of 
sensory or motor information, preventing access to 
higher cortical processing stages associated with con-
scious awareness, while residual unconscious process-
ing might still take place at lower stages. Such filtering 
by attention mechanisms has been suspected to arise 
not only at the level of subcortical nuclei [51]  but also 
in anterior cingulate cortex (ACC) [17]  or parietal cor-
tex       [56, 57] . However, although a lack of attention for 
the affected function (e.g., a left  ‘ paralyzed ’  arm) may 
at first sight appear consistent with the deficits in 
awareness caused by neurological damage to atten-
tional systems within the right hemisphere (i.e., neglect 
syndrome), it seems less consistent with clinical obser-
vations that a frequent characteristics of patients with 
conversion or somatization is their increased atten-
tion to physical symptoms or bodily sensations, rather 
than actual ‘ neglect ’  or  ‘ unawareness ’  of affected 
body parts. Moreover, hysterical symptoms are often 
reduced by distraction or inattention, or sometimes 
even reversed by using  ‘ narco-analysis ’  [58] . 

   Dissociation theories partly overlap with attention 
and disconnection models of conversion, but refer 
to more complex cognitive architectures of informa-
tion processing. These theories generally postulate 
that motor or perceptual representations formed in 
functional modules at low-level within the nervous 
system might become disconnected from the higher-
level executive control or monitoring systems, which 
are presumably subserved by prefrontal cortical areas 
and responsible for conscious awareness          [18, 59, 60] .
Thus, motor or perceptual representations might fail 
to be represented or integrated with each other within 
consciousness [18] , or they might be abnormally or 
incompletely represented in consciousness, incorp-
orating some erroneous information that is distorted 

by current state or retrieved from other sources, such 
as memory or past experiences [60] . Other theorists 
did not refer to dissociation within executive con-
trol systems, but similarly proposed that conversion 
symptoms might result from abnormal representa-
tions of body state, formed in higher somatosensory 
cortical areas (such as SII or insula) under the influ-
ence of certain attentional or emotional states       [61, 62] .
According to Damasio,  ‘ somatic markers ’  are gener-
ated by the brain to anticipate the outcome of per-
ceived or imagined events through the use of an  ‘ as-if ’  
loop, which simulates bodily states and feelings asso-
ciated with these events or their consequence, prior to 
their occurrence. Thus, it might be possible that a false 
representation could be activated by this  ‘ as-if system ’  
in patients with conversion hysteria, somehow cor-
rupting or parasitizing their internal body maps  [47] . 

   Disconnection theories emphasize more specific 
anatomical substrates by which motor or sensory 
information might fail to be normally transmitted 
between the two hemispheres        [63, 64]  or between dif-
ferent cortical regions        [65, 66] . Thus, impaired trans-
fer of inputs from the right hemisphere (involved in 
emotion and interoception) to the left hemisphere 
(involved in language and symbolic communication) 
might lead to distorted awareness for one hemibody 
and explain a more frequent occurrence of conversion 
symptoms on the left side  [63] . However, this asym-
metry was questioned by more recent systematic reviews 
       [67, 68] , and some conversion symptoms may affect 
both sides of the body (e.g., paraparesis). Impaired 
cross-talk between medial and lateral prefrontal areas 
has also been proposed to account for anomalies in 
intentional control of action or thoughts  [66] . These 
disconnection hypotheses have not been supported by 
direct evidence so far, although some neuroimaging 
results are consistent with changes in functional con-
nectivity between frontal and motor pathways (basal 
ganglia) during conversion symptoms [44] . 

   Phylogenetic reaction theories do not directly refer 
to specific brain systems, but invoke evolutionary or 
ethological approaches to behaviour to propose that 
conversion hysteria may result from adaptive biologi-
cal mechanisms that determine stereotyped responses 
to particular kinds of stress or threat          [47, 69, 70] . 
Such responses might stem from partly hard-wired 
neural substrates inherited among various animal spe-
cies including humans. For instance, Kretschmer  [69]
argued that two basic patterns of reflexive behaviour 
mediate instinctive reactions of self-preservation and 
potentially relate to conversion hysteria: motor immo-
bilization (freezing) or motor agitation (flurry). Thus, 
hysterical paralysis might be viewed as instinctive 
reactions similar to those manifested by animals who 
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simulate a broken limb or wing when exposed to dan-
ger (injury-feigning   behaviour), or maintain prolonged 
immobility after stressful restraint (arrest behaviour). 
Likewise, hysterical convulsion might correspond to 
the frantic struggle of a pray to escape when attacked 
or captured. In humans, more complex aspects 
might also relate to social communication and ill-
ness behaviour (so-called ‘ sick role ’ ), by which symp-
toms develop to call for attention and elicit care from 
others       [71, 72] .

   Although the cerebral mechanisms for these instinc-
tive behaviours are incompletely elucidated and 
their relation to conversion remains entirely specu-
lative, phylogenetic models offer intriguing cues in 
order to explain not only defective (negative) but also 
excessive (positive) components of hysterical disor-
ders. In addition, similar analogies have been drawn 
between animal self-preservation reactions to threat 
and some of the characteristics of other dissociative 
disorders  [73] , consistent with the presumed parallels 
between conversion and dissociation [3] . Furthermore, 
neural circuits responsible for stereotyped behavioural 
arrest responses to stress or threat have been related 
to dopaminergic networks in striatum, thalamus, and 
brainstem [74] , whereas catatonic immobilization during 
certain emotional states is thought to involve a modula-
tion of functional interactions between basal ganglia and 
prefrontal cortex        [75, 76] . Interestingly, similar subcorti-
cal circuits have been implicated in some neuroimag-
ing studies of hysterical paralysis       [44, 77] . However, it 
remains to be determined whether such mechanisms 
may also apply to other types of conversion symptoms, 
such as hysterical blindness or amnesia. Moreover, phy-
logenetic or evolutionary perspectives are generally 
consistent with putative biological mechanisms related 
to inhibition, attention, or dissociation, as proposed by 
other theories mentioned above. After several decades 
during which these different accounts have rested on 
speculative grounds or indirect neuropsychological evi-
dence, the recent development of functional brain imag-
ing techniques can now provide new means to determine 
the role of specific neural mechanisms in the produc-
tion of conversion hysteria, and to test more directly the 
hypotheses made by different theoretical accounts. 

    BRAIN IMAGING STUDIES OF 
CONVERSION

   Several studies have used neurophysiology or neu-
roimaging methods to investigate the neural correlates 
of various types of conversion disorders, such as motor 
paralysis, anaesthesia, or blindness (for review see          [4, 

78, 79]) . A better understanding of changes in brain 
function during such disorders would not only be use-
ful to shed light on puzzling conditions of altered self-
awareness, but also help the physicians to obtain new 
 ‘ positive signs ’  of conversion. Ideally, this might amel-
iorate the management of these patients who typically 
reject a purely psychological diagnosis, by avoiding 
unnecessary ‘ exclusion ’  diagnostic tests whose negative 
results often exacerbate anxiety in patients and frustra-
tion in physicians. However, although neuroimaging 
approaches have already expanded our knowledge of 
conversion, the current data remain inconclusive due to a 
great heterogeneity of patients and symptoms, important 
differences in paradigms, and small samples of cases. 

   Many early studies employed EEG and event-
related potentials (ERPs) to probe for neurophysi-
ological anomalies associated with conversion. Most 
of these studies have typically reported a normal pat-
tern of results for elementary sensory or motor com-
ponents [80] . More recent MEG studies also reported 
normal activation of SI and SII by tactile stimulation 
in patients with hysterical anaesthesia [81] . Only a few 
studies using non-clinical protocols have described 
subtle changes in somatosensory ERPs, such as 
reduced responses to tactile stimuli close to detection 
threshold despite normal responses to supra-threshold 
stimuli [82] ; slower rate of habituation to repeated stim-
uli  [83] ; or suppression of the P300 response to deviant 
stimuli within a continuous stream of touches on the 
affected limb  [84] . Mild reductions of P300 responses 
were also reported for visual stimuli in hysterical 
blindness [85]  and for auditory stimuli in hysterical 
deafness [86] . In the motor domain, some anomalies 
have been noted for the contingent negative varia-
tion (CNV) preceding movement execution  [87]  and 
for the N2 component elicited by responses with the 
affected hand in conflict/interference conditions  [88] , 
while TMS over motor cortex has shown either nor-
mal [89]  or reduced  [90]  excitability. Taken together, 
these findings are consistent with intact activation of 
early stages of sensory or motor pathways, but point 
to some anomalies at higher stages involving atten-
tional and cognitive control processes that presumably 
integrate sensory-motor functions with more complex 
representations related to goals, motivation, and self-
relevance. However, most of these studies remain iso-
lated and need further replication. Moreover, EEG and 
MEG methods have inherent limitations in anatomi-
cal resolution, precluding a more precise delineation 
of distributed neural networks that are presumably 
implicated in conversion disorders. 

   Other brain imaging studies have used hemody-
namic or metabolic measures such as SPECT, PET, or 
fMRI (see summary in Table 22.1   ). A large majority of 
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TABLE 22.1     Summary of Functional Neuroimaging Studies in Conversion Hysteria 

   Authors  Patients  Symptoms  Duration  Other psychiatric 
symptoms

 Method  Protocol  Neuroimaging findings 

Motor loss
Tiihonen, 1995 

 1 F  L hemiplegia and 
paresthesia 

 1 week  Panic attacks, 
major depression 

 SPECT  Left median nerve stim 
during symptoms and 
after recovery 

↓ R parietal      �       ↑ R frontal during symptoms 

   Marshall, 1997  1 F  L leg paralysis  2.5 years  Major depression  PET  Preparation or execution 
of mvts with either leg 

 N activation in DLFC and cerebellum during 
preparation ↓ motor cx      �       ↑ R ACC and OFC 
during attempted mvts 

   Yazici, 1998  3F, 2M  bilateral gait 
symptoms (astasia 
abasia)

 1–24 weeks  N/A  SPECT  Resting state ↓ in L temporal and parietal lobes 

   Spence, 2000  3 M patients 
10 M healthy 

 2 L      �      1 R arm 
weakness; 4 controls 
who feign paralysis 
6 controls who move 
normally

 6–15 months  Past depression 
in all patients 

 PET  Attempt to move 
joystick at fixed pace 

↓ L DLPFC in conversion ↓ R ant MFG in 
feigners (irrespective of hand side) 

   Vuilleumier, 2001  6 F, 1 M  4 L      �      3 R hemiparesis 
and paresthesia 

� 2 months  Mild depression 
in 5, personality 
disorder in 1 

 SPECT  Resting 
state      �      vibratory stim of 
both hands during and 
after symptoms 

 N activation of motor and somatosensory 
cx↓ contra thalamus, putamen, 
caudate      �      coupling of basal ganglia with 
IFG      �      OFC 

   Burgmer, 2006  4 M patients 
4 M, 3 F healthy 

 3 L, 1 R hemiparesis  1–8 months  Depression in 1  fMRI  Observation of movies 
showing L/R hand mvts 
and execution of L/R 
mvts

 N (or ↓ ) contra motor cx during 
execution      �       ↓ contra motor cx during 
observation in patients 

   DeLange, 2007  5 F, 1 M  4 L, 4 R arm paresis  3–41 months  Depression in 1, 
anxiety and panic 
attack in 1 

 fMRI  Laterality decision on 
pictures of L/R hand 

 N contra motor cx and IPS for increasing 
mental rotation ↑ OFC, STG 
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   Stone, 2007  3 F, 1 M patients 
3 F, 1 M healthy 

 2 L      �      2 R leg weakness 
2 L      �      2 R feigners 

 9–30 months  Depression and 
anxiety in 3 
patients

 fMRI  Mvts of ankle on either 
side

↓ R MFG and OFC      �       ↑ extent in motor cx      �       ↑
 IFG, insula, putamen, SPL, and visual cx in 
patients↑ SMA in feigners 

   Kanaan, 2007  1 F  R hemiparesis  15 months  Conduct disorder  fMRI  Cued recall of adverse 
life events and neutral 
personal events 

↓ L primary motor cx ↑ R amygdala, medial 
temporal cortex, IFG, ACC 

Sensory loss
Mailis-
Gagnon, 2003 

 3 F, 1 M  1 L, 2 R, 1 bilat hypo / 
anesthesia and pain 

 1–9 years  Multiple 
(developmental
or traumatic 
stress factors) 

 fMRI  Tactile (brush) and 
painful stim (von Frey 
probes) 

↓ SI, SII, thalamus, insula, inferior frontal, 
and posterior cingulate for all stim when 
non perceived ↑ rostral ACC to painful stim 
when unperceived 

   Ghaffar, 2007  3 F  2 L foot, 1 L hand 
numbness

 4 months 
to 9 years 

 N/A  fMRI  L, R, or bilateral 
vibrotactile stim 

↓ activation SI contra to symptoms during 
unilateral stim      �      N activation SI during 
bilateral stim ↓ OFC, striatum, and thalamus 
in 2/3 during unilateral stim 

Visual loss
Werring, 2004  

 4 F, 1 M 
patients 4 F, 
3M healthy 
controls 

 Reduced visual field 
or acuity 

 2–10 years  1 minor 
depression, 1 
grief reaction 

 fMRI  Periodic visual stim 
(8       Hz), each eye 
separately

↓ primary and secondary visual cx, bilateral ↓
 R ant cingulate ↑ L IFG, insula, striatum, 
thalamus, post cingulate, uncus 

  Abbreviations: ACC: anterior cingulate cortex, cx: cortex, F: female, IFG: inferior frontal gyrus, L: left, M: male, M1: primary motor cortex, MFG: middle frontal gyrus, mvts: 
movements, OFC: orbitofrontal cortex, R: right, SI: primary somatosensory cortex, SII: primary somatosensory cortex, SMA: supplementary motor area, STG: superior temporal gyrus, 
stim: stimulation. ↑�increase; ↓�decrease, N�normal activation.
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these studies has focused on motor conversion disor-
ders. A first pioneer study was carried by Tiihonen  [91] 
who performed SPECT scans in a patient with left hemi-
paresis and numbness during sensory stimulation of the 
left arm, and reported relative decreases in right parietal 
lobe and increases in right frontal lobe, which returned 
to normal after recovery. Conversion symptoms were 
attributed to an inhibition of parietal areas due to frontal 
activation subsequent to stressful events. A similar inter-
pretation was suggested in a later study by Marshall 
et al .  [55] , who used PET in a woman with left leg paral-
ysis while she either prepared to move one leg or the 
other, moved her intact right leg, or attempted to move 
her left paralyzed leg. Although preparation to move 
activated dorsolateral frontal areas and cerebellum 
for both legs (suggesting preserved motor intention), 
attempted movements of the left leg did not activate 
contralateral motor areas (consistent with the absence of 
movement) but instead produced increases in the right 
ACC and orbitofrontal cortex (OFC) – unlike right leg 
movements that normally activated contralateral motor 
cortex only ( Figure 22.1   ). These findings were taken to 
support the idea that motor volition and preparation 
were preserved but actively suppressed by cingulate 
and orbitofrontal areas, mediating unconscious affec-
tive or motivational control on willed actions. Two sub-
sequent PET studies in healthy subjects who performed 
the same task but after hypnotic suggestion of unilateral 
paralysis also reported increases in ACC  [92]  or OFC 
 [93]  during movement attempts with the  ‘ paralyzed ’  
leg. However, activation of frontal and cingulate areas 
in this condition might potentially also reflect other 

cognitive processes such as effort  [94] , conflict  [95] , or 
increased self-monitoring and anxiety        [88, 96] .

   A more recent fMRI by Stone  et al .  [97]  also com-
pared attempted movements with affected or normal 
leg in four patients with conversion, as well as in four 
controls who feigned weakness. But these authors 
found reduced activation in orbitofrontal and medi-
ofrontal areas in patients during movements with the 
weak limb, together with bilateral increases in inferior 
frontal gyri and insula. In addition, motor cortex and 
basal ganglia showed more diffuse activation in con-
version patients than in feigners ( Figure 22.2   ). While 
these data suggest some impairment in motor control, 
perhaps reflecting effortful and uncoordinated move-
ments with the affected limb, other changes in frontal 
and limbic regions also indicate anomalies in motiv-
ational and arousal functions. Moreover, regions in 
inferior frontal gyri showing increases in conversion 
patients are known to be engaged in monitoring and 
inhibition processes  [98] . However, unlike previous 
results of Marshall  et al .  [55] , here OFC was deacti-
vated rather than hyperactivated. 

   In contrast to the proposal of an active inhibition by 
ACC or OFC on planned movements, other imaging 
findings suggest a dysfunction in motor preparation 
or intention. Spence et al .  [99]  found that patients with 
motor conversion activated less the left prefrontal cor-
tex during paced movements made with the weak 
hand, relative to both feigners   and healthy controls. 
This reduction was attributed to a disorder in motor 
generation processes that normally mediate willed 
action and selectively rely on the left frontal lobe  [100] . 
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FIGURE 22.1    PET results in a patient with hysterical paralysis of the left leg, shown on a standard anatomical template in stereotactic 
space ( Source : Adapted from  [55] ). (A) Activation during movement of the right (good) leg, compared to right motor preparation, showing 
increases centred in contralateral (left) primary motor and sensory cortex, plus left parietal and right inferior temporal cortex. (B) Activation 
during attempted movement of the left (affected) leg, compared to left motor preparation, showing no increases in contralateral sensorimotor 
areas, but selective activation of the right anterior cingulate and right OFC. 
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Unlike conversion patients, feigners   showed less acti-
vation of the right prefrontal cortex in the same task. 
These data converge with other results to indicate that 
changes in brain activity in conversion hysteria differ 
from the pattern observed during conscious simula-
tion       [93, 97] , although reduced activation in left frontal 
regions are also commonly associated with depression 
 [101]  and might potentially reflect non-specific comor-
bid anomalies in these patients. Non-specific changes 
in left frontal, temporal, and parietal regions have also 
been observed in other imaging studies of conversion 
patients       [96, 102] .

   A more recent fMRI study provided further sup-
port to the notion of impaired generation of internal 
motor representations during motor conversion  [103] , 
by demonstrating that patients did not activate their 
motor cortex when they observed actions made by oth-
ers with the same hand as their affected limb, unlike 
for the observation of actions involving the healthy 
hand ( Figure 22.3   ). This lack of covert motor imitation 
was found despite a normal activation of the motor 
cortex during attempts to execute real movements with 
the affected hand. However, other studies reported 

that primary motor cortex and parietal areas showed 
symmetrical increases during a motor imagery task 
requiring mental rotation of either right or left hand 
presented in pictures with different orientations  [96],
consistent with previous results of behavioural stud-
ies on covert motor planning       [104, 105] . Altogether, 
the lack of motor activation in a passive condition of 
action observation [103]  despite preserved activation 
of motor areas during explicit motor imagery tasks 
(or even real movements attempts) might suggest that 
internal motor plans can still be generated, but their 
initiation may fail or be abnormally modulated by 
motivational factors [88] . 

   In keeping with this idea, motivational and emo-
tional signals might also influence subcortical sites 
within motor pathways such as the basal ganglia, 
which control the initiation and execution of motor 
commands generated in cortex, and presumably inte-
grate these motor commands with contextual factors 
coded in other brain regions. Reduced activation in the 
striatum (caudate and putamen) as well as the thalamus 
contralateral to motor symptoms was found by a SPECT 
study  [44]  in seven patients with unilateral weakness 
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FIGURE 22.2    Functional MRI results in four patients with unilateral ankle weakness due to conversion hysteria and four healthy controls 
simulating unilateral weakness (group data), shown on transverse brain slices with images flipped to correspond with right-side ankle weak-
ness ( Source : Adapted from  [98] ). Red colours depict areas more active during right than left movements, whereas blue colours depict areas
more active during left than right leg movements (left hemisphere shown on the right). (A) Conversion patients showed less strong and more 
diffuse activation in motor areas contralateral to the weak limb than in motor areas contralateral to the normal limb, together with additional 
activation in a wide network including bilateral basal ganglia, inferior frontal gyrus, left insula, and left visual cortex, while they showed rela-
tive deactivation in right middle frontal and orbitofrontal cortices. (B) Healthy controls simulating weakness activated primary motor areas 
contralateral to the moving limb, with additional activation in supplementary motor area only for the weak relative to the normal limb. 
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and mild sensory symptoms, while they underwent 
passive stimulation by vibration of both limbs (affected 
and unaffected). Brain SPECT with bilateral stimulation 
was performed first during motor symptoms and then 
repeated a few months later after recovery. The asym-
metry of activation in basal ganglia and thalamus dis-
appeared after recovery ( Figure 22.4A,B   ). Furthermore, 
the magnitude of hypoactivation in caudate nucleus 
observed at the time of symptoms predicted their dur-
ation until recovery. By contrast, activation of primary 
sensorimotor areas contralateral to the affected limb 
was enhanced during symptoms relative to the later 
recovery stage ( Figure 22.4C ). In addition, functional 
network analyses showed that functional decreases in 

striato-thalamic circuits were correlated with concomi-
tant changes in inferior and ventro-medial prefrontal 
areas (BA 44/45 and BA 11) in the same hemisphere, 
contralateral to the motor symptoms ( Table 22.2   ). More 
recently, a volumetric MRI study also reported that 
patients with motor conversion disorders ( n       �      10) had 
generally smaller grey-matter density in right cau-
date and right thalamus as compared with a group of 
healthy individuals [77] . However, no information on 
the type and duration of symptoms was provided in 
this study. 

   Abnormal activation of striato-thalamic circuits typ-
ically occurs during Parkinson disease (i.e., decreases 
due to dopamine loss) or during Tourette syndrome 

Left hand
movement

(A) Execution and observation of hand movements in healthy controls

(B) Observation of hand movements in single patients

(L paresis)

Patient 1

(L paresis)

Patient 3

Right hand
movement

Execution

Observation

FIGURE 22.3    Functional MRI results during execution or observation of unilateral hand movements (Source: Adapted from  [103] ). (A) 
Activations in healthy subjects during execution and observation of movements made with either the right or the left hand (group data), 
showing an activation of contralateral motor cortex during both execution or observation. (B) Activations in two representative patients with 
left hysterical paresis during observation of left- or right-hand movements, showing normal increases contralateral to the intact (right) hand 
but no increases contralateral to the affected (left) hand. The arrows mark the expected localization of activation in the motor areas during 
observation of hand movements for the affected side. 
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(i.e., increases due to probable genetic anomalies), 
which entail opposite dissociations between conscious 
volition and actual execution of movements. Thus, 
Parkinson patients experience a subjective blocking 
of actions despite their intention to move, whereas 
Tourette patients experience an irrepressible urge to 
move without purpose. These subcortical anomalies 
can variably reduce or enhance activation of motor 
cortical regions depending on experimental conditions 
 [106] . Focal lesions in basal ganglia or thalamus (such 
as stroke) may also produce  ‘ intentional neglect ’ , char-
acterized by a failure to use the contralesional limb 
despite normal motor strength  [107] . The basal ganglia 
have a unique position within motor pathways in that 
their activity is strongly modulated by environmen-
tal context and motivational cues       [108, 109] , and such 
influences may operate without consciousness [110] . 
The caudate nucleus receives prominent limbic inputs 
from the amygdala and OFC, encoding emotional sig-
nificance of events in relation to past experience, and 
may thus contribute to elicit or suppress specific pat-
terns of motor behaviour in response to emotional 
states [108] . Inputs from amygdala and OFC may also 
act on thalamic nuclei to modulate activation of stri-
ato-cortical loops based on affective signals. Moreover, 
in animals, alert states with inhibition of motor 

behaviour or protective limb immobility after injury 
are also known to implicate inhibitory processes 
mediated by striatal and thalamic pathways       [74, 111] . 
A role of these subcortical regulatory circuits in motor 
conversion would therefore accord with phylogenetic 
theories that suggest a ‘ primitive ’  psychobiologi-
cal adaptive role of hysteria behaviour, with self-
preservation value in the context of perceived threats 
         [69–71] . Hysterical paralysis could thus involve a 
suppression of motor readiness or initiation through 
a modulation of specific basal ganglia and thalamo-
cortical systems, under the influence of emotional sig-
nals from limbic brain regions such as the amygdala, 
OFC, and/or anterior cingulate gyrus  [44] . This neu-
ral network might enable some emotional states or 
experiences to affect motor, sensory, or even cogni-
tive processing, perhaps also partly owing to previ-
ous experiences and particular attentional states of 
the individual         [18, 47, 60] . Such changes might in turn 
modulate the degree of activation of primary motor 
cortex during initiation or preparation of movements, 
producing either decreases        [55, 103] , increases        [44, 97] ,
or no changes  [112]  depending on the task conditions. 

   Indirect evidence in support of emotional influ-
ences on motor processes in conversion was recently 
provided by an ingenious fMRI study that compared 
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FIGURE 22.4    SPECT results in seven patients with unilateral weakness and hypoesthesia due to conversion hysteria (group data), dur-
ing passive vibrotactile stimulation applied to both hands simultaneously ( Source : Adapted from  [44] ). (A) Activation was increased in cau-
date, putamen, and thalamus contralateral to the symptoms when vibrotactile stimulation after recovery was compared to stimulation during 
symptoms. (B) Parameters of activity in thalamus and caudate during symptoms (T1) and after recovery (T2). (C) Conversely, activation was 
increased in somatosensory areas contralateral to the symptoms when vibrotactile stimulation during symptoms was compared to stimulation
after recovery.    
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TABLE 22.2     Network Analysis of Activation Changes During Motor Conversion Using 
Scaled Subprofile Model (SSM)  

 Factor 1  Factor 2  Factor 3 

Eigenvalue 5.46 2.24 2.14

Variance explained (%) 45.5 18.6 17.9

(A) Brain areas:

   BA 4  0.84 

   BA 6  0.90 

   BA 8  0.88 

   BA 9–44 � 0.65 

   BA 44–45 � 0.58  0.66 

   BA 46 

   BA 10 � 0.75 

   BA 11  0.66 

   ACC  0.70 

   BA 1-2-3  0.87 

   BA 5–7  0.97 

   BA 39–40  0.57  0.68 

   BA 37 � 0.53  0.76 

   BA17–18 

   BA 22 � 0.72 

   BA 20–21 � 0.75 

   BA 38 � 0.55 � 0.82 

   Caudate  0.68 

   Lenticular � 0.92 

   Thalamus  0.72 

(B) Scan acquisitions:

   T1 – contra  0.43 � 0.06 0.58

   T1 – ipsi 0.59 0.37  0.21 

   T2 – contra 0.77 � 0.07 � 0.24 

   T2 – ipsi 0.80 � 0.11 � 0.26 

SSM is a modified principal component analysis used to identify networks of regions that form significant covarying patterns (topographic
profiles) associated with a specific state (see Alexander and Moeller, 1994  ;  Hum Brain Mapp  1994; 2: 79–94). SSM was performed on 
20 anatomically defined regions of interest (ROIs) in the SPECT study of Vuilleumier et al. (2001)  , for both hemispheres contralateral and 
ipsilateral to motor symptoms, with bilateral vibrotactile stimulation during symptoms (T1) and after recovery (T2). Factors indicate
overlapping functional networks of brain areas whose activity was found to covary across subjects and scans. Coefficients indicate the degree 
to which brain regions (A) and individual hemispheres (B) contribute to (or  ‘ weigh ’  in) each topographical profile. For clarity, factor loadings 
� 0.5 in topographical profiles are not shown. The first 2 factors reveal a network of sensorimotor cortical areas (factor 1) and attentional 
areas (factor 2), which were activated by vibro-tactile stimulation during both T1 and T2, but with reduced expression in the hemisphere 
contralateral to symptoms when these are present (factor 1 at T1). Factor 3 reveal a network of subcortical  &  frontal areas, including ventral-
orbital regions (BA11 and BA 44/45), which were associated with the presence of symptoms and expressed in the hemisphere contralateral to 
symptoms when these are present (T1).

brain activation to short auditory narratives prob-
ing memory for either stressful or neutral events, in 
a patient with unilateral hysterical paralysis [113] . 
Narratives concerning the critical stressful events that 
supposedly triggered conversion symptoms in this 

patient did only enhance activation of the right peri-
hippocampal regions, right amygdala, right inferior 
frontal cortex, and anterior cingulate, but also decreased
activity in left motor cortex contralaterally to the 
(right-sided) symptoms. This motor ‘ deactivation ’  was 
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observed even though no movement was required, 
and similar responses were made with the left hand to 
both emotional and neutral events in the recognition 
memory task. However, no changes were reported for 
OFC, basal ganglia, or thalamus. Further studies using 
a similar induction procedure would be interesting to 
perform in other patients and during different conver-
sion symptoms. 

   Fewer imaging investigations have been performed 
in patients with somatosensory hysterical symp-
toms, such as hemi-anaesthesia or functional pain 
disorders. Ghaffar  et al .  [114]  compared brain activa-
tion to vibrotactile stimulation applied unilaterally 
or bilaterally in three patients with hysterical anaes-
thesia of one limb. Results showed a reduced activa-
tion of the primary (and to a lesser extent secondary) 
areas of somatosensory cortex only during unilateral 
stimulation of the affected limb, while bilateral stimu-
lation produced symmetrical activations in both hem-
ispheres. A similar pattern was found in OFC for all 
three patients, as well as in the striatum and thalamus 
for two patients. These different responses to unilat-
eral and bilateral stimulation were attributed to a 
reversible functional suppression of sensory process-
ing due to attentional mechanisms. Another more 
detailed fMRI study [115]  reported a complex pattern 
of changes in four patients with chronic sensory loss 
and pain in one or more limbs. Blocks of either non-
noxious or noxious tactile stimulation were applied to 
the affected and unaffected limbs. Four different pat-
terns of responses were found in different brain areas. 
First, unlike stimulation on the normal side (which 
were always perceived and reported), noxious and 
non-noxious stimulation on the affected limb (which 
were not perceived or not reported) did not activate 
the thalamus, insula, inferior frontal, and posterior 
cingulate regions. Second, some areas activated by 
perceived stimuli on the intact limb were deactivated 
during stimulation on the affected limb (relative to a 
baseline without any stimulation), including contral-
ateral SI and SII, as well as bilateral prefrontal areas. 
It is unclear whether such deactivation by stimulation 
may reflect inhibitory effects, or greater activation in 
the baseline condition. Third, ACC showed selective 
increases during unperceived/unreported stimula-
tion on the affected limb than during perceived stimu-
lation on the unaffected side. Fourth, several regions 
in prefrontal and parietal cortex (including a part of 
SI) were similarly activated by unperceived and per-
ceived stimuli, although the commonalities of these 
responses was not directly tested. These complex 
changes across a wide brain network were interpreted 
as the result of attentional and emotional processes 
triggered by stressful or painful conditions, perhaps 

exacerbated by individual predispositions or devel-
opmental factors [115] . Although results may not gen-
eralize due to the small sample and heterogeneity of 
patients in this study, it is notable that increased activ-
ity arose in the anterior and rostral cingulate regions 
during stimulation of the affected limb (while more 
dorsal regions in ACC were activated by stimulation 
of the normal limb), in keeping with similar activa-
tion during attempted movements in some studies of 
motor conversion       [55, 97] . Moreover, EEG and MEG 
findings in patients with hysterical anaesthesia also 
suggest that early neural responses in SI and SII are 
normal, while later responses associated with cogni-
tive or affective processes might be disturbed        [81, 84] . 
Other unpublished fMRI results from our group also 
showed preserved (and even enhanced) responses to 
tactile stimuli in a patient with hemi-anaesthesia due 
to conversion ( Figure 22.5   ). 

   Only a single imaging study investigated hysteri-
cal visual loss [116] . Neural responses to visual stimu-
lation by whole-field colour flickers were reduced in 
visual cortex, and accompanied by decreased (rather 
than increased) activation in ACC. On the other hand, 
increased activity was found in several regions including 
posterior cingulate, insula, temporal poles, as well as the 
thalamus and striatum on both sides. This pattern was 
again interpreted as an effect of inhibitory modulation 
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FIGURE 22.5    Functional MRI results in a patient (19-year-old 
right-handed woman) with left hemi-anaesthesia due to conver-
sion hysteria (normal MRI of the brain and spine, and normal sen-
sory and motor evoked potentials), following a minor car accident 
(Vuilleumier  &  Assal, unpublished data). Activation during blocks 
of bilateral tactile stimulation showed bilateral increases in soma-
tosensory cortex, but stronger in the contralateral than ipsilateral 
hemisphere.    
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by limbic areas on sensory visual processing, consistent 
with previous findings in motor conversion  [55] . 

   Finally, psychogenic amnesia is another type of 
hysterical deficit without organic cause that has been 
increasingly investigated by neuropsychological and 
neuroimaging approaches in recent years  [5] . Although 
a detailed review of this syndrome is beyond the scope 
of this paper, and it is considered as a separate category 
of dissociative disorders in DSM-IV classification, it is 
noteworthy that psychogenic amnesia shares some clini-
cal features with conversion reactions, including its fre-
quent occurrence after stressful situations and occasional 

mixture with organic factors such as mild brain injury 
(concussion). While functional neuroimaging studies 
also point to anomalies in frontal and limbic regions 
potentially associated with emotion and self-attribu-
tion processes, together with changes in medial tempo-
ral lobe regions associated with memory, it remains to 
be determined whether the ‘ mnestic blockade ’  of psy-
chogenic amnesia involves neural processes regulating 
awareness of memory function that are at least partly 
common to neural processes regulating awareness 
of motor or sensory functions (see Box 22.2   ). Further 
studies elucidating the commonalities and differences 

   BOX 22.2 

      PSYCHOGENIC AMNESIA AND DISSOCIATION  

         Some patients may present with memory impairments 
without a discernable neurological cause, typically after 
one or more stressful life events. This type of  ‘ psycho-
genic ’  or  ‘ dissociative ’  amnesia differs from the classic 
amnesic syndromes caused by brain lesions in that auto-
biographic retrograde memory is predominantly affected 
with no or more variable problems in memory for new 
information.1  This may be accompanied by other disso-
ciative or depersonalization phenomena, such as fugue 
disorders. The dissociative disorders were once classi-
fi ed together with other conversion disorders as forms of 
hysteria, but are now considered separately despite some 
commonalities. Cognitive and brain imaging research 
has begun to reveal some of the cerebral mechanisms 
underlying psychogenic amnesia, borrowing from the 
well-known architecture of memory systems. Single-case 
studies have shown decreases in activation of medial 
temporal lobe and basal forebrain region during such 
episodes,2,3  while some regions in right amygdala and 
right anterior temporal lobe may still respond more to 
familiar than unfamiliar material despite a lack of explicit 
recognition. Abnormal activations in anterior cingulate, 
prefrontal areas, and caudate have also been found. 3,4

Markowitsch5  proposed that such memory defi cits may 
result from a functional suppression or disconnection 
between frontal and temporal areas within the right 
hemisphere, triggered by intense environmental stress 
or psychological trauma, and/or brain injuries in some 
cases, leading to a subsequent inability to retrieve affec-
tively laden information that is stored with personal au-
tobiographical memories. This, in turn, would disrupt the 
subjective experience of selfhood in memory retrieval. By 
contrast, semantic information stored in left hemisphere 
might remain more accessible and allow preserved anter-
ograde learning. Furthermore, it was proposed that this 
 ‘ mnestic blockade ’  might be facilitated by the release of 
steroids (cortisol) due to stress or depression, which can 
exert suppressive effects on hippocampal function and 
memory. 6  Although it is unclear how such hormonal fac-
tors could affect limbic circuits in the right hemisphere 
more than in the left hemisphere, right hemisphere pre-
dominance would also be consistent with other asym-
metries associated with sensorimotor conversion 7  and 
pseudo-seizure disorders. 8

          5.      Markowitsch, H.J. (2003). Psychogenic amnesia.  Neuroimage
20 Suppl 1, S132–S138.  

    6.      Markowitsch, H.J. (1999). Functional neuroimaging corre-
lates of functional amnesia. Memory  7 (5–6), 561–583.  

    7.      Stern, D.B. (1983). Psychogenic somatic symptoms on the 
left side: Review and interpretation. In: Myslobodsky, M.S. 
(ed.) Hemisyndromes: Psychobiology, Neurology, Psychiatry . 
pp. 415–445, New York: Academic Press  .  

   8.     Devinsky, O.  et al . (2001). Nondominant hemisphere lesions 
and conversion nonepileptic seizures.  J Neuropsychiatr Clin 
Neurosci  13 (3), 367–373.    

1.     Kopelman, M.D. and Kapur, N. (2001). The loss of epi-
sodic memories in retrograde amnesia: Single-case and 
group studies.  Philos Trans R Soc Lond B Biol Sci  356 (1413), 
1409–1421.

    2.      Markowitsch, H.J.  et al . (1998). Psychic trauma causing 
grossly reduced brain metabolism and cognitive deterio-
ration. Neuropsychologia  36 (1), 77–82.  

    3.      Yasuno, F.  et al . (2000). Functional anatomical study of psy-
chogenic amnesia. Psychiatry Res  99 (1), 43–57.  

   4.     Glisky, E.L.  et al . (2004). A case of psychogenic fugue: I 
understand, aber ich verstehe nichts. Neuropsychologia
42 (8), 1132–1147.
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between the functional neuroanatomy of these differ-
ent types of psychogenic reactions might contribute to 
better understand the relationships between conversion 
and dissociation disorders  [3] . 

    CONCLUSIONS 

   In spite of decades of interest in conversion hys-
teria, a number of important aspects concerning its 
causal factors and clinical manifestations still remain 
to be clarified; and recent attempts to identify specific 
cerebral correlates for conversion symptoms by using 
neurophysiology or neuroimaging techniques still 
remain conflicting. However, several progresses have 
been made in recent years and may now begin to pro-
vide new clues about the possible biological and cog-
nitive underpinnings of these disorders. Despite some 
divergence in specific findings between studies, and 
despite a large heterogeneity between patients and 
symptoms, the results obtained from functional neu-
roimaging have contributed to delineate a network of 
brain areas including orbitofrontal and inferior frontal 
cortex, anterior cingulate, basal ganglia, thalamus, as 
well as sensory or motor regions (depending on actual 
symptoms), which all appear to be critically impli-
cated in conversion hysteria. On the one hand, most 
fMRI and PET studies have found changes in activity 
arising within brain regions involved in the affected, 
motor, sensory, or mnemonic functions (e.g., during 
motor, somatic, or amnesic symptoms, respectively), 
typically with concomitant changes in limbic regions 
associated with emotional and motivational regula-
tion such as orbitofrontal and medial prefrontal areas 
(exhibiting either increases        [55, 115] , decreases  [97] , 
or changed coupling [44]  of activity), as well as other 
subcortical regions such as amygdala or striatum. On 
the other hand, most neurophysiology studies using 
EEG or MEG have found normal activation of pri-
mary motor or sensory cortical areas, with occasional 
anomalies in later components such as P300, consist-
ent with a lack of damage to low-level sensorimotor 
pathways but more complex anomalies in higher-level 
modulatory or integrative processes. 

   Whether observed changes in the activity of these 
brain areas reflect causes, consequences, comorbid-
ity markers, or compensatory mechanisms is however 
still unclear at present. Studies testing brain responses 
directly related to impaired function (e.g., movement 
attempts during hysterical paralysis         [55, 97, 100] ) may 
disclose activation reflecting not only this function 
alone but also vary as a function of actual performance 
(failure, attempt, or reduced), and in addition yield 

a mixture of other activations related to intentional, 
emotional, executive, and/or monitoring processes 
that might be engaged by the task and the context. 
Alternative approaches testing brain responses to 
more passive stimulation in order to elicit covert acti-
vation of cognitive or emotional pathways          [96, 103, 
113]  might provide useful information to characterize 
functional neural changes associated with conversion 
hysteria across different types or degrees of clinical 
deficits. However, these approaches may require a 
precise model of the tested function and of the normal 
effects of such indirect paradigms in order to interpret 
the findings in an informative manner. For instance, 
the role of specific mechanisms putatively involved in 
the generation of conversion symptoms (e.g., inhibition,
attention, or disconnection) might be tested using par-
adigms borrowed from current neurobiological mod-
els of sensorimotor, emotion, or memory processing. 

   A key role of orbitofrontal and medial prefrontal 
areas in hysteria conversion, as suggested by imaging 
studies, would be consistent with a major function of 
these areas in integrating the emotional significance of 
external events with past experiences and self-represen-
tations, and in forming expectancies about the outcome 
associated with these events. OFC is particularly criti-
cal for the generation of sensory and mnemonic aspects 
of expectancies associated with certain affective cues or 
states [117] , and it is likely to be activated in response 
to stressful situations that trigger conversion hysteria, 
perhaps under the influence of other limbic regions 
such as the amygdala. Such activation of OFC might 
then promote the generation of abnormal functional 
states in motor or sensory networks, involving either 
a stereotyped adaptive mode of response (e.g., to per-
ceived threat, as postulated by phylogenetic theories) 
or some reinstatement of past associations or memo-
ries (e.g., acquired by personal experience or obser-
vations, as proposed by some dissociation theories). 
Whether these functional changes involve an inhibi-
tion of normal processing or an impairment in normal 
readiness or responsiveness of specific neural path-
ways still remains to be determined, but these different 
neural mechanisms may not necessarily be exclusive. 
Moreover, because emotional responses in limbic areas 
and their influences on connected brain regions can 
arise without awareness (and even without any direct 
emotional experience) [118] , such effects might generate 
conversion behaviour without intentional control and 
thus enter awareness of the patient as a distorted expe-
rience of motor will or self-perception. Chronic or acute 
stress may further contribute to promote the retrieval of 
representations and behaviours mediated by limbic cir-
cuits such as amygdala, while reducing those mediated 
by cortical and hippocampal regions  [119] . Likewise, a 
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disruption in the dynamic integration between aware-
ness of agency and immediate sensation, and the con-
trol of bodily function or memory retrieval, might also 
underlie some aspects of other dissociative disorders 
subsequent to emotional stressors. 

   Finally, it is essential that modern neuroimaging 
approaches to conversion hysteria should not consti-
tute a simple return to neurogenic models that pre-
ceded Freudian psychodynamic accounts, but rather 
yield more testable predictions about both psycho-
logical and neurobiological mechanisms underlying 
the clinical concept of ‘ conversion ’  in hysteria. A bet-
ter understanding of these common but still enigmatic 
disorders will not only offer precious insights on cer-
ebral processes mediating self-awareness, but also 
help refine the clinical diagnosis and management of 
patients. Just like conversion hysteria has too often 
been seen as a disease of imagination, neurobiological 
accounts have too often rested on pure speculations, 
without sufficient positive evidence to support them. 
However, thanks to the development of functional 
neuroimaging and current advances in cognitive and 
affective neurosciences, the time seems now ripe to 
gain a much deeper knowledge in one of the most 
ancient and most physical reaction of the human mind 
to perceived stress and distress. 
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   Out-of-body experiences (OBEs) and near-death 
experiences (NDEs) have accompanied and fascinated 
humanity since times immemorial and have long 

been the province of circles interested in the occult. 
Many authors have even argued that these experience 
provide evidence for mind-brain independence or 
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C H A P T E R

ABSTRACT

Out-of-body experiences (OBEs) and near-death experiences (NDEs) are complex phenomena that have fascinated 
mankind from time immemorial. OBEs are defined as experiences in which a person seems to be awake and 
sees his body and the world from a disembodied location outside his physical body. Recent neurological and 
neuroscientific research suggests that OBEs are the result of disturbed bodily multisensory integration, primarily 
in right temporo-parietal cortex. NDEs are more loosely defined, and refer to a set of subjective phenomena, often 
including an OBE, that are triggered by a life-threatening situation. Although a number of different theories have 
been proposed about the putative brain processes underlying NDEs, neurologists and cognitive neuroscientists 
have, so far, paid little attention to these phenomena. This might be understandable but is unfortunate, because 
the neuroscientific study of NDEs could provide insights into the functional and neural mechanisms of beliefs, 
concepts, personality, spirituality, magical thinking, and the self. Based on previous medical and psychological 
research in cardiac arrest patients with NDEs, we sketch a neurological framework for the study of so-called NDEs. 
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even the persistence of life after death. The neurology 
of OBEs and NDEs takes a different stance and pro-
poses to study the brain mechanisms that are associ-
ated with these experiences. Accordingly, OBEs have 
been studied by neurologists and cognitive scientists, 
as they allow to investigate the functional and neural 
mechanisms of bodily awareness and self-conscious-
ness in specific brain regions. In the present paper we 
will review these recent neuroscientific data on OBEs. 
The situation is quite different for NDEs. Although 
many different theories have been proposed about 
putative underlying brain processes, neurologists and 
cognitive neuroscientists have paid little attention to 
these experiences. This is unfortunate, because the 
scientific study of NDEs could provide insights into 
the functional and neural mechanisms of many facets 
of human experience such as beliefs, concepts, per-
sonality, spirituality, magical thinking, and the self. 
Moreover, as we will review, there is a frequent con-
fusion between OBEs and NDEs (e.g.,       [1–2] ). This is 
probably due to the fact that OBEs are often associated 
with NDE, if not one of the NDE key feature          [3–5] . In 
the following, we will describe OBEs and NDEs, pro-
viding definitions, incidences, key phenomenological 
features, and reviewing some relevant psychological 
and neurocognitive mechanisms. 

    OBES 

    Definition 

   In an OBE, people seem to be awake and feel that 
their ‘ self ’ , or centre of experience, is located outside 
of the physical body. They report seeing their body 
and the world from an elevated extracorporeal loca-
tion             [6–10] . The subject’s reported perceptions are 
organized in such a way as to be consistent with this 
elevated visuo-spatial perspective. The following 
example from Irwin ( [11] , case 1) illustrates what indi-
viduals commonly experience during an OBE: ‘ I was 
in bed and about to fall asleep when I had the distinct 
impression that  “ I ”  was at the ceiling level looking 
down at my body in the bed. I was very startled and 
frightened; immediately [afterwards] I felt that I was 
consciously back in the bed again ’ . 

   We have defined an OBE by the presence of the fol-
lowing three phenomenological features: the feeling of 
being outside of one’s physical body (disembodiment); 
the perceived location of the self at a distanced and 
elevated visuo-spatial perspective (perspective); and 
the experience of seeing one’s own body (autoscopy) 

from this elevated perspective  [10] . In other proposed 
definitions of OBEs it suffices to experience disem-
bodiment. For example, Alvarado defined OBEs as 
 ‘ experiences in which the sense of self or the centre of 
awareness is felt to be located outside of the physical 
body ’  ( [12] , p. 331; see also  [13] ) and Irwin as experi-
ences in which  ‘ the centre of consciousness appears to 
the experient to occupy temporarily a position which 
is spatially remote from his/her body ’   [11] . Brugger’s 
definition requires disembodiment and a distanced 
visuo-spatial perspective:  ‘ the feeling of a spatial sep-
aration of the observing self from the body ’   [8] . OBEs 
therefore seem to constitute a challenge to the expe-
rienced spatial unity of self and body under normal 
conditions, that is, the feeling that there is a  ‘ real me ’  
that resides in my body and is both the subject and 
agent of my experiences       [14–15] . Probably for this rea-
son, OBEs have attracted the attention of philosophers 
       [16–17] , psychologists          [6, 11, 18] , and neurologists     
[7, 19–21]  alike, and many have conceptualized OBEs 
as an extreme example of deviant bodily self-con-
sciousness arising from abnormal brain processes 
that code for the feeling of embodiment under normal 
conditions.

    Incidence 

   How common are OBEs in the general popula-
tion? This question is still difficult to answer for the 
following reasons: (1) different investigators have 
asked quite different questions about the presence 
of an OBE; (2) have used different methods (mail, 
phone or personal interviews); and (3) most studies 
have been carried out in populations of college stu-
dents, mostly from anglo-saxon psychology depart-
ments. Depending on the questions asked, how they 
are asked, who the samples include and how an 
OBE is defined, the results are very likely to differ. 
Accordingly, it is not surprising that questionnaire 
studies have estimated the OBE incidence in the gen-
eral population as ranging from 8% to 34% (reviewed 
in  [6] ). Also the two key features (autoscopy and dis-
tanced visuo-spatial perspective), as used in recent 
neurobiologically motivated studies by Brugger and 
Blanke, were not considered as necessary OBE-fea-
tures in most of these surveys. We thus agree with 
Blackmore  [6]  that incidences above 10% are very 
likely overestimates and we conservatively suggest 
that � 5% of the general population have experienced 
an OBE. From a cross-cultural point of view OBEs 
seem to occur and be part of folklore in many parts 
of the world, although to date very few studies have 
investigated this interesting issue  [22] .
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    Phenomenology 

   OBEs have to be distinguished from two other 
phenomena that also involve autoscopy: autoscopic 
hallucinations and heautoscopy. Whereas there is 
no disembodiment in autoscopic hallucinations and 
always disembodiment in OBEs, many subjects with 
heautoscopy generally do not report clear disem-
bodiment, but are not able to localize their self unam-
biguously (self location may alternate between an 
embodied location and an extracorporeal one, or they 
might feel ‘ localized ’  at both positions at the same 
time). Accordingly, the visuo-spatial perspective is 
body-centred in autoscopic hallucinations, extracor-
poreal in the OBE, and at different extracorporeal and 
corporeal positions in heautoscopy, with the impres-
sion of seeing one’s own body (autoscopy) present in 
all three forms of autoscopic phenomena ( Figure 23.1   ; 
for further details, see             [7–8, 20, 23–24] ).

  OBEs have been the province of esoteric cir-
cles for much of its history. From this literature one 
may nevertheless find abundant phenomenological 
details and varieties of OBEs (e.g.,         [25–27] ; for review 
see [6] ). In addition, subjects with repeated OBEs 
(so-called ‘ astral travellers ’ ) have not just given detailed 
accounts about their OBEs, but also proposed several 
procedures to induce OBEs that might be approached 
more systematically by researchers. These authors also 
reported about the phenomenological characteristics of 
the disembodied body, its location with respect to the 

physical body, the appearance of the autoscopic body, 
and the vestibular and bodily sensations associated 
with the experience (see [7] ). Yet, only a small minor-
ity of subjects with OBEs experience more than one or 
two in a lifetime. OBEs are therefore difficult to study 
because they generally are of short duration, happen 
only once or twice in a lifetime       [6, 9]  and occur under a 
wide variety of circumstances that will be reviewed in 
the following. 

    Precipitating Factors 

   Several precipitating factors of OBEs have been 
identified. We review findings from neurology, psychi-
atry, drugs, and general anaesthesia. OBEs will also be 
discussed in the section on the phenomenology of 
NDEs.

    Neurology 

   Only few neurological cases with OBEs have been 
reported in the last 50 years. Early reports were by 
Lippman ( [28] , case 1 and 2), Hécaen and Green ( [29] , 
case 3), Daly ( [30]  case 5), and Lunn ( [31] , case 1). More 
recently, Devinsky  et al . ( [19] , case 1, 2, 3, 6, and 10), 
Maillard  et al.  ( [32] , case 1), and Blanke  et al . ( [7] , case 
1, 2a, and 3) reported further cases. OBEs have been 
observed predominantly in patients with epilepsy 
and migraine. Thus, Lippman reported two migraine 
patients with OBEs [28]  and Green reported that 11% 

(A) (B) (C)

FIGURE 23.1    Illustration of three types of autoscopic phenomena (from Blanke and Mohr  [23] ). In this figure the phenomenology of (A): 
autoscopic hallucination (AH), (B) heautoscopy (HAS), and (C) out-of-body experience (OBE) is represented schematically. The experienced
position and posture of the physical body for each autoscopic phenomenon is indicated by full lines and the experienced position and posture 
of the disembodied body (OBE) or autoscopic body (AH, HAS) in blurred lines. The finding that AH and HAS were mainly reported from 
a sitting/standing position and OBE in a supine position is integrated into the figure. The experienced visuo-spatial perspective during the 
autoscopic phenomenon is indicated by the arrow pointing away from the location in space from which the patient has the impression to see 
(AH: from the physical body; OBE: from a disembodied body or location; HAS: alternating or simultaneously from either the fashion between 
physical and/or the autoscopic body). Source : Modified from Blanke  et al.   [7] , with permission from Oxford University Press. 
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of the OBE-subjects that participated in her survey 
suffered from migraine headaches  [9] . Devinsky  et al . 
 [19]  reported the largest study of neurological OBE-
patients and described patients whose OBE was asso-
ciated with non-lesional epilepsy (cases 6 and 10), with 
epilepsy due to an arteriovenous malformation (cases 2 
and 3), or associated to post-traumatic brain damage 
(case 1). In Blanke et al .’s study  [7] , OBEs were due to 
a dysembryopblastic tumour (cases 1 and 2a) and in 
one patient was induced by focal electrical stimula-
tion (case 3). Maillard  et al.  reported epileptic OBEs in 
a patient with focal cortical dysplasia ( [32] , case 1). 

   Grüsser and Landis [21] proposed that a paroxys-
mal vestibular dysfunction might be an important 
mechanism for the generation of OBEs. Devinsky et al .
 [19]  observed the frequent association of vestibular 
sensations and OBEs and in Blanke et al .’s  [7]  study, 
the importance of vestibular dysfunction in OBEs was 
underlined by their presence in all patients with OBEs 
and by the fact that vestibular sensations were evoked 
in a patient at the same cortical site where higher cur-
rents induced an OBE  [33] . In more detail, it has been 
suggested that OBEs are associated with specific ves-
tibular sensations, namely graviceptive and otolithic 
sensations         [7, 34–35] . Otolithic sensations are charac-
terized by a variety of sensations including feelings 
of elevation and floating, as well as 180° inversions of 
one’s body and visuo-spatial perspective in extraper-
sonal space. They may be associated with brain dam-
age       [36–37] , but also occur in healthy subjects during 
orbital and parabolic flight during space missions or 
the microgravity phase of parabolic flights        [38–39] . 
Interestingly, responses to microgravity may either 
be experienced as an inversion of the subject’s body 
and visuo-spatial perspective in extrapersonal space 
(body inversion illusion) or as an inversion of the 
entire extrapersonal visual space that seems inverted 
by 180° to the stable observer (room-tilt illusion; 
       [38–39] ). Based on these functional similarities Blanke 
et al .  [7]  suggested that an otolithic dysfunction might 
not only be an important causal factor for room tilt 
and body inversion illusions, but also for OBEs (for 
further details, see       [34–35] ). 

   In addition to vestibular disturbances, it has been 
reported that OBE-patients may also experience par-
oxysmal visual body-part illusions such as phantom 
limbs, supernumerary phantom limbs, and illusory 
limb transformations either during the OBE or during 
other periods related to epilepsy or migraine              [7, 19, 31, 
33, 40] . Blanke  et al .  [33]  reported a patient in whom 
OBEs and visual body-part illusions were induced 
by electrical stimulation at the right temporo-parietal 
junction (TPJ). In this patient an OBE was induced 
repetitively by electrical stimulation whenever the 

patient looked straight ahead (without fixation of any 
specific object). If she fixated her outstretched arms 
or legs she had the impression that the inspected 
body part was transformed, and had an illusory, but 
very realistic, visual impression of limb shortening 
and of illusory limb movement whenever the limbs 
were bent at the elbow or knee. Finally, with closed 
eyes the patient did have neither an OBE nor a vis-
ual body-part illusion, but perceived her upper body 
as moving towards her legs  [33] . These data suggest 
that visual illusions of body parts and visual illusions 
of the entire body (such as autoscopic phenomena) 
might depend on similar neural structures, as argued 
by previous authors        [20, 40] . They also show that vis-
ual body-part illusions and OBEs are influenced dif-
ferently by the behavioural state of the subject (body 
posture and eye closure). 

  Another functional link between OBE and dis-
turbed own body perception is suggested by the fact 
that OBEs and autoscopic hallucinations (and heau-
toscopy) depend differently on the patient’s position 
prior to the experience. This suggests that propriocep-
tive and tactile mechanisms influence both phenom-
ena differently  [34] . Thus, during neurological OBEs 
patients are in supine position        [7, 23] , an observation 
also made by Green  [9]  in 75% of OBEs in healthy 
subjects. Interestingly, most techniques that are used 
to deliberately induce OBEs recommend a supine and 
relaxed position                [6–11] . This contrasts with the obser-
vation that subjects with autoscopic hallucination or 
heautoscopy are either standing or sitting at the time 
of their experience         [7, 23, 41] . It thus seems that OBEs 
depend on the subject’s position prior or during the 
experience and that these differential propriocep-
tive, vestibular, and tactile mechanisms differentiate 
them from other types of autoscopic phenomena (see 
 ‘ Summary ’  below). The observation of OBEs during 
general anaesthesia and sleep (see ‘ General anaesthe-
sia ’  and  [10] ) also corroborates the notion that OBEs 
are facilitated by the sensory signals predominating in 
supine body position. Moreover, rapid bodily localiza-
tional changes such as brutal accelerations and decel-
erations have been associated with OBEs. This has 
been reported for a long time by mountain climbers 
who unexpectedly fell             [42–46] , as well as in car acci-
dents       [19, 25]  and in the so-called  ‘ break-off phenom-
enon ’  experienced by airplane pilots  [47] . In this last 
case, a pilot might initially fail to sense correctly the 
position, motion, or tilt of the aircraft as well as his 
own body position with respect to the surface of the 
earth and the gravitational ‘ earth-vertical ’ . These feel-
ings can lead to several experiences grouped under the 
term  ‘ break-off phenomenon ’  that are characterized by 
feelings of physical separation from the earth, lightness, 
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and an altered sense of the pilot’s own orientation 
with respect to the ground and the aircraft          [47–49] . 
Some pilots have even described a feeling of detach-
ment, isolation, and remoteness from their immedi-
ate surroundings which they sometimes describe as 
an OBE with disembodiment, elevated visuo-spatial 
perspective, and autoscopy       [47, 50] . At one extreme, 
pilots feel being all of a sudden outside  the aircraft 
watching themselves while flying, and being ‘ broken 
off from reality ’   [47] . These OBEs are most often expe-
rienced by jet aviators flying alone, especially at high 
altitudes (above 10 000       m), although helicopter pilots 
can experience this phenomenon already at an alti-
tude of 1500–3000       m        [47, 50] . They seem facilitated by 
mental absorption (the pilot is unoccupied with flight 
details) and by the length and visual monotony of the 
mission [48] . 

  With respect to the underlying neuroanatomy, as 
mentioned above, we can only rely on a few neurologi-
cal OBE-patients with circumscribed brain damage. In 
some of Devinsky et al .’s  [19]  patients with OBEs the 
seizure focus was estimated only by electroencephalo-
graphic (EEG) recordings and localized to the temporal 
lobe or posterior temporal region (standard MRI (mag-
netic resonance imaging) or computer tomography was 
normal in most patients). Yet, in one patient the lesion 
was found in the temporal lobe and in another patient in 
the frontal and temporal lobes  [19] . Lunn  [31]  described 
an OBE-patient with post-traumatic brain damage in 
the parietal lobe and Daly [30]  an OBE-patient with 
damage to the temporal lobe. More recent lesion anal-
ysis based on MRI revealed a predominant involve-
ment of the right TPJ in patients with OBEs         [7, 23, 32] .
Moreover, in the case already described, Blanke  et al . 
 [33]  have shown that OBEs can be induced by electri-
cal stimulation of the TPJ pointing to the importance of 
this region in the generation of OBEs ( Figure 23.2   ). 

    Psychiatry 

   While reports of autoscopic hallucinations and 
heautoscopy are not rare in patients suffering from 
schizophrenia, depression and personality disorders 
               [7, 19–20, 40, 51–52] , Bünning and Blanke [10]  found 
only two cases of OBE in psychiatric patients. One 
had severe depression  [29]  and the other patient was 
undiagnosed [53] . Two questionnaire surveys have 
investigated OBEs in schizophrenia        [54–55]  and found 
a similar incidence and phenomenology as in healthy 
subjects. A study in psychiatric patients suffering 
from post-traumatic stress disorder found a four-fold 
increase in prevalence as compared to healthy subjects 
 [56] . Moreover, the personality measure of schizotypy 
is positively correlated with OBEs in healthy subjects 

       [57–58]  and has also been shown to relate behaviour-
ally and neurally (at the TPJ) to OBEs       [59–60] . As 
this trait reflects a continuum between healthy sub-
jects and schizophrenic patients, these data suggest 
that OBEs might be more frequent in schizophrenic 
patients than currently thought. Finally, other person-
ality traits such as individuals ’  somatoform        [61–62]
(but not general dissociative [60] ) tendencies, body 
dissatisfaction [62] , or dissociative alterations in one’s 
body image during a mirror-gazing task  [63]  have also 
been linked to OBEs. 

    Drugs 

   The administration of different pharmacological 
substances has presumably been used since immemo-
rial times in ritual practices to induce abnormal expe-
riences including OBEs [22] . These include marijuana, 
opium, heroin, mescaline, ketamine, and lysergic acid 
diethylamide (LSD)             [6, 21, 52, 64–65] . Concerning 
marijuana, Tart  [64]  found that OBE occurred in 44% 
of a sample of 150 college students who used this 
drug (see also  [10] ), that is, a much higher frequency 
than in the general population. However, a major-
ity of the subjects with OBEs of this study frequently 
used other drugs such as LSD. It is thus not known 
whether the higher frequency of OBEs is due to 
marijuana consumption or the consumption of other 

FIGURE 23.2    Lesion analysis of patients with documented 
brain anomalies and OBE. Mean lesion-overlap analysis of five 
neurological patients with OBE in whom a lesion could be defined 
(Patients 1, 2, 3, 5, and 6 from  [7] ). The MRI of all patients was 
transformed into Talairach space and projected on the MRI of one 
patient. Each colour represents a different OBE patient. Mean over-
lap analysis centred on the TPJ. For details, see  [7]  and  [24] .  Source : 
Modified from Blanke  et al .  [7] , reproduced with permission from 
Oxford University Press.    

OBES 307



308 23. LEAVING BODY AND LIFE BEHIND: OUT-OF-BODY AND NEAR-DEATH EXPERIENCE

IV. SEIZURES, SPLITS, NEGLECTS AND ASSORTED DISORDERS

drugs. Experiences related to OBEs such as a feeling 
of floating or of being dissociated from one’s body, 
have also been induced under controlled conditions 
by marijuana administration compared with placebo 
administration  [66] , although similar data with respect 
to OBEs or other autoscopic phenomena are lacking.  

    General Anaesthesia 

   It has long been known that conscious perceptions 
may occur under general anaesthesia. As Spitellie  et al . 
 [67]  put it:  ‘ Awareness during anaesthesia is as old as 
the specialty itself ’ . Insufficient levels of anaesthesia 
combined with the application of muscle relaxants seem 
to be the main cause of this preserved awareness. 
Another pathophysiological factor might be related to 
haemodynamic cerebral deficits, most notably in 
anaesthesized patients undergoing cardiac and post-
traumatic surgery        [68–69] . OBEs in association with 
general anaesthesia have been described in retrospec-
tive case collections by Muldoon and Carrington [25]
and Crookall  [70] , but also in more recent patient stud-
ies ( [71]  patient 3;  [72]  4 of 187 patients). A patient from 
Cobcroft and Forsdick  [72]  reports:  ‘ I had the strang-
est [ … ] sensation of coming out of my self; of being 
up at the ceiling looking down on the proceedings [of 
the operation]. After the initial realization that I couldn’t 
communicate at all, came the feeling of acceptance …
of being aware of having one hell of an experience ’ . 
Several of the patients reported by Osterman  et al .  [73]  
said that they ‘ left their body during the operation at 
some point ’ . Although it seems that OBEs are quite rare 
during general anaesthesia, this is probably linked to 
the relative infrequency of visual awareness during 
this state, and the much higher frequency of auditory 
perceptions (89%), sensations of paralysis (85%), motor 
illusions and bodily transformations (30–40%), and 
pain (39%). Visual perceptions were reported in only 
27% of patients ( [74] ; see also  [72] ). Yet, among patients 
with visual perceptions, many reported disembodi-
ment and seeing the surgeon and other people and/or 
surroundings of the operating theatre during the 
actual operation. Thus, if analyzed only with respect to 
the presence of visual awareness and experiences in the 
context of general anaesthesia, OBEs and OB-like 
experiences are not so rare. This is of special interest 
because paralysis, complex own body perceptions, and 
supine position are not only frequent during general 
anaesthesia with preserved awareness, but also key fea-
tures in subjects with OBEs of spontaneous or neuro-
logical origin           [6–7, 23, 75] . Concerning haemodynamic 
cerebral deficits that have been shown to be associ-
ated with an increased incidence of awareness during 
anaesthesia (see review in  [10] ), it is interesting to note 

that they may lead to rather selective and initially 
focal decreases in cerebral blood flow and as a conse-
quence induce transient or manifest brain infarctions 
that frequently include the TPJ  [76] , suggesting that 
OBEs under general anaesthesia might be related to the 
functional and anatomical pathomechanisms described 
in neurological patients with epilepsy, migraine, and 
cerebrovascular disease. We will return to effects of 
general anaesthesia in the section on NDEs. 

    Summary 

   The reviewed data point to an important involvement 
of the right TPJ in OBEs of neurological origin. The 
observation that electrical stimulation of this area may 
induce OBEs and other abnormal own body percep-
tions further suggests that during OBEs the integra-
tion of proprioceptive, tactile, visual, and vestibular 
information of one’s body fails, due to discrepant cen-
tral own body representations. We have suggested 
       [7, 23]  that autoscopic phenomena (including OBEs) 
result from a failure to integrate multisensory bod-
ily information and proposed that they result from a 
disintegration in bodily or personal space (due to con-
flicting tactile, proprioceptive, kinaesthetic, and visual 
signals) and a second disintegration between personal 
and extrapersonal space (due to conflicting visual and 
vestibular signals caused by a vestibular otolithic dys-
function). While disintegration in personal space was 
present in all three forms of autoscopic phenomena, 
differences between the different forms of autoscopic 
phenomena were mainly due to differences in strength 
and type of the vestibular dysfunction. Following this 
model, OBEs were associated with a strong otolithic 
vestibular disturbance, whereas heautoscopy was asso-
ciated with a moderate and more variable vestibular 
disturbance, and autoscopic hallucinations were devoid 
of any vestibular disturbance. Neuroimaging studies 
have revealed the important role of the TPJ in vestibu-
lar processing, multisensory integration as well as the 
perception of human bodies or body parts and the self 
(see       [10, 24] ). This has recently been studied in healthy 
subjects. Blanke et al .  [77] , performed an evoked poten-
tial study and a transcranial magnetic stimulation 
study with healthy participants as well as intracranial 
electrode recordings in a patient with OBEs due to epi-
lepsy. The evoked potential study showed the selec-
tive activation of the TPJ at 330–400       ms after stimulus 
onset (see also  [60] ) when healthy volunteers imagined 
themselves in the position and visual perspective that 
is generally reported by people experiencing sponta-
neous OBEs. The transcranial magnetic stimulation 
study showed that magnetic interference with the TPJ 
during this same time period impaired performance in 
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this task, as opposed to stimulation over a control site 
at the intraparietal sulcus. No such interference was 
observed for imagined spatial transformations of 
external objects, suggesting the selective implication of 
the TPJ in mental imagery of one’s own body and OBEs. 
Moreover, in an epileptic patient with OBEs due to 
seizure activity at the TPJ, performing the own body 
imagery task, while evoked potentials were recorded 
from intracranial electrodes, we found task-specific 
activation at the TPJ. Together, these results by Blanke 
et al .  [77]  (see also        [60, 78] ) suggest that the TPJ is a 
crucial structure for the conscious experience of the 
spatial unity of self and body (for detailed reviews, 
see             [10, 23, 34–35, 79] ) and that the associated brain 
processing is disturbed in OBEs. We now turn to 
NDEs, which as we will see offer more insights into 
the mechanisms involved in OBEs. 

    NDEs

    Definition 

   In different life-threatening situations, people can 
sometimes experience vivid illusions and hallucina-
tions as well as strong mystical and emotional feelings 
often grouped under the term of near-death experiences 
(NDEs). These medical situations seem to involve car-
diac arrest, perioperative or post-partum complica-
tions, septic or anaphylactic shock, electrocution, coma 
resulting from traumatic brain damage, intracerebral 
haemorrhage or cerebral infarction, hypoglycaemia, 
asphyxia, and apnoea. To this date, systematic studies 
on the incidence of NDEs in verified medical conditions 
only exist for cardiac arrest patients            [80–83] . Other sit-
uations that are merely  experienced  as life-threatening 
have also been reported to be associated with NDEs, 
although they often are not objectively life-threatening 
(mild or not life-endangering diseases, depression, 
minor accidents, falls, and other circumstances  [80] ). 

   Several definitions have been attempted for NDEs. 
Moody [3] , who coined the term NDE, defined it as 
 ‘ any conscious perceptual experience which takes 
place during …  an event in which a person could very 
easily die or be killed [ … ] but nonetheless survives ’
( [84] , p. 124). Irwin  [85]  defined NDEs as  ‘ a transcen-
dental experience precipitated by a confrontation 
with death ’  and Nelson  et al.   [86]  state that  ‘ NDEs are 
responses to life-threatening crises characterized by a 
combination of dissociation from the physical body, 
euphoria, and transcendental or mystical elements ’ . 
Greyson  [87]  proposed that NDEs are  ‘ profound sub-
jective experiences with transcendental or mystical 
elements, in which persons close to death may believe 

they have left their physical bodies and transcended 
the boundaries of the ego and the confines of space 
and time ’ . Many more such broad definitions of the 
NDE have been given       [88–89]  rendering their scien-
tific study difficult. They seem to include a large vari-
ety of phenomena and not all researchers may agree 
that the investigated phenomenon (or assembly of 
phenomena) of a given study, may actually concern 
NDEs or typical NDEs. Below, we have reviewed the 
most frequent and characteristic perceptual and cog-
nitive features of NDEs (see  ‘ Phenomenology ’ ). To 
complicate matters NDEs (just like OBEs) are difficult 
to study as their occurrence is generally unpredictable 
and they are usually not reported at their moment of 
occurrence, but days, months or even years later.  

    Incidence 

  Early studies of NDEs among survivors of cardiac 
arrest, traumatic accidents, suicide attempts, and other 
life-threatening situations estimated an incidence of 
48%  [4]  or 42%  [5] . Greyson  [90]  suggested that this 
rate is probably too high as these studies were retro-
spective, often carried out many years after the NDE 
occurred, were using self-selected populations, and 
lacked appropriate control populations. He rather esti-
mated the incidence of NDEs between 9% and 18%. 
More recent and better controlled prospective stud-
ies focussed on cardiac arrest patients and confirmed 
lower estimations, with values ranging between 6% 
and 12%. Parnia et al.   [81]  found an incidence of 6.3%, 
Greyson  [83]  of 10%, and Van Lommel  et al.   [80]  of 
12%. Yet, as is the case for OBEs, in the absence of a 
clear and widely accepted definition of NDEs, it will 
remain difficult to define the exact incidence of NDEs 
           [87–90] . In order to avoid this problem most recent 
studies have used a score above a certain value on 
Greyson’s scale ( [91] , see below). 

   Early studies failed to find demographic correlates 
of the NDE. Neither age, nor gender, race, occupa tional
status, marital status or religiosity seemed to pre-
dict the probability to experience a NDE        [4–5] . More 
recently, both Van Lommel  et al.   [80]  and Greyson  [83]
found that young age is associated with a higher prob-
ability of NDEs in cardiac arrest patients, although 
this finding might be confounded by increased medi-
cal recovery rates in younger cardiac arrest patients 
       [80, 83] . Another finding is that women tend to have 
more intense NDEs than men        [4, 80]  an observation 
that might partly be related to Moody’s  [3]  suggestion 
that women might be less afraid to report NDEs or 
the fact that women have been found to score gener-
ally higher on anomalous-perception questionnaires 
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than male subjects [59] . It is possible that having had 
a NDE facilitates the reoccurrence of such experi-
ences, as 10% of subjects reported multiple NDEs  [80] . 
NDEs have been described in many different cultures 
and times. Although some consistency can be found 
in cross-cultural reports, the specific phenomenology 
(i.e., the structure and the contents of the experience) 
may nevertheless vary             [92–96] .

    Phenomenology 

  Moody        [3, 84]  initially listed 15 key features in NDEs 
(see  Table 23.1   ). Yet, not one single NDE in his study 
included all 15 NDE features. Moreover, none of these 
15 NDE features was present in all reported NDEs, 
and no invariable temporal sequence of features could 
be established. Due to these difficulties, standardized 
questionnaires have subsequently been developed to 
identify and measure more precisely the occurrence of 
NDEs and their intensity (or depth). Ring [4]  developed 
the Weighted Core Experience Index on the basis of 
structured interviews of 102 persons who found them-
selves “ near-death ” . The scale is based on 10 features 
that he gathered from the literature as well as interviews 
with people with NDEs. His 10 features were: the sub-
jective feeling of being dead, feelings of peace, bodily 
separation, entering a dark region, encountering a pres-
ence or hearing a voice, experiencing a life review, seeing 
or being enveloped in light, seeing beautiful colours, 
entering into the light, and encountering visible spirits. 
According to the presence or absence of each of these 
features, the score ranges between 0 and 29. This scale 
has been criticized because it is largely based on arbi-
trary selected and weighted features, and seemed to con-
tain several uncommon features of NDEs as estimated 
by other authors. Ring  [4]  also elaborated a sequence of 
5 NDE-stages, the presence of which he considered to 
be representative of the  ‘ core NDE ’  (see  Table 23.1 ). To 
address the aforementioned limitations, Greyson  [91]  
developed a NDE scale that has been used by many 
recent investigators. He began by selecting 80 features 
from the existing literature on NDEs and subsequently 
reduced these to 33 features. He further arrived at a final 
16-item scale with a maximum score of 32. This ques-
tionnaire has been shown to have several advantages as 
compared to other questionnaires, especially good test–
retest reliability (even for a follow-up at 20 years;  [97] ) 
and item score consistency  [98] . In his original study, 
Greyson  [91]  defined four components of a NDE – cog-
nitive, affective, paranormal, and transcendental – which 
he later reduced to a classification of three main types 
of NDEs, according to the specific dominance of the 
phenomenological components: cognitive, affective, and 

transcendental types [99] . See  Table 23.1  for these and 
other classifications of the NDE. In the following we 
describe the main phenomena that characterize NDEs. 

    OBEs 

   OBE are considered a key feature of NDEs, 
although their frequency was found to vary greatly 
between different studies. Ring  [4]  found that 37% 
of subjects with a NDE experienced disembodiment 
( ‘ being detached from their body ’ ) of whom about 
half also experienced autoscopy (no detailed data 
were reported on elevation or visuo-spatial perspec-
tive). Greyson and Stevenson  [102]  found an incidence 
of 75% of disembodiment (without detailing the pres-
ence of autoscopy or elevated visuo-spatial perspec-
tive). Sabom [5]  reported a  ‘ sense of bodily separation ’
in 99%, a number in stark contrast with the figure of 
24% found by Van Lommel  et al.   [80] . Disembodiment 
during NDEs has been reported to be accompanied 
by auditory and somatosensory sensations [85] . NDE 
subjects with OBEs characterized by disembodiment 
and elevated visuo-spatial perspective often report 
seeing the scene of the accident or operating room. 
Greyson  [103]  mentions the example of an NDE in a 
26-year-old patient with pulmonary embolism:  ‘ I (the 
real me, the soul, the spirit, or whatever) drifted out 
of the body and hovered near the ceiling. I viewed the 
activity in the room from this vantage point. The hos-
pital room was to my right and below me. It confused 
me that the doctors and nurses in the room were so 
concerned about the body they had lifted to the bed. I 
looked at my body and it meant nothing to me. I tried 
to tell them I was not in the body (p. 393) ’ . Future 
studies on OBEs during NDEs should characterize 
OBEs with respect to recently defined phenomenolog-
ical characteristics and enquire systematically about 
the associated sensations as done in neurological 
patients (such as visual, auditory, bodily, or vestibular 
sensations) as well as the presence of disembodiment, 
autoscopy, elevated perspective permitting to distin-
guish between autoscopic hallucination, heautoscopy, 
and OBE. This will allow describing the phenomenol-
ogy of OBEs during NDEs in more detail and allow 
relating these data to recent neurological and neuro-
biological observations on OBEs. Not much is cur-
rently known about whether OBEs that are associated 
with NDEs differ from OBEs without NDE features or 
whether NDEs with or without OBEs differ. Alvarado 
 [104]  found that OBEs in subjects who believed to be 
close to death were phenomenologically richer than 
those who did not, with more feelings of passing 
through a tunnel, hearing unusual sounds, and see-
ing spiritual entities. Two additional features reached 
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TABLE 23.1     Phenomenological Features of NDEs According to Several Authors 

 Moody  [3]   Ring  [4]   Greyson  [91]  

 Identified 15 common elements in NDEs based on a 
sample of 150 reports. No statistics were provided. 

 Identified five stages of a  ‘ core experience ’ , based on structured interviews and 
a measurement scale (WCEI: weighted core experience index) administered
to 102 individuals who have been near death, 48% of whom reported a NDE. 
These stages tended to appear in sequence, with the earlier ones being more
frequent and the latter ones indicating the “depth” of the experience. 

 Devised a typology of NDEs based on his 
development of the 16-item NDE scale. 
On the basis of cluster analysis, he arrived 
at ones four categories of NDEs each 
comprising four features. 

         1.     Ineffability  
       2.     Hearing oneself pronounced dead  
       3.     Feelings of peace and quiet  
       4.     Hearing unusual noises  
       5.     Seeing a dark tunnel  
       6.     Being  ‘ out of the body ’   
       7.     Meeting  ‘ spiritual beings ’   
       8.      Experiencing a bright light as a  ‘ being of light ’   
       9.     Panoramic life review  
      10.      Experiencing a realm in which all knowledge 

exists
      11.     Experiencing cities of light 
      12.      Experiencing a realm of bewildered spirits  
      13.     Experiencing a  ‘ supernatural rescue ’   
      14.     Sensing a boarder or limit  
      15.     Coming back  ‘ into the body ’     

        1.     Peace and well-being, reported by 60%.  
      2.      Separation from the physical body (OBE), reported by 37% (half of whom 

had an autoscopic OBE)  
      3.      Entering a tunnel-like region of darkness, reported by 25%
      4.     Seeing a brilliant light, reported by 16%  
      5.      Through the light, entering another realm, reported in 10%

        1.     Cognitive features 
            –     time distortion  
            –     thought acceleration  
            –     life review 
            –     revelation     
      2.     Affective 
            –     peace  
            –     joy  
            –     cosmic unity 
            –     encounter with light     
      3.     Paranormal 
            –     vivid sensory events  
            –     apparent extrasensory perception  
            –     precognitive visions  
            –     OBEs     
      4.     Transcendental 
            –      sense of an  ‘ otherworldy ’  

environment  
            –     sense of a mystical entity  
            –     sense of deceased/religious spirits  
            –     sense of border/ ‘ point of no return ’        

 Sabom  [5]   Noyes and Slymen  [100]   Lundahl  [101]  

 Proposed from his investigation of 48 subjects with 
NDE three main types of experiences. 

 Conducted a factor analysis of questionnaire responses from 189 victims of 
life-threatening accidents, and found the following three factors of subjective 
effects that accounted for 41% of the variance. 

 Summarized the NDE literature and 
extracted what he saw as the 10 main 
stages.

        1.       ‘ autoscopic ’  (i.e., the NDE is essentially an OBE)  
      2.      transcendental (apparently entering another 

 ‘ dimension ’  through a tunnel and meeting a 
personified light)  

      3.      combined (involving an OBE and transcendental 
features)    

        1.      Depersonalization (loss of emotion, separation from the body and feelings of 
strangeness or unreality)  

      2.      Hyperalertness (vivid and rapid thoughts, sharper vision and hearing)  
      3.      Mystical consciousness (feeling of great understanding, vivid images, life 

review)    

         1.     peace  
       2.     bodily separation  
       3.     sense of being dead  
       4.     entering the darkness  
       5.     seeing the light  
       6.     entering another world 
       7.     meeting others  
       8.     life review 
       9.      deciding to or being told to return to 

life
      10.     returning to the body    

N
D

ES
311



312 23. LEAVING BODY AND LIFE BEHIND: OUT-OF-BODY AND NEAR-DEATH EXPERIENCE

IV. SEIZURES, SPLITS, NEGLECTS AND ASSORTED DISORDERS

statistical significance, namely seeing one’s physi-
cal body and seeing lights (see also [105] ). Of course, 
it might be the case that due to the very presence of 
these features these subjects  believed  they had been 
close to death (there were no medical data available in 
this study). Owens et al.   [106]  compared the phenom-
enology of NDEs in subjects being medically close to 
death with NDEs where subjects only  believed  to be 
close to death (as established from medical records). 
They found that former patients tended to report more 
often seen lights and enhanced cognition than the lat-
ter group  [106] . There were no significant differences 
between both groups in seeing a tunnel (see below), 
having an OBE and a life review (see below). Finally, 
Nelson et al.   [107]  found that 76% of subjects with 
NDEs also experienced an OBE. � 40% of these patients 
had their OBE only as part of the NDE episode, � 33% 
also had OBEs in other circumstances, and  � 26% had 
an OBE only in other circumstances, that is, not associ-
ated with the NDE. This last number was significantly 
higher than non-NDE-related OBEs in an age-matched 
control group of healthy subjects  [107] . Further links 
might exist between rare, so-called supernaturalis-
tic OBEs [11] , and OBEs during NDEs. Collectively, 
these data suggest that OBEs and NDEs may share 
some functional and brain mechanisms, but also point 
towards the involvement of distinct mechanisms.  

    The Tunnel and the Light 

  Experiencing a passage through some darkness or a 
tunnel is experienced by � 25% of subjects with NDEs 
         [4–5, 80] . This may be associated with the sensation of 
movement of one’s own body such as forward vection, 
flying or falling, at varying speeds. Drab [108]  and 
Owens et al.   [106]  suggest that the experience of a tun-
nel is associated with the presence of severe medical 
conditions (such as cardiac arrest, drowning, trauma, 
profuse blood loss), as opposed to mild injuries, fear, 
or fatigue. Woerlee  [109]  provides the following exam-
ple: ‘ After I had floated close to the ceiling for a short 
time, I was sucked into a tunnel  …  It was black and 
dark around me, somewhat frightening, but this did 
not last long: at the end of the tunnel I saw a clear light 
towards which I travelled. ’  (p. 211). The tunnel expe-
rience or darkness may thus be associated with the 
subsequent experience of an intense light. Drab [108] 
found this to be the case in half of the subjects with 
NDEs who reported the experience of a tunnel. Ring 
 [4]  and Sabom  [5]  found that 30% and Van Lommel  et 
al .  [80]  that 23% of subjects with NDE reported seeing 
a light, but did not specify if this was associated with 
the experience of a tunnel. The light is usually white 
or yellow, very bright, but not experienced as painful. 

It seems to cover a larger area in the visual field when 
subjects experience vection [108] . 

    The Life Review 

   The life review has been defined as the percep-
tion of ‘ unusually vivid, almost instantaneous vis-
ual images of either the person’s whole life or a few 
selected highlights of it ’  ( [85] , p. 204). Heim  [42]  
reports the following life review during a mountain 
fall: ‘  …  I saw my whole past-life take places in many 
images, as though on a stage at some distance from 
me. I saw myself as the chief character in the perform-
ance. Everything was transfigured as though by a 
heavenly light and everything was beautiful without 
grief, without anxiety, and without pain. ’  Life reviews 
were found in 13–30% of subjects with NDEs              [4, 80, 
91, 100, 110] . Stevenson and Cook  [111]  analysed 122 
subjects with NDEs and reported that the number of 
distinct life memories may range from a few images 
(one or two) to the impression of a rapid flow of 
countless images depicting their entire life. Some sub-
jects reported that the life review unfolds with an infi-
nite number of images, simultaneously ( ‘ all at once ’ ). 
It is usually experienced very vividly, associated with 
bright colours and can occur as moving in chrono-
logical order or in the opposite order (i.e., ending or 
starting with childhood;  [96] ). It can also purport-
edly involve elements of the future  [112] . Two stud-
ies speculated that life reviews are especially frequent 
in drowning victims, as compared to other situations 
       [110, 113] . Conversely, it seems that suicide survivors 
 [114]  and children with NDEs        [115–116]  rarely report 
life reviews.  

    Meeting of Spirits 

  People often report seeing or feeling different enti-
ties or people during NDEs. Greyson  [117]  gives the 
following example from the report of a man admit-
ted to the hospital due to cardiac disease:  ‘  …  he expe-
rienced an apparent encounter with his deceased 
mother and brother-in-law, who communicated to 
him, without speaking, that he should return to his 
body ’  (p. 315). The encounters are sometimes identi-
fied as supreme beings, pure energy, spiritual guides, 
angels, helpers, or familiar people, but also as demons 
or tormentors         [118–120] . These encounters are reported 
frequently during NDEs (40% of the subjects in Ring’s 
study  [4] ; 52% in Greyson’s study ( [83] :  ‘ sense of 
deceased/religious spirits ’ , see  Table 23.1 ). Sometimes 
subjects report to feel (rather than see) the presence of 
an unfamiliar person, a mystical, or a supreme entity 
(reported by 26% of NDE subjects in Greyson  [83] ). 
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The seen or felt person may also be familiar, but is 
most often a deceased relative or friend. Ring  [4]  and 
Kelly [120]  found that 8% (13%) of seen or felt persons 
were dead relatives, whereas Fenwick and Fenwick 
( [121] , 39%) and Van Lommel  et al.  ( [80] , 32%) found 
this more frequently. Kelly  [120]  analyzed this fea-
ture further by comparing 74 people with NDEs who 
reported to have perceived one or more deceased 
relatives with 200 people with NDE who did not. She 
found that deceased relatives are more frequently 
reported than deceased friends or children (in this 
study only 4% of people with NDEs reported seeing 
persons that were alive at the time of the NDE  [120] ). 
Encounters of dead relatives have long been reported 
in the occult literature as  ‘ apparitions ’  and are sup-
posed to be frequent in so-called  ‘ deathbed visions ’  
       [92, 122] . Sometimes verbal or thought communica-
tion (often described as ‘ telepathic ’ ) has been reported 
to take place between the subject and the encounters. 
Physical interactions such as touch or embraces are 
sometimes described as well [117] . Some of these fea-
tures have also been reported in neurological patients 
with heautoscopy [23] . 

    Positive and Negative Emotions 

   NDE reports often consist of feelings of peace 
and calm (and sometimes ecstasy), despite the expe-
rienced severity of the situation. Whereas Ring  [4]
found that 60% of subjects with a NDE reported feel-
ings of peace (56% in [80] ), Sabom  [5]  noted such 
feelings in all of his subjects with NDE. Greyson  [83]
analyzed the feelings of peace and joy separately and 
found 85% for peace and 67% for joy. A related feature 
might be the loss of pain sensations as subjects with 
NDE often report to be relieved from the unbearable 
pain they were enduring minutes earlier. Heim  [42]
reports his own experience when falling from a cliff: 
 ‘ There was no anxiety, no trace of despair, nor pain; 
but rather calm seriousness, profound acceptance, and 
a dominant mental quickness and sense of surety  …  ’
Many subjects also report feelings of absolute love, all 
encompassing acceptation, often by a supreme entity 
which is associated with a radiant light. Nevertheless, 
NDEs may also be associated with negative emotions, 
 ‘ hell ’ -like features, encounters with tormentors or 
frightfully devoid of any meaning [123] . The exact 
incidence of such negative NDEs is not known, but is 
assumed to be rather low [117] .  

    Other Features 

   In this section we have listed other NDE fea-
tures about which less is known concerning their 

phenomenology, frequency, and association with other 
features. These features are realness, mental clarity, 
sense of time, mystical features, and the experience of 
border and return. 

Realness and mental clarity : Although NDEs are often 
described as highly realistic sensations, we were not 
able to find detailed estimates. In the literature we 
found reports that NDEs are often experienced as  ‘ real ’  
or  ‘ realer than real ’   [124] . Some authors have argued 
that NDEs are qualitatively different from dreams or 
drug-induced hallucinations (e.g.,  [3] ). As one subject 
wrote:  ‘ For many years, it was the most real thing that 
ever happened to me. Yes, far more real and vivid than 
any real-life incident. It was so real, detailed and so 
vivid and consistent … ; in fact, so totally un-dream-
like! ’  ( [96] , p. 137). Thus, many subjects with NDEs 
believe them to involve actual  disembodiment, meeting 
of spirits, seeing of lights, or being in the afterworld 
rather than mere  experiences  thereof. These subjects are 
often reluctant to refer to NDEs in psychological or 
neurophysiological terms  [82] . Realness is sometimes 
also reported as mental clarity or cognitive enhance-
ment. Owens et al.   [106]  found that the report of clear 
experience, perception, and cognition was more fre-
quent in subjects who suffered serious life-threatening 
conditions than those who only thought themselves in 
great biological danger. Greyson  [83]  found that 44% of 
NDE subjects reported accelerated thought with their 
NDE. Heim [42]  also refers to this aspect during his 
mountain fall: ‘ All my thoughts and ideas were coher-
ent and very clear, and in no way susceptible, as are 
dreams, to obliteration  …  The relationship of events 
and their probable outcomes were viewed with objec-
tive clarity, no confusion entered at all ’ . 

Sense of time : A distorted sense of time is a frequent 
feature of NDEs, but has not been described in detail 
in statistical and phenomenological terms. Heim [42]
reported that  ‘ time became greatly expanded ’  during 
his fall. Greyson  [83]  found that 67% of NDE subjects 
reported an alteration of the sense of time, whereas 
this was much less frequent in a control group of 
subjects without NDEs (4%). Based on the reviewed 
phenomenology we suggest that the presence of a 
distorted sense of time, mental clarity, and life review 
might co-occur in subjects with NDEs. 

Mystical and transcendental features . A feeling of 
 ‘ oneness ’  with the universe or of  ‘ cosmic unity ’  was 
present in 52% of subjects with NDEs in Greyson’s 
study [83] . Twenty per cent of Ring’s  [4]  subjects and 
54% of Sabom’s [5]  subjects with NDEs reported the 
 ‘ visit ’  of a supernaturalistic environment. This value is 
considerably smaller in people reporting OBEs ( � 1%; 
 [11] ), but more frequent in subjects who report mul-
tiple OBEs. Descriptions here vary considerably, but 
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most often seem to involve the experience of seeing 
pleasant sights like cities of light, green and flowered 
meadows, and vivid colours. Sometimes, images rem-
iniscent of religious iconography are perceived  [125] . 

Border and Return . A symbolic or concretely per-
ceived limit or border is sometimes reported by sub-
jects with NDEs. Greyson  [83]  found this in 41% and 
Van Lommel  et al.   [80]  in 8%. NDEs (and OBEs) are 
often reported to end abruptly without the experience 
of intentional control  [85] . A patient, resuscitated by 
electrical defibrillation after an anterior myocardial 
infarction, reported:  ‘ It appeared to me  …  that I had 
a choice to re-enter my body and take the chances 
of them [the medical staff] bringing me around or I 
could just go ahead and die, if I wasn’t already dead. 
I knew I was going to be perfectly safe, whether my 
body died or not. They thumped me a second time. 
I re-entered my body just like that ’  ( [126] , p. 65). The 
immediate aftermath is frequently the return of pain 
and the realization that one is alive (similar observa-
tions have also been reported in neurological patients 
with OBEs and related experiences such as heautos-
copy; see below and       [7]  case 4). 

    Folk-psychological Accounts and 
Psychological Aspects 

   Following psychoanalytic theory, several research-
ers consider NDEs as a defence mechanism unfolding 
in a hopeless, life-threatening situation. Noyes and 
Kletti       [110, 127]  were influential with their suggestion 
that the experience during a NDE may reflect a form 
of depersonalization, whereby the endangered sub-
ject ‘ separates ’  from the body and the current events 
in order to be  ‘ dissociated ’  from the unsupportable 
consequences of death and pain. Pfister [128]  was 
perhaps the first to propose a psychoanalytic theory 
of NDEs. Following Heim’s [42]  accounts of NDEs in 
fall survivors, he suggested that ‘ persons faced with 
potentially inescapable danger attempt to exclude this 
unpleasant reality from consciousness and  “ replace ”  
it with pleasurable fantasies which protect them 
from being paralysed by emotional shock ’  ( [129] , p. 
613). By this process, it was then argued that subjects 
 ‘ split ’  into an observing self and a body. The OBE 
component of many NDEs, in particular, has been 
seen as the prototypic experiential correlate of this 
detachment       [1, 130] . However, this psychoanalytic 
account has been criticized on several grounds, mostly 
because of the lack of empirical evidence for it and the 
differences between the symptoms of dissociation in 
psychiatric populations and the reports of NDE sub-
jects (for more details, see        [131–132] ), as well as many 

methodological and scientific concerns about psycho-
analysis itself. Other psychological authors suggested 
that NDEs are the consequence of a human tendency 
to deny death       [1, 130] , the release of archetypical con-
cepts of death  [133] , or the (symbolic or literal) regres-
sion to the experience of coming to life (       [134–135] ; but 
see  [96] ). These approaches of NDEs suffer from the 
same methodological and scientific concerns as psy-
choanalytical propositions. 

   More quantitative approaches have proposed to 
analyze psychological variables of people with NDEs, 
as estimated by interviews and questionnaire sur-
veys. Yet, as with OBEs, no clear psychopathological 
features have been found        [117, 131]  and subjects with 
NDEs and without NDEs do not differ with respect to 
measures of intelligence, extraversion, neuroticism, or 
anxiety. Unfortunately, only a small number of sub-
jects with NDEs have been studied in this systematic 
manner       [136–137] . People with NDEs were also found 
to report more often so-called paranormal experiences 
prior to their NDE       [83, 112] , as well as other complex 
experiences such as OBEs, feelings of being united 
with the universe, feeling the presence of God and oth-
erworldly entities, or having past-life memories [102] . 
Kohr [138]  found similar tendencies in people with 
NDEs: they reported repeated OBEs and higher inter-
est in dreams, past-lives, and meditation. This suggests 
that subjects with NDEs might differ from other subjects 
in being more open to unusual experiences (and also 
willing to report these) and being attentive to the so-
called inner-states  [129] . It might also be that this per-
sonality trait is linked to the larger concept of  ‘ magical 
thinking ’ , which has been shown to depend on right 
hemispheric activity and affinity to  ‘ paranormal ’
thought  [139] . People with NDEs as well as people 
with OBEs  [11]  also score higher than control subjects 
on absorption (a measure that refers to the tendency 
to immerse in imagination and internal states) and the 
related trait of fantasy proneness (a tendency to have 
vivid hallucinations, blurred distinction between real-
ity and imagination, enhanced sensory experiences 
and heightened visual imagery)       [117, 137] . The fact 
that this personality factor is shared among subjects 
with OBEs and NDEs again suggests common predis-
posing factors. On a related note, Ring  [140]  suggested 
that subjects with NDEs are more likely to have suf-
fered abuse, stress, illness, and social problems dur-
ing childhood than a control group (see also  [132] ). 
Measures of dissociation (and depersonalization) 
have also been associated with NDEs. Subjects with 
NDEs scored higher than controls, but were below 
the range of pathological conditions on this measure 
 [141] . Britton and Bootzin  [142]  also found signifi-
cantly higher scores in their group of NDE subjects 
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on the Dissociative Experiences Scale (DES) than in 
their control group (again these scores were different 
between both groups, but within the normal range). 

    Neurology of NDEs 

  Although several authors have speculated on 
the neurology of NDEs, there is an almost complete 
absence of neurological data. Medical and neurologi-
cal conditions that have been associated with NDEs 
and that are associated with brain interference or 
brain damage are cardiac arrest, general anaesthesia, 
temporal lobe epilepsy, electrical brain stimulation, 
and sleep abnormalities (e.g., REM intrusions). As 
more systematic studies have focussed on the investi-
gation of the frequency and intensity of NDEs in car-
diac arrest patients            [80–83]  we will start by reviewing 
these studies with respect to potential neurological 
mechanisms (see also [143] ). 

    Brain Anoxia in Cardiac Arrest Patients 

   The data reported in the large prospective study 
by Van Lommel  et al.   [80]  describes several clini-
cal characteristics of patients that are likely to report 
a NDE after cardiac arrest. In most of these patients 
cardiac arrest occurred in the hospital ( n       �      234; 68%) 
and resuscitation was initiated within 2 minutes after 
cardiac arrest ( n       �      190; 81%). Loss of consciousness 
lasted less than 5 minutes ( n       �      187; 80%). Yet, loss of 
consciousness was diagnosed independently of a neu-
rological or electroencephalographic examination and 
estimated only by electrocardiogram records. We there-
fore do not have detailed neurological and EEG data 
about brain function in the critical clinical period that 
is frequently assumed to be associated with NDEs. 
This is likely due to the medical emergency situation 
and the lack of time to evaluate neurological function 
during resuscitation. Nevertheless, Van Lommel  et al.
 [80]   ‘ defined clinical death (independent of neuro-
logical data) as a period of unconsciousness caused 
by insufficient blood supply to the brain because of 
inadequate blood circulation, breathing, or both. ’  The 
remaining patients were resuscitated outside the hos-
pital ( n       �      101; 29%) and probably suffered from longer 
periods of cardiac arrest ( n       �      88; 80%) and probably 
unconsciousness for more than 10 minutes ( n       �      62; 
56%) as estimated by the authors. 36% ( n       �      123) of all 
investigated patients were unconscious, as defined 
above, for over an estimated period of 60 minutes. 

   Twelve per cent of the total of 344 patients inves-
tigated in that study [80]  reported an NDE. The data 
showed that younger patients with a first myocardial 

infarction and with a previous NDE reported NDEs 
more frequently, while prolonged reanimation was 
associated with less frequent NDEs. Moreover, male 
patients and patients who were reanimated outside 
the hospital reported less NDE features. Van Lommel 
et al.   [80]  argue that the diminished frequency of 
NDEs in patients with prolonged reanimation might 
be due to memory loss or deficient short-term mem-
ory in these patients. This statement seems prema-
ture since no quantitative and detailed neurological 
or neuropsychological assessment on short- or long-
term memory was carried out or reported in the acute 
or later phases of the study. Furthermore, no EEG 
records and neuroimaging examinations (MRI or 
computer tomography) were studied and compared 
between cardiac arrest patients with and without 
NDEs. We believe that neurological and neuropsycho-
logical data as well as EEG and neuroimaging data 
in cardiac arrest patients with NDEs will be crucial 
in describing eventually some of the neurocognitive 
mechanisms of NDEs. Several recent studies have 
reported neurological data about brain function and 
brain damage in patients suffering from more serious 
consequences of cardiac arrest such as prolonged loss 
of consciousness in coma, vegetative state, minimally 
conscious state, as well as milder associated neuro-
logical conditions (see Chapter 3). Unfortunately, we 
were not able to find similar studies reporting such 
data for cardiac arrest patients with NDEs, who are 
most often considered to have maintained pre-mor-
bid brain functions (although this has never been 
confirmed by neuropsychological testing). Given the 
common aetiological origin, we suggest that patients 
with NDEs following cardiac arrest may suffer from 
brain damage that is milder, but anatomically simi-
lar, to the brain damage reported in patients with 
mild forms of post-anoxic brain damage of cardiac 
or pulmonary origin, as for example, reported by 
Ammermann et al.   [144] . This study showed that brain 
damage in such patients is symmetrical and predomi-
nantly affects grey and white matter in several cortical 
and subcortical regions without affecting the brain-
stem ( Figure 23.3   ). These regions include the frontal 
and occipital cortex (including the optic radiation) as 
well as the hippocampus, the basal ganglia, and the 
thalamus confirming earlier results that have also 
revealed damage to watershed regions such as the TPJ 
         [145–147] . Importantly, damage or interference with 
these regions may be linked to several key features of 
NDEs (see below). 

  In the same year than Van Lommel et al. ’ s publication, 
a smaller prospective study on NDEs in cardiac arrest 
survivors was reported  [81] , but again did not present 
any neuroimaging data or results of neurological, 
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neuropsychological, or EEG examinations. We reiterate 
that EEG records during or immediately after the car-
diac arrest period will be important, as well as mul-
tichannel EEG recordings during later periods that 
would allow detecting or excluding subtle potential 
abnormalities and correlating them with potential 
neurological, neuropsychological, and neuroimaging 
abnormalities. In addition, the patient sample was small 
 [81]  and only four cardiac arrest patients (6%) reported 
NDEs (as defined by the Greyson’s scale  [91] ). A third 
study  [82]  found that NDEs occurred with a frequency 
of 23% in the same clinical population, but also did 
not report neurological, neuropsychological, EEG, or 
neuroimaging data. Finally, Greyson  [83]  found a fre-
quency of 10% and found no differences in cognitive 
functions between cardiac arrest patients with and 
without NDEs. For the cognitive examination the inves-
tigators applied the mini-mental status that is often 
used for brief clinical pre-evaluations of patients with 
dementia  [148] . Although, the latter test revealed nor-
mal performance in cardiac arrest patients with and 
without NDEs (score of  � 27) this examination does 
not permit detailed testing of memory, language, spa-
tial thought, visual, auditory, attention, and executive 
functions as is done with standard neuropsychologi-
cal examinations. Despite the variability in frequency 
estimations of NDEs in cardiac arrest survivors in 
these four studies, the two larger ones seem to agree 
on 10–12%, but unfortunately do not provide any 
empirical data on the neurology of NDEs. 

   Other MRI-based techniques might allow describ-
ing potential brain damage in cardiac arrest patients 
with NDEs. Thus, diffusion-weighted MRI allows 
the detection of focal cerebral infarctions in the acute 
phase       [149–150] , due to its sensitivity for ischaemia-
induced changes in water diffusion  [151] . Els  et al.
 [152]  have shown that diffusion-weighted MRI may 

allow to reveal correlates of cerebral anoxia in car-
diac arrest patients independent of severity of anoxia, 
that is, even in patients who recover very well ( Figure 
23.4   ). Moreover, standard T1 and T2 weighted MRI 
may not always reveal brain damage in these patients. 
It thus seems that different techniques of MRI in the 
acute as well as the chronic phase in such patients will 
be necessary to reveal potential functional and struc-
tural lesions causing distinct features of NDEs. 

   Several authors have argued that brain anoxia 
may account for the auditory, visual, and memory 
aspects of NDEs (heard noises, perceived lights and 
tunnels, life review, encounters). The mechanisms 
involved have been proposed to occur as a cascade 

(A) (B) (C) (D)

FIGURE 23.3    MRI of the brain of a cardiac arrest patient with excellent recovery. MRI reveals a distinct pattern of brain damage includ-
ing white matter damage in three brain areas: In proximity of the primary motor and premotor cortex (A and B), periventricular white matter 
lesions (C), and in proximity of primary visual cortex including the optic radiation (D).  Source : Modified from Ammermann  et al .  [144]  repro-
duced with permission from Elsevier. 

FIGURE 23.4    MRI of the brain of a cardiac arrest patient with 
excellent recovery. Whereas standard T2-weighted MRI ( Figure 
23.4C ; compare to  Figure 23.3 ) did not reveal any abnormalities, 
diffusion-weighted MRI in the acute phase (15 hours after resusci-
tation) revealed MRI abnormalities that are compatible with bilat-
eral brain damage. These are shown in  Figure 23.4A  and consist of 
bilateral hyperintense damage in proximity to primary visual cortex 
and the optic radiation (compare also with  Figure 23.3D ). In addi-
tion, the apparent diffusion coefficient (ADC;  Figure 23.4B ) maps 
showed prominent signal decrease in the same locations as DWI, 
compatible with ischemic brain damage. Source : Modified from Els 
et al .  [152]  with permission from Blackwell Publishing.    

(A) (B) (C)
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of events, beginning by a neuronal desinhibition in 
early visual cortex, spreading to other cortical areas 
and leading to NDE-features such as tunnel vision 
and lights           [96,109,153–154] . However, the actual 
sequence of NDE features remains an unexplored 
area. Based on the reviewed data, it seems clinically 
plausible that cardiac arrest patients with NDEs may 
suffer from acute and/or chronic damage or inter-
ference with a subset of widespread cortical and 
subcortical areas, including grey and white matter, 
that have been described in cardiac arrest patients. 
Especially, damage to bilateral occipital cortex and the 
optic radiation (       Figure 23.3D and 4C ) may lead to the 
visual features of NDEs such as seeing the tunnel or 
surrounding darkness (i.e., bilateral peripheral visual 
field loss) and lights (damage to the optic radiation 
is often associated with macular sparing and hence 
centrally preserved vision), whereas interference with 
the hippocampus may lead to heightened emotional 
experiences and experiential phenomena due to epi-
leptogenic interference, including memory flashbacks 
and the life review (see below). Moreover, interfer-
ence with the right TPJ may lead to OBEs         [7, 23, 33] 
whereas interference with the left TPJ may cause the 
feeling of a presence, the meeting of spirits, and heau-
toscopy       [155–156] . This proposition extends previous 
post-anoxic accounts of NDEs by linking the different 
features to different brain regions that may be dam-
aged in cardiac arrest patients with rapid recovery of 
consciousness and neuropsychological functioning. 
These speculations have to be regarded with caution, 
as to date, no neurological, neuropsychological, EEG, 
and neuroimaging data exist to corroborate this claim 
empirically. We also note that models only based on 
the pathophysiology of brain anoxia do not account 
for NDEs occurring in situations that are not related 
to cardiac arrest such as polytraumatism, general 
anaesthesia, and hypoglycaemia. Nor do they account 
for NDEs occurring during mountain falls as well as 
other fearful situations leading to NDEs       [96,129] . As 
stated by Blackmore  [96] , brain anoxia is probably one 
of several, related, mechanisms that lead to NDEs. 

    Experimental Brain Hypoxia in Healthy Subjects 

   Lempert  et al.   [157]  have experimentally induced 
syncopes in 42 healthy subjects using cardiovascular 
manipulations (hyperventilation, orthostasis, Valsalva 
manoeuvres) with the aim of investigating the symp-
toms of transient cerebral hypoxia. They found that 
many of their subjects reported NDE-like sensations. 
Thus, 16% had OBEs, 35% feelings of peace and 
painlessness, 17% saw lights, 47% reported entering 
another world, 20% encountered unfamiliar beings, 

and 8% had a tunnel experience. Two subjects were 
even reminded of previous spontaneous NDEs. These 
data suggest that NDEs may be approached experi-
mentally in healthy subjects (although anxiety, vagal 
effects, as well as other non-hypoxia-related mecha-
nisms may also play an important role  [157] ).

    General Anaesthesia 

   NDEs may also occur during general anaesthe-
sia. Thus, Cobcroft and Forsdick  [72]  have reported 
patients who during general anaesthesia experienced 
OBEs (see ‘ General anaesthesia ’  in the OBE section) as 
well as sensations of moving in a tunnel, seeing people 
and operating theatre details, seeing bright lights and 
surrounding whiteness. This was found in 4% of a large 
sample of patients having undergone general anaes-
thesia [72]  and was confirmed by other investigators 
       [73–74] . There is also a report of a NDE in a 12-year-old 
boy (known for mild cerebral palsy) who underwent 
general anaesthesia for elective uncomplicated surgery 
 [158] . Monitoring during general anaesthesia did not 
reveal any signs of awakening, hypoxia, ischaemia, or 
hypoglycaemia. Yet, this young patient, who did not 
know about NDEs, reported the following  ‘ strange 
dream ’ :  ‘ I was sleeping and suddenly I felt awake and 
had the impression that I was leaving my body  …  I 
could see from above my whole body lying on the back 
on the operating table …  and surrounded by many 
doctors …  I felt as being above my physical body  …  I 
was like a spirit …  and I was floating under the ceil-
ing of the room.  …  but then I had a sensation of light-
ness  …  and I felt relaxed and comfortable  …  I had 
the impression that everything was real  …  I then saw 
a dark tunnel in front of me  …  and I felt attracted to 
it  …  I passed through the tunnel very fast and at its 
end I saw …  a bright light  …  I heard noises  …  [and] 
voices …   [158]  ’ . Interestingly, anaesthetic agents such 
as propofol (as applied in this patient) are known to 
have neuroexcitatory effects  [159]  inducing in some 
patients seizure-like activity and decreased metabo-
lism in the dorsolateral pre-frontal cortex, posterior 
parietal cortex (including the TPJ), and temporal lobe 
 [160] . Lopez  et al.   [158]  speculated accordingly that 
interferences of anaesthetic agents in these areas may 
lead to the induction of some features of NDE, such as 
OBEs, seeing lights, being dragged through a tunnel 
and peace of mind. 

   Independent of general anaesthesia, substances 
such as Ketamine, LSD and cannabinoids, as well as 
many others         [161–163]  may also lead to experiences 
resembling some of the NDE features, like the feel-
ings of joy and bliss, visual hallucinations (including 
tunnels, lights and people), transcendental features 
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       [163–164] , and OBEs        [10–64] . Feelings that the expe-
rience is veridical are not rare when using such sub-
stances, as well as the impression of  ‘ mental clarity ’  and 
enhanced cognition  [163] . Other authors, however, 
argued that drug administration, instead of facilitat-
ing NDEs, may also diminish their frequency        [4–5]  or 
have no effect on the frequency of NDEs (in cardiac 
arrest patients;        [80, 83] ).  

    Epilepsy and Brain Stimulation 

   Many observations link NDEs to epilepsy and 
especially to complex partial seizures. This evidence 
includes (i) interictal EEG signs (spikes and spike-
waves) in subjects with NDEs; (ii) interictal manifes-
tations such as the interictal temporal lobe syndrome; 
(iii) similarity of NDEs with several known sensory 
and cognitive ictal symptoms; (iv) experimental 
induction of some of these symptoms by electrical cor-
tical stimulation in awake humans; (v) and frequent 
damage to the hippocampus, a major epileptogenic 
region, in cardiac arrest patients. 

   Whereas the neurological examination is frequently 
normal in patients with temporal lobe epilepsy, neu-
ropsychological examinations often reveal mild to 
moderate memory impairments characterized by defi-
cits in learning, recognition, delayed recall, or fluency 
tasks either for verbal or visuo-spatial material       [165–
166] . Moreover, these distinct memory deficits have 
been correlated with hippocampal sclerosis, decreased 
volume, and metabolic changes of this structure, as 
shown by functional MRI, magnetic resonance volum-
etry, and magnetic resonance spectroscopy        [167–168] . 
Such examinations in cardiac arrest patients with 
NDEs might thus reveal similar circumscribed deficits 
and brain damage, at least in some of these patients. 

  Britton and Bootzin  [142]  performed EEG recordings 
via 19 scalp electrodes in healthy subjects who have 
reported a previous NDE. They were able to demon-
strate the presence of abnormal epileptic interictal 
EEG activity over the left mid-temporal region in 22% 
of these subjects (one subject had bilateral abnormal 
activity). No epileptic seizures were recorded in or 
reported by any of the subjects. Abnormal activity was 
most prominent over mid-temporal regions and char-
acterized by spikes and spike-waves, as well as sharp 
waves ( Figure 23.5   ). The authors added that subjects 
with NDE also reported more often than the control 
group several temporal lobe symptoms (TLS) ( Figure 
23.6   ) compatible with the interictal temporal lobe syn-
drome  [169] . These include deepened emotionality, 
nascent religious interest, enhanced philosophical pre-
occupation, moralism, sense of personal destiny, as well 
as others (although patients with temporal lobe epilepsy 

may not always show these signs         [170–172] ). Finally, 
Britton and Bootzin  [142]  report that abnormal epilep-
tic activity in subjects with previous NDEs was cor-
related with their score on an NDE scale  [91] , but not 
with trauma-related measures such as post-traumatic 
stress disorder, dissociation, or previous head trauma. 

   Many features of the NDE have been described as 
symptoms of epileptic seizures and have also been 
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FIGURE 23.5    Examples of interictal epileptiform discharges 
in the temporal lobe of subjects with NDE. (A), (B), and (C) Stage 
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placement of the electrodes in the 10–20 system with an anterior–
posterior bipolar reference scheme. Each tracing shows the localized 
brain activity from the area of the two electrodes indicated.  Source : 
From Britton and Bootzin  [142] ; with permission from Blackwell 
Publishing.
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induced in a controlled setting by electrical cortical 
stimulation. Thus, direct electrical cortical stimulation 
       [33, 173]  and focal epileptic activity at the TPJ       [7, 19]  may 
induce OBEs as well as vestibular sensations           [7, 33, 173–
174] . Memory flashbacks and life reviews have long 
been known to occur as a symptom of temporal lobe 
epilepsy and are generally referred to as experiential 
phenomena               [175–180] . Experiential phenomena have 
also been induced by electrical cortical stimulation 
of the temporal lobe, the hippocampus, and the amy-
gdala           [177–180] , as well as the frontal and the parietal 
cortex         [181–183] . One of Hughlings Jackson’s  [175]
patients with temporal lobe epilepsy describes an ictal 
life review:  ‘ The past is as if present, a blending of 
past ideas with present  …  a peculiar train of ideas of 
the reminiscence of a former life, or rather, perhaps, of 
a former psychologic state. ’  ( [184] , p. 1741). Recently, 
Vignal  et al.   [185]  re-investigated memory flashbacks 
and life reviews in patients with pharmacoresistant 
epilepsy during spontaneous seizures and by electri-
cal cortical stimulation with intracranial electrodes. 
Among a population of 180 subjects, they found 17 
patients that described 55 memory flashbacks. These 
were quite variable, but could be repeatedly evoked 
in a given subject by the electrical stimulation of spe-
cific areas. Within the temporal cortex, Vignal  et al.
 [185]  evoked memory flashbacks and life reviews by 
electrical stimulation of the amygdala, the hippoc-
ampus, and the parahippocampal gyrus. One evoked 
memory flashback was: ‘  …  it is always thoughts from 

childhood, it is always visual, it is a place behind 
the house, the field were my father put his car, near 
a lake …  Yes, it is pleasant because we were going to 
get the car from behind the house, it is a happy mem-
ory, it is never unpleasant ’  ( [185] , p. 92). Similar obser-
vations have been reported earlier by Penfield and 
Jaspers [176]  by electrical stimulation of the lateral 
temporal cortex. This suggests that both the stimula-
tion of the medial and the lateral temporal structures 
can be at the origin of experiential phenomena, 
including memory flashbacks and life review. Another 
feature of the NDE that can be observed in epileptic 
seizures and by electrical cortical stimulation is the 
feeling of a presence, namely the experience of feeling 
and believing that someone is nearby, without being 
able to see this person             [155, 186–189] . Arzy  et al.   [156]  
were able to induce the feeling of a presence by elec-
trical cortical stimulation in a patient with pharma-
coresistant epilepsy undergoing pre-surgical epilepsy 
evaluation. The patient reported an  ‘ illusory shadow ’ , 
who mimicked her body position and posture when 
her left TPJ was stimulated. She also reported a neg-
ative feeling about the experience, sensing hostile 
intentions from this unfamiliar  ‘ shadow ’ . The feeling 
of a presence (in neurological or psychiatric patients) 
may also be quite elaborated and the felt person may 
be identified or interpreted as a mystical or supreme 
entity, or guardian angel ( [7]  (case 5),        [31, 155] ). The 
seen double during heautoscopy has also been linked 
to the left TPJ [23]  and may also be experienced as a 
mystical or supreme entity ( [7]  (case 4),  [23] ). The 
experience of such a heautoscopic double may be of 
great emotional and personal relevance        [8, 155] . Also, 
heautoscopy is often associated with the experience of 
sharing of thoughts, words, or actions with the dou-
ble or other people. Thus, patients with heautoscopy 
(but not OBEs) experience to hear the autoscopic body 
talk to them [190]  or experience that they communi-
cate with the illusory body by thought ( [7] , case 5), a 
finding reminiscent of people reporting about the meet-
ing of spirits during NDEs. Other patients with heautos-
copy stated that the autoscopic body is performing the 
actions they were supposed to do ( [19] , case 9) or fights 
with other people that could be of potential danger to the 
patient ( [7] , case 5). 

   To summarize, many NDE features (OBE, feeling 
of presence, meeting with spirits, memory flashbacks, 
and life review) are known symptoms of epileptic 
discharge or electrical stimulation of hippocampus, 
amygdala, and parahippocampal gyrus as well as 
more lateral, neocortical temporal areas including the 
TPJ. The most common cause of temporal lobe epi-
lepsy is hippocampal dysplasia and sclerosis following 
brain anoxia, as the hippocampus is one of the most 

NDE
0

2

4

6

8

10

12

S
ca

le
 s

co
re

14 TLS

CPES

16

Control

FIGURE 23.6    Symptoms evocative of interictal and ictal tem-
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anoxia-sensitive brain regions in humans, and is dam-
aged in almost all patients with cardiac arrest (as 
well as the TPJ which is a classical watershed region). 
Although more empirical investigations on this issue 
are clearly needed, interference and damage to hip-
pocampus and TPJ and consequent clinical and sub-
clinical manifestations of partial epileptic seizures thus 
seem likely candidates as major pathomechanisms 
of NDEs.  

    Sleep Abnormalities and Brainstem Mechanisms 

   Recently it has been suggested that subjects with 
NDEs report more frequently symptoms that might be 
associated with a sleep disorder associated with REM 
intrusions (or rapid eye movement intrusions) as com-
pared to age-matched control subjects without NDEs 
       [86, 107]  (see chapter 8 for more details on REM sleep). 
This was especially the case in subjects who had NDEs 
with OBEs (whether as part of their NDE or occurring 
at a different time  [107] ). REM intrusions were esti-
mated based on questions such as ‘ Just before falling 
asleep or just after awakening, have you ever seen 
things, objects or people that others cannot see? ’  and 
 ‘ Have you ever awakened and found that you were 
unable to move or felt paralyzed? ’ . Both items were 
reported significantly more often in subjects with 
NDEs. Visual and auditory hallucinations were also 
reported to be more frequent in subjects with OBEs 
during NDEs. Nelson et al.         [86, 107]  suggest that NDEs 
and OBEs may be related to muscular atonia during 
REM intrusions due to abnormal brainstem processing. 
REM intrusions are relatively frequent in the normal 
population and associated with sleep paralysis (a 
temporary paralysis of the body during sleep–wake 
transitions) in about 6% of the population. Symptoms 
similar to NDEs are also found in other medical condi-
tions involving sleep or brainstem disturbances such 
as narcolepsy (a disorder involving excessive daytime 
sleepiness;  [191] ), peduncular hallucinations  [192] , 
hypnagogic and hypnopompic hallucinations [193] , as 
well as sleep paralysis [194] . Finally, patients with 
Guillain-Barré syndrome (an acute autoimmune dis-
turbance of the peripheral nervous system leading in 
some cases to severe peripheral sensorimotor deficits 
that may require intensive care) have also been reported 
to have OBEs as well as NDE-like features  [195] . In a 
series of 139 such patients, mental disturbances have 
been found in 31% and included vivid and unusual 
dreams, visual illusions and hallucinations, as well as 
paranoid delusions. Interestingly, REM sleep was 
highly abnormal in these particular patients. The inves-
tigators did not inquire about OBEs directly, but some 
patients reported relevant phenomena such as vivid or 

dreamlike sensations of losing the sense of one’s body, 
meeting people, hovering or floating weightlessly over 
their body, or having the impression to have left one’s 
body. Moreover, patients with the Guillain-Barré syn-
drome also reported complex own body illusions that 
have been linked functionally to OBEs such as illusory 
body-part dislocations, the inversion-illusion, and 
room-tilt illusion          [7, 34–35] .    

    COGNITIVE NEUROSCIENCE OF 
NDE PHENOMENA 

   The reviewed data suggest that many functional and 
neural mechanisms are involved in the generation of 
the wide range of phenomena grouped under the term 
NDE. These mechanisms include mainly visual, ves-
tibular, multisensory, memory, and motor mechanisms. 
Concerning brain regions the reviewed studies sug-
gest damage to and/or interference with different cor-
tical, subcortical, and brainstem mechanisms, as well 
as the peripheral nervous system. Interference with 
the functioning of this extended network also seems to 
occur in situations characterized by stress, physical 
exhaustion, rapid accelerations or decelerations, and 
deliberate relaxation. Although the neural mechanisms 
of many illusions and hallucinations have been 
described in detail, there are – at this stage – not even 
preliminary data on the neurology of the different 
phenomena associated with NDEs. Systematic neuro-
logical research is needed to fill this gap as has already 
been done for related experiences (such as the OBE) 
or related medical conditions in cardiac arrest patients 
(coma, vegetative state, minimally conscious states). 
Although abnormalities in brainstem and peripheral 
nervous system may lead to NDE phenomena, we 
argue that major insights into these experiences will be 
gained by applying research techniques from cognitive 
neurology and cognitive neuroscience to NDE pheno-
mena in order to reveal their cortical and subcortical 
mechanisms. We have reviewed evidence that suggests 
that some NDE phenomena can be linked to distinct 
brain mechanisms. This was shown for the OBE (dam-
age to right TPJ), tunnel vision and seeing of foveal 
lights (bilateral occipital damage including the optic 
radiation with macular sparing and/or foveal halluci-
nations), feeling of a presence and meeting of spirits 
(damage to left TPJ), as well as memory flashbacks, 
life review, and enhanced emotions (hippocampal and 
amygdala damage). All structures have been shown to 
be frequently damaged in those cardiac arrest patients 
that show excellent recovery and who are so far the 
best studied patient group with NDE phenomena. 
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   Based on the selective sites of brain damage in car-
diac arrest patients (with excellent recovery) and the 
associations of key NDE phenomena to some of these 
same areas we would like to suggest that two main 
types of NDEs exist, depending on the predominantly 
affected hemisphere. We propose that type 1 NDEs 
are due to bilateral frontal and occipital, but predomi-
nantly right hemispheric brain damage affecting the 
right TPJ and characterized by OBEs, altered sense 
of time, sensations of flying, lightness, vection, and 
silence. Type 2 NDEs are also due to bilateral fron-
tal and occipital, but predominantly left hemispheric 
brain damage affecting the left TPJ and characterized 
by feeling of a presence, meeting of and communica-
tion with spirits, seeing of glowing bodies, as well as 
voices, sounds, and music without vection. We expect 
emotions and life review (damage to unilateral or 
bilateral temporal lobe structures such as the hippoc-
ampus and amygdala) as well as lights and tunnel 
vision (damage to bilateral occipital cortex) to be asso-
ciated with type 1 and type 2 NDEs. Unfortunately, 
the few existing empirical studies on NDEs in patients 
with well-defined medical conditions lack neurologi-
cal, neuropsychological, neuroimaging, and EEG data 
and to our knowledge no phenomenological analysis 
of case collections has tried to differentiate the two 
different types of NDEs in the way we are proposing 
here. Our proposition remains therefore speculative. 
We are confident that future neuroscientific studies in 
cardiac arrest patients with NDEs are likely to reveal 
the functional neuroanatomy of several NDE phenom-
ena, likely implicating distributed bilateral cortical 
and subcortical brain mechanisms. There are also the 
promising experimental results by Britton and Bootzin 
 [142]  and previous earlier suggestions by Persinger 
 [196]  that link NDE phenomena to symptoms of tem-
poral lobe epilepsy. We therefore also expect addi-
tional insights into the neural mechanisms of NDE 
phenomena through studies investigating the inci-
dence of NDE phenomena (by carrying out detailed 
interviews and questionnaires) and neuropsychology 
in patients with focal epilepsies as well as other neu-
rological patients suffering from focal brain damage. 

    CONCLUSION 

   The present review has summarized findings on the 
functional and neural mechanisms of OBEs and NDEs. 
Whereas OBEs and their underlying brain mechanisms 
are currently investigated by several research groups 
and point to the importance of bodily multisensory 
integration at the right TPJ, the data on the neural 

mechanisms of NDEs are extremely sparse or alto-
gether absent. We have argued above that the inves-
tigation of NDEs in cardiac arrest patients as well as 
neurological patients may be one possibility to start 
investigating the functional and neural mechanisms of 
NDEs. We agree with French  [143]  who suggested that 
 ‘ given the heterogenous nature of the NDE  …  [t]here is 
no reason to assume that a single comprehensive the-
ory will explain the entire phenomenon ’ . We add that 
there is also no reason to assume that an NDE is just 
one phenomenon, as opposed to a group of loosely 
associated experiences due to interference with differ-
ent brain functions and brain mechanisms. Yet, after 
countless studies and speculations that have focussed 
on  ‘ life after life ’  and  ‘ survival of bodily death ’  in 
 ‘ survivors ’  of life-threatening situations, we propose 
that future studies on NDEs may want to focus on 
the functional and neural mechanisms of NDE phe-
nomena in patient populations as well as healthy 
subjects. We speculate that this might eventually lead 
to the demystification of NDEs, just as that of OBEs 
is well under way. More importantly, the scientific 
study of these varied complex experiences may allow 
studying the functional and neural mechanisms of 
beliefs, personality, spirituality, and the self, that have 
and will continue to intrigue scientists, scholars, and 
laymen alike. 
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    PROLOGUE: ROAD TRIP 

   One of the privileges afforded graduate students at 
MIT’s Behavioural Neuroscience Laboratory has been 
the opportunity to transport the renowned amnesic 

patient H.M. from and to his home, a handful of hours 
distant, for his roughly semiannual research visits     1   . 
His renown derived from the profound influence that 
the study of his global amnesia, first described by 
Scoville and Milner in 1957  [2] , had had on the neuro-
science and psychology of memory. For example, it 
had provided the impetus for lesion studies of the role 
of the hippocampus and adjacent structures in learn-
ing and memory in rodents, nonhuman primates, 
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O U T L I N E

C H A P T E R

     ABSTRACT  

This chapter reviews the cognitive and neurological profile of medial temporal-lobe (MTL) amnesia as relates to 
conscious phenomenology. Topics include the selectivity of the memory deficit vis-à-vis other cognitive functions; 
the selectivity of the deficit, within the myriad abilities that can be called mnemonic, to the conscious accessing of 
information acquired post trauma; the seeming normalcy of many aspects of the patient’s conscious experience; 
and the severe constraints that damage to the MTL places on the candidate information and qualia that can make 
up the contents of consciousness. Particularly relevant to the latter are relatively recent, still controversial ideas 
that ascribe to the hippocampus important functions that extend beyond its traditionally accepted role in memory 
encoding – retrieval of autobiographical   episodic memory, relational binding, and imagining new experiences.     
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1   Anecdotes relating to H.M.’s life as a celebrated patient can be 
found in  [1] .    
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and humans [3] , for electrophysiological studies of 
long-term potentiation (LTP)        [4, 5] , for the idea of the 
hippocampus as a cognitive map [6] , and for many 
theoretical models of learning and memory  [7] . 

   The convention for H.M.’s transport was for the 
designated graduate student to travel with a com-
panion, and there was never a shortage of volunteers 
(typically a fellow student or a postdoc) eager to take 
a  ‘ road trip ’  with this famous patient. On one such 
trip the two scientists-in-training and their charge 
sought to pass the time by playing a game in which 
each player selects a colour – on this occasion, green, 
blue, and white – and accumulates points for each car 
painted in his or her colour that passes in the opposite 
direction on the highway. Each player counts aloud, 
and the gaps between passing cars are typically 
filled with cheering and good-natured banter. H.M. 
participated fully in the game, selecting his colour, 
accurately keeping track of his running total, and par-
ticipating in the debate about whether a teal-coloured 
car should be scored as blue, green, or neither. Indeed, 
on this occasion H.M. won, accruing a score of 20 first. 
A round of congratulations was exchanged, followed 
by a lull as the car rolled through the undulating cen-
tral Massachusetts countryside. A few minutes later, 
the guest traveller, eager to maximize his once-in-a-
lifetime opportunity to gain first-hand insight from 
this famous patient, asked ‘ H___, what are you think-
ing about right now? ’  H.M. replied that his count of 
white cars had now increased to 36. 

   The driver and guest were both impressed that 
this patient, famously incapable of remembering vir-
tually anything that had occurred in his life since his 
1953 surgery, had accurately maintained and updated 
a running count of arbitrarily selected  ‘ target stimuli ’
across a span of several minutes, with no evident 
source of external support or reinforcement. The three 
travellers commented on this before the guest traveller 
redirected the conversation to a line of questions that 
was typical of these trips: Do you know what today’s 
date is? Do you know who the current President is? Do you 
know who we are; where we’re going today?  H.M. com-
plied with good-natured responses, as always, clearly 
enjoying the interaction with and attention from these 
young, engaged travelling companions. Very quickly, 
however, H.M. initiated another typical element in the 
driving-with-H.M. script, by steering the conversation 
towards a reminiscence from his youth, the portion 
of his life still mentally accessible after his surgery. 
(The story, about riding the Silver Meteor passenger 
train on a multi-day trip to visit an Aunt in Florida, 
had already been told several times at that point in 
the trip, a product of the teller not remembering the 
previous tellings.) 

  At that point, sensing a  ‘ teachable moment ’ , the 
driver of the car interjected with a question of his 
own:

 ‘ H_____, do you remember what game we were playing 
a few minutes ago? ’

   No, he didn’t. 
 ‘ It involved counting cars of different colours; do you 

remember what your colour was? ’
   No. 
 ‘ The three colours were green, blue, and white; do you 

remember which was yours? ’
   No, the cues didn’t help. 
 ‘ Do you remember who won the game? ’
   No recollection even of the triumph that had, only 

a few minutes before, produced in H.M. a modest 
chuckle and satisfied smile. 

   This vignette illustrates several points about the 
cognitive profile and conscious phenomenology of 
medial temporal-lobe (MTL) amnesia that will be 
taken up in this chapter: the selectivity of the memory 
deficit vis-à-vis other cognitive functions; the selectiv-
ity of the deficit, within the myriad abilities that can 
be called mnemonic, to the conscious accessing of 
information acquired post trauma; the seeming nor-
malcy of many aspects of the patient’s conscious experi-
ence; and the severe constraints that damage to the MTL 
places on the candidate information and qualia that 
can make up the contents of consciousness. 

    BACKGROUND 

   The study of patients with anterograde amne-
sia resulting from damage to the hippocampus and 
adjacent structures of the MTL has contributed enor-
mously to our understanding of the organization of 
memory, of its relation to other aspects of cognition 
and behaviour, and of its neural bases. Perhaps the 
most important principle to derive from the study of 
anterograde amnesia is that it is inaccurate to depict 
memory  as a unitary domain of cognition, in the way 
that one might characterize vision  or  language . Indeed, 
a hallmark of a ‘ pure ’  case of anterograde amnesia 
is the inability to encode (or learn) new information, 
despite relatively intact abilities to retrieve premorbid 
memories2   , to remember a small amount of informa-
tion, such as a phone number, for tens of seconds or 

2   As we shall see, although there is ongoing controversy about the 
quality of some types of premorbid memories in these patients, 
neurologists find it  ‘ clinically useful to describe amnesia as a failure 
to learn new information, which is distinct from a retrieval deficit ’
[8]  p. 41.    
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even longer, and to demonstrate the improvements 
that accompany repeated performance of routine 
behaviours or repeated exposure to stimuli. Also 
spared in anterograde amnesia is every other major 
domain of cognition – sensory perception, language 
comprehension and production, motor control, intel-
ligence, and so on. Because this condition produces 
so circumscribed a deficit of cognition, it provides an 
interesting case with which to examine the relation of 
consciousness to memory vs. other domains of cog-
nition. The analysis in this chapter will begin with a 
review of the neurological exam and its implications, 
followed by the anatomical and physiological pro-
file of the amnesic brain, followed by considerations 
of cognitive effects of damage to the MTL. It will end 
with a consideration of phenomenology   ( Box 24.1   ).  

    THE NEUROLOGICAL EXAM 
AND ITS IMPLICATIONS 

FOR CONSCIOUSNESS 

  Anterograde amnesia is diagnosed when a neuro-
logical exam and neuropsychological testing reveal 
a specific deficit in the ability to learn new informa-
tion, as assessed by poor performance on subsequent 
tests of memory for this new information. In a case 
described by Mega [8] , for example, the patient had a 
normal general medical exam. She could, upon hear-
ing a spoken list of digits, correctly recite lists of six 

in the forward order, and lists of five when instructed 
to recall them in reverse order. On the Mini Mental 
State Exam (MMSE), a dementia screen that evalu-
ates knowledge of where one is and when it is (year, 
season, month, date, day of the week) at the time of 
testing, counting backward from 100 by sevens, and 
following simple instructions, she responded cor-
rectly to 28 out of 30 questions, missing only two that 
required recall of information provided earlier in the 
exam. Her vocabulary was intact, as assessed by the 
ability to name 59 of 60 black-and-white drawings of 
objects from the Boston Naming Test. When asked to 
name as many animals as possible within a minute, 
an index of retrieval from semantic memory and, 
particularly, the control of this retrieval, she named 
19. Executive function was intact, as assessed by 
tests evaluating the ability to perform mental arith-
metic, to change strategy after covert changes of the 
rule in the Wisconsin Card-Sorting Test, and to with-
hold responses on a speeded responding test. Finally, 
and perhaps most striking for one not familiar with 
such cases, her full-scale intelligence quotient (IQ) 
as assessed by the Wechsler Adult Intelligence Scale-
Revised (WAIS-R) was within the normal range. 

  Against this backdrop of normal functioning, 
however, the patient exhibited marked impairment 
on several formal tests of recall and recognition. For 
example, she demonstrated marked impairments 
on tests requiring recall of a list of 16 words several 
minutes after she had heard them (California Verbal 
Learning Test, CVLT), requiring recall of the content 

   BOX 24.1 

ANTEROGRADE VS. RETROGRADE MEMORY          

contrast, H.M.’s performance never varied between 50% 
and 75% correct for photos from the 1940s and 1930s, and 
it dropped off to between 15% and 50% for photos from 
the 1920s, the decade in which he was born. By contrast, 
the mean performance of 19 age- and education-matched 
control subjects starts high and declines steadily, and 
nearly monotonically, from approximately 75% correct 
for the 1980s to 30% for the 1920s  [10] . (It is interesting to 
note that, for items from the 1940s and 1930s, H.M.’s per-
formance exceeds the control group’s mean performance 
of approximately 40% correct. This is perhaps because 
the remote memories of the neurologically healthy group 
have endured more interference over the years than have 
those of H.M.) A more detailed consideration of retro-
grade amnesia is provided in  Box 24.4 . 

  Although the severity of anterograde amnesia can dif-
fer across patients as a function of the nature and size 
of the lesion, it remains stable within a patient for the 
remainder of his or her life. This is illustrated by case 
H.M., who has been tested numerous times, across a 
span of greater than 25 years, on his ability to identify 
from photographs people who were famous during spe-
cifi c decades (e.g., Oliver North from the 1980s, John L. 
Lewis from the 1940s, Warren G. Harding from the 1920s, 
and so on). On each occasion that he was tested on this 
Famous Faces test  [9]  – in 1974, 1977, 1980, 1988, 1989, 
1990, 1994, 1997, and 2000 – his performance never varied 
between 0% and 20% correct for photos taken after the 
onset of his amnesia (i.e., portraying people from 1950s 
to 1980s). For stimuli assessing premorbid knowledge, in 
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of two short stories 30 minutes after they had been 
read aloud (Wechsler Memory Scale (WMS) delayed 
paragraph recall), and requiring recall of a complex 
nonsense figure 30 minutes after she had first seen it 
and successfully copied it (Rey-Osterrieth complex 
figure recall).      3    One concise (if overly simplistic) way 
to summarize this patient’s clinical profile, which is 
characteristic of anterograde amnesia, is that she dis-
played a normal full-scale IQ but an abnormally low 
memory quotient  (as assessed by the WMS). Another 
important distinction revealed here is between long-
term memory (LTM) and short-term memory (STM). 
Although these terms can have different meanings in 
different contexts, to the cognitive neuroscientist the 
former refers to memory for information that has not 
been in conscious awareness for at least several tens 
of seconds (but possibly for as long as several dec-
ades) prior to its retrieval, whereas the latter refers to 
the temporary retention of a limited amount of infor-
mation beginning the moment that this information is 
no longer accessible to the senses. (Thus, for example, 
your memory for what time you woke up today is an 
example of LTM, not STM. Sceptics of this convention 
need only consider the penultimate vignette that con-
cludes this chapter.) 

   From this profile we see that many domains of 
mental function remain intact after the onset of anter-
ograde amnesia. One can infer from these results that 
this patient can, when prompted, call into conscious 
awareness much of the impressively vast amount of 
knowledge that she (like most typically developing 
humans) has acquired during her life (such as the 
names of a plethora of different kinds of animals and 
common objects, facts about political history, knowledge 
about numbers and their mathematical manipulation,
etc.); consciously recite to herself lists of digits and 
think about how to reverse their order; consciously 
reason about what the rules of a novel card-sorting 
game might be, come to the realization that the rules 
have changed, and think about what the new rule 
might be; and so on. As an interim conclusion, then, 
we might infer that many aspects of consciousness are 
largely unaffected by anterograde amnesia. This con-
clusion is also consistent with the impression that one 
might draw from the vignette that opened this chap-
ter. Next we will consider how the evidence about the 
damage sustained by the amnesic brain, as well as 
the effects of this damage on the brain’s functioning, 

informs our understanding of the conscious phenom-
enology of the anterograde amnesic patient. 

    THE IMPLICATIONS OF MTL DAMAGE 
FOR NEUROANATOMICAL AND 

NEUROPHYSIOLOGICAL CORRELATES 
OF CONSCIOUSNESS 

  Patients demonstrating the classic neuropsycho-
 logical profile of a pure anterograde amnesia, such as 
the patient profiled in the preceding section, invariably 
have sustained damage that is largely confined to one 
or more elements of the  medial temporal lobe-diencephalic 
memory system , which comprises the hippocampal 
complex (dentate gyrus, cornu Ammonus (a.k.a., the 
hippocampus proper), and subiculum), and adjacent 
structures of the MTL – the parahippocampal, perirhi-
nal, and entorhinal cortices – and two closely anatomic-
ally linked structures – the mammillary bodies of the 
hypothalamus and the anterior thalamic nuclei. Also 
important to the MTL memory system is the fornix, a 
bundle of fibers leaving the hippocampal complex that 
synapse on the mammillary bodies and on neurons of 
the basal forebrain. A postmortem examination of the 
brain of Mega’s patient revealed bilateral hippocampal 
sclerosis – cell loss in the CA1 fields of the hippocampus 
accompanied by gliotic change – and an absence of 
pathological changes in cortex. Importantly, there was 
no evidence of the widespread cortical damage that 
is associated with such neurodegenerative disorders 
as dementia of the Alzheimer’s type     4     [8] . The possi-
ble aetiology of this damage was not considered. (In 
contrast, a retrieval deficit, as considered in  Box 24.2   , 
would be associated with damage to the dorsolateral 
prefrontal cortex (PFC)  [8] ). 

  The bilateral damage to H.M.’s MTL, produced by 
surgical aspiration intended to treat his intractable epi-
lepsy [2] , was considerably more extensive. Detailed 
structural imaging with magnetic resonance imaging 
(MRI) indicates that H.M.’s lesion is bilaterally symmet-
rical, and includes the medial temporal polar cortex, 
most of the amygdaloid complex, most of the entorhinal 
cortex, and the rostral half of the hippocampus proper. 
The caudal half of the hippocampus (approximately 
2       cm in length), although intact, is atrophic. The mam-
millary nuclei are shrunken. In addition, the cerebellum 

3   Details about the testing procedures for each of the tests listed 
here, as well as the brain systems and mental abilities that they are 
intended to measure, can be found in  [11] .    

4 Dementia  is distinguished from  amnesia  by the clinical presentation, 
along with a memory impairment, of marked impairment of one or 
more nonmnemonic domains of behaviour, including perception, 
receptive or productive language, executive control, and motor 
control.    
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demonstrates marked atrophy (a finding assumed to 
have resulted not from the surgery, but rather from the 
patient’s decades-long history of taking anticonvul-
sant medication [17] ). Importantly, the lateral temporal, 
frontal, parietal, and occipital lobe cortices appeared 
normal for a 66-year-old individual  [18] . 

   When we contrast the lesions of these two patients, 
one quite circumscribed and the other considerably 
more extensive, we see that they do not invade the 
brain regions whose function is implicated in wak-
ing consciousness. The brain regions whose level of 
activation differentiates conscious from unconscious 
mental states include lateral and medial frontal and 
parietal cortex, and thalamus (for more detail, see 
Chapter 15  , and          [19–21] ). Similarly, the lesions of these 
MTL amnesic patients largely spare the territories of 
the so-called ‘ default network ’  of cortical regions that 

display elevated levels of activity when subjects are at 
rest: medial posterior cingulate and dorso- and ven-
tromedial frontal cortex; lateral inferior parietal cortex; 
and medial and lateral aspects of temporal polar 
 cortex. (Portions of this latter area were resected during 
H.M.’s surgery.) Ideas about functional significance 
of activity in this network include ‘ unconstrained, 
spontaneous cognition – [e.g.,] daydreams ’ , maintain-
ing balance within neural networks and systems, and 
 ‘ instantiat[ing] the maintenance of information for 
interpreting, responding to, and even predicting envi-
ronmental demands ’   [22]  (pp. 1249–1250). 

  Turning to the functioning of the brain of MTL 
amnesics, there is a surprising paucity of published 
information on this topic (this despite an abundance 
of data for patients with, for example, mild cognitive 
impairment and with Alzheimer’s disease). H.M. has 
undergone a brain scan with single photon emission 
computed tomography (SPECT), a method that can 
measure blood flow in tissue. In comparison to the 
scan of a healthy, age- and education-matched control 

   BOX 24.2 

    LOST FOREVER OR TEMPORARILY MISPLACED?      5

presented prior to or after the critical information, were 
taken as evidence for  ‘ altered control of information in 
storage ’  (p. 419) in amnesia, and against the consolida-
tion block account. 

   These early studies illustrated that the study of amne-
sia could provide powerful insight into the organization 
of human memory, and the 1970s witnessed an explo-
sion of LTM research, in both memory-impaired and 
normal populations. One result of this development 
was increased understanding of the differences between 
anterograde and retrograde memory ( Box 24.1 ), which 
led to a convincing refutation of strong versions of stor-
age- and retrieval-based accounts of anterograde amnesia 
       [9, 16] . 

  The ambiguity of whether the patient’s defi cit is one 
of encoding vs. one of retrieval also has implications 
for the clinic, in that, for example, evidence of impaired 
recall of recently presented information, alone, cannot 
distinguish an isolated defi cit in  learning  new informa-
tion from a defi cit in  retrieving  it. To differentially diag-
nose anterograde amnesia from a retrieval defi cit, it 
is important to follow up a fi nding of poor 10-minute 
recall with retrieval cues. If the availability of cues pro-
duces a marked improvement in performance, the diag-
nosis of a retrieval defi cit is indicated  [8] .

   The presence   of anterograde amnesia, alone, does 
not permit one to distinguish between a  ‘ consolidation 
block ’  (i.e., impaired encoding) account vs. disordered 
storage or disordered retrieval accounts of hippocampal 
function. In the years following the report of case H.M. 
 [2] , which launched the modern study of the MTL and 
of amnesia, the emphasis was on  ‘ the central role of the 
learning impairment ’   [12]  (p. 233). By the late 1960s, 
however, accumulating evidence that many kinds of 
learning could be spared in amnesic patients (       [12, 13] ) 
led to the alternative proposal that the amnesic syndrome 
was best characterized not as a disorder of encoding, but 
rather as one of storage or retrieval  [14] . For example, 
when Warrington and Weiskrantz  [15]  tested amnesic 
subjects and neurologically healthy control subjects 10 
minutes after reading 16 words, the patients performed 
as well as control subjects on what the authors termed a 
 ‘ cued recall ’  task, but were markedly impaired on a test 
of Yes/No recognition. (The cued recall task from  [15]  
used a procedure that came to be known as word-stem 
completion, in which the fi rst three letters of a studied 
word were presented and the subject was  ‘ required to 
identify the stimulus word ’  (p. 420). It will be revisited 
in  Box 24.3 .) These results, together with evidence of 
disproportionate sensitivity to interference from items 

5  A more thorough treatment of this question can be found in  [16] , 
from which the title of this box was appropriated.    
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subject, H.M.’s thalamus and cortical mantle appear to 
show normal levels of blood flow, with the exception of 
the MTL, from which no signal is detected  [23] . Other 
evidence for normal cortical functioning in H.M. comes 
from a functional MRI (fMRI) scan acquired while he 
performed a novel picture encoding task. This scan 
revealed task-related activity in a portion of caudal 
MTL that was spared by the surgeon, an effect that was 
comparable to what was seen in control subjects  [17] . 
This rather thin set of observations from the human is 
supplemented, however, by controlled studies in exper-
imental animals. In baboons with surgically produced 
neurotoxic lesions of entorhinal and perirhinal cortex, 
positron emission tomography (PET) scans revealed 
pre-to-postoperative hypometabolic changes in several 
brain regions, including inferior parietal, posterior cin-
gulate, sensorimotor, posterior temporal, and rostral 
occipital regions, as well as in thalamus. No differences 
were observed in lateral prefrontal, anterior cingulate, 
anterior temporal, or insular cortex [24] . (These rhi-
nal cortex lesions produced significant impairment of 
recognition memory  [25] .) A study in rats that used a 
similar procedure found significant hypometabolism 
(as measured by PET) in bilateral frontal, parietal, and 
temporal regions four days after unilateral chemical 
lesion of entorhinal cortex, an effect that persisted 4 
weeks later only in temporal cortex [26] . 

  This summary of the structural damage associ-
ated with relatively pure cases of anterograde amne-
sia, and its physiological sequelae, leaves equivocal 
the question of whether the lesions that are sufficient 
to produce anterograde amnesia would be expected 
to affect directly the phenomenological conscious-
ness of these patients. Considering data from amne-
sic patients themselves, it is clear that their lesions do 
not directly invade brain regions known to be neces-
sary for conscious awareness. Additionally, the scant 
amount of information available from case H.M. does 
not show any obvious alterations in the physiology of 
consciousness-related regions. In the baboon, how-
ever, bilateral damage to entorhinal cortex produced 
lasting alterations in many cortical and subcortical 
regions, some of which may correspond to regions 
that, in the human, contribute importantly to conscious 
awareness. An analogous effect may be more transient 
in rats, although the lesion in this case was unilateral. 
Finally, it is worth noting that the lesions in the animal 
studies, although targeting portions of the MTL mem-
ory system, spared the hippocampus proper. Thus, at 
this point in our exploration we have found, at best, 
only indirect hints that conscious awareness may be 
altered in patients with MTL amnesia. We shall see in 
the next section, however, that targeted evaluation of 
specific cognitive functions in these patients uncovers 

deficits that are not readily evident from standard clin-
ical and neuroradiological exams. 

    THE EFFECTS OF MTL DAMAGE ON 
VARIOUS MENTAL FUNCTIONS 
AND THEIR IMPLICATIONS FOR 

CONSCIOUSNESS

    LTM 

  By far, the most influential framework for thinking 
of the relations between consciousness and memory 
has been Tulving’s distinction between  autonoetic ,  noetic , 
and anoetic  states of awareness with respect to memory 
retrieval  [27] . Derived from a Greek word appropriated 
by philosophers to refer to  ‘ mind ’  or  ‘ intellect, ’  the term 
 ‘ noetic ’  in this context roughly corresponds to  ‘ know-
ing ’ . Thus autonoetic (or  ‘ self-knowing ’ ) awareness 
refers to an instance of memory retrieval that  ‘ is not 
only an objective account of what has happened or what 
has been seen or heard  …  [but also] necessarily involves 
the feeling that the present recollection is a reexperience 
of something that has happened before ’   [28]  (p. 597). 
 ‘ At the core of autonoetic memory ’ , writes Moscovitch 
 [29] ,  ‘ is a sense of personal self and the subjective 
experiences associated with that self or ascribed to it ’
(p. 611). In relation to the structure of memory, auto-
noetic awareness is the defining feature of episodic 
memory, the subcategory of declarative memory corre-
sponding to events that one has personally experienced. 
Noetic ( ‘ knowing ’ ) awareness, in contrast,  ‘ occurs when 
one thinks about something that one knows, such as 
a mathematical, geographical, or even personal fact, 
without reexperiencing or reliving the past in which 
that knowledge was acquired ’   [29]  (p. 611). Noetic 
awareness characterizes the phenomenology associated 
with retrieving information from semantic memory, the 
other subcategory of declarative memory. Finally the 
concept of anoetic ( ‘ not knowing ’ ) awareness captures 
the fact that nondeclarative memory can be expressed 
without the individual’s awareness that his or her per-
formance is being influenced by a prior experience 
(see Box 24.3   ). For example, when H.M.’s performance 
on the completion of three-letter word stems or on the 
identification of briefly flashed words displays a robust 
level of influence of a prior study session [30] , it does so 
despite an apparent lack of awareness on the part of the 
patient that there even was a study session 5 minutes 
prior to the test, let alone that his performance reflects 
the influence of that session. (Thus, perhaps  ‘ anoetic 
performance ’  would be a better term.) There exists 
a large and complex literature, extending back even 
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before Tulving’s seminal paper  [27] , that grapples with 
the question of how to determine precisely the level of 
awareness that accompanies performance on different 
memory tasks. This literature is reviewed comprehen-
sively elsewhere        [29, 35] , and the remainder of this sec-
tion will draw on it only to the extent that it addresses 
directly the goals of this chapter. 

  The standard neuropsychological model of the MTL 
memory system, the development of which is sketched 
in         Boxes 24.2, 24.3, and 24.4 , includes two important 
tenets that we will examine in detail. One is the time-
limited role for MTL-mediated consolidation, a feature 
necessitated by the temporal gradient that typifies ret-
rograde amnesia following damage to the MTL ( Box 
24.4   ,  [36] ). The second is the hierarchical arrangement 
of the elements in the MTL memory system, with mem-
ory formation depending on the funnelling of activity 
from nonmnemonic cortical regions first into perirhinal 
or parahippocampal cortex, then into entorhinal cortex, 
and finally ‘ up ’  to hippocampus ( ‘ up ’  in the sense of 
the apex of the hierarchy)  [37] . Recently, questions have 
been raised about both of these tenets of the standard 

neuropsychological model that have important impli-
cations for the neurobiology of consciousness. 

  A challenge to the idea of a time-limited role for the 
hippocampus in memory consolidation has come in the 
form of the multiple trace theory  (MTT) of hippocampal 
function [38] . MTT posits that each instance of memory 
retrieval also prompts the encoding by the hippocam-
pus of a new memory trace, such that over time a single 
memory comes to be stored as multiple traces. To the 
extent that elements of these traces overlap, this pro-
cess leads to the development of semantic knowledge 
that is independent of the episodes in which the infor-
mation was learned. So, for example, if learning about 

   BOX 24.3 

‘MEMORY WITHOUT AWARENESS’        

as word-stem completion  priming , the latter as word-
stem cued recall .) Thus, the intact performance of amne-
sic patients in  [15]  came to be reinterpreted as an early 
demonstration of intact performance by amnesic sub-
jects on a priming task, a phenomenon that fell under 
the rubric of  nondeclarative memory . 

  In parallel to this research in nondeclarative memory, 
by the late 1980s, the dominant neuropsychologically 
inspired view was that memory was organized into dis-
tinct systems, with the principal distinction being between 
MTL-dependent declarative memory and MTL-independ-
ent nondeclarative memory      6   . From this perspective, the 
function of the MTL memory system  was one of encoding 
information that is active in the subjective present (e.g., 
the products of the visual and auditory perception of an 
event, together with the emotions that they engendered) 
and effecting its  ‘ transition from perception to memory ’  
 [34]  (p. 1384) by binding together its anatomically discrete 
representations (in our example, visual, auditory, and 
affective). Only by undergoing this process of MTL-medi-
ated consolidation  could a memory later be called back into 
conscious awareness via volitional retrieval processes. 

         A second major focus of memory research beginning 
in the 1970s was what came to be known as implicit  or 
nondeclarative  memory (for reviews, see        [31, 32] ). The 
consequent development of theoretical and methodo-
logical sophistication in this domain led to a more 
nuanced interpretation of some of the earlier reports 
of intact performance by amnesic subjects. With word-
stem completion, for example, it was shown that the 
performance of amnesic subjects relative to age- and 
education-matched control subjects depended on the 
precise phrasing of instructions about how to process 
the three-letter stem: When subjects were instructed 
to complete the three-letter stem to  ‘ the fi rst word that 
comes to mind, ’  and no reference was made to the prior 
study episode, amnesic patients often generated target 
words at a level that was comparable to that of con-
trol subjects (i.e., they exhibited intact  repetition prim-
ing ); when, in contrast, they were instructed to use the 
three-letter stem as a cue with which to retrieve an item 
from the studied list, amnesic patients were typically 
impaired ( [33] ). (The former procedure, which most 
closely resembles that from ref.  [15] , came to be known 

6   In parallel with the development of memory-systems models were 
transfer appropriate-processing models, which appealed to the 
overlap of mental processes engaged at study vs. test as the critical 
factor in determining memory performance. However, because this 
development emerged largely via the study of neurological healthy 
individuals, its application to the amnesic syndrome has been only 
indirect. A comprehensive overview of recent theoretical develop-
ments in human memory research can be found in  [7] .    
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US Presidents in primary school and taking a family 
trip to Washington DC both create traces representing 
the proposition that  ‘ Thomas Jefferson was the third 
President of the United States, ’  repeated iterations of 
this process create a representation that can be retrieved 
independently of any reference to any one of the con-
texts in which this information was encountered. In 
this way, the memory that  Thomas Jefferson was the third 
President of the United States  becomes a  semantic  mem-
ory. Should damage to the hippocampus be sustained 
several years after the learning took place, the patient 
would nonetheless be able to retrieve this knowledge. 
On this prediction, the MTT and the standard neuropsy-
chological model are in accord. The specific memory of 
the visit to the Jefferson Memorial during the family 
trip to Washington DC, however, remains an  autobio-
graphical episodic  memory that is dependent on the hip-
pocampus for the remainder of the subject’s life. Thus, 
MTT would predict that access to this autobiographical 

episodic memory would be severely impoverished, if 
not completely impossible, after extensive damage to 
the MTL (particularly to the hippocampus). The stand-
ard neuropsychological model, in contrast, would hold 
that autonoetic awareness for remote autobiographical 
episodic memories can be comparable to that experi-
enced by neurologically intact individuals when recall-
ing a memory of the same vintage. At the time of this 
writing, this debate is far from being resolved        [44, 39] .

  A second debate currently underway in the mem-
ory community relates to the retrieval of episodic 
memory, and can be thought of, for our present pur-
poses, as a debate as to whether there are distinct 
processes corresponding to the autonoetic vs. noetic 
awareness that can accompany memory retrieval. 
No one disputes that recognition can either be accom-
panied by an autonoetic sense that ‘yes, I’ve seen this 
person before and I recall distinctly when and where it was 
that I first encountered her ’   or by a noetic  ‘ feeling of 

   BOX 24.4 

RETROGRADE MEMORY AND CONSOLIDATION          

than is memory for events that occurred several years 
earlier. Quantitative studies of this phenomenon, car-
ried out in amnesic patients  [41] , in psychiatric patients 
undergoing electroconvulsive therapy  [42] , in a variety 
of animal preparations  [36] , and in formal computa-
tional modelling  [43] , indicate that this gradient takes 
the form of a monotonic function. Such a replicable, 
systematic pattern of results requires an explanation at 
the level of memory processing, and the explanation 
that has made its way into the textbooks is consolidation . 
More a description than a detailed account of a process, 
the concept of consolidation captures the logic that the 
MTL must continue to play a role in memory process-
ing after the initial encoding of information, but that 
this role is time limited. Thus, memory for informa-
tion that was encoded shortly before MTL damage was 
incurred is vulnerable to disruption, because consoli-
dation of that memory is still underway. Memory for 
information that was encoded long before the trauma, 
in contrast, is more likely to be preserved, because the 
 ‘ process ’  of consolidation had been completed. (A thor-
ough summary of recent developments in the study of 
retrograde memory, including an intriguing phenom-
enon known as  ‘ reconsolidation, ’  can be found in a spe-
cial section of the journal Learning      Memory  (2006, 13(5)) 
that is devoted to this topic.)  

        Retrograde memory refers to memory for information 
encountered prior to the insult to the MTL. Were one to 
start from a strict assumption that the hippocampus is 
an engine of encoding, one might expect that memory 
for an event that occurred the day before the MTL insult 
would be as strong as (if not stronger than) memory 
for an event that occurred years earlier. However, no 
such cases of anterograde amnesia accompanied by the 
absence of any retrograde memory impairment have 
ever been reported. Instead, irreversible damage to the 
MTL invariably also produces some retrograde mem-
ory loss. However, there are marked differences in the 
effects of MTL damage on anterograde vs. retrograde 
memory. Whereas the former is stable across time, the 
latter is more variable, perhaps, as we shall see below, 
in systematic ways. 

   The strength and duration of retrograde amnesia can 
be sensitive to the amount of tissue damaged (particu-
larly cortical tissue outside the MTL), the patient’s age 
at the time of MTL trauma, and other factors  [39] . For 
case H.M., his retrograde memory has been estimated 
to extend back to 11 years prior to his surgery  [40] . 
Unlike anterograde amnesia, however, many studies 
suggest that retrograde amnesia can be characterized 
by a temporal gradient, such that memory for events 
that occurred shortly prior to the MTL trauma is worse 
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familiarity ’  such that  ‘  I know that I’ve seen this person 
before, but I don’t recall who she is, or where or when it was 
that I have previously encountered her. ’   What is conten-
tious, however, is whether there exist two processes 
– recollection  and  familiarity  – that underlie these two 
phenomenological experiences. The alternative is sim-
ply that memories of different strengths can give rise 
to different phenomenological experiences, in this case 
autonoetic vs. noetic awareness, but that the actual 
underlying process of memory retrieval is the same 
in both cases. The details of this debate in the cogni-
tive psychology community (       [45, 46] ) are beyond the 
scope of this chapter. What is relevant to our current 
interest, however, are reports that these two putative 
processes may be neurobiologically dissociable. 

  Results from fMRI in humans  [47]  and lesion stud-
ies in humans           [48–51]  and rats  [52] , have been inter-
preted as evidence that recollection is differentially 
supported by the hippocampus, whereas familiarity 
is supported by nonhippocampal elements of the MTL 
memory system, of which the perirhinal cortex is par-
ticularly emphasized  [53] . An implication of this  ‘ dual 
processes ’  account is that autonoetic awareness at the 
time of retrieval may depend on the hippocampus 
proper, whereas noetic awareness may be supported 
by nonhippocampal elements of the MTL. In contrast, 
the standard neuropsychological model would hold 
that any differences in retrieval-related phenomenol-
ogy associated with damage to different elements of 
MTL memory system would be quantitative, rather 
than qualitative, because it denies the possibility that 
different elements of this system differentially support 
discrete memory-related processes. (Indeed, one recent 
account of this view aligns itself with ‘ single process ’
theories from cognitive psychology that deny a funda-
mental difference between recollection and familiar-
ity  [54] ). As is the case with the differing views of the 
time-limited consolidation model vs. the MTT, satisfac-
tory resolution of the question of one vs. two retrieval-
related processes is probably several years off. 

    STM 

  STM can be thought of as the retention in conscious 
awareness of information that is no longer access-
ible to the senses. As we shall see here, it represents 
yet another case in which received wisdom about the 
mnemonic functions of the hippocampus has come 
under reappraisal. In this instance, however, a function 
previously believed to be independent of the integrity 
of the hippocampus is now being shown, under some 
conditions, to depend on it. As we saw in the earlier 
section on the neurological exam, anterograde amnesia 

is characterized by a preserved ability to prehend a 
spoken list of items (in this case, digits) and to recite 
it back to the speaker. Formal demonstrations of this 
           [55–58]  contributed to the development of cognitive 
models specifying a fundamental distinction between 
STM and LTM  [59] , as well as to the idea that STM is 
independent of the MTL memory system. (To be thor-
oughly precise, therefore, this name would need to be 
expanded to ‘ MTL  declarative  LTM system ’ .) 

  The recent reconsideration of the dependence of 
STM on the MTL has its roots in a detailed theory of 
what might be the specific operations performed by 
the hippocampus that give it its privileged function 
with respect to the formation of LTM. In brief, this the-
ory holds that the hippocampus effects the operation 
of representing and learning the relationships between 
items in the environment. This might include the 
arbitrary rule for written English of  ‘i  before  e , except 
after c , ’  or the concrete spatial content of  ‘ Zidane 
struck the free kick from the left side of the field, loft-
ing the ball over the heads of the Brazilian defenders 
and into the right side of the goal box, where Henry, 
running in unmarked, volleyed it into the back of the 
net ’ . (Incidentally, Eichenbaum  [60]  has argued that 
the demonstration of a necessary role for the hip-
pocampus for nondeclarative memory for the rela-
tionships between stimuli (e.g., learning cue–context 
relationships embedded in a visual search task  [61] ) 
rules out the view that the hippocampus  ‘ could be 
a  “ gateway ”  for awareness to enter into memory ’  (p. 
775).) Motivated by this ‘ relational binding ’  model, 
recent studies have demonstrated that patients with 
hippocampal damage are impaired on tests of STM, 
with lags as short as 1 second, for spatial relationships 
between items in a display       [62, 63] . This suggests that 
one qualitative effect of hippocampal damage on phe-
nomenological consciousness is to disrupt the ability 
to represent the relationships between discrete objects. 7

Whether this is also true for the real-time perception 
and experience of complex scenes, or only for instances 
when a mental image of the relationship between no-
longer-perceivable items must be retained, will require 
additional research. A suggestion of what the answer 
might be, however, has already appeared in the form 
of the study to which we now turn. 

7   Another recent study has described a deficit in MTL patients in 
4-second delayed recognition of visually presented stimuli that 
impose no explicit relational binding requirements (location of 
squares, face identity, color identity  [64] ). However, in view of the 
small number of amnesic subjects tested (three) and the heterogen-
eity of their lesions, it would be premature to draw strong conclu-
sions about the implications of this one study for our understanding 
of the role of the MTL in STM.    
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    Imagining New Experiences 

   The debates summarized at the beginning of this 
section   relate to whether the hippocampus is nec-
essary for autonoetic awareness during memory 
retrieval. But what about thinking about experiences 
that have never actually occurred, such as might hap-
pen when one daydreams, or when one thinks about 
what might happen at an upcoming event? One 
group has reasoned that because these phenomeno-
logical experiences would seem to draw on many of 
the same psychological processes required for auto-
noetic awareness of an episodic memory (e.g., men-
tal imagery, a sense of  ‘ being there ’ , maintenance of a 
narrative structure), the ability to imagine new experi-
ences might also be dependent on the hippocampus. 
(This line of reasoning depends on many precepts 
of the MTT.) In their experiment they asked patients 
with bilateral hippocampal damage to construct new 
imagined experiences, such as ‘ Imagine you are lying 
on a white sandy beach in a beautiful tropical bay ’
and ‘ Imagine that you are sitting in the main hall of a 
museum containing many exhibits ’ . Their results indi-
cated that the imagined experiences of the patients 
contained markedly less experiential richness than 
did those of healthy control subjects. A more detailed 
analysis also revealed lower  ‘ spatial coherence ’  (a 
measure of the contiguousness and spatial integrity of 
an imagined scene) in the performance of the patients, 
and the authors speculated that this might be at the 
root of the overall poor performance of the patients 
 [65] . Although these results and their interpretation 
are also likely to be met with scepticism from some 
circles, they raise the possibility that the constraints 
on conscious phenomenology imposed by damage to 
the hippocampus are not limited to memory retrieval, 
but may also extend to prospective thought. 

   To summarize this section, many recent develop-
ments in memory research, although some of them are 
still controversial, point to the possibility that the con-
tributions of the hippocampus to phenomenological 
consciousness may extend beyond the processing of 
the present so that the events of the present can later 
be revisited. They suggest that the hippocampus may 
also be necessary for rich autonoetic awareness, as 
well as for spatially coherent thinking about the very 
recent past, the present, and even the future. 

    WHAT IT IS LIKE TO BE AMNESIC? 

  Despite the currently unsettled state of the domains of 
contemporary memory research that were summarized 
in the preceding section, the first two analytic sections of 

this chapter established that many quantitatively meas-
urable correlates of the conscious experience of the MTL 
amnesic patient are not appreciably changed from what 
they must have been prior to the neurological insult. 
This might justify what is arguably the most direct 
approach to investigating the phenomenal conscious-
ness that is characteristic of MTL amnesia – interrogat-
ing patients. Before embarking on this exercise, however, 
a brief review of a few concepts from the philosophy of 
consciousness will prove to be useful. Within the tradi-
tion of phenomenology, the  stream of consciousness  is 
held to provide coherence and continuity to conscious 
experience. As summarized by Thompson and Zahavi 
 [66] ,  ‘ Phenomenological analyses point to the  ‘ width ’  or 
 ‘ depth ’  of the  ‘ living present ’  of consciousness: our expe-
rience of temporal[ly] enduring objects and events, as 
well as our experience of change and succession, would 
be impossible were we conscious only of that which is 
given in a punctual now and were our stream of con-
sciousness composed of a series of isolated now points, 
like a string of pearls. According to Husserl  [67] , the basic 
unit of temporality is not a “ knife-edge ”  present, but a 
 “ duration block ”   …  ’  (p. 77). The relevance of this concept 
to anterograde amnesia is clear, and is further bolstered 
by empirical evidence that relates to H.M.’s perception 
of the passage of time. In his experiment, Richards  [68]  
asked ‘ Without the normal recall for events, how fast 
does time pass for H.M.? Does one hour, one day or one 
year seem just as long to this unique individual as to us? ’
(p. 279). The results indicated that whereas time repro-
duction (and thus, by inference, the experienced passage 
of time) was normal for intervals less than 20 second, it 
was grossly distorted for longer intervals. In answer to 
his passage-of-time question, Richards concluded by 
extrapolating from the data that  ‘ one hour to us is like 
3 minutes to H.M.; one day is like 15 minutes; and one 
year is equivalent to 3 hours for H.M. ’  (p. 281). Thus, for 
H.M., the width of his ‘ living present ’  may, in fact, be 
best characterized as a knife-edge. 

  A second concept from philosophy that is germane 
to our pursuit is that of fringe consciousness   [65] , sum-
marized by Seager [69]  as  ‘ the background of aware-
ness which sets the context for experience  …  [a]n 
example is our sense of orientation or rightness in a 
familiar environment ’  (p. 10). Fringe consciousness 
situates a person, preventing the feeling that one has 
simply popped into the world at that moment. 

   Moving on, then, to the interrogation, self-report 
from H.M. suggests that one phenomenological qual-
ity of anterograde amnesia is a pervasive anxiety 
about what may have happened just beyond the edge 
of the truncated duration block of the living present:

   ‘ Right now, I’m wondering, have I done or said 
anything amiss? You see, at this moment everything 
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looks clear to me, but what happened just before?  …  
It’s like waking from a dream; I just don’t remember  …
Every day is alone, in itself. Whatever enjoyment I’ve
had, whatever sorrow I’ve had. ’   [1]  (p. 138). 

   On another occasion, during an exchange between 
H.M. and researcher William Marslen-Wilson (relayed 
by Hilts [1] ) the patient confessed to worrying about 
giving the wrong answer, whether during formal test-
ing or just in conversation.

   ‘ It is a constant effort, H____ said. You must always 
 “ wonder how is it going to affect others? Is that the 
way to do it? Is it the right way? ”   …  Asked if he 
worried about these things a lot, struggled with his 
thought to get right answers, he said yes, all the time. 
 “ But why? ”   “ I don’t know, ”  said H____. ’  (p. 140) 

  The experience of disordered fringe conscious-
ness is evident in amnesic patient Clive Wearing, a 
distinguished British musicologist, conductor, and 
keyboardist whose amnesia resulted from herpes 
encephalitis, a condition that can produce severe dam-
age to the hippocampus while leaving the rest of the 
brain relatively unscathed. Wearing has been featured 
in several television documentaries, one of which, at 
the time of this writing, can be viewed on the World 
Wide Web8   . The video clip opens with the camera pan-
ning in on Wearing and his wife sitting in a city park.

  Wife:  ‘ Do you know how we got here? 
’   Wearing:  ‘ No. ’   
Wife:  ‘ You don’t remember sitting down? ’
   Wearing:  ‘ No. ’   
Wife:  ‘ I reckon we’ve been here about 10 minutes at 

least. ’
Wearing:  ‘ Well, I’ve no knowledge of it. My eyes 

only started working now …  ’
Wife:  ‘ And do you feel absolutely normal? ’
Wearing:  ‘ Not absolutely normal, no. I’m com-

pletely confused.  
Wife:  ‘ Confused? ’
Wearing (agitatedly):  ‘ Yes. If you’ve never eaten 

anything, never tasted anything, never touched any-
thing, never smelled something, what right have you 
to assume you’re alive? ’

Wife:  ‘ Hmm. But you are. ’
Wearing:  ‘ Apparently, yes. But I’d like to know 

what the hell’s been going on! ’

  (In making these pronouncements about his senses, 
it is clear that Wearing is speaking figuratively, not liter-
ally.) Thus, for Wearing, too, each waking moment feels 
as though he is just waking up from sleep. The journal 

that he keeps is filled with multiple entries that all con-
tain variants of the same message. For example, directly 
under the entry ‘ 10:49 am  I Am Totally Awake – First 
time ’  , which appears on the first line of a page, is a sec-
ond entry  ‘ 11:05 am  I Am Perfectly Awake – First time ’  , 
and so on. When left alone in his room, the patient fills 
entire pages in this way with entries made at intervals 
ranging from 5 to 45 minutes. 

   These anecdotes capture an essential quality of 
the conscious phenomenology of the MTL amnesic 
patient, the near-continual experience of just having 
awakened from unconscious sleep. The plight of the 
MTL amnesic patient, then, is to be fully cognizant of, 
if not preoccupied by, the fact that one is not cogni-
zant of the daily events of one’s life. 

    CONCLUSIONS 

   The MTL’s contributions to conscious awareness 
are at once minimal and profound. They are mini-
mal in that they would seem to contribute little to the 
ongoing operations that comprise the contents of our 
moment-to-moment conscious awareness – percep-
tion, retrieval and contemplation of semantic knowl-
edge, language processing (receptive and productive), 
social interactions, and so on. They are undeniably 
profound, however, in that they underlie the width of 
the stream of consciousness and the integrity of fringe 
consciousness. This chapter has highlighted sev-
eral important questions that remain to be resolved. 
Physiologically, what are the contributions of the MTL 
to the quality and quantity of activity in the main 
complex of brain structures whose activity underlies 
awareness        [20, 70] ? Psychologically, what explains the 
phenomenological difference between autonoetic and 
noetic awareness? Empirically, are the recent find-
ings that suggest a necessary role for the MTL in some 
kinds of STM and in the ability to imagine new expe-
riences replicable and generalizeable?  

    EPILOGUE: A FINAL WORD 

       ‘  “ What happened to you?  …  ’  asked researcher 
Marslen-Wilson.  ‘ Well, ’  said H____,  ‘ I think of an opera-
tion. I have an argument with myself right there – did 
the knife slip a little? Or was it a thing that’s naturally 
caused when you have this kind of operation? ’   ‘ That 
caused what? ’  Marslen-Wilson asked.  ‘ The loss of mem-
ory, but not of reality ’ , H_______ said. ”   [1]  (pp. 139–140)    

8    http://www.youtube.com/watch?v      �      OmkiMlvLKto & mode      �      re
lated & search      �           
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       For most of us, transient lapses of memory are a 
minor and, at worst, irritating feature of everyday life. 
They are usually brief, item specific and alleviated by 
a pertinent cue. Occasionally, we find ourselves with 
no recollection for longer periods of activity. Some 
such experiences raise intriguing questions about the 
relation between consciousness and memory. When 

the long distance truck driver suddenly  ‘ comes to ’ , 
realizing that he remembers nothing of the last 10 
miles driven, has he merely failed to form long-term 
memories during that period, or was his conscious-
ness in some way impaired throughout? 

   Clinical syndromes of transient amnesia are more 
dramatic. The patient typically presents with a story 
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C H A P T E R

     ABSTRACT  
An isolated and self-limiting impairment of conscious memory can occur in a variety of clinical contexts including 
transient global amnesia (TGA), transient epileptic amnesia (TEA) and psychogenic amnesia. Understanding of 
the pathophysiological mechanisms and neuropsychological profiles of these fascinating syndromes is growing. In 
this chapter, we describe each in turn, highlighting recent advances in the field, and explore some questions that 
transient amnesia raises about the relation between consciousness and memory.   
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of sudden onset but self-limiting memory impair-
ment, during which he was unable to retain new 
information (anterograde amnesia) or remember past 
events (retrograde amnesia). Despite this, he was able 
to carry out complex, purposeful actions and engage 
in conversation. He appeared, in other words, despite 
his memory loss, to be fully ‘ conscious ’ , at least in the 
neurosurgical sense of the term – able to respond to 
events in the well-integrated fashion most of us can 
manage while awake. But what of the contents of his 
consciousness? In some sense, his awareness and self-
awareness were undoubtedly affected by his amnesia 
during the attack. How does memory loss impact on 
our experience? 

  In this chapter, we first describe features of the 
principle clinical syndromes of transient amnesia – 
transient global amnesia (TGA), transient epileptic 
amnesia (TEA) and psychogenic amnesia – and then 
discuss several interactions between amnesia and 
consciousness: (i) the effect of transient amnesia on 
consciousness in its key senses of wakefulness and 
awareness, (ii) its effect, specifically, on the conscious-
ness of self, (iii) the distinction between conscious but 
unremembered behaviour and the complex  ‘ uncon-
scious ’  behaviours known as automatisms. 

    TRANSIENT GLOBAL AMNESIA 

   TGA is a striking clinical syndrome, characterized 
by the abrupt onset of a profound but transient anter-
ograde amnesia, together with a variable degree of 
retrograde amnesia. The name was coined in 1964 by 
Fisher and Adams in a paper describing the clinical 
features of 17 patients  [1] , although several authors 
published accounts of similar cases using different ter-
minology at around the same time            [2–5] . It has been 
suggested [6]  that, prior to this period, the syndrome 
remained buried within the literature on psychogenic, 
or hysterical amnesia.

  A 63-year-old, recently retired teacher was brought to the 
Accident and Emergency department by her husband. One 
hour earlier, she had telephoned him from the local gym 
where she had just finished her daily workout and said:  ‘ I 
don’t know where I am. What’s happening? Where am I? ’  
Despite his reassurances, she had continued to repeat the 
same questions. On examination, she was disoriented in 
time and place, had no recollection for events of the previous 
week and was unable to retain new information – including 
the identity of the attending doctor. Besides the amnesia, 
there were no other neurological signs or symptoms. A CT 
scan of the head was normal. Over the following 6 hours, 
her memory deficit gradually resolved although she was left 
with a dense  ‘ gap ’  for the episode of transient amnesia itself 
and for the preceding trip to the gym.   

    Clinical Features 

   The most widely accepted diagnostic criteria for 
TGA were introduced by Hodges and Warlow  [7] : 

    1.     Attacks must be witnessed and information 
available from a capable observer who was present 
for most of the attack.  

    2.     There must be a clear-cut anterograde amnesia 
during the attack.  

    3.     Clouding of consciousness and loss of personal 
identity must be absent, and the cognitive deficit 
must be limited to amnesia (i.e., no aphasia, 
apraxia, etc.).  

    4.     There should be no accompanying focal 
neurological symptoms during the attack and no 
significant neurological signs afterwards.  

    5.     Epileptic features must be absent. 
    6.     Attacks must resolve within 24 hours.  
    7.     Patients with recent head injury or active epilepsy 

(i.e., remaining on medication or one seizure in the 
past 2 years) are excluded. 

   TGA is a relatively infrequent occurrence, having 
an annual incidence of between 3 and 10 per 100       000 
 [6] . Nonetheless, it has attracted considerable atten-
tion in the scientific literature and circa 1500 cases 
have been described  [8] . The mean age of onset is 
62 years  [6]  and the condition occurs almost exclu-
sively in individuals between the ages of 40 and 80. 
In younger people, a similar phenomenon may occur 
following  head injury  [9] , but such attacks are usually 
excluded from the rubric of TGA. A recent review of 
all literature cases  [8]  failed to find any significant dif-
ference in frequency between the sexes. 

  Ever since the early reports, it has been noticed that 
TGA is often preceded by a period of intense emotional 
or physical stress. Frequently reported triggers include 
immersion in cold water, sexual intercourse, receipt of 
distressing news or a heated argument. The onset of 
anterograde amnesia is betrayed by repetitive question-
ing, often related to attempts at self-orientation such as 
 ‘ What day is it? ’  or  ‘ What am I doing here? ’  Although a 
small amount of information can be retained for a few 
seconds, it is rapidly lost when the patient’s attention 
shifts. The retrograde amnesia may cover a few hours 
prior to the attack onset or be much more extensive. 
Witnesses usually describe the patient as  ‘ confused ’ , 
but careful examination reveals that there is no impair-
ment of conscious level or of other cognitive functions 
such as attention, language or perception. In contrast to 
psychogenic forms of amnesia, knowledge of personal 
identity is always retained. Non-specific symptoms 
such as headache, nausea or dizziness may be present, 
but there are no focal neurological deficits. Symptoms 
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usually resolve gradually over 4–10 hours, with recov-
ery of retrograde memory occurring more rapidly than 
anterograde memory  [10] . The majority of patients, 
therefore, do not present to a neurologist in the acute 
phase. After recovery, a dense amnesic gap for the 
attack itself persists. There is no clinically significant, 
long-term cognitive impairment, although more sub-
tle deficits have been reported. Recurrence is rare and 
occurs at a rate of around 3–5% per year. 

    Aetiology 

   Ever since the first descriptions of TGA, there has 
been considerable debate about its aetiology and this 
debate remains unresolved. TGA-like attacks have 
been reported in association with brain tumours, 
sodium amobarbital injection, high altitude, herpes 
simplex encephalitis and the use of marijuana. This 
suggests that TGA could be a  ‘ final common pathway ’
with numerous potential triggers. 

    Epilepsy 

   Fisher and Adams believed that the most likely 
explanation for TGA was cerebral seizure activity and 
several other early authors also maintained this posi-
tion                 [11–17] . This idea has now largely fallen out of 
favour for a number of reasons. Epilepsy is, by defi-
nition, a recurrent condition whereas patients usu-
ally experience only a single episode of TGA in their 
lifetime. The duration of most TGA attacks is also 
uncharacteristically long for epileptic seizures. Other 
common features of generalized or partial epilepsy 
are absent during the attack. Finally, electroencepha-
lography (EEG) recordings during or after a TGA 
attack are almost invariably normal or show only 
minor non-specific abnormalities       [18, 19] . In a series 
of 114 patients followed up over a mean of 34 months 
following TGA, Hodges and Warlow identified a 
small subset (7%) that subsequently developed epi-
lepsy [20] . These patients, in keeping with more recent 
descriptions of TEA (see below), typically had briefer 
and recurrent amnesic episodes. 

    Migraine 

   Several authors have proposed a causal link 
between migraine and TGA            [21–24] . A past history of 
migraine has been reported to be present in up to 30% 
of patients with TGA  [7] , a significantly higher pro-
portion than in controls, and migrainous features, par-
ticularly headache and nausea, accompany about 20% 
of TGA attacks  [6] . Olesen and Jorgensen suggested 

that the underlying pathological mechanism behind 
both TGA and migraine might be the experimentally 
observed phenomenon of spreading depression  [25] . 
A range of stimuli, applied directly to the cortex, may 
induce a wave of depolarization that spreads at a rate 
of 3–5       mm/minute and reduces cerebral blood flow 
for a period of about 1 hour. Spreading depression can 
be elicited in the hippocampus of experimental ani-
mals, in which it provokes a transient period of amne-
sia. According to the migraine hypothesis, emotional 
or physical stressors lead to the release of glutamate 
in the hippocampus triggering spreading depression 
and hippocampal dysfunction. Critics argue that the 
migraine hypothesis does not readily account for the 
age range of TGA or its low recurrence rate. 

    Arterial 

  Permanent amnesia can result from stroke, most fre-
quently when involving the thalamus bilaterally [26] . 
It is, therefore, reasonable to ask whether TGA is a 
form of transient ischaemic attack (TIA). A number of 
studies have, however, shown that patients with TGA 
have fewer vascular risk factors than control subjects 
with TIA and a more favourable prognosis in terms 
of mortality and cerebrovascular events        [7, 8] . Recent 
imaging studies (below) have shown changes in the 
hippocampus in the days following attacks but the 
features are not typical of standard ischaemic stroke. 

   Venous 

  A more recent theory is that originated by Lewis 
 [27] , which postulates that the well-recognized triggers 
of TGA lead to an increase in central venous pressure. 
In susceptible individuals, this should cause venous 
ischaemia in medial temporal and diencephalic brain 
regions. Support for this idea comes from reports 
of jugular valve insufficiency leading to retrograde 
venous flow during a Valsalva-like manoeuvre in 
73.4% of TGA patients compared with 35.7% of 
controls  [28] .

    Psychological 

  Emotional stress as a trigger for TGA is well recog-
nized. It has been reported that TGA patients are more 
likely to have phobic personality traits [29]  and a past 
history and family history of psychiatric disease [30]
than normal control subjects and patients with TIAs. 
These authors propose that, in such individuals, hyper-
ventilation in response to a stressful situation leads to 
a reduction of cerebral blood flow in medial temporal 
regions and consequent transient amnesia  [31].
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    Neuroimaging 

   For many years, structural brain imaging was 
thought to be entirely normal in the majority of TGA 
cases. Recently, however, a number of studies have 
shown that, in the period immediately following a 
TGA attack (within 24–72 hours of onset), diffusion 
weighted magnetic resonance imaging (MRI) can 
detect small (1–2       mm), punctate hippocampal lesions, 
indicating areas of restricted diffusion, in about 70% of 
patients  [32] . These lesions are most frequently found 
in the CA1 subfield of the hippocampus, a region 
known to be particularly sensitive to hypoxic injury, 
and may be unilateral or bilateral (see Figure 25.1   ). At 
repeat scanning 4–6 months later, the lesions are no 
longer detectable and memory function has returned 
to normal. The pathophysiology of these abnormali-
ties remains unclear, although they have been used 
to support hypotheses of both arterial and venous 
aetiologies       [28, 33] .  

FIGURE 25.1    Magnetic resonance imaging in TGA. (A) Hippocampal subfields, (B)–(D) Typical lesions seen in the hippocampus within 48 
hours after onset on axial and coronal diffusion-weighted and T 2 -weighted sequences, respectively. Note in this case the bilateral T 2  lesions in 
the CA-1 sector of the cornu ammonis (red arrow) extending over 4–5       mm (slice thickness 2       mm), which are clearly separated from the cavity 
of the pre-existing vestigial hippocampal sulcus (green arrow) located in deeper subcortical layers in the vicinity of the gyrus dentatus  [32] . 
(Reproduced with permission of Oxford University Press.)    
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    Neuropsychology 

   Formal neuropsychological testing during a TGA 
attack bears out the clinical impression. The patient 
is able to hold and manipulate information normally 
in working memory as tested, for example, by back-
wards digit span  [34] . However, on tests of long-term 
anterograde memory, such as, delayed recall of a word 
list, story or complex figure performance is at floor  [6] . 
Interestingly, despite having no recollection of stimuli 
encountered during the attack, patients nonetheless 
demonstrate perceptual priming  [35]  suggesting that, 
as with more permanent amnesia from medial tem-
poral lobe or diencephalic damage, implicit memory 
remains intact. 

  During the episode, patients also lose access to 
memories acquired prior to the onset of the attack (ret-
rograde amnesia) to some degree. The initial acquisi-
tion of such memories is, of course, beyond the reach of 
experimental manipulation so assessment of retrograde 
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amnesia can be difficult. In the acute and recovery 
phase of TGA, tests probing memory for both personal 
and public facts and events have revealed variable 
patterns of impairment across individuals. In general, 
accounts of personally experienced episodes are  ‘ curi-
ously empty and lacking in colour, as if reduced to the 
bare bones of memory ’   [36] . They lack what has been 
called ‘ autonoetic consciousness ’  – the feeling of having 
experienced the past episode oneself [37] . Retrograde 
amnesia may affect memories from across the lifespan 
 [38]  or from a more limited time period prior to the 
attack [39] . 

   During the recovery phase, retrograde memory 
improves more rapidly than anterograde memory. In 
some cases, memories are recovered in chronological 
order whereas in others more salient, detailed memo-
ries return first no matter what age they are        [10, 38] .
Anterograde memory impairment lasts much longer 
than is clinically apparent. Deficits, particularly in 
story recall, can be demonstrated several days and, 
in some cases, several months later. Following recov-
ery from TGA, patients are left with complete amne-
sia for events that occurred during the attack. There 
is also usually a short, permanent retrograde amnesia 
for events that occurred in the 1–2 hours leading up to 
the attack [6] .

    TRANSIENT EPILEPTIC AMNESIA 

  Amnesia is a cardinal feature of the majority of 
epileptic seizures, particularly generalized and com-
plex partial seizures. This amnesia is usually only one 
manifestation of a wide disruption of cerebral func-
tion that results in loss or alteration of consciousness 
during the ictus. However, it has been recognized for 
over a century that, occasionally, memory impairment 
may be the sole feature of epileptic seizures. In 1888, 
the renowned British neurologist Hughlings-Jackson 
described the case of Dr Z, a medical practitioner 
who suffered from an unusual variety of epilepsy 
 [40] . During seizures, he retained consciousness and 
was able to engage in complex, purposeful behaviour 
for which he was later amnesic. On one occasion he 
felt the onset of a seizure whilst examining a patient. 
During this attack, he correctly diagnosed pneumonia, 
prescribed treatment and wrote in the patient’s notes, 
but later had no recollection of having done so. 

  When Fisher and Adams first described the syn-
drome of TGA  [1] , they concluded that it was most likely 
due to cerebral seizure activity. It is now clear that this 
is not true for the majority of TGA attacks (see above). 
However, despite using stringent diagnostic criteria for 

TGA, Hodges and Warlow discovered that a significant 
minority (7%) of the patients in their series went on to 
develop complex partial seizures  [7] . This observation, 
together with a steady trickle of case reports in the lit-
erature, has led to increasing interest in the syndrome of 
TEA – a term, introduced by Kapur  [41] , which not only 
emphasizes the similarity to, but also the differences 
from TGA.

  A 58-year-old carpet fitter experienced 28 episodes of tran-
sient amnesia over 18 months. All occurred upon waking in 
the night and lasted about 20 minutes. He repetitively ques-
tioned his wife, but was responsive and coherent through-
out. During one attack he was unable to recall the death of 
his brother a few days earlier. Routine EEG and MRI were 
normal. Lamotrigine abolished the attacks but they briefly 
returned, with associated olfactory hallucinations, dur-
ing a period of non-compliance, and ceased again when he 
restarted the medication. At interview, he described rapid for-
getting of recently acquired memories, patchy loss of salient 
autobiographical memories from the past 30 years, such as 
his wife’s abdominal surgery and the wedding of his son, and 
significant new difficulties navigating around his local area. 

   The diagnosis of TEA is made when a patient meets 
the following diagnostic criteria       [42, 43] :

    1.     a history of recurrent witnessed episodes of 
transient amnesia; 

    2.     cognitive functions other than memory judged 
to be intact during typical episodes by a reliable 
witness;

    3.     evidence for a diagnosis of epilepsy based on one 
or more of the following: 

     –     a epileptiform abnormalities on EEG, 
     –      the concurrent onset of other clinical fea-

tures of epilepsy (e.g., lip-smacking, olfactory 
hallucinations),

     –     a clear-cut response to anticonvulsant therapy. 

    Clinical Features 

   Review of the literature  [42]  and our recent, 
detailed study of 50 cases [43] , reveal TEA to have 
many consistent features. As with TGA, TEA typi-
cally begins in late middle to old age (mean 62 years). 
Why this age group should be particularly susceptible 
to both conditions remains uncertain. The amnestic 
attacks are characterized by a mixed anterograde and 
retrograde amnesia. In comparison with TGA, there is 
considerable variation in the relative extent of these 
two components. Some patients, for example, have 
incomplete anterograde amnesia and are later able 
to ‘ remember not having been able to remember ’ . 
Other patients have minimal or no obvious retrograde 
amnesia and only realize that they have had an attack 
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when they are later unable to recall part of their day. 
The preservation of other cognitive functions such as 
attention, perception, language and executive func-
tion is revealed by the patient’s continued ability to 
respond appropriately to conversation and act in a 
purposeful manner. In our series, there were reports 
of patients driving, winning a hand at bridge, sight-
reading piano pieces and translating text from French 
into English. Certain additional features may accom-
pany the amnesia. Most commonly (in almost half 
the cases in our series), patients experience halluci-
nations of smell or taste which are usually unpleas-
ant – ‘ like burning rubber ’ ,  ‘ metallic ’ ,  ‘ rotten ’ . The 
attack typically lasts around 30 minutes to 1 hour. 
However, much longer episodes, even persisting for 
several days, have been reported and may reflect 
non-convulsive status epilepticus       [44, 45] . Whereas 
TGA is usually a one-off event, patients with 
TEA experience recurrent attacks of memory loss, 
with an average frequency of around 13 per year  [43] . 

   There is a close and intriguing relationship between 
TEA and sleep. Approximately three-quarters of 
patients will have at least one amnesic attack upon 
waking and one-quarter only ever experience amne-
sia in this context  [43] . Some have described such 
attacks as very similar to, only more persistent than, 
the disorientation many of us have briefly felt upon 
waking in an unfamiliar place. One patient noted in 
his journal:  ‘ Woke up at 3.30 a.m. – had no idea where 
I was. After stumbling around to find a light switch, 
found that I was in a small room in the P  …  Hotel in 

Milan. Initially had no idea why I was here. Found 
documents in room with my itinerary  …  Gradually 
began to recall that I was on a trip to attend meetings 
in Milan and Lugano. ’  The reason for the relation-
ship between sleep and TEA is not yet clear. It may be 
that the transition from sleep to waking acts as a trig-
ger to an epileptogenic area in memory-related brain 
regions. Alternatively, amnesia upon waking may 
reflect persistent post-ictal dysfunction of such brain 
regions following a seizure during sleep. In one case, 
for example, morning amnesia was always preceded 
by a brief arousal at around 2 a.m. when the patient 
sat up in bed, staring and said ‘ Oh, the smell, the 
smell ’  before going straight back to sleep. 

   Given the apparent similarity between TEA attacks 
and the amnesia observed in TGA and other forms of 
medial temporal lobe amnesia, it can expected that 
TEA results from disruption of function in the hippoc-
ampus and related structures. Certain clinical features, 
including the frequent co-occurrence of olfactory hal-
lucinosis and the predominance of temporal lobe epi-
leptiform abnormalities on the EEG, would support 
this hypothesis. One patient, who was admitted to 
hospital during a very prolonged episode of epileptic 
amnesia, underwent ictal FDG-PET scanning which 
revealed focal hypermetabolism in the left anterior 
hippocampus (see Figure 25.2   ). One month later, this 
abnormality had resolved. 

   In common with other forms of late-onset epilepsy, 
TEA generally responds well to a low dose of anti-
convulsant medication. However, despite complete 

(A) (B)

(C)

FIGURE 25.2    Neuroimaging during a prolonged episode of TEA. (A) FLAIR MRI scanning during a prolonged episode of TEA revealed 
hyperintensity in the left hippocampus, (B) FDG-PET scanning during the same episode showed hypermetabolism localized to the left anterior 
hippocampus, (C) This region had returned to normal 1 month later.    
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cessation of acute amnesic attacks, the patient often 
complains of ongoing memory difficulties. Two prob-
lems are particularly common. 

    Accelerated Long-Term Forgetting 

  About 50% of patients with TEA report that, 
although they are able to retain new information 
over the short term, these memories seem to evapo-
rate over a few days or weeks. For example, immedi-
ately after returning from holiday in the Rhineland, a 
patient gave an intricately narrated slide presentation 
to his family. However, 2 months later he had no rec-
ollection of his trip to Germany or of the slideshow. 
This problem can be extremely debilitating, and led 
to the early retirement of a number of patients in our 
series. However, it falls under the radar of standard 
neuropsychological tests, which typically assess reten-
tion of information over a period of less than 1 hour. 
Since TEA patients usually perform very well on such 
tests, their difficulties are sometimes mislabelled as 
 ‘ psychological ’ . 

  However, if memory for a story, a list of words or 
a series of designs is tested at longer intervals – up to 
3 weeks – a clear difference emerges between TEA 
patients and neurologically normal control subjects (see 
 Figure 25.3   )  [43] . The cause of Accelerated Long-term 
Forgetting (ALF) is not yet known. It may be related to 
seizure activity (presumably sub-clinical, since frank sei-
zures were no longer present in the patients tested) or 
to underlying structural pathology in memory-related 
brain areas. With regard to current models of mem-
ory, ALF has been interpreted as representing a deficit 
in long-term ‘ systems ’  consolidation, a hypothetical 

process by which memory traces are reorganized in 
the brain over time and thus become more resistant to 
disruption. The relationship between TEA attacks and 
waking therefore becomes particularly intriguing given 
recent interest in the possibility that memory consolida-
tion processes are most active during sleep          [46–48] . 

    Autobiographical Memory Loss 

   Even more common amongst TEA patients is the 
complaint, in about 70%, of a patchy loss of remote, 
salient autobiographical memories, often extending 
back over many decades of their life. They frequently 
report, for example, being unable to remember fam-
ily holidays or weddings from the past 20 to 30 years, 
even when prompted with photographs. As men-
tioned above, autobiographical memory is difficult to 
assess formally since the original encoding episode is 
beyond the control of the experimenter. This problem 
is enhanced in TEA by the patchy nature of the mem-
ory loss. However, using a semi-structured interview 
in which subjects are requested to provide detailed 
episodic memories relating to a particular topic (e.g., 
moving house) for each decade of their lives, we 
exposed significant differences between patients and 
controls (see  Figure 25.4   )  [43] . 

   Remote memory loss in the absence of significant 
impairment of anterograde memory has been termed 
 ‘ focal retrograde amnesia ’ . Some authorities have 
questioned whether this can ever be caused by purely 
 ‘ organic ’  brain disease  [49] , and its pathophysiological 
basis is still far from clear. However, the phenomenon 
has potential to reveal much about the brain processes 
behind autobiographical recollection. 
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FIGURE 25.3    ALF in TEA 24 patients with TEA and 24 normal 
controls learnt a list of 15 words. Despite normal learning and ini-
tial recall, patients showed accelerated forgetting over 3 weeks  [43] . 
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  A third interictal problem occurs in some patients. 
In our recent series, 18/50 patients complained of 
impairment of topographical memory – difficulty in 
recognizing familiar landmarks and in navigating pre-
viously familiar routes.    

    PSYCHOGENIC AMNESIA 

   Cases of transient amnesia straddle the border 
between psychiatry and neurology, and highlight 
just how artificial and misleading the traditional dis-
tinction between these two disciplines can be. As 
discussed above, TGA, generally thought of as a ‘ neu-
rological ’  condition with hints of  ‘ organic pathology ’  
in the medial temporal lobes, can be triggered by psy-
chological stressors and may even be more common 
amongst people with certain personality traits. Other 
instances of transient amnesia, in which there is no 
obvious neuropathological explanation, may be more 
easily explained in purely psychological terms. Such 
cases, variably termed ‘ psychogenic amnesia ’ ,  ‘ func-
tional amnesia ’ ,  ‘ dissociative amnesia ’  or  ‘ hysterical 
amnesia ’ , are characterized by: 

    ‘ a memory loss that is attributable to an instigating 
event or process that does not result in insult, injury or 
disease affecting brain tissue, but that produces more 
forgetting than would normally occur in the absence 
of that instigating event or process ’   [50] . 

  Psychogenic amnesia may be divided into two main 
subtypes after Kopelman [51] : situation-specific psycho-
genic amnesia and global psychogenic amnesia. In the 
former, there is a temporally circumscribed amnesia for 
a specific and usually emotionally charged event such 
as a criminal offence. The degree of amnesia is propor-
tional to the violence of the offence, and up to 30% of 
convicted homicide cases have amnesia claimed at trial 
 [52] . Rates are higher in so-called  ‘ crimes of passion ’ , 
where a murder is unpremeditated and associated 
with extreme emotional arousal, and if alcohol or drug 
intoxication is involved. Although the mechanism of 
this type of amnesia is unclear, it is unlikely to be due 
to malingering, or ‘ putting it on ’ , and in many legal sys-
tems, amnesia does not in itself constitute a defence. On 
occasions, the defendant may claim decreased responsi-
bility for a crime on account of an ‘ intrinsic ’  brain dis-
order such as epilepsy, sleepwalking or hypoglycaemia. 
Although such conditions are only very rarely impli-
cated in violent crime, they can result in amnesia and 
pose considerable diagnostic challenges. 

   Global psychogenic amnesia is not restricted to 
a single event but involves memory loss for a large 
swathe of the patient’s life.

  A 43-year-old construction worker was brought to hos-
pital by colleagues. That morning, he had suffered a minor 
head injury when his forklift truck collided, at low speed, 
with an earth bank. Since then, he had a ‘ complete loss of 
memory ’ , with no recollection of any past events. He was 
unable to remember his own name and failed to recognize 
his colleagues or, when she arrived, his recently estranged 
wife. Despite this, there was no apparent difficulty in learn-
ing new information – he could recount in detail the events 
following his arrival at hospital. MRI of the brain was nor-
mal. It later emerged that, since an acrimonious separation 
from his wife, he had been showing signs of depression and 
drinking heavily. He had suffered a period of concussion fol-
lowing a motorcycle accident in his 20’s. 

   The onset typically follows a stressful experi-
ence, such as a marital or financial crisis, and there 
is often a background of depression or alcohol abuse 
 [53] . It is thought that psychogenic amnesia is com-
monly associated with a history of ‘ organic ’  transient 
amnesia [54] . Knowledge of personal identity is often 
impaired: this is not a feature of organic amnesia. 
There may be a period of wandering,  ‘ psychogenic 
fugue ’  that typically lasts for a few hours or days. 
There is usually a relative preservation of anterograde 
memory, so that patients are able to  ‘ relearn ’  about 
themselves, although they may complain that such 
memories lack the experiential aspect, or ‘ autonoetic 
consciousness ’ , that defines true episodic memory. 
Recovery is frequently protracted and incomplete. 
The brain mechanisms responsible for psychogenic 
amnesia are unknown. It has been proposed that there 
is a functional disconnection between memory stor-
age and retrieval mechanisms in the frontal and tem-
poral lobes [55]  and functional neuroimaging studies 
have revealed decreased brain metabolism, at baseline 
and during attempted memory retrieval, in the right 
frontal cortex  [56] .

    HEAD INJURY 

   Following closed head injury, there is often a 
period of posttraumatic amnesia (PTA) during which 
new learning is grossly impaired and there is retro-
grade memory loss for events leading up to the head 
injury. This can occur even in mild injuries which 
produce no coma. The retrograde amnesia gradu-
ally shrinks until the patient can recall all but the 
brief instant preceding the head injury. The dura-
tion of the anterograde amnesia is predictive of the 
final neuropsychological outcome  [57] . The mem-
ory deficits are usually accompanied by a variety of 
other cognitive and behavioural problems includ-
ing impaired attention, agitation, lethargy and dis-
inhibited behaviour. The pathological mechanisms 



IV. SEIZURES, SPLITS, NEGLECTS AND ASSORTED DISORDERS

underlying PTA may be a combination of focal 
contusions, characteristically in the frontal or tempo-
ral lobes, diffuse axonal injury and secondary effects 
of hypoxia or ischemia. Sometimes, a mild head injury 
such as sustained during sport, may trigger an epi-
sode of typical TGA with repetitive questioning. This 
tends to occur in people below the usual age range for 
TGA, and may be recurrent  [9] .  

    DRUGS 

  A period of transient memory impairment can also 
result from administration of several types of drug 
including benzodiazepines, anticholinergics, keta-
mine (an N-methyl-D-Aspartate (NMDA) receptor 
antagonist) and alcohol. Benzodiazepines, particularly 
midazolam, are widely used in clinical practice as an 
adjunct to or even replacement of anaesthesia. The 
resultant, short lived and predominantly anterograde 
amnesia is thought to result from specific impairment 
of memory encoding, not just a generalized reduction 
in alertness [58] . Retrograde memory is unaffected. 
Benzodiazepines act as agonists at inhibitory GABA A
receptors and the specificity of the cognitive deficit 
may be partially due to the abundance of these recep-
tors in the hippocampal complex. Declarative, con-
scious memories appear to be specifically targeted: 
certain types of procedural memory and perceptual 
priming have been shown to remain intact        [59, 60] .

    TRANSIENT AMNESIA AND 
CONSCIOUSNESS

   The amnesic syndrome, in both its permanent 
and transient forms, offers insights into the relation-
ships between memory and consciousness. In this 
closing section, we will explore these with regard to 
transient amnesia. Neither ‘ memory ’  nor  ‘ conscious-
ness ’  are straightforward, unitary concepts so an ini-
tial clarification of terms is required  [61] . We will then 
consider three aspects of their relationships: (i) the 
effect of transient amnesia on consciousness, in the 
senses of ‘ wakefulness ’  and  ‘ awareness ’ ; (ii) the effect 
of transient amnesia on the consciousness of self; (iii) 
the distinction between conscious but unremembered 
behaviour and ‘ automatism ’ . 

  The syndromes we have described in this chap-
ter affect the ability to form or retrieve long-term 
declarative memories, but leave the following kinds of 
memory intact: working or ‘ short-term ’  memory (the 
ability to hold information ‘ in mind ’  and to manipulate 

it mentally); perceptual memory (underlying the proc-
esses of perceptual classification that allow us, for 
example, to identify glimpses of the same object from 
different views); semantic memory (our database of 
explicit knowledge about language and the world) and 
procedural memory (a collective term used to refer to 
memories that guide behaviour without requirement 
for explicit recollection – like memories for motor 
skills and conditioned responses). The key senses of 
 ‘ consciousness ’  we need to consider here are wakeful-
ness, a conscious state , and  ‘ awareness ’  or  ‘ experience ’ , 
the current  contents  of consciousness. 

    The Effect of Transient Amnesia on 
Consciousness

   Consciousness in the sense of  ‘ wakefulness ’  is unaf-
fected by transient amnesia of the kinds we have dis-
cussed in this chapter. Correspondingly, the abilities, 
normally on line during ordinary wakefulness, to per-
form complex, goal-directed actions and to monitor 
their execution, are also unaffected, at least over short 
periods. We have seen that patients with transient 
amnesia are able to walk, use objects, talk and drive; 
during episodes of TGA patients have been reported 
variously to persevere with carpentry, put together the 
alternator of a car, row a small dingy to the seashore, 
perform a complex bell ringing routine, and engage 
in ballroom dancing  [6] . Patients with TEA whom we 
have studied recently have managed, during attacks, 
to sight read piano pieces, translate between lan-
guages and win a hand of cards. Of course, their per-
formance is liable to falter if they forget what they are 
meant to be doing: presumably in the cases just noted 
the activity itself provided a continuing series of cues 
that kept the performer on task. 

   What of these patients ’  awareness, the contents of 
their experience, during attacks? To judge by their 
own reports, patients are indeed aware of themselves 
and their surroundings during episodes of transient 
amnesia, but this awareness is altered in various 
ways. Thus, sufferers usually recognize and are per-
plexed by their inability to remember events from a 
few minutes ago, if anterograde memory is disabled, 
or from the more distant past, if retrograde memory 
is affected. The quality of recollection, more generally, 
may be altered in patients with an associated impair-
ment of ‘ autonoetic consciousness ’ , whose remote 
memories lose their colour and detail. It is possible, 
though this has not so far been investigated, that dur-
ing episodes of transient amnesia there is a subtle 
but pervasive alteration of experience of the present, 
if this depends to some extent on the operation of 
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structures in the limbic system involved in memory 
formation and retrieval  [62] .

    The Effect of Transient Amnesia on the 
Consciousness of Self 

   Patients sometimes become distressed during epi-
sodes of transient amnesia because of their inability 
to situate their current experience in a coherent con-
text. Failing to recognize his son or his new bungalow 
during an episode of TEA, our patient RG was found 
in tears by his wife. He explained:  ‘ I can’t remember 
anything, it feels horrible ’ . 

  The abilities to contextualize our experience, to 
interpret it through a personal narrative and incorpo-
rate it in our autobiography, are important elements in 
our consciousness of self. Antonio Damasio has con-
trasted this ‘ extended consciousness ’  to the  ‘ core con-
sciousness ’  that normally confers  ‘  …  a consciousness 
of oneself as an immediate subject of experience, unex-
tended in time ’   [63] : it is  ‘  …  a transient entity, cease-
lessly recreated for each and every object with which 
the brain interacts ’   [64] . In transient amnesia the core 
self is intact: sufferers are in no doubt about the own-
ership of their experiences, but the extended self, 
rooted in the past and reaching towards the future, is 
imperilled by the loss of access to personally signifi-
cant memories. The theme of the interdependence of 
the self and autobiographical memory is echoed in 
other contemporary theories of self-knowledge [65] . 

   In TEA, specifically, the temporary loss of access 
to remote memories that occurs during the attack is 
accompanied, between attacks, by a persistent, patchy, 
but dense loss of memories for some salient autobio-
graphical events, often extending back for several dec-
ades. Like the transient loss of access, this depletion of 
autobiographical memory is sometimes distressing. Its 
tempo and mechanism, its impact on the sense of self 
and the role of anticonvulsant drugs in preventing its 
progression are all uncertain at present.  

    The Distinction between Conscious but 
Unremembered Behaviour and  ‘ Automatism ’  

   The diagnosis of TGA or TEA requires evidence 
from a witness that the patient was  ‘ conscious ’  at the 
time of the episode – that is to say, able to behave nor-
mally in all respects other than those governed by the 
memory dysfunction. Sometimes, however, there is 
no witness to clarify this point. We may then be left in 
a quandary as to whether awareness itself, or merely 
memory, was impaired at the time. This important, 

but potentially problematic, distinction was under-
lined by Dr Z, Hughlings-Jackson’s physician–patient 
with epileptic amnesia, who wrote in his diary, on 
the occasion mentioned earlier in this chapter, of his 
 ‘ unconscious – or perhaps I should say unremembered 
– diagnosis ’ . In this case, Dr Z’s preserved abilities to 
converse with his patient, examine him and record the 
correct diagnosis demonstrate that he was conscious 
at the time, beyond all reasonable doubt, even if he 
was amnesic for the process afterwards. But what of 
those occasions, familiar to most of us, when we have 
no recollection of an episode of apparently well inte-
grated but relatively simple behaviour – for example 
of a 20 minute drive down a familiar road – in the 
absence of a witness? Are episodes like these due to 
transient amnesia without impairment of awareness at 
the time? Or might awareness be disengaged as well 
as memory? These questions raise a further fascinat-
ing, fundamental, issue: how complex must behaviour 
be to provide clear evidence for awareness? Although 
this draws us away from the main subject of the chap-
ter, we shall address the question briefly. 

   In general, we tend to regard behaviour that is 
clearly purposeful, and that demonstrates flexible 
selection of means appropriate to an agent’s ends, 
as evidence for awareness. The ability to converse 
intelligently and responsively, for example, is nor-
mally taken to be conclusive evidence for awareness 
as it involves just this kind of cognitive flexibility. 
Automatisms – complex behaviours in the absence of 
conscious awareness and/or volitional intent – provide 
test cases for our understanding of the role of aware-
ness in action. The most familiar examples come from 
realms of sleep and epilepsy. 

  Sleepwalkers navigate around their surroundings 
with some, but often insufficient, care, running a real 
risk of inadvertent injury. They are usually unable to 
give an account of themselves and remember little or 
nothing about episodes afterwards. They are thought 
to be ‘ unconscious ’  during episodes – both asleep and 
unaware – and, indeed, they do not normally exhibit 
the capacity for flexible and appropriate selection of 
means to ends. But there are difficult intermediate 
cases. Sleepwalking is occasionally associated with 
quite elaborate, and apparently goal-directed behav-
iour that is nevertheless entirely or largely unremem-
bered afterwards and unintended by the perpetrator 
in his normal waking state. In a well-known Canadian 
case, for example, a man was acquitted of the murder 
of his mother-in-law, an act he had committed after 
driving 12       km to his in-laws ’  home, on the grounds 
that he was sleepwalking  [66] . The intuitive notion that 
the brains of people who sleepwalk are in a twilight 
state between sleep and waking has been borne out by 
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a recent imaging study demonstrating activity at wak-
ing levels in regions of the brain controlling movement 
while activity in other regions of the cortex, particu-
larly frontal cortex, remains at sleeping levels  [67] . 

   Hughlings-Jackson referred to  ‘ all kinds of doings 
after epileptic fits ’  under the rubric of automatisms. 
Contemporary epileptologists recognize five catego-
ries of epileptic automatism, ‘ more or less coordinated 
adapted epileptic activity occurring during the state of 
clouding of consciousness …  and usually followed by 
amnesia for the event ’ : (i) oropharyngeal, for example 
lip-smacking or chewing movements; (ii) expression 
of emotion, most often fear; (iii) gestural, such as tap-
ping, rubbing, fidgeting or flag-waving movements; 
(iv) ambulatory, including walking, running or bicy-
cling movements; (v) verbal, usually single words or 
short phrases [68] . As a rule, patients are unaware of 
these behaviours, in the sense that they cannot inter-
act with others or report their behaviour at the time, 
though this is not always the case even for the types 
of automatism just listed. 

  In TEA, as we have seen, patients can interact nor-
mally and describe their experiences during attacks 
despite their subsequent amnesia: for these reasons 
we would not regard these episodes – like Dr Z’s dur-
ing his unremembered consultation – as automatisms. 
However, the observation that epileptic activity can dis-
able some but not other psychological capacities compli-
cates the understanding of automatisms: for example, 
a focal frontal lobe seizure might selectively impair 

decision-making capacities, interfering with ‘ volitional 
intent ’  but not with perception or memory. Whether a 
resulting crime is the result of an automatism may be a 
question for lawyers rather than for scientists. 

  Finally what of that drive along a familiar road of 
which we cannot recall a single detail? The cause of the 
amnesia in such cases is open to investigation, at least in 
principle. It could be that we had normal awareness of 
events throughout, but failed to lay down a permanent 
record of them because they were so mundane. If so, reac-
tion times and accuracy of response should be normal at 
the time. It could be that the subsequent amnesia reflects 
a redirection of attention – towards the music on the 
radio, an internal dialogue, a daydream. If so, questioning 
at such times should allow report of the current focus of 
attention; reaction times and accuracy measures are likely 
to reflect our relative absorption in matters other than 
driving. If – and this seems highly unlikely – the amnesia 
is the result of true loss of awareness, probing should once 
again be revealing, and potentially life-saving! 

    CONCLUSION 

  The syndromes of transient amnesia are characterized 
by a temporary loss of conscious access to knowledge of 
the past and an inability to lay down new, consciously 
accessible memories. TGA, TEA and psychogenic 
amnesia have distinct clinical and neuropsychologi-
cal features, which are summarized in  Table 25.1   . These 

TABLE 25.1    Distinguishing Clinical Features of the Transient Amnesic Syndromes  

     Transient global amnesia  Transient epileptic amnesia  Psychogenic amnesia 

Typical age   50–70 years  50–70 years  Also younger 

Past medical history   Migraine  Nil   ‘ Organic ’  transient amnesia, substance abuse, 
psychiatric illness 

Precipitants   Cold water, physical 
exertion, psychological 
stress 

 Waking  Minor head injury, stress, depression 

Ictal memory profile   Profound anterograde 
amnesia with repetitive 
questioning; variable 
retrograde amnesia; non-
declarative memory intact 

 Variable anterograde and 
retrograde amnesia (may 
later partially recall attack); 
retrograde procedural 
memory intact 

 Highly variable: often profound retrograde amnesia 
with loss of personal identity; relatively preserved 
anterograde memory; procedural memory may be 
impaired 

Other features   Headache/nausea may be 
present 

 Sometimes: olfactory 
hallucinations; oroalimentary 
automatisms; brief loss of 
responsiveness 

 Focal  ‘ neurological ’  symptoms or signs, e.g. 
hemiparesis may be present 

Duration   Typically 4–10 hours  Usually      �      1 hour but may last 
much longer (days) 

 Days or months 

Recurrence   Rare  Mean frequency      �      13/year  Rare 

Postictal/interictal
memory

 Grossly intact, but subtle 
deficits may persist for 
months

 Accelerated forgetting, remote 
autobiographical memory loss 
and topographical amnesia 

 Variable: may  ‘ relearn ’  the past causing memories to 
lack  ‘ autonoetic consciousness ’  
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syndromes raise interesting questions about the relation-
ship between memory and consciousness, and provide 
an arena in which to investigate them further. Patients 
with transient amnesia are able to act as their own con-
trol subjects, and thus eliminate some of the interindivid-
ual variation that plagues many lesion studies. Future 
work should address the status of perceptual experience 
during transient amnesia, and examine whether implicit 
memory is truly spared – to test, for example, the recent 
hypothesis that the hallmark of the deficit in amnesia is 
not so much conscious access to memory but relational 
processing        [69, 70] . In addition, the persistent autobio-
graphical memory deficits in patients with TEA offer an 
ideal opportunity to investigate the contentious issue of 
focal retrograde amnesia, and examine its effect upon 
that philosophically slippery creature – the self. 
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    INTRODUCTION 

   One aspect of consciousness  [1]  refers to the avail-
ability of mental representations for use in other cog-
nitive processes. Mental states are conscious if they 
can be reported, reasoned about, voluntary acted on, 

or recollected. Block  [2]  describes such states and their 
content as access-conscious, that is other cognitive 
processes have access to them. This chapter will deal 
with this aspect of consciousness. 

   In a clinical setting one can be said to be conscious 
or aware of something whenever a verbal or a nonver-
bal description can be provided of the object of that 
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   ABSTRACT

Different language impairments allow us to investigate how much the use of language can influence the content 
of conscious awareness and therefore of thinking and reasoning. Pure anarthria (differently form mutism) 
and verbal short-term memory deficits are associated with an impairment of the effect of covert speech on the 
content of working memory. Dynamic aphasia impairs the processes involved in the transition between thinking 
and speaking. However, even the most severe agrammatic patients can retain reasoning about others ’  beliefs that 
according to some theories can only take place in explicit sentences of a natural language.  

Error monitoring is also impaired in many aphasic patients and in some of them is associated with complete 
lack of error awareness (anosognosia for aphasia).   
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awareness. Aphasic patients can hardly provide pre-
cise verbal descriptions of what they see, feel, want, 
and think. Furthermore, they might have altered 
comprehension or associated cognitive deficits severe 
enough to impair their ability with nonverbal descrip-
tions. In order not to underestimate the mental repre-
sentations they have access to (the ‘ content ’  of their 
consciousness) one has to look carefully for alterna-
tive means to obtain controlled responses or indirect 
evidence of what the aphasic patient is aware of. 

   In this chapter I will explore the issue of the men-
tal representation available to aphasic patients by 
using the Baddeley’s model of working memory [3] . 
Within this framework I will analyse the relationships 
between inner speech, working memory, and differ-
ent aphasic syndromes. Related to the question of 
mental representations available to aphasic patients 
is the question of the relationship between thinking 
and aphasia. According to some authors certain forms 
of reasoning can only take place in explicit (i.e., con-
scious) sentences of a natural language: I will exam-
ine this issue by analysing the special case of retained 
 ‘ Theory of Mind ’  (ToM) understanding in patients 
with severe agrammatism. Lastly, I will consider con-
sciousness in its monitoring component and review 
the topics of language output monitoring and anosog-
nosia of aphasia. 

    CONSCIOUSNESS AND WORKING 
MEMORY 

   The concept of working memory refers to a lim-
ited capacity system allowing the temporary storage 
and manipulation of information necessary for com-
plex tasks as comprehension learning and reasoning. 
Baddeley’s initial model [4]  proposed the existence 
of three functional components of working memory: 
an attentional control system (the  ‘ central executive ’ ), 
aided by two subsidiary slave systems, the ‘ phono-
logical loop ’ , and the  ‘ visuospatial sketchpad ’ . The 
two slave systems are assumed to hold respectively 
phonological and visuospatial information. A fourth 
component, the ‘ episodic buffer ’ , was added more 
recently  [5]  on the basis of a number of empirical 
findings. The episodic buffer is assumed to be a lim-
ited capacity store that is capable of multidimensional 
coding. It allows the binding of information to create 
integrated episodes and it provides a temporary inter-
face between the slave systems and long-term mem-
ory (LTM). It is controlled by the central executive, 
which is responsible for binding information from a 
number of sources into coherent episodes. Retrieval of 

such episodes is based on conscious awareness.  Figure 
26.1    shows the four components of the  ‘ fluid ’  working 
memory model (subserving attention and temporary 
storage) and their proposed relations to  ‘ crystallized ’
cognitive systems (shaded area), capable of accumu-
lating long-term knowledge. 

   It is argued that some components of the model 
have a modular organization  [7] . However, this would 
not be the case for the biological mechanism of the 
episodic buffer (the binding), for which the process 
of synchronous firing  [8]  is assumed to be the most 
promising hypothesis  [5] . 

   Within the working memory model, short-term 
storage and manipulation of verbal material is accom-
plished by the ‘ slave system ’  called the  ‘ phonological 
loop ’   [9] . In turn, the phonological loop is conceived as 
a modular system. The main characteristic of this sys-
tem is the distinction of two separate components: a 
phonological non-articulatory short-term store  [10]  and 
an articulatory rehearsal mechanism  [11] . The phono-
logical store consists of auditory memory traces that are 
subject to rapid decay. The articulatory rehearsal mech-
anism is an active process that can refresh the content 
of the phonological store, thus preventing trace decay. 
Auditory material is registered directly in the phonolog-
ical store while visually presented verbal information is 
transformed into phonological code by silent articula-
tion and thereby encoded into the phonological store. 

   The notion of such a model ( Figure 26.2   ) is sup-
ported by the following findings: 

    1.      The phonological similarity effect : Immediate memory 
is poorer for phonologically similar items (e.g., P, T, 
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FIGURE 26.1    The current version of Baddeley’s multicompo-
nent working memory model. The episodic buffer is assumed to 
form a temporary storage that allows information from the subsys-
tem to be combined with data from long-term memory into inte-
grated chunks. This system is assumed to form a basis for conscious 
awareness.  Source : Based on Baddeley  [6] .    
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C, V, B) as compared with dissimilar items (e.g., R, 
W, Y, Z, Q). Semantic similarity has comparatively 
little effect  [12] .

    2.      The word length effect : Immediate memory span 
is better with short than with long words. This 
is explained by the fact that short words can 
be articulated faster, so that more words can be 
silently articulated before they decay  [13] .

    3.      The effect of articulatory suppression : Memory for 
verbal material is impaired when people are asked 
to say something irrelevant aloud. This is assumed 
to block the articulatory rehearsal process, thereby 
leaving memory traces in the phonological loop 
to decay. With visually presented items the 
information is transferred from a visual to an 
auditory code. Articulatory suppression prevents 
this transfer, and in that case the phonological 
similarity effect disappears. On the contrary, with 
auditory presentation concurrent articulation 
suppresses the word length effect but not the 
phonological similarity effect  [14] . It is therefore 
assumed that the word length effect is due to 
the articulatory rehearsal mechanism, while 
the phonological similarity effect reflects the 

process going on within the phonological store, 
which directly receives auditory information but 
needs the mediation of the articulatory rehearsal 
mechanism to be fed by visual information. 

    WHAT IS  ‘ INNER SPEECH ’  

   The term  ‘ inner speech ’  has been used in many 
ways. First, it refers to the subjective phenomenon of 
talking to oneself, of developing an auditory–articu-
latory image of speech without uttering a sound. 
Second, it refers to the objectively measurable ability 
to appreciate the auditory–articulatory structure of 
speech irrespective of its meaning  [15] . Third, it refers 
to any measurable effect of covert speech on the con-
tent of verbal short-term memory.  

    INNER SPEECH AND ANARTHRIA 

   Pure anarthria is a rare disorder commonly defined 
as a total inability to articulate speech in the absence 
of any deficit both of auditory comprehension and of 
written language. It can follow either cortical, sub-
cortical, and brain stem lesions. Anarthria should be 
kept separate from mutism (inability or unwillingness 
to speak in the absence of any brain lesion capable to 
affect the articulatory planning), as well as from dys-
arthria (a speech disorder due to weakness or incoor-
dination of speech muscles). 

   Some anarthric patients (see for instance the patient 
described by Levine et al .  [15] ) subjectively report that 
they do not speak silently. Yet, several authors have 
claimed that anarthria does not affect covert articula-
tion: they based this assumption on the finding that 
anarthric patients perform short-term memory tasks 
differently from normal subjects who are prevented 
from articulating          [16–18] . However Cubelli and 
Nichelli [19]  showed that anarthric patients perform 
short-term memory tasks differently also from normal 
subjects who are allowed to subvocally rehearse. 

   Furthermore, anarthric patients ’  performance dem-
onstrates dissociation between patients with pontine 
lesions and patients with frontal opercular lesions. 
Pontine patients (i.e., patients with ‘ locked-in ’  syn-
drome) do not show a word length effect with both 
auditory and visual stimuli but they do show a pho-
nological similarity effect with visual stimuli. On the 
other hand, patients with fronto-opercular anarthria 
do show a word length effect with auditory but not 
with visual stimuli. In a further study Cubelli et al . 
 [20]  demonstrated that anarthric patients score in the 
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FIGURE 26.2    The proposed model for the phonological loop. 
Auditory information is analysed and fed into a phonological short-
term store. From this system, information can either pass into the 
phonological output buffer or be rehearsed, both overtly and sub-
vocally. Visually presented stimuli are transferred from an ortho-
graphic to a phonological code and thereby registered within the 
phonological output buffer. STM: short-term store; PM: premotor. 
Source:  Based on Baddeley  [6] .    
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lower bounds of the performance of normal subjects 
suppressing articulation at a task of subvocal counting 
(e.g., when they are requested to count the number of 
items a stimulus appears in the centre of a computer 
screen). These results have been interpreted as due 
to the impaired functioning of a circuit dependent on 
supplementary motor area in the case of the locked-in 
syndrome and to the impairment of multiple afferent 
and efferent connection of the lateral premotor system 
in the case of cortical anarthria. In conclusion, anar-
thric patients ’  performance with tasks involving sub-
vocal rehearsal demonstrates that they are not simply 
 ‘ mute ’ , as their inability on overt articulation is associ-
ated with a more subtle impairment of covert articu-
lation. It appears therefore that  ‘ inner speech ’  (in this 
case the ‘ inner voice ’ ) is dependent for its operation 
on brain mechanisms involved in ‘ outer ’  speech.  

    INNER SPEECH IN CONDUCTION 
APHASIA

   Conduction aphasia is a language disorder charac-
terized by selective defect of oral repetition of words 
or sentences in the presence of relative preservation of 
auditory comprehension. The general level of articula-
tion, rate of speech, and use of grammatical elements 
is fluent, but speech output is usually disrupted by 
phonemic paraphasias and anomias. 

   Kurt Goldstein  [21]  suggested that conduction 
aphasia is a disturbance of ‘ inner speech ’ , a cen-
tral language process mediating between nonver-
bal thought and external speech. Fienberg  et al .  [22]  
hypothesized that if that assumption were correct 
patients with conduction aphasia should fail on tasks 
requiring the generation of phonological representa-
tion of words even when no overt speech is required. 
They tested this hypothesis in five patients who had 
conduction aphasia with similar speech disturbances. 
The patients were presented with pictures and were 
required to perform, without overt vocalization, com-
parisons of word length and homophonic and rhym-
ing matches. Four patients successfully performed 
such judgements on words they could not vocalize, 
but one patient could not. The findings provided evi-
dence for heterogeneity within the class of conduction 
aphasia and suggested that ‘ inner speech ’  might be 
impaired only in a subgroup of conduction aphasics. 

  Further studies  [23]  have demonstrated that a major-
ity of patients with conduction aphasia also shows 
a selective deficit in verbal short-term memory. One 
Italian patient, P.V., with a very pure and specific deficit 
in auditory short-term memory, was extensively tested 

to determine whether her deficit could be explained 
within the working memory framework [11] . She 
appeared to be intellectually entirely normal, with a 
high level of verbal and performance I.Q., and excellent 
LTM  [24] . Her immediate memory span was no more 
than 2 items with auditory presentation and about 3–4 
items with visual presentation. Her performance was 
affected by phonological similarity with spoken but 
not with visual presentation, as if she had a phonologi-
cal store but was not using the articulatory rehearsal 
process to feed it. That this was indeed the case was 
also confirmed by lack of the usual deleterious effect 
of articulatory suppression on the span of visually pre-
sented items. However, she also showed a defective 
phonological store, as demonstrated by the progres-
sive impairment at a task of shadowing spoken words 
by presenting them at various rates. While she was able 
to perform this task at slow rates, her performance fell 
behind that of controls as speed increased and phono-
logical store was needed as a buffer to avoid temporary 
overload [9] . 

  A particularly interesting observation concerns 
P.V.’s ability at learning: while she was very good 
at learning lists of meaningful words Baddeley  et al . 
 [25]  demonstrated that she could not learn unfamiliar 
words, such as the vocabulary of a foreign language. 
Within the framework of the Baddeley’s working 
memory model such a deficit of the phonological loop 
prevented the episodic buffer to build associations 
between new words and semantic nodes to be stored 
in LTM. 

    INNER SPEECH AND DYNAMIC 
APHASIA

   In 1885 Lichtheim  [26]  reported a patient with a 
striking dissociation between his inability to talk or 
write spontaneously and his ability to name objects, 
repeat words and phrases, read and write under 
dictation. This pattern of speech disturbance was 
termed ‘ transcortical motor aphasia ’  and subse-
quently subdivided in two types, both sharing the 
common characteristic of preserved word repeti-
tion. One type is characterized by effortful non-fluent 
spontaneous speech in which phonemic paraphasic 
errors were common. The second type, named by 
Luria [27]  ‘ dynamic aphasia ’  is characterized by 
sparsely produced but normally articulated sponta-
neous speech. Luria and Tsvetkova  [28]  provided the 
first analytic investigation of dynamic aphasia. They 
hypothesized that ‘ inner speech with its predicative 
function which takes part in forming the structure or 
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scheme of a sentence is disturbed in cases of dynamic 
aphasia ’ . In this framework  ‘ inner speech ’  is defined 
as  ‘ a mechanism used by the subjects for the transition 
from a preliminary idea to the extended verbal propo-
sition ’  and provides the so-called linear schema of the 
sentence.

   Costello and Warrington  [29]  reported a patient, 
who, after a left frontal lobe tumour, manifested a 
selective speech disorder with all the hallmarks of a 
dynamic aphasia. His speech was very sparse, with 
long response latencies and, on many occasions, with 
a complete absence of response. At the same time 
there was no evidence of impaired comprehension or 
naming difficulties. His repetition was excellent and 
his literacy skill (reading and spelling) satisfactory. On 
the few occasions that he did use speech spontane-
ously there was no evidence of paraphasic errors and 
his speech it was grammatically correct, with normal 
articulation and prosody. His ability to generate sen-
tences was significantly better given a pictorial con-
text than a verbal context. Although he could order a 
sequence of pictures, he had the greatest difficulty in 
ordering the constituent words of a sentence. Based on 
these findings Luria’s hypothesis that dynamic apha-
sia was due to an impairment of inner speech which 
provides  ‘ the linear scheme of a sentence ’  was discon-
firmed. It was concluded that dynamic aphasia does 
not reflect a deficit of language processing but rather 
the selective impairment of verbal planning. 

   In a more recent case report and review of dynamic 
aphasia literature Robinson  et al.   [30]  suggested there 
are two subtypes of dynamic aphasia. The first sub-
type is characterized by a propositional language 
impairment resulting in inability to generate a single 
response on word and sentence level. This deficit is 
specific to language production and is associated with 
left posterior frontal damage (Brodman area 45). On 
the basis of a computational model of prefrontal cor-
tex functioning, Robinson et al.   [31]  proposed that this 
type of dynamic aphasia might be the result of dam-
age to a ‘ context ’  module containing units responsible 
for selection of verbal response options. The second 
subtype, associated with bilateral frontal and subcor-
tical involvement, is characterized by a propositional 
language impairment resulting in inability to  gener-
ate a fluent sequence of novel thought  on discourse level 
generation tasks in the context of preserved ability to 
generate a single response on word and sentence level 
generation tasks. 

  In his influential theoretical model of speech pro-
duction, Levelt [32]  proposed that  conceptual preparation
processes are responsible for the generation of new con-
ceptual structures or messages that is subsequently real-
ized in over speech. Several linguistic theories         [33–35] 

highlighted the importance of focusing  and  attention  as 
key properties of discourse structure, whereby  ‘ focusing ’
is defined as a process of directing attention to a partic-
ular set of concepts or topic in conversation. According 
to Robinson et al.   [30]  dynamic aphasia patients of the 
first type might be impaired at one of the mechanisms 
involved at the stage of conceptual preparation (select-
ing a single response option among competitors), while 
patients of the second type might be impaired in gen-
erating multiple potential messages that are intended to 
be communicated and in focusing attention on a specific 
message to be expressed. 

   While speaking is fluent one is not aware of ante-
cedent ‘ inner speech ’ , probably because it so quickly 
becomes overt. Dynamic aphasia offers a window to 
explore the interface between thought and language. 
Careful neuropsychological investigation of patients 
with dynamic aphasia is just beginning to disentan-
gle the processes that are involved in the transition 
between thinking and speaking.  

    TOM IN AGRAMMATISM 

  The thoughts that precede language are generally 
not conscious. However, upon introspection, we some-
times seem to think and to reason in the language we 
speak. According to some theories        [36, 37]  certain forms 
of reasoning can only take place in explicit sentences of 
a natural language. Other investigators  [38]  have pro-
posed that propositions support thinking by provid-
ing a sequential structure to parallel brain processes. 
ToM is the ability to attribute mental states (i.e., beliefs, 
intents, desires, pretending, knowledge, etc.) to oneself 
and others and to understand that others have beliefs, 
desires, and intentions that are different from one’s own 
 [39] . Some features of ToM involve eye gaze and emo-
tion interpretation: they are viewed to be language inde-
pendent [40] . In contrast, it has been claimed that ToM 
reasoning, such as reasoning on a  ‘ changed content 
task ’ , depends upon language, specifically upon the pos-
session of syntactic structures such as those that allow 
embedding false proposition within true statements. In 
a typical changed content task the experimenter shows 
to Anne a chocolate box with an unusual content (e.g., 
a set of colour pencils). Then the box is closed and Anne 
is requested to say what a person who has not seen the 
contents would say is inside the box. Varley and Siegal 
 [41]  have reported the case of a patient with agrammatic 
aphasia of such severity that language proposition were 
not apparently available at an explicit processing level in 
any modality of language use. Despite the severe gram-
matical impairment, he displayed ToM understanding 
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and simple causal reasoning. This observation, along 
with a few similar case studies [42] , demonstrates that 
reasoning about causes and beliefs involve processes 
that are independent of propositional language. 

    ERROR MONITORING AND 
ANOSOGNOSIA IN APHASIC PATIENTS 

  There are few opportunities to know the subjec-
tive experience of being affected by aphasia associated 
with severe comprehension deficit. Among the few 
available anecdotal reports, I found particularly inter-
esting the interview with neuroanatomist Dr Jill Bolte 
Taylor ( http://soundmedicine.iu.edu/podcast/012807_
7.mp3 ) who in 1996 suffered a brain haemorrhage from 
a left hemisphere arteriovenous malformation. From 
her report it is clear that, from the beginning, she was 
perfectly aware of what was going on: that she was 
having a stroke, that she was unable to speak, and 
that she was producing meaningless utterances. At the 
same time she clearly noted a disturbance in her ‘ inner 
speech ’  (it was like someone was pushing the pause 
button to the dialogue that goes inside the brain). 

  Lazar  et al .  [43]  provided a more systematic and 
controlled account of the experience from the view-
point of the patient. During angiography, they induced 
a transient Wernicke’s aphasia in a patient with left 
frontal arteriovenous malformation by super selec-
tive injection of anaesthetics (amobarbital sodium and 
lidocaine) exclusively into the lower division of the 
left middle cerebral artery. During the procedure the 
patient underwent examination of fluency, comprehen-
sion, naming, repetition, and oral reading. At baseline 
and 15 minutes after anaesthetic injection all aspects 
of language function were entirely normal. After the 
procedure, the patient had no recollection of some of 
the tasks that had been administered to him. By his 
account, however, there was a more systematic attempt 
to respond appropriately than could be inferred from 
his overt behaviour. His description indicated not only 
that he could think, but also that he could recall after-
wards what it was he was trying to do. 

  Yet, not all aphasic patients seem aware of their def-
icits while they are aphasics. The phenomenon of ano-
sognosia for aphasia presents a particularly striking 
failure of the normal monitoring functions for speech 
and, in some cases, seems to require the postulation of 
a more fundamental alteration of consciousness of the 
language processing systems  [44] . 

   Several sorts of language monitoring processes 
have been suggested, including those internal to the 

production system itself and those that depend on 
comprehension system          [45–47] . Note that normal 
speakers (and listeners), not only aphasic patients, 
are often  ‘ unaware ’  of their language errors, so that 
extremely focused attention may be necessary to pick 
up certain phonological and syntactic deviations [48] . 
Indeed, insensitivity to language errors in normal 
subjects depends on the circumstances and priorities. 
Perceptual correction mechanisms are often necessary 
to automatically penetrate the haze of false starts, repeti-
tions, and occasional ungrammaticalities that are on the 
surface of most well formed intended messages  [49] . 

   Schlenck, Huber, and Willmes  [50]  looked for 
two types of speech behaviour in aphasic patients: 
repairs and anticipatory adjustments (prepairs). They 
found that repairs occurred far less frequently than 
 ‘ prepairs ’ , which indicates impaired postarticula-
tory as opposed to intact prearticulatory monitoring. 
 ‘ Prepairs ’  were found to be most frequent in patients 
with relatively good comprehension, in patients with 
poor production, and in those who had both good 
comprehension and poor production. This finding 
indicates that good comprehension may be related to 
successful anticipation of production difficulties. Also, 
the relatively low frequency of repairs in all aphasics ’  
groups may also point out to poor functioning of mon-
itoring relying on comprehension abilities. Oomen, 
Postma, and Kohl [51]  found that, contrary to normal 
controls, Broca’s aphasic patients were not impaired 
in a noise-masked condition, such as confirming the 
greater reliance of Broca’s aphasics on prearticulatory 
rather than on postarticulatory monitoring. 

  Anosognosia of linguistic deficit is present when-
ever an aphasic patient does not attempt to correct an 
error and, confronted with that error, denies its occur-
rence. Such unawareness of language disturbance 
is most often associated to specific forms of abnor-
mal speech such as jargon, stereotypy, or echolalia. 
Typically, patients with anosognosia for aphasia pro-
duce a great amount of meaningless utterance, phone-
mic and semantic paraphasias, and neologisms. They 
show few of the hesitations, pauses, and self-correction 
found in most of the aphasic patients. However, there 
are also several patients with severe auditory compre-
hension deficit and blatant jargon aphasia who seem 
perfectly aware that they are aphasics        [44, 52] . On the 
opposite side there has been also reports of lack of 
error awareness in a patient with relatively preserved 
auditory comprehension  [53] . 

   There are several possible theories to account for 
anosognosia for aphasia. Some authors argued for a 
psychodynamic explanation [54] . However, the obser-
vation that lack of awareness often does not extend to 
the accompanying motor disorders strongly argues 
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against this hypothesis. Furthermore, double disso-
ciation between jargon aphasia and awareness of the 
deficit indicates that simple monitoring failure cannot 
provide a general account of this kind of anosognosia. 

   Shuren  et al .  [55]  have also reported an anosognosic 
aphasic patient that, although apparently unaware of 
his production errors, could detect his own speech 
errors when played back. The authors explained this 
dissociation as caused by the patient’s inability to per-
form speaking and listening at the same time, due to 
a reduced attentional capacity. However, the patient 
described by Maher et al .  [53]  not only recognized 
more of his errors in a recording of his voice than 
he did while speaking, but he also recognized more 
errors in a recording of the examiner making errors 
than he did when listening to the recordings of his 
own speech, a dissociation that cannot be accounted 
by reduced attentional capacity. With a series of exper-
iments on four patients with jargon aphasia Marshall 
et al .  [56]  ruled out explanation of monitoring fail-
ure in jargon aphasia based on deficit of auditory 
feedback or to resource limitation which prevents 
concurrent speaking and monitoring. The authors 
demonstrated that, at least for one of the four patients, 
monitoring difficulties arose when he was accessing 
phonology from semantics. They concluded that mon-
itoring failure could arise from deficits within the pro-
duction process, which preclude comparison of actual 
with intended output. However, while this theory 
might explain monitoring failure in jargon aphasic, it 
cannot account for double dissociation between jargon 
aphasia and anosognosia for aphasia. 

  In conclusion, there is clearly the need of a more 
systematic study of error monitoring in aphasia. 
However, while most aphasic patients have diffi-
culty speaking and monitoring their own speech, 
lack of awareness of speech deficit (i.e., anosognosia) 
seems to go beyond speech monitoring. As suggested 
by Rubens and Garret  [44]  this points to the need to 
develop an account of monitoring processes that treat 
different classes of language structure as having dis-
tinct access to conscious report. The possibility that the 
ability for flexible attentional focus can decline during 
the act of speaking as well as the effect of familiarity 
of one’s own voice should also be taken into account. 

    CONCLUSION 

  Language is not only instrumental to inter-indi-
vidual communication but it is likely to be a powerful 
tool to structure and to constraint the content of our 
consciousness. Yet, most of the neuropsychological 

literature on aphasia has been focused more on dem-
onstrating the independence of thinking from language 
rather than on studying the effects of different language 
impairments on the functioning of working memory. A 
reason for this omission might have been the lack of 
theoretical models incorporating language components 
in the functional architecture of the working memory. 

   Baddeley’s model of working memory appears to 
be a framework for a new research programme that 
can treat consciousness as an empirical, biological, 
and psychological phenomenon. However, we need 
a more detailed specification of the model, especially 
for what concerns the integration of information 
within the episodic buffer where the relatively auto-
matic binding of properties that occur in the processes 
of normal perception should be considered separately 
from the more active and attentionally demanding 
integrative processes typical of the executive proc-
esses of chunking [5] . 

  Any possible role of the lexical, semantic, and gram-
matical impairment of the content of consciousness 
should be also better investigated. On the other side, a 
better insight on the relationship between language and 
consciousness might be obtained by studying the nature 
of brain activation associated with growing awareness 
of conversation and communicative intention. 
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O U T L I N E

C H A P T E R

  If we could splice the nerves so that the excitation of the ear fed the brain centre concerned with seeing, and vice versa, we
would  ‘ hear the lightning and see the thunder ’

 William James (1890)  

  ABSTRACT 

 How what we perceive is transformed into a coherent and integrated representation of the world around us is 
a question that has fascinated humans since the early days. What happens in our brain that enables us to make 
sense of what we see, hear, touch, smell or taste? How does the brain of someone who has never had any visual 
perception form an image of the external world? Do brains from sighted and blind individuals differ and how? In 
this chapter we discuss recent findings from research in animals as well from functional brain imaging studies in 
sighted and blind individuals that are shedding new light on how the brain works.   
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     WHAT CAN WE LEARN ABOUT 
CONSCIOUSNESS FROM THE BLIND 

BRAIN?

   The study of brain function in individuals with 
congenital blindness provides a powerful approach 
to understand how consciousness develops in the 
absence of sight. Classically, sight has always been 
regarded as the most important sense for humans to 
interact with the environment. Let us not forget that in 
the ancient Greek language the verb  ‘ to know ’  (oi\da) 
was the past tense of the verb ‘ to see ’  (oJravw), that is, 
 ‘I saw and thus I know  ’ . The relevance of sight is also 
clearly reflected in the mental attitude senses of the 
lexicon of vision. Consider everyday linguistic uses 
such as ‘can you see my point?  ’ ,  ‘  I see what you mean  ’ , 
etc. At the same time, the brain surface devoted to vis-
ual function in primates is quite remarkable, account-
ing for almost one-third of the whole cortex. 

   These few considerations are sufficient to raise 
some critical questions. How do individuals with con-
genital blindness form a conscious representation of a 
world that they have never seen? How do their brains 
behave? What happens to visual-devoted brain struc-
tures in individuals who are born deprived of sight or 
who lose vision at different ages? What does the study 
of blind individuals teach us about the functional 
organization of the brain in physiological conditions? 

   In this chapter we review evidence from studies 
conducted in animals and in humans in an attempt to 
shed new light on these questions. 

    STUDIES IN ANIMALS 

   The cerebral cortex has a remarkable capacity for 
plasticity and reorganization, both in animals and 
humans       [1, 2] . Following loss of a particular sense, 
input from other modalities invades the cortical area 
that is deprived of its normal inputs. These intermo-
dal connections result from a phenomenon called 
cross-modal plasticity. As early as 1977, Rebillard and 
colleagues [3]  reported that the primary auditory cor-
tex can be driven by visual stimuli in congenitally 
deaf cats. Conversely, studies on the microphthalmic 
mole rat ( Spalax ehrenbergi ) have shown that auditory 
 stimulations can drive cells in the primary visual cor-
tex [4] . Cells in the  primary visual cortex of visually 
deprived cats, rats or mice can be driven by somato-
sensory or auditory inputs, suggesting cross-modal 
reorganization  [5] . Peripheral inputs play a pivotal 
role in the organization of the neocortex, as cortical 

territories usually involved in visual processing are 
invaded by the auditory and somatosensory system. 
It seems therefore that the visual cortex is capable of 
rewiring in order to accommodate these non- visual 
inputs. However in case of early brain damage, 
abnormal neuronal connectivity patterns can be pro-
duced and an alternative approach to study cross-
modal plasticity resides in the tampering with  ‘ blue 
prints ’  during prenatal development. Relevant to this 
approach are the numerous studies on  ‘ rewiring ’  in 
hamsters [6]  and in ferrets (reviewed in  [7] ). 

    When the Brain of Hamsters Is  ‘Rewired’

  If brain damage occurs during development, abnor-
mal neuronal connectivity patterns can be produced. 
It is thus possible to induce, by lesioning central retinal 
targets, the formation of new and permanent retinofu-
gal projections into non-visual thalamic sites such as the 
auditory nucleus       [8, 9]  ( Figure 27.A1   ). These surgically 
induced retinal projections are retinotopically organ-
ized and make functional synapses [10] . Neurons in the 
somatosensory cortex (SI) of animals with ectopic retinal 
projections have visual response properties similar to 
those of neurons in the primary visual cortex of normal 
animals [10] . Ferrets with retinofugal projections to the 
auditory thalamus but no visual cortex appear to per-
ceive light stimuli as visual [11] . The question concerning 
the parallelism between a different brain organization 
(produced by lesions) and a behavioural recovery is still 
debated although recent experiments both in rewired 
ferrets and hamsters seem to indicate a large degree of 
recovery in visual functions (reviewed in  [9] ). For exam-
ple, responses to visual stimuli have been observed in 
the auditory cortex of hamsters with robust and perma-
nent projections to the auditory thalamic nucleus (medial 
geniculate nucleus, MGB) lacking a visual cortex. Single 
neurons in the auditory cortex of these animals respond 
to visual stimuli and some of them respond equally well 
to visual as to auditory stimuli ( Figure 27.B1  ). Moreover, 
cells responding to visual stimuli show orientation selec-
tivity ( Figure 27.C1 ), and motion and direction sensi-
tivity ( Figure 27.D1 ). These receptive field properties 
compare favourably well with those obtained from cells 
in the visual  cortex of normal hamsters. 

  At the behavioural level, rewired hamsters can learn 
visual discrimination tasks as well as normal animals 
and a lesion of the auditory cortex abolishes this func-
tion ( Figure 27.2   )  [12] . In fact, rewired hamsters with 
auditory cortex lesions exhibit cortical blindness simi-
lar to non-rewired hamsters with visual cortex lesions. 

   These results provide strong evidence for sensory 
substitution where a given sensory modality acquires 
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the functional properties of a missing one. Most 
brain imaging studies in humans have addressed the 
 question of cross-modal plasticity by studying Braille 
reading or sound perception in the blind. These stud-
ies have shown in a convincing manner that early 
blind subjects show augmented activity in the visual 
cortex evoked by tactile or auditory tasks compared 
to late blind or normal seeing subjects. Brain imag-
ing studies in Braille readers have concluded that the 
brain of the blind is not only functionally reorgan-
ized (see reviews by            [6, 13–15] ) but also anatomically 
           [16–19] . This raises questions about plastic mecha-
nisms that take place in both the visually deprived 
and the normal brain as well as about the subjec-
tive character associated with activity in these 
‘ rewired ’  areas. 

    STUDIES IN SIGHTED AND BLIND 
HUMAN SUBJECTS 

    How Do We Make Sense of the External World? 

   If we look around us, no matter how many differ-
ent things unfold in front of our eyes, we are able to 
recognize all of them, to perceive their moving up and 
down or side by side, to distinguish even the more 
subtle shadows of colour and so on. That is, we seem 
to have the ability to recognize an infinite number 
of distinct objects. How this may happen has been a 
matter of fascinating debates for philosophers and sci-
entists since the early days. Even if the ‘ visual brain ’  
is widely distributed, the cortical surface responsible 
for integrating all the pieces of information and for 
recognizing all these object categories is rather lim-
ited. Single-cell recording in non-human primates and 
functional brain imaging studies in humans have sug-
gested the existence of a ‘ fusiform face area ’  and of a 
 ‘ parahippocampal place area ’         [20, 21] . While for these 
categories, and perhaps a few more, one could even 
speculate that evolution might have led to the selec-
tion of specialized subgroups of neurons given the 
biological relevance that both face and place recogni-
tion have for survival, this certainly cannot be true 
for the vast majority of object categories. According 
to an alternative model, different areas in the extras-
triate ventro-temporal cortex are specialized for dif-
ferent types of perceptual processes. For instance, the 
fusiform face area would be responsible for expert 
recognition of items from any category, not merely 
faces       [22, 23] . Thus, the peak response to faces shown 
by this region would be due to the fact that all of us 
are  ‘ face-experts ’  as we begin to look at faces since 

the very first days after birth. A few years ago, Haxby 
and colleagues [24]  proposed a third model, called 
Object Form Topology , that may explain how a limited 
portion of the brain, such as the extrastriate visual 
cortex in the inferior surface of the temporal lobe, is 
capable of distinguishing an infinite number of object 
categories. The authors examined brain responses by 
using functional magnetic resonance imaging (fMRI) 
in a group of healthy young subjects while they 
viewed items from different object categories, includ-
ing human faces, cats, houses and man-made objects 
such as bottles and shoes. The authors found that neu-
ral responses to the different object categories were 
not restricted to specific subregions within the extras-
triate ventro-temporal cortex but were rather widely 
distributed and overlapping. That is, there was not 
such a thing as a specific response to a given category, 
say human faces or chairs, limited to a specific neuro-
nal group. Rather, it looked as if most of this cortical 
area contributed to the elaboration of any of the object 
categories taken into exam. The authors reasoned that 
the specificity of the response was not due to the all-
or-none activation of a given group of cells, but rather 
to the specificity of the whole pattern of neural activ-
ity elicited by that given category. In other words, this 
area of the cortex would be able to produce an infinite 
number of neural response patterns specific for each 
category of objects being viewed. Indeed, response 
patterns were so specific that they made it possi-
ble to predict what the subject was actually looking 
at. Moreover, the specificity of the patterns changed 
only minimally even when the voxels with the maxi-
mal response to a given category had been removed 
from the analysis. On the other hand, all the vox-
els with maximal response to a given category also 
responded to the presentation of the other categories. 
That is, the specificity of the response was not driven 
by smaller subgroups with the strongest activation 
within a wider cortical region, but was rather linked 
to the whole distributed pattern of neural activity [24] . 
Object form topology provides an explicit account for 
how the ventral temporal cortex can generate unique 
patterns of neural responses for a virtually unlimited 
number of categories. 

    Is Visual Cortex Just for Vision? 

   The demonstration that the representation of a face 
or object occurs through the concerted neural activity 
in a widely distributed cortical area within the ventral 
temporal cortex raises further questions. Is object form 
topology in these cortical areas strictly visual or does 
it represent a more abstract, supramodal functional 
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organization? Furthermore, is visual experience a 
necessary prerequisite for this functional organization 
to develop?  

    Tactile Recognition Studies 

  We addressed this question in a new series of fMRI 
studies in sighted and congenitally blind individuals, 
using finger tactile recognition of the same object cat-
egories [24]  or tactile recognition of geometric shapes 
through electrotactile stimulation of the tongue  [25] . In 
the first series of studies, we tested whether the response 
patterns elicited by tactile recognition of face-masks and 
man-made objects of daily use (plastic bottles and shoes) 
in blindfolded sighted young  subjects are distinct and 
to what extent response patterns during tactile recog-
nition are similar to those elicited by visual recognition 
of the same object  categories  [26] . In the second series 
of experiments, we evaluated the ability of sighted and 
blind  individuals to recognize shapes designed on their 

tongue in the form of electrotactile pulses delivered by a 
tongue display unit (TDU)       [25, 27] .

  Tactile recognition activated a large distributed cer-
ebral network that included visual extrastriate regions 
in the inferior temporal and the ventral temporal cor-
tices. In sighted subjects, the temporal areas activated 
by tactile recognition were also activated by visual rec-
ognition of the same object categories and the neural 
response patterns in these extrastriate cortical regions 
were category specific ( Figure. 27.3A   ). Furthermore, 
the neural response patterns elicited by tactile percep-
tion of bottles or shoes were significantly correlated 
with the response patterns evoked by visual percep-
tion of the same object category, indicating that neural 
responses for these objects categories in those cortical 
regions are supramodal in nature; that is, that they 
are not merely restricted to visual perception  [26] . 
Interestingly, the response pattern during tactile rec-
ognition of face-masks was not related to the response 
pattern evoked by visual recognition of faces. This is 
likely due to the fact that during tactile recognition sub-
jects were not able to form an image of the whole face 
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but rather focused on single features, such as the chin 
or nose. This suggests that during tactile recognition of 
face-masks, subjects processed the faces more like other 
objects than like holistic face configurations [28] . Even 
within the visual modality, face inversion compromises 
configural face processing  [29]  and is associated with 
neural activation in extrastriate cortical regions that 
respond more to non-face objects than to faces  [30] . 

   Our results in sighted subjects confirm and extend 
the finding from other laboratories that visual and 
tactile object perception activate the dorsal part of the 
lateral occipital cortex (LO proper)          [31–33]  by show-
ing a cross-modal correlation of response patterns 
between the two sensory modalities. Although find-
ings in normal subjects cannot rule out the possibility 
that activation in the ventral temporal extrastriate cor-
tex in blindfolded sighted individuals is due to visual 
imagery during tactile object recognition, this possibil-
ity is certainly less likely in congenitally blind individ-
uals who never experienced sight. In this respect, the 
results of our fMRI study with a sensory substitution 
device deserve attention [34] . This study showed that 
congenitally blind subjects trained in tactile shape rec-
ognition with a tactile-to-vision sensory substitution 
device activate the inferotemporal cortex during a tac-
tile object recognition task. 

    Is Vision Necessary to See What We Perceive? 

   Independent studies have shown that seeing an 
object or recalling the image of that object through vis-
ual imagery leads to similar responses in the brain        [35, 
36] . To determine the potential role of visual imagery 
in the activation of area LO during haptic object explo-
ration, we examined brain responses to tactile recogni-
tion of the same object categories in congenitally blind 
or early blind subjects with no recollection of visual 
experience who, by definition, do not have any visu-
ally based imagery (though they do have imagery!). 

  Congenital/early blind subjects showed similar cat-
egory-specific neural response patterns in the tempo-
ral extrastriate cortex as our sighted controls ( Figure 
27.3B ). These findings are crucial in demonstrating 
that activation evoked by tactile recognition of distinct 
object categories in ventral temporal extrastriate cor-
tex cannot be explained by visual imagery           [25, 33, 35, 
37] . These results also suggest that the development of 
topographically-organized, category-related represen-
tations in the extrastriate visual cortex does not require 
visual experience. Experience with objects acquired 
through other sensory modalities appears to be suffi-
cient to support the development of these patterns. 

    Supramodal Cortical Organization Extends 
Beyond the Ventral Stream 

   Visual functions in the brain of human and non-
human primates are primarily subdivided into a 
ventral ‘ what ’  pathway devoted to recognition of 
different object categories and a dorsal  ‘ where ’  path-
way that is responsible for spatial processing        [38, 39] .
The converging evidence discussed above favouring 
a supramodal functional organization in the ventral 
temporal cortex of the ‘ what ’  pathway in the brain 
has prompted us to ask whether a similar supramodal 
organization also exists in the  ‘ where ’  pathway of the 
dorsal stream. 

   To answer this question, we have studied brain 
responses to tasks known to activate areas within 
the dorsal visual pathway, including spatial working 
memory, mental rotation and perception of transla-
tional motion and optic flow.  Optic flow  results from 
the perception of coherent changes in visual images 
caused by object or viewer movement [40] .  Tactile flow
involves analogous changes in tactile stimuli caused 
by object or subject movement. Both optic and tactile 
motion provide information about object form, posi-
tion, orientation, consistency and movement, as well 
as information about the position and movement of 
the self in the environment  [41] . Perception of vis-
ual motion activates the human extrastriate cortical 
region, hMT �             [9, 42] . Perception of tactile motion also 
results in the activation of hMT �             [43, 44] , suggesting 
that this area is not merely visual but plays a more 
general role in the supramodal representation of sen-
sory flow. Since mental imagery of visual movement 
also activates the hMT �  complex  [45] , the question 
arises again whether activation during tactile motion 
perception is mediated by visual mental imagery. 

  We therefore compared brain responses in sighted 
subjects and in individuals with congenital or early 
blindness during passive perception of visual and/or 
tactile motion. Optic motion stimuli consisted of grey 
dots on a black background whereas tactile motion 
stimuli were made of raised dots on a plastic surface 
moving horizontally or rotationally  [46] . In sighted 
subjects, optic flow perception induced activation in 
the hMT �  complex in the posterior inferior tempo-
ral cortex bilaterally. Tactile flow perception activated 
the anterior part but deactivated a more posterior part 
of the hMT �  complex. In blind subjects, tactile flow 
perception activated a much more extensive region 
in the inferior temporal cortex that also included the 
more posterior part of the hMT �  complex, which was 
activated by visual motion and deactivated by tac-
tile motion in sighted subjects ( Figure 27.4   ). Similarly, 
using motion detection and motion discrimination 
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the plastic surface with dot patterns, as shown in the pictures on the left side. Brain areas are shown that responded during tactile or optic flow 
perception in sighted subjects and during tactile flow perception in blind subjects. The tactile/visual overlap map shows the areas activated by 
both tactile and optic flow perception (shown in yellow), as well as the areas activated only by tactile (red) and optic (green) perception.  Source : 
Modified from  [46] .    

FIGURE 27.5    PET images showing activation of the dorsal visual pathway in congenital blind subjects during a motion direction discrimi-
nation task.    

tasks in positron emission tomography (PET) and fMRI 
studies, we were able to demonstrate that motion stim-
uli applied to the tongue resulted in a  significant acti-
vation of the dorsal visual pathway, specifically area 
middle temporal       (MT) [Cortex] [34, 47]  ( Figure 27.5   ). 

   The observation that the hMT �  complex can be 
activated by perception of tactile motion even in sub-
jects with congenital blindness demonstrates that 
recruitment of the hMT �  cortex is not mediated by 

visual-based mental imagery and that visual expe-
rience is not necessary for the development of this 
cortical system. Visual experience, however, seems to 
play a crucial role in determining the functional seg-
regation of hMT �  into a more anterior part that is 
involved in the representation of both optic and tac-
tile motion and a more posterior part that is uniquely 
involved in the representation of optic flow. If the 
case that hMT �  develops in the absence of visual 
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 experience, the entire structure is involved in the rep-
resentation of tactile motion. These results suggest 
that competitive interactions between visual and tac-
tile inputs in normal development lead to functional 
specialization in hMT �  that does not develop without 
visual input. 

   Recently, hMT �  activation was shown in both 
sighted and congenitally blind individuals also while 
they listened to auditory stimuli that elicited the 
apparent perception of sounds moving right-to-left, 
front-to-back and self-rotating        [48, 49] .

   This supramodal organization extends beyond 
area MT in the dorsal pathway. Indeed, spatial work-
ing memory and mental rotation tasks with visually 
or tactilely prompted stimuli evoked neural activ-
ity in the posterior parietal cortex in sighted subjects 
           [50–53]  as well as in individuals with congenital or 
early blindness [54] . In the latter study, we measured 
brain activity while sighted and congenital/early 
blind subjects performed a one-back spatial discrimi-
nation task of visually and/or tactilely presented 
matrices. Tactile matrices were wooden squares and 
cubes with three or five Velcro-covered target squares/
cubes. White squares and rotating cubes with three or 
five black target squares/cubes represented the two- 
and three-dimensional visual stimuli. During both 
the visual and tactile spatial detection tasks, sighted 
subjects recruited a common fronto-parietal network 
that extended bilaterally from dorsolateral prefrontal 
and anterior cingulate cortex towards fronto-parietal 
sensorimotor and posterior parietal cortices, includ-
ing precuneus and intraparietal sulci. During the tac-
tile spatial discrimination task, the blind individuals 
showed a similar cortical activation pattern extending 
from the fronto-parietal network towards the sensori-
motor cortex, the lateral occipito-temporal cortex and 
the cerebellum. 

   Given that spatial visual perception and visual 
imagery activate common cortical areas in the pari-
etal lobes, we addressed the question whether spatial 
imagery might also rely on supramodal neural mecha-
nisms. We studied brain activity in a group of sighted 
and congenital/early blind subjects while they per-
formed a modified version of the mental clock task 
in three distinct conditions: auditory imagery, tactile 
discrimination and, for the sighted subjects, visual 
discrimination [55] . During the auditory imagery con-
dition, subjects were asked to imagine two  analogue
clock faces showing the times that were indicated 
verbally by the examiner, and to judge in which case 
the clock hands formed the wider angle. During the 
visual and tactile angle discrimination conditions, 
participants compared pairs of clock faces visually or 
tactilely to decide which hand set formed the wider 

angle. During the auditory imagery condition, both 
sighted and congenitally blind individuals activated 
posterior parietal areas, including the intraparietal 
sulcus and the inferior parietal lobule. The same areas 
were activated during the tactile and visual angle dis-
crimination conditions. These findings therefore dem-
onstrate that spatial imagery representation occurs 
in the posterior parietal extrastriate cortex also when 
spatial stimuli are not visual in nature. 

  Altogether, the results of these studies strongly 
indicate that ‘ visual ’  association cortical regions are 
capable of processing and interpreting information 
carried by non-visual sensory modalities. This is not 
merely the consequence of a phenomenon of plas-
tic functional reorganization in the brain of subjects 
deprived of sight since birth or soon afterwards, as 
this ability also exists in sighted subjects. Not sur-
prisingly, however, sighted and congenitally blind 
individuals do show differences in the extension and 
magnitude of the activation of the recruited areas that 
are likely due to the effects of rearrangements that fol-
low the lack of sight, as discussed in details below. 
The supramodal nature of this functional cortical 
organization may explain how individuals who never 
had any visual experience are able to acquire normal 
knowledge about objects and their position in space, 
form mental representations of and interact effectively 
with the external world [26] .

    UNDERSTANDING WITHOUT SEEING 

   Understanding actions carried out by other indi-
viduals is crucial for survival and for social organiza-
tion in human and non-human primates. A particular 
class of visuomotor neurons, originally discovered in 
area F5 of the monkey premotor cortex and called  mir-
ror neurons , discharge both when an animal performs 
a goal-directed action and observes another individ-
ual performing the same or a similar action [56] . The 
fact that this mirror neuron system is able to trans-
form visual information into motor knowledge raises 
the hypothesis that this system may also have a sig-
nificant role in action understanding. This has been 
confirmed by several animal studies showing that 
the mirror neuron system is recruited when monkeys 
receive a sufficient amount of non-visual clues which 
allows them to understand the meaning, and create a 
mental representation of the occurring actions, such 
as when listening to sounds of actions [57] . In fact, a 
subclass of auditory–visual mirror neurons responds 
both while monkeys perform hand or mouth actions 
and while they listen to sounds of similar actions. 
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   Neurophysiological, behavioural and brain func-
tional studies strongly support the existence of an 
observation–execution matching system in humans 
similar to the monkey mirror neuron system, that may 
enable humans not only to understand the actions of 
others but also to learn by imitation [58] . The human 
mirror neuron system is activated during the observa-
tion of actions done by others and recruits a complex 
network formed by occipital, temporal and parietal 
areas, and the inferior frontal gyrus. Auditory–visual 
mirror neurons that allow to understand the actions 
of others by hearing their sound have been described 
also in humans [59] . 

   We recently asked whether an efficient mirror 
neuron system exists in individuals who have never 
had any visual experience, and whether this action 
recognition-oriented network shares common neural 
patterns in sighted and blind individuals. We meas-
ured neural response patterns in congenitally or early 
blind and sighted volunteers during the auditory 
presentation of hand-executed action or environmen-
tal sounds. Preliminary fMRI findings show that a left 
premotor–temporo-parietal network subserves action 
recognition through hearing in blind individuals, 
and that this network clearly overlaps with the left-
lateralized network of the auditory mirror neuron 
system in sighted subjects [60] . These findings indi-
cate that visual experience is not a necessary precon-
dition for the functional development of the mirror 
neuron system and that a more abstract represen-
tation of actions done by others may take place also 
through non-visual sensory modalities. This may help 
to explain the ability of congenitally blind individuals 
to learn by imitation of others.  

    SUBJECTIVE EXPERIENCE ASSOCIATED 
WITH ACTIVATION OF THE VISUAL 

CORTEX 

   We next addressed the question of the subjective 
character of this visual cortex activation in the blind, 
by studying the subjective responses induced by 
transcranial magnetic stimulation (TMS) of the visu-
ally deprived and cross-modally responsive occipital 
 cortex. In a first study, we exploited a tactile-to-vision 
sensory substitution model to examine the subjective 
character of experience associated with the activation 
of occipital cortex before and after the establishment 
of cross-modal plasticity  [47] . More specifically, we 
wanted to test the possibility whether stimulation of 
the occipital cortex can induce subjective sensations 
or qualia associated with the new (tactile) input. We 

stimulated the occipital cortex with TMS in a system-
atic manner before and after training with the TDU 
in a group of blind and blindfolded seeing control 
subjects. The TDU is a device that captures a visual 
image, taken by a camera, and translates it into elec-
trotactile stimulation which is applied to the tongue 
 [61] . With sufficient training, subjects learn to use the 
TDU to discriminate orientation, detect motion and 
form. As expected, TMS of the occipital cortex in con-
trol subjects only elicited phosphenes. Only two late 
blind subjects but none of the early blind subjects 
reported some fugitive central sparks following occip-
ital TMS [62] . In sharp contrast, following a 1-week 
training period with the TDU, some blind subjects 
reported  ‘ tactile sensations ’  on the tongue following 
occipital TMS. These tactile sensations were described 
as short-lasting experiences of distinct tingling, vary-
ing in intensity, extent and topography depending on 
the locus of the occipital cortex which was stimulated 
( Figure 27.6   ). 

   None of the trained blindfolded subjects reported 
TMS-induced tactile sensations on the tongue. TMS 
over the primary SI did not induce any subjective 
sensations, neither in blind nor in control subjects. 
Only few reports have described TMS-induced tac-
tile sensations when stimulating SI       [63–64] . This may 
be explained by the fact that excitation of the post-
central gyrus requires prolonged repetitive stimula-
tion for accessing the perceptual system  [65] . Not all 
blind subjects reported TMS-induced tactile sensations 
following training with the TDU. Although we have 
no definitive explanation for this intersubject vari-
ability, we found a positive correlation between the 
amount of occipital cortex activated in the PET study 
during a sensory substitution task and the number of 
occipital sites from which TMS-induced tactile sensa-
tions could be induced. 

  If tactile sensations referred to the tongue can be 
induced by stimulating the occipital cortex already fol-
lowing a 1-week training period with the TDU, what 
about TMS-induced tactile sensations in blind sub-
jects who read Braille since childhood? Should not a 
daily experience with Braille reading also induce tac-
tile sensations referred to the fingertips in proficient 
Braille readers? An anecdotal observation by Cohen 
and co-workers [66]  already mentioned that TMS over 
the occipital cortex in blind Braille readers was able 
to induce occasional distorted somatosensory percep-
tions (missing dots, extra dots … ) during Braille read-
ing. We therefore addressed the question of remapping 
of the fingers onto the visual cortex in a subsequent 
study [67] . Participants were blind subjects who all 
read Braille on a daily basis and Braille-naive normal 
sighted controls. Like in the previous study, TMS of the 
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occipital cortex in control subjects evoked only phos-
phenes. As predicted, blind subjects reported tactile 
sensations in the fingers that were described as short-
lasting tingling sensations, varying in intensity, extent 
and topography depending on the stimulated locus 
of the occipital cortex ( Figure 27.6 ). We found again 
important interindividual differences with respect to 
the number of sites from which tactile sensations could 
be induced and in the topography of the referred sen-
sations. The blind subjects with paresthesiae in the fin-
gers following occipital TMS where the ones with the 
highest amount of Braille reading hours/day and with 
the highest word reading speed. Like in the previous 
study, no subjective sensations were produced by TMS 
over SI in any of the subjects. 

    Cortical Reorganization or Unmasking ?

  The results of the experiments described above con-
stitute the first direct demonstration that the subjective 
experience of activity in the visual cortex after sensory 
remapping is tactile, not visual. These results provide 
new insights into the long-established scientific debate 
on cortical dominance or deference        [68, 69] . What is the 
experience of a subject in whom areas of cortex receive 
input from sensory sources not normally project to 
those areas? Our studies suggest that the qualitative 
character of the subject’s experience is not determined 
by the area of cortex that is active (cortical dominance), 
but by the source of input to it  (cortical deference). 
Our results are also in line with recent evidence that 
sensory cortical areas receive input from multiple sen-
sory modalities early in development         [70–72] . What is 
the neural mechanism driving this type of cross-modal 
plasticity? Two competing hypotheses have been put 

forward. According to the  cortical reorganization  hypoth-
esis, cross-modal brain responses are mediated by the 
formation of new pathways in the sensory-deprived 
brain. When the brain is deprived of visual input at an 
early age, tactile (and other non-visual) information is 
rerouted to visual cortex. For instance, electrophysio-
logical recording studies in behaving monkeys follow-
ing early visual deprivation showed that neurons in 
visual cortical area 19 respond to somatic inputs such 
as manipulating the experimenter’s hand to search 
for food [73] . This is in sharp contrast with the find-
ings obtained in normal seeing animals, in which area 
19 neurons respond exclusively to visual inputs. This 
implies that following early visual deprivation tactile 
information reaches the visual cortex. This claim is 
largely supported by results of functional brain imag-
ing studies showing activation of visual cortex in early 
blind subjects during Braille reading            [15, 74–76]  and 
other forms of tactile stimulation       [27, 77] . The impor-
tance of visual deprivation early in early life is further 
underscored by the observation that brain activity pat-
terns in occipital cortex evoked by tactile stimulation 
are significantly stronger in early blind compared to 
late blind subjects       [75, 78] . According to the  unmasking
hypothesis, loss of a sensory input induces unmask-
ing and strengthening of existing neuronal connec-
tions. Although the results of the second experiment 
are compatible with both hypotheses, the rapid onset 
of cross-modal responses in the TDU experiments 
(within 1 week) excludes the possibility of mediation 
by the establishment of new anatomical connections 
and therefore favours the unmasking hypothesis. One 
possibility is that training unmasks and strengthens 
pre-existing connections between the parietal and the 
occipital cortices. There is indeed electrophysiologi-
cal  [79]  and anatomical        [71, 72]  evidence that primary 
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FIGURE 27.6    TMS of the visual cortex in congenitally blind subjects induces tactile sensations. (A) TMS-induced tactile sensations referred 
to the tongue in a congenitally blind subject following a 1-week training with the TDU. (B) TMS-induced tactile sensations referred to the fin-
gertips in a congenitally blind proficient Braille reader. The colour map to the right indicates the fingers in which the subject experienced TMS-
induced tactile sensations. The number of visual cortex sites from which paresthesiae could be induced in a particular finger is colour coded. On 
the colour scale, red indicates the highest number of cortical sites that induced paresthesiae in a particular finger and purple the lowest number. 
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visual cortex in normal mammals receives input not 
only from the visual thalamus, but also from somato-
sensory and auditory modalities. Single unit record-
ings in the visual cortex in unanaesthetized cats 
have shown that neurons in areas 17 and 18 receive 
both visual and auditory input [79] . Anatomical trac-
ing studies have further shown that there are direct 
projections from the auditory cortex to area 17 of the 
macaque monkey [71] . Direct projections from parietal 
association areas to areas V1 and V2 in the calcarine 
fissure have also been described  [72] . These non-vis-
ual inputs conveying tactile and auditory inputs to 
occipital cortex may modulate the processing of visual 
information  [80] , while not giving rise to subjective 
non-visual sensations under normal circumstances 
due to masking by the dominant visual input. In this 
respect it is interesting to mention the results of a TMS 
study which showed that disrupting the function of 
the visual cortex by TMS impairs tactile discrimination 
of grating orientation in normal seeing subjects [81] . 
This confirms that although the visual cortex receives 
tactile input, this normally does not lead to subjective 
tactile sensations. Thus, in our trained control sub-
jects, TMS over occipital cortex produced only phos-
phenes, without tactile sensations. However, under 
certain circumstances, non-visual processing in the 
occipital cortex can be strengthened or unmasked. In 
line with the dynamic sensorimotor hypothesis, train-
ing with the TDU device results in new highly specific 
learned dynamic interaction patterns between sensory 
stimulation and active movement [82] , thereby further 
strengthening and unmasking existing connections 
between the parietal and occipital cortices. 

    HOW BLINDNESS SHAPES THE BRAIN 

   What is the effect of visual deprivation on the 
gross anatomical organization of the brain and by 

which pathways does non-visual information reach 
the occipital cortex in the visually deprived brain? 
In recent years, modern brain imaging tools such as 
voxel-based morphometry (VBM) and diffusion ten-
sor imaging (DTI) and diffusion tensor tractogra-
phy (DTT) have been used to investigate alterations 
in grey and white matter of the brain of the blind 
in vivo               [16, 18, 19, 83, 84] . The results of these studies 
seem to concur that there is a significant atrophy of all 
structures belonging to the visual pathways, including 
the lateral geniculate and the posterior pulvinar nuclei 
 [19] , the striate and extrastriate visual areas          [18, 19, 
83]  and the inferior temporal gyrus and lateral orbital 
cortex, areas that are part of the ventral stream which 
is involved in object recognition  [19] . Reductions 
also occur in non-visual structures such as the poste-
rior hippocampus       [19, 84] . Changes in white matter 
include atrophy of the optic tracts and optic chiasm, 
the optic radiations, the splenium of the corpus cal-
losum           [16, 18, 19, 82]  and the inferior longitudinal 
fasciculus, a fibre bundle that connects the occipital 
cortex with the temporal lobe  [19] . The latter pathway 
is involved in several visual functions and lesions of 
it may induce visual agnosia, prosopagnosia and dis-
turbances in visual recent memory        [85, 86] . In general, 
no studies reported direct evidence for the establish-
ment of new pathways but only volume increases in 
existing cortico-cortical pathways. We reported a sig-
nificant enlargement of the occipito-frontal fasciculus, 
the superior longitudinal fasciculus and the anterior 
portion (genu) of the corpus callosum ( Figure 27.7   ). 
However, there seems to be indirect evidence for 
increased functional connectivity between parietal 
and visual areas in the blind. 

   For instance, a combined TMS–PET study reported 
that TMS of SI induces a significant blood flow 
increase in the occipital cortex in early blind but not 
in blindfolded control subjects  [87] . In addition, we 
showed that functional connectivity between the 

FIGURE 27.7    Increases in the white matter in the brain of congenitally blind subjects as revealed by VBM. 
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dorsal intraparietal sulcal area and the cuneus is 
increased in blind (but not in control) subjects trained 
with the TDU [27] . Moreover, somatosensory evoked 
potentials induced by electrical stimulation of the 
tongue after training with the TDU revealed in addi-
tion to the short latency (13–18       ms) N1–P1 complex 
over the parietal cortex, a second peak over the occipi-
tal cortex after 48–60       ms, suggesting a mediation by 
a cortico-cortical pathway [47] . Taken together, since 
no additional tracts have been demonstrated so far in 
early blind subjects, the data suggest that cross-modal 
functionality of the visual cortex in early blindness 
is primarily mediated by preserved or strengthened 
cortico-cortical connections. These cortico-cortical 
connections involve a pathway from SI to either VIP 
(ventral intraparietal area)  or area 7 (or both), then to 
areas MT and V3 to finally reach the visual cortex.  

    A DARWINIAN STRUGGLE FOR 
SURVIVAL? 

  Although the majority of the studies have focused 
on the rerouting of tactile input to the visual cortex, 
the occipital cortex in the blind is involved in many 
more functions than just tactile processing. There 
is now a wealth of data showing that this cortex is 
activated in tasks involving lexical and phonologi-
cal processing        [88, 89] , verbal memory       [90, 91] , rep-
etition priming [92] , auditory discrimination        [93, 94] 
and selective attention [95] . This seems to suggest that 
the visually deprived occipital cortex is involved in a 
bewildering diverse compensatory plasticity. How to 
understand this multiplicity of cognitive functions of 
the occipital cortex in the blind? Does it reflect some 
kind of Darwinian principle of struggle for survival? 
As humans, we are living in a very visual world. This 
is already reflected by the fact that the visual cortex in 
primates covers about 30% of the total cortical surface. 
Therefore, the loss of vision is one of the most inca-
pacitating events that can overcome to a person. In 
order to survive in our very visual world, blind sub-
jects have to rely on other senses and develop these 
in a supranormal manner. As a result, they develop 
superior tactile and auditory discriminatory capacities 
as well as superior verbal memory functions to com-
pensate for their loss of vision. Many functional brain 
imaging studies have shown that enhanced practice 
leads to an enlargement of cortical representations        [96, 
97] . In the normal brain, this is always reflected by an 
enlargement of the cortex that is normally involved 
in the execution of the task (e.g., an expansion of the 
motor cortex in musicians       [97, 98] ) and not by the 

recruitment of novel cortex. In case of loss of a sen-
sory input, the opposite occurs. Rather than getting 
an expansion of the cortex proper for the execution 
of the task, the brain recruits de novo cortex which is 
normally not involved in execution of this particular 
task. This may represent a Darwinian reflex for sur-
vival. Recruitment of the visually deprived occipital 
cortex is a much more cost-effective computational 
solution since it does not put extra demands on the 
cortex which is normally used for executing this task, 
thereby leaving sufficient resources available for situ-
ations of increased demand. The pathways through 
which this occurs are available since birth but in the 
normal brain, activity is masked by the dominant spe-
cific afferent input to a particular cortical region. 

  How does the rewired cortex cope with this mul-
titude of new inputs? Is there some kind of segrega-
tion of functions or does the visually deprived cortex 
become genuinely multimodal? It is difficult to answer 
this question since most studies only investigated one 
or at best a few cognitive functions in the same sub-
jects. One of the few studies that investigated the cor-
tical representation of multiple cognitive functions in 
the occipital cortex of the blind suggest that different 
functions may indeed be segregated anatomically  [99] . 
However, more studies are needed to confirm these 
preliminary findings. The idea that different functions 
are anatomically segregated in the cortex of the blind 
may also provide an answer to a prominent question 
raised by our TMS studies. How is it possible that 
TMS of the occipital cortex induces tactile sensations 
referred to the tongue after a 1-week training period 
and in the fingertips in Braille readers but that it never 
evoked any auditory sensations or lexical or semantic 
thoughts? A possible explanation is that these rewired 
functions are located more anteriorly and hence fur-
ther away from the TMS coil which makes them more 
difficult to evoke by stimulating at submaximal 
intensities.

    FINAL CONSIDERATIONS 

  The study, in animals and in humans, of the dark-
reared brain has shed a bright light on many questions 
regarding not only the plastic rearrangements that take 
place when vision is absent but also on the functional 
organization of the sighted brain itself. In this respect, 
the availability of novel non-invasive methodologies 
for the functional exploration of the brain in the past 
25 years has made it possible to begin to understand 
the neural mechanisms that enable awareness of the 
surrounding world and make sense of it  [100]. In this 
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chapter, we reviewed and discussed some new find-
ings from studies from our own labs as well as from 
others. We are well aware that the issues that we have 
considered are only a few among the many more that 
an ambitious topic such as the relation between blind-
ness and consciousness may raise. For instance, we 
have completely omitted to discuss cortical blind-
ness, as well as the effects of congenital blindness vs. 
blindness acquired at different ages, or the effects of 
monocular vision. Moreover, we have only briefly 
touched upon the ‘ blind social brain ’ , a topic that mer-
its a whole book by itself, not to mention emotional 
life and its disturbances. As was shown in this chap-
ter, we have already learned a lot and we can still learn 
much more about the sighted brain by observing the 
blind brain. 

  A final important thought prompted by the many 
different findings from studies in animal and humans 
is that the blind brain should not be considered as a 
 ‘ disabled ’  brain but rather as a truly  ‘ differentially 
able ’  brain.  
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ABSTRACT

 This final chapter provides the reader with an overview of the neurological and neurobiological literature on 
the neural substrate of consciousness. First, the chapter reviews the evidence suggesting that consciousness can 
be dissociated from other brain functions, such as responsiveness to sensory inputs, motor control, attention, 
language, memory, reflection, spatial frames of reference, the body and perhaps even the self. The chapter then 
summarizes what has been learned by studying global changes in the level of consciousness, such as sleep, 
anesthesia, seizures, and vegetative states. Next, it asks what can be said at this point about the role of different 
brain structures in generating experience. Then dynamic aspects of neural activity are discussed, such as sustained 
vs. phasic activity, feedforward vs. reentrant activity, and the role of neural synchronization. The chapter ends by 
briefly considering how a theoretical analysis of the fundamental properties of consciousness can complement 
neurobiological studies.

    CONSCIOUSNESS AND OTHER BRAIN 
FUNCTIONS

   Many suggestions have been ventured in the 
hope to alleviate the puzzle of subjective experience. 
Perhaps consciousness emerges somehow when an 
organism is immersed in some complex sensorimotor 
loop that includes the environment. Another common 
idea is that consciousness may arise when one part of 
the brain, acting as the ‘ subject ’  (typically the front), 
looks upon another part as its object (typically the 
back), and evaluates or reflects upon its activity. It is 
often thought that in the end consciousness may reduce 
to attention and its brain mechanisms, since we are 
usually conscious of what we attend. Much could be 
said about each of these suggestions. Here, we briefly 
consider some recent results (and some very old evi-
dence) indicating that consciousness – in the sense of 
having an experience – does not require sensorimotor 
loops involving the body and the world, does not 
require language, introspection or reflection, can do 
without spatial frames of reference and perhaps even 
without a sense of the body and the self, and does not 
reduce to attention or memory. Due to space limita-
tions, we will not discuss the relationship between 
consciousness and time, between consciousness and 
emotion, or the notion of conscious access.  

    Consciousness and Sensory Input/Motor 
Output

  We are usually conscious of what goes on around 
us, and occasionally of what goes on within our body. 
So it is only natural to think that consciousness may 
be tightly linked to the ongoing interaction we main-
tain with the world and the body. However, there are 
many examples to the contrary. We are conscious of 
our thoughts, which do not seem to correspond to 
anything out there; we can also imagine things that 
are not out there. When we do so, sensory areas can 
be activated from the inside  [1] , though there are some 

  Many chapters of this book present a composite 
picture of the relationship between consciousness 
and the brain, as seen from several different angles by 
many different authors. Can one discern, from such 
a fragmented perspective, the contours of the neural 
process underlying consciousness, the ghost in the 
machine? Not yet, a sceptical reader casting a cold 
eye on this book might conclude; or perhaps some-
thing is beginning to emerge, though dimly. But at 
least, this volume should have made clear that neuro-
logical investigations, often forgotten by philosophers 
and neuroscientists alike because what they offer is 
often rough, dirty, and idiosyncratic, still provide 
the fundamental empirical evidence concerning the 
physical substrate of consciousness: it is by examin-
ing how human consciousness is drastically changed 
by anatomical or functional changes in the brain, and 
conversely by considering which changes in brain 
structure and dynamics do not seem to affect con-
sciousness much, that over the past 100 years or so we 
have been learning the lay of the land. 

   This final chapter attempts to provide the reader 
with an overview of the neurological and neurobio-
logical literature, stating what seems to be reasonably 
established and what is instead still open or unknown. 
First, the chapter reviews the evidence suggesting that 
consciousness can be dissociated from other brain 
functions, such as responsiveness to sensory inputs, 
motor control, attention, language, memory, reflec-
tion, spatial frames of reference, the body and perhaps 
even the self. The chapter then summarizes what has 
been learned by studying global changes in the level 
of consciousness, such as sleep, anesthesia, seizures, 
and vegetative states. Next, it asks what can be said 
at this point about the role of different brain struc-
tures in generating experience. Then dynamic aspects 
of neural activity are discussed, such as sustained vs. 
phasic activity, feed-forward vs. reentrant activity, and 
the role of neural synchronization. The chapter ends 
by briefly considering how a theoretical analysis of 
the fundamental properties of consciousness can com-
plement neurobiological studies. 
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differences  [2] . Also, stimulus-independent conscious-
ness is associated with its own patterns of activation 
within cortex and thalamus [3] . During dreams, we 
are virtually disconnected from the environment  [4]  –
hardly anything of what happens around us enters 
consciousness, and our muscles are paralyzed (except 
for eye muscles and diaphragm). Nevertheless, we 
are vividly conscious: all that seems to matter is that 
the corticothalamic system continues to function more 
or less like in wakefulness, as shown by unit record-
ing, electroencephalography (EEG) and neuroimag-
ing studies performed during rapid eye movement 
(REM) sleep, when dreams are most intense  [5] ;  [6] . 
Interestingly, certain regions of the corticothalamic sys-
tems, such as dorsolateral prefrontal cortex, are deac-
tivated in REM sleep, which likely accounts for some 
peculiarities of dreaming experiences, such as the 
reduction of voluntary control. 

  Neurological evidence also indicates that neither 
sensory inputs nor motor outputs are needed to gener-
ate consciousness. For instance, retinally blind people 
can both imagine and dream visually if they become 
blind after 6–7 years of age or so       [7, 8] ), (see also 
Chapter 27) . Patients with the locked-in syndrome can 
be almost completely paralyzed, and yet they are just 
as conscious as healthy subjects [9]  (Chapter 15) , and 
can compose eloquent accounts of their condition [10] . 
A transient form of paralysis is one of the characteris-
tic features of narcolepsy. Severe cataplectic attacks 
can last for minutes and leave the patient collapsed 
on the floor, utterly unable to move or to signal, but 
fully aware of her surroundings        [11, 12] . Drug addicts 
known as frozen addicts  who show symptoms of severe 
Parkinson’s disease due to MPTP-induced damage to 
the dopaminergic system are also fully conscious, yet 
unable to move or speak [13] . Thus, consciousness here 
and now seems to depend on what certain parts of the 
brain are doing, without requiring any obligatory inter-
action with the environment or the body. 

    Consciousness and Language 

   There have been claims that consciousness only 
emerges with language  [14] , though it seems prepos-
terous to suggest that infants and animals are uncon-
scious automata. Neurological evidence from adult 
humans can help settle the issue by asking whether 
consciousness is preserved in patients with aphasia. 
Nichelli (Chapter 26) reviews the evidence indicat-
ing that even deep aphasia does not seem to interrupt 
the flow of experience, though it may alter or abolish 
certain aspects of it, such as inner speech. He points to 
the remarkable interview with Dr. Jill Bolte-Taylor, a 

neuroanatomist who was struck with a left hemisphere 
haemorrhage. Over the course of 3–4 hours, she lost 
her inner speech, became hemiparetic, and soon real-
ized that her utterances did not make sense, nor did 
those of others. In her retrospective recall of that time, 
she experienced the loss of function of a good part of 
the left hemisphere, language included, and remained 
fully conscious, though things felt differently from a 
 ‘ right hemisphere perspective. ’  Her account not only 
confirms that consciousness continues in the absence 
of language – or at least left hemisphere specializa-
tions having to do with comprehension and produc-
tion, but that thought and self-reflection continue too. 
Another extraordinary report is from a patient who 
underwent an anesthetic injection into the lower divi-
sion of the left middle anterior artery. The anesthetic 
presumably led to the inactivation of posterior tem-
poral, inferior parietal, and lateral temporo-occipital 
region of the left hemisphere, and caused as expected 
a deep Wernicke aphasia indistinguishable from that 
due to strokes, except that is was temporary (a few 
minutes) and fully reversible  [15] . From the patient’s 
recollections of the experience, it is clear not only that 
he was conscious and thinking, but that he also had 
a much better understanding of the situation than 
appeared from the language tests being administered. 
Moreover, he could usually recall what happened and 
what he was trying to do, especially when presented 
with pictures rather than with spoken or written 
material. For instance, he recalled that he was desper-
ately trying to identify the picture of a tennis racket,
of which he was fully aware, but all that came out was 
 ‘ perkbull. ’  He wanted to add that he owned one, but 
thought to have said instead that he had just bought 
one – in reality, he had said nothing. These examples 
leave little doubt that experience continues after the 
loss of the left hemisphere’s language functions. 

    Consciousness and Introspection/Reflection 

   Consciousness is usually evaluated by verbal reports, 
and questions about consciousness ( ‘ Did you see 
anything on the screen? ’ ) are answered by  ‘ looking 
inside ’  retrospectively and reporting what one has just 
experienced. So it is perhaps natural to suggest that 
consciousness may arise through the ability to reflect on 
our own perceptions: our brain would form a scene of 
what it sees, but we would become conscious of it – 
experience it subjectively – only when we, as a subject 
of experience, watch that scene from the inside. This 
suggestion is often framed in a neurobiological context 
by assuming that patterns of activity corresponding 
to  ‘ unconscious ’  or  ‘ subconscious ’  percepts form in 
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posterior regions of the cerebral cortex involved in the 
categorization/association of sensory stimuli. These 
percepts then become conscious when mainly ante-
rior prefrontal and cingulate regions involved in self-
representations interact with posterior cortex, perhaps 
by reading in signals through forward connections 
and selectively amplifying them through back-con-
nections (more on this later). 

   There is of course no doubt that the brain catego-
rizes its own patterns of activity, in the sense that neu-
rons respond mainly to the activity of other neurons, 
so the brain is constantly ‘ looking at itself. ’  However, 
this is not necessarily in terms of a ‘ subject ’  (the front) 
looking at an ‘ object ’  represented in sensory cortices 
(the back). Leaving aside the mystery of why reflecting 
on something should make it conscious, this scenario
is made less plausible by a common observation: 
when we become absorbed in some intense perceptual 
task, for example watching an engrossing movie, play-
ing a fast-paced video game, or rushing through the 
woods at high speed, we are vividly conscious – we 
are immersed in the rapid flow of experience – with-
out any need for reflection or introspection. Often, we 
become so immersed in such flow that we may lose 
the sense of self, the inner voice. Perhaps the habit of 
thinking about consciousness makes the experts forget 
that much of experience is unreflective. 

  A recent neuroimaging study by Malach  et al.   [16]  
throws some interesting light on these old observa-
tions. Subjects were scanned with functional magnetic 
resonance imaging (fMRI) in three conditions. In the 
slow categorization task, subjects were asked to catego-
rize pictures into animal/no-animal categories. During 
the introspective task, subjects viewed the images and 
then self-introspected about their emotional response 
(strong/neutral). Finally, the fast categorization task was 
identical to the  ‘ slow ’  condition but at triple the stimu-
lation rate. Thus, ‘ slow ’  and  ‘ introspection ’  conditions 
were identical in terms of sensory stimuli and motor 
output but differed in the cognitive task. On the other 
hand, ‘ slow ’  and  ‘ rapid ’  conditions were similar in the 
cognitive task but differed in the sensorimotor process-
ing and attentional loads. Behavioural measurements 
confirmed that self-awareness was high during the 
introspection task, and virtually abolished during rapid 
categorization. The neuroimaging results were clear: 
during rapid categorization there was an activation of 
prefrontal regions, whereas sensory cortex was strongly 
activated during rapid categorization. Crucially, dur-
ing introspection self-related cortex was deactivated 
below the rest condition. This deactivation of pre-
frontal regions was thus the neural correlate of  ‘ losing 
oneself ’  in the task. To the extent that these prefrontal 
regions were indeed involved in self-representation, 

these findings suggest that their activation is not nec-
essary for the emergence of perceptual consciousness, 
but only to reflect upon it and report it to others. Indeed, 
it appears that self-related activity is actually shut off 
during highly demanding sensory tasks. 

    Consciousness and Attention 

  Attention and consciousness often go hand-in-hand: 
when we pay attention to an object, our experience of it 
becomes more vivid, and when we shift our attention, it 
fades from consciousness. Attention can be bottom-up, 
as when a salient stimulus – say a flash or a sound turn 
our gaze or a colored letter in the middle of a black text 
pops out at us, capturing attention. Top-down attention 
instead is willingly deployed towards a particular posi-
tion in space, a particular feature, or a particular object. 
It is often assumed that attention is a necessary prerequi-
site for consciousness         [17–19] . For example, if we do not 
attend to it, we may fail to see a large, stable stimulus at 
the very centre of the visual display – the phenomenon 
appropriately known as inattentional blindness  [20] . 
However, already Wundt and James argued that atten-
tion was a mechanism for selecting within conscious-
ness, and several recent papers have reinforced this view 
(see         [21–23] ). Tsuchiya and Koch (Chapter 6) make an 
especially strong case for a double dissociation between 
visual attention and visual consciousness. After briefly 
considering examples where attention and conscious-
ness coincide (we attend to something and we see it, or 
we do not attend to it and do not see it), they examine 
the two critical dissociations: situations in which events 
or objects are attended to without being consciously per-
ceived; and situations in which events or objects can be 
consciously perceived in the near absence of top-down 
attention. For example, invisible words (through mask-
ing) can produce priming only if the subject was attend-
ing to the invisible prime-target pair; without attention, 
the same word failed to elicit priming  [24] . There are 
by now several reports, both in blindsight patients and 
healthy subjects, indicating that attention can facilitate 
responses to unseen stimuli        [25, 26] . More generally, 
when we are looking for something laying just in front 
of us (the purloined letter), we are paying attention to 
something we do not see. Indeed, the very act of pay-
ing attention may inhibit access to consciousness. The 
tip-of-the-tongue phenomenon may be another familiar 
demonstration that attention may actually interfere with 
consciousness. Thus, selective attention does not neces-
sarily result in conscious experience, and may even be 
counterproductive. Some neurophysiological evidence 
also seems consistent with this view. For instance, an 
event-related potential component (N2pc) that appears 
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to be a correlate of top-down attention can be elicited 
by stimuli that remain invisible  [27] ; also, attention to 
an invisible stimulus can increase the activation of pri-
mary visual cortex [28] . Finally, a recent magnetoen-
cephalography (MEG) study showed that consciously 
seen stimuli induced increased mid-frequency gamma-
band activity over contralateral visual cortex whether 
attended or not, whereas spatial attention modulated 
high-frequency gamma-band activity in response to 
both consciously seen and unseen stimuli [29] .

  On the other hand, we can be conscious of some-
thing without deploying attention to it. When we 
contemplate an empty blue sky, there is no need for 
selective attention, and yet the experience is vivid. 
Conversely, when we attend intensely onto some-
thing, the world outside the focus of attention does 
not disappear from consciousness: we still experience 
the gist or context of the overall visual scene that faces 
us. Indeed, as observed by Tsuchiya and Koch, gist is 
immune from inattentional blindness  [20]  – when a 
photograph covering the entire background is briefly 
and unexpectedly flashed onto the screen, subjects 
can accurately report a summary of its content. In the 
30       ms necessary to apprehend the gist of a scene, top-
down attention cannot play much of a role. Similarly, 
a subject engaged in a task that requires focusing 
attention on the centre of the visual field can still 
perceive the difference between a background scene 
containing an animal from one that does not  [30] . Or 
think of when driving home on a familiar segment 
of the highway: top-down, one may be attending the 
radio, or to the plans for the evening. Despite claims 
to the contrary, it is not that we do not experience 
at all the monotonous road that does not claim our 
attention: we simply do not have to think about how 
to navigate it as long as things are predictable, and 
presumably do not form explicit memories. Finally, as 
indicated by neuroimaging studies mentioned above, 
consciousness without attention and consciousness 
with attention may have different neural correlates: 
Victor Lamme has suggested that consciousness 
without attention could be generated by interactions 
among posterior regions of the cortex, whereas when 
top-down attention boosts conscious experience pre-
frontal cortex enters the game through reentrant inter-
actions with posterior cortex [31] . We will return to 
this distinction when considering the role of the front 
vs. the back of the brain in generating consciousness. 

    Consciousness and Memory 

   Considerations similar to those just reviewed for
attention are likely to apply to working memory – the

ability to keep things in mind for a few seconds. 
Indeed, attention and working memory are closely 
related and may be conceptualized as two different 
aspects of the same process  [32] : attention selects some 
aspects of an existing scene, whereas working memory 
selects the same aspects in the absence of the stimulus. 
Indeed, the ability to imagine things is itself closely 
related to working memory. Moreover, the neural 
structures subserving working memory and top-down 
attention overlap to a large degree both anatomically 
and functionally [33] . Should one then expect a double 
dissociation also between working memory and con-
sciousness? To this date, this question has not received 
much attention. Moreover, the question is complicated 
by the need to distinguish between the targets of atten-
tion, working memory, and imagery, typically located 
in posterior cortex, where activity is either enhanced 
in response to a stimulus, or else maintained or even 
generated in its absence, and control mechanisms, typi-
cally located in anterior cortex, which are responsible 
for directing attention, manipulating contents of work-
ing memory, and generate images  [34] . Given the close 
relationship between working memory and attention, 
it is perhaps conceivable that working memory may 
be maintained for items of which the subject is not 
currently conscious, just like attention can be. But it is 
undisputable that one can be conscious of something 
without exercising any working memory, as when we 
follow the rapid flow of images in a movie. Indeed, 
there are disorders, typically associated with prefrontal 
lesions, in which working memory is severely compro-
mised but consciousness is clearly preserved. 

  The relationship between consciousness and epi-
sodic memory (also known as autonoetic memory) is 
complex, but there is little doubt that consciousness can 
be present even when episodic memory is impaired 
(the converse would seem to be out of the question). In 
syndromes of transient amnesia (Chapter 25), patients 
are obviously conscious – they engage in conversa-
tions, carry out complex tasks, but later show no mem-
ory of what they did (anterograde amnesia). Butler and 
Zeman discuss a case described by Hughlings-Jackson 
in which a doctor suffering from epileptic transient 
amnesia visited a patient, correctly diagnosed pneu-
monia, and wrote down prescriptions and notes with-
out remembering anything about the episode. Perhaps 
the amnesia for a stretch of familiar highway is a nor-
mal example of the same dissociation: under normal 
circumstances, if our attention is engaged elsewhere, 
and if there is no particular reason to engage it on the 
scene we face when driving, we may simply not bur-
den hippocampal circuits to lay down useless memo-
ries. In transient amnesia, the hippocampus may not be 
capable of laying down memories, either due to some 
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kind of trauma (transient global amnesia) or because 
it is preempted by seizure activity (transient epileptic 
amnesia). When damage to the hippocampal formation 
is permanent, as with the bitemporal resection suffered 
by H.M. and similar patients, anterograde amnesia is 
permanent, and the patient is limited to the immediate 
present and to the content of his working memory. Yet 
as described by Postle (Chapter 24), when interacting 
with H.M. there was little doubt that he was conscious. 

  On the other hand, when amnesia is deep, conscious-
ness is altered in peculiar ways. Usually, patients with 
transient amnesia appear to be confused and uncertain 
about the past (retrograde amnesia). H.M. and other 
patients recounted by Postle (Chapter 24) describe an 
unsettling feeling of entering the world as from deep 
sleep, when we may be briefly unsure about who we 
are and where we are, except that feeling in their case 
is permanent. Possibly, this deficit may also reduce 
the window of time over which the conscious present 
flows. Also, recent studies have shown that patients 
with damage to the hippocampal formation also show 
a deficit in imagination, not just in memory, and their 
account of the world, both remembered, experienced 
in the present, and imagined, appears to be less rich, 
lacking in color, detail, and spatial coherence          [35–37] . 
This view fits nicely with evidence for a role of the hip-
pocampal formation in responding to as well as stor-
ing relations among objects in a context-dependent 
(episodic) manner [38] . Over time and over multiple 
episodes of retrieval the memory is transformed to one 
that is more schematic (semantic) and independent of 
the hippocampus       [39, 40] . Thus, while consciousness 
remains in the absence of episodic memory and of the 
hippocampal formation, it does seem to lose not just 
an external sketchpad for writing down memories, but 
actually a part of itself. 

    Consciousness and Space: Balint’s Syndrome 

   We all have the strong impression that much of 
experience is situated in an outside, external space. 
In turn, this external space is centred on an inter-
nal space, that of the body. And, whenever we think 
about our own experience, nothing is stronger than 
the feeling that it is centred somewhere within the 
head, roughly between the eyes. Can consciousness 
even exist without any representation of space, or of 
our own body, or without our  ‘ first-person ’  perspec-
tive, centred somewhere behind the eyes? These ques-
tions are hard to answer on the basis of neurological 
evidence because representations of space and of the 
body are widespread, and lesions that eliminate all 
such representations would have to be so wide as to 

make any firm conclusion unwarranted. Nevertheless, 
a few lessons can still be learned. 

   Neurophysiological studies have demonstrated that 
the brain employs multiple maps of external space, 
some unimodal, some multimodal, many in the cer-
ebral cortex, especially but not exclusively in parietal 
lobes, but some also in thalamus and colliculi. Parietal 
areas receive converging visual, auditory, and touch 
inputs, as well as proprioceptive and vestibular sig-
nals about the position of the eyes, head, and limbs. 
These maps implement different frames of reference, 
so there are eye-centred, head-centred, and body-
centred maps, maps for distant space and maps for 
peri-personal space  [41] . Attention can rapidly shift 
between one frame of reference and the other, and 
there are indications that more global frames of ref-
erence may be a speciality of right hemisphere maps, 
whereas more local maps are a speciality of the left. 
It is also clear that, under normal conditions, many 
different maps are kept in register for smooth func-
tioning, and that posterior parietal cortex, especially 
on the right side, is important in coordinating these 
various maps, perhaps through what has been called 
a master map. Indeed, studies in monkeys have iden-
tified neurons that respond only to the stimulus that 
is being selected as the current target for attention – 
a kind of a winner-takes-all principle over space, and 
do so in a stable manner, in line with the need of a 
stable perceptual representation of a target for action. 
This fits with the finding that parietal neurons are 
involved not only in multimodal spatial integration of 
sensory input, but also in the early stages of planning 
spatial movements. Multimodal neurons in different 
parietal areas are also well-suited to mediate smooth 
transformations between different frames of reference, 
showing responses to one stimulus modality (e.g., 
visual) that are influenced in a multiplicative manner 
by stimuli in other modalities (e.g., proprioceptive or 
vestibular) – an effect called gain modulation  [42] . 

   How much of the information about external space 
that is constantly being updated within and across 
these many maps leads to experience, and how much 
instead remains unconscious? Conscious experi-
ence of space is so pervasive that it seems to provide 
a general framework for much of what we experi-
ence, at least in the visual and auditory domain. In 
fact, Kant thought that space was an essential sub-
strate for all experience. And yet, there is neurologi-
cal evidence that the capacity to experience external 
space may be lost, while at the same time most other 
aspects of experience are preserved, and unconscious 
aspects of space representation continue to function 
 [41] . The evidence comes primarily from a rare syn-
drome, Balint’s syndrome, characterized by the triad 
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of (i) simultagnosia (the inability to see more than one 
object at a time, also known as tunnel vision); (ii) optic 
apraxia (inability to reach for objects in space; and 
(iii) paralysis of gaze (the eyes usually stare straight 
ahead, though they are not paralyzed, as shown for 
instance by reflex movements). Simultagnosia is the 
most relevant component: it means that all  experience
of external space is lost, so that objects cannot be 
located at different places, and therefore at any given 
time only one object is experienced, outside any spa-
tial framework. By contrast, experience of the body is 
intact. Balint patients behave as if they were blind, but 
in reality their visual experience is preserved – they 
can see and report objects, shapes, faces, colors, and 
all kinds of visual features. However, at any given 
time they will only experience one particular object, 
the one that happens to grab their fixation point, at 
the exclusion of everything else. Most notably, while 
they can easily recognize and describe the object they 
are experiencing, they have no idea of where it might 
be in space: left, right, up and down are impossible for 
them to say, and of course spatial relationships among 
objects are out of the question. So, just as one can lose 
the experience of color, one can lose the experience 
of external space. (Balint patients have problems also 
with auditory space, though less marked, at least in 
the single case that was studied [43] .) They also have 
a problem binding colors with shapes, as indicated by 
frequent illusory conjunctions, in which the color of 
another object is mistakenly attributed to the one they 
are experiencing. In the few cases studied in detail, 
the site of the lesion was bilateral inferior parietal cor-
tex, centred around the angular gyrus (area 39). Balint 
patients seem to indicate, then, that we can lose selec-
tively the experience of external space without losing 
consciousness – specifically visual consciousness of 
objects – thus proving that an external spatial frame-
work is not a prerequisite for experience. However, 
they still seem to know that space exists (see       [41, 
p. 162] ), (perhaps because they still experience it in 
reference to their own body – in other words, they do 
not seem to have anosoagnosia (see below)). 

    Consciousness and Space: Neglect 

  While Balint’s syndrome is exceedingly rare, presum-
ably because it involves bilateral, symmetric parietal 
lesions, neglect is a common occurrence, especially early 
on after acute brain lesions on the right side (Chapter 
21). A patient with neglect acts as if he is inattentive 
to one half of the world – most often the left half. He 
may not notice people and objects on the left side, may 
read only the right side of a map, may eat only the right 

side of the food on his plate, or shave only one side of 
his face. In the clinic, neglect can be revealed by sim-
ple paper-and-pencil tests. For example, asked to mark 
all lines on a page, the patient marks only those on the 
right side. Asked to mark the middle of a line, he errs 
towards the right side. Asked to draw a figure, he leaves 
out the left side of it. Nevertheless, a typical neglect 
patient is definitely not blind: if an isolated object is 
shown on the left, the patient can see it and pick it up. 
Indeed, neglect is most apparent in competitive situa-
tions, a phenomenon called ‘extinction . ’  The same stimu-
lus on the left side that is reported if presented alone, 
is ignored if presented simultaneously with a stimulus 
on the right side. Importantly, patients may also show 
neglect for imagined or remembered left space: asked to 
imagine the buildings lining the main piazza in Milan, 
a patient would only recall those on the right side of 
where he imagined himself standing  [43] . In short, 
a patient with neglect behaves as if his attention were 
pathologically locked onto events and things on the 
right side and pathologically inattentive to events and 
things on the left side. It is attention, rather than percep-
tion, that appears to be hampered in neglect. This atten-
tional problem may explain why, as a rule, a patient 
with neglect remains unaware of his problem, especially 
early on. Later on, he may admit that he tends to ignore 
things on the left side, but continues to do so. 

   Neglect can occur in sensory modalities besides 
vision, including audition, touch, proprioception, and 
smell, and it can affect various aspects of space, from 
one’s own body (personal space) to nearby objects 
(peri-personal space) to distant objects. For example, 
one patient may neglect objects on the left side that 
are out of reach but not objects nearby, another one 
may neglect only objects that are within reach, and 
yet another may neglect his own left face. Or a patient 
may ignore his left arm and leg, trying to climb out of 
bed without them even though he is not at all para-
lyzed. Finally, some patients may show predominantly 
motor neglect, in that their eye or hand movements 
are biased towards the right. Presumably, the specific 
form of neglect suffered by every individual patient 
depends on the precise localization of the underlying 
brain lesion. 

  Many brain lesions can produce some kind of 
neglect in humans, but the most typical and long-last-
ing syndromes are produced by lesions involving the 
right inferior parietal lobe. These lesions produce the 
common neglect syndrome, which is for the left side of 
space. Neglect for the right side, which is very rare and 
usually much milder, can occasionally be produced by 
lesions of the left parietal lobe. Lesions that produce 
neglect are often widespread, but by examining the ana-
tomical overlap in many different patients, the critical 
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cortical areas appear to be the right angular gyrus at the 
temporo-parietal junction, corresponding to Brodmann 
areas 39, although another important region seems to 
be the right parahippocampal cortex       [45, 46] ). As will 
be discussed later, the right temporo-parietal junction, 
together with right ventral frontal areas, constitutes the 
ventral attention network, which is necessary for target 
detection and reorienting towards salient, unexpected 
events either right or left of the midline [47].  The ven-
tral attention network is strongly connected, by way of 
the right middle frontal gyrus, to the dorsal attention 
network of the same side, which controls the allocation 
of spatial attention to extrapersonal space and the selec-
tion of stimuli and responses primarily to contralateral 
space. In this way, right temporo-parietal lesions would 
lead to a functional imbalance in posterior parietal cor-
tex that secondarily causes a rightward bias with detec-
tion deficits to the left of the midline [48] . 

  An intriguing finding in neglect is that, though 
patients fail to report stimuli on the left side (e.g., vis-
ual stimuli in the left visual field), signals related to 
those stimuli can still be detected using fMRI not only 
within early visual areas of the occipital lobe, but also 
along the right ventral visual pathway into the tem-
poral lobe, which is often intact       [49, 50] . On the other 
hand, the degree of activation for undetected stimuli 
in the neglected field is weaker than for those that 
can be detected, and it fails to engage a larger fronto-
parietal network, a difference that is also reflected in 
EEG evoked responses. These findings suggest that 
the activation of the ventral visual system in isola-
tion, even up to the level of semantics of words and 
pictures, is not sufficient for conscious detection  [51] , 
as is also suggested by studies of inattentional and 
change blindness (see below, and Chapters 5 and 21).  

    Consciousness, Body, and Self 

   Balint’s syndrome suggests that consciousness can 
exist even in the absence of awareness of external 
space – after all, many modalities of consciousness are 
not spatial at all. But what about awareness of the self, 
or even of our own body? Can consciousness exist in 
the complete absence of a sense of self or of a body? 
The self is a multilayered concept, and different peo-
ple or disciplines tend to conceptualize it in very dif-
ferent ways. 

   In a neurological context, it is useful to keep a 
few distinctions in mind. First and foremost is the 
narrative, autobiographical self  – the one that character-
izes in a fundamental sense who we are. As impor-
tant as this self may be for each of us, it seems clear 
that an autobiographical self is not a prerequisite for 

experience – just think of how it may take some time 
to reconnect with it when awakening in the morning, 
though experience is already present. 

   Then there is the  feeling of agency : experiencing that 
one is the source of one’s action. There is a growing 
neurological literature about the neural substrate of 
agency, and about how agency may be altered in path-
ological conditions           [52–55] . Again, however, experi-
ence of agency is not necessary for consciousness – one 
can be completely passive and still experience the 
flow of images. 

  At a more basic level then there is the  feeling of own-
ership  – the knowledge that your body and its parts 
are indeed yours. The body is heavily represented in 
the brain, and not only in the cerebral cortex. There 
are maps of the body already in the brainstem, in the 
thalamus, and in multiple cortical areas, especially 
primary and secondary somatosensory cortex, right 
posterior insular cortex, and portions of the parieto-
temporal junction (Chapter 1). The representations 
deal with touch, proprioception, and vestibular sig-
nals, which very soon become integrated into multi-
modal maps. The hypothalamus and brainstem have 
access to many other inputs from the body and the 
viscera, although much of what is recorded there does 
not seem to make it to consciousness. 

   Like the experience of external space, the experi-
ence of our own body might appear as an integral, 
obligatory aspect of all experience. Usually, awareness 
of the body is discrete and stays in the background, 
perhaps because it is always there and is relatively 
stable compared to the awareness of external cir-
cumstances. But is a complete loss of body aware-
ness impossible, perhaps even unconceivable? A few 
intriguing phenomena may speak to the issue. 

   Recent experiments, exploiting for instance the 
so-called rubber hand illusion, have shown that our 
sense of ownership can be altered, and we may feel like 
we own a hand that is not ours [56] . The sense that 
our body is ours appears to depend on neural circuits 
centred in right posterior insula. Then there is asoma-
tognosia, a condition in which patients may claim that 
the left arm and leg may be missing, or that it may 
disappear. In such cases the site of lesions is usually in 
right posterior parietal areas, though premotor cortex 
may also play a role  [57] . Asomatognosia suggests that 
certain brain lesions may selectively eliminate aware-
ness of the body without compromising conscious-
ness. However, asomatognosia is usually for just a 
part of the body, so firm conclusions are not possible. 

  A more global phenomenon is the out-of-body expe-
rience  [58]  (Chapter 23). In its full manifestation, a sub-
ject may feel that he is disembodied, that is, he does not 
feel located within his own body. Instead, the subject 
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feels that he – his experiencing self – is located or cen-
tred somewhere else with respect to his body, typically 
hovering over it at some distance. Moreover, he may be 
able to contemplate his own body from this new per-
spective (autoscopy). Out-of-body experiences, which 
can be triggered by brain lesions, seizures, anesthe-
sia and some drugs, and sometimes occur when fall-
ing asleep, are associated with an altered functioning 
of the temporo-parietal junction, including the insula, 
especially on the right side. This brain region combines 
tactile, proprioceptive, and visual signals in a coordi-
nated reference frame, and receives abundant vestibu-
lar projections. It is activated when subjects imagine to 
change perspective and see the world from somewhere 
else [59] . Compellingly, focal electrical stimulation in 
the same area can produce full-fledged out-of-body 
experiences [60] . Clinical data and a further electrical 
stimulation study in humans suggest that disembodi-
ment and autoscopy (and change in perspective) can 
be dissociated: disembodiment would be due to per-
turbations of the junction between right supramarginal 
and angular gyri, leading to somatosensory–vestibular 
disintegration, whereas autoscopy/change in perspec-
tive would be obtained by perturbing a slightly more 
posterior region of the right angular gyrus involving 
visual pathways [61] . An extrastriate body areas is also 
thought to be involved in perception of the body        [62, 
63] . It remains to be clarified whether disembodiment 
can indeed be construed as a true lack of experience of 
the body, or rather as a dislocation of such experience. 
But altogether, asomatognosia and out-of-body experi-
ences suggest that it may be possible to lose one’s bod-
ily self without losing consciousness. 

   What seems to be left if we take away the bodily 
self is the centredness of any experience: even in the 
out-of body experience, experience seems to be local-
ized somewhere behind the eyes, even if such dis-
embodied self is not associated with any physical 
simulacrum. But it is centred somewhere. One could 
argue that what is centred in this case is just the visual 
experience of space – since subjects report seeing their 
own body from such altered first-person perspective. 
Conceivably, however, one could have an out-of-body 
experience induced in a patient with Balint’s syn-
drome, in which case there would be simultagnosia – 
the loss of a spatial reference frame for experience, 
together with a loss of a reference to the body. What 
kind of experience would this be, or would experience 
vanish? Though such thought experiments are always 
dangerous, a reasonable guess would be that experi-
ence would still persists: like a Balint patient, one 
would experience a single object, or say an intense 
smell, not located in space, and not associated to a 
body. Perhaps states achieved thorough  transcendental

meditation techniques can approximate a loss of 
awareness of space, body, and self: experts reports a 
feeling of silence, no bodily feelings, unboundedness 
(no space, and possibly no self), and no time. Even in 
such cases, though, the experience would still be hap-
pening to one particular entity – it would be  ‘ centred, ’  
if you wish, but not in the conventional spatial sense. 
This last sense of ‘ self ’ , which we may call the  ‘ intrin-
sic ’  or  ‘ subjective ’  self – would be one and the same as 
the experience, not further dissociable. 

    Consciousness, Perception, Imagination, and 
Absolute Agnosia 

   Neuropsychology provides perhaps the most 
compelling evidence concerning which brain areas 
are  necessary  for experiencing particular conscious 
modalities. In principle, compiling a list of the areas 
whose lesion eliminates the experience of colors, 
shapes, visual motion, faces, places, and so on, should 
yield the anatomical substrate of conscious vision. 
Completing the list for other modalities and sub-
modalities would yield the anatomical substrate of 
consciousness in its entirety. However, such a list is 
hard to come by, and not just because brain lesions 
are rarely selective and symptoms change with 
time: a more fundamental reason is that, to ascer-
tain that the neural substrate of a conscious modal-
ity, say a sensory modality, has truly been eliminated, 
one must be able to demonstrate a complete loss of: 
(i) the corresponding sensory experiences; (ii) the abil-
ity to imagine, remember, or dream any such expe-
rience; (iii) the first-hand understanding of what is 
missing.

   To see why, consider first a simple thought experi-
ment concerning a hypothetical sixth sense – let’s say 
echolocation. Obviously, we are not endowed with 
neural hardware appropriate for generating echoloca-
tion qualia. Not surprisingly, when we move around 
our house, we do not experience any echolocation-
like quale. But it is not just a matter of not having the 
appropriate sensors or sensory pathways: we can-
not even imagine what such a quale would feel like, 
or dream that we are echolocating. Finally, we do not 
really understand first-hand what we are missing, 
even though we may know a lot about how bats, for 
example, make use of echolocation, and some of us 
can talk about echolocation in great detail. Equipping 
us with a bat-like sonar (say with a visual or auditory 
output) might help us to navigate in the dark, but it 
would not generate echolocation qualia. 

   To make things a bit more concrete, consider a 
conscious submodality we are familiar with, namely 
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color. Assume that a cortical area C is the one actu-
ally responsible for providing us with color qualia (in 
association with other areas that ensure a proper level 
of consciousness); another cortical area A provides 
 ‘ processed ’  sensory input to area C – say by comput-
ing color constancy – so that the appropriate activity 
patterns are triggered in C when a surface of a certain 
reflectance is viewed; finally, a cortical area B can gen-
erate similar patterns (maybe less effectively) in C in a 
top-down manner, implementing the ability to imag-
ine colors. 

   Given such a scenario, a lesion of area A would 
lead to what might be called pure achromatopsia: 
a patient would not be able to discriminate among 
colors and would not experience colors when pre-
sented with colored stimuli. However, the patient 
would still be able to imagine, remember, or dream of 
colors. Moreover, he would be perfectly aware that he 
is missing color, that is, things would look strangely 
black and white. Such patients have indeed been 
described       [64, 65] . For example, patient E.H. [64]  was 
impaired at color perception: he could not recognize 
colored characters in the Ishihara pseudoisochromatic 
plates, could not arrange patches in terms of their hue, 
and could not match objects with the proper colored 
swatch. On the other hand, he could imagine colored 
objects and say the appropriate color, and respond 
correctly if asked, for example, which of a plum and 
an eggplant had more red in it. 

   By contrast, a lesion of area B would lead to the iso-
lated loss of the ability to imagine colors, with no defi-
cit in color perception, and a preserved understanding 
of what color means. Again, such patients have been 
described  [66] , case II  [67] , case KQu  [68] , see also  [69] . 
An especially selective example is that of patient QP 
 [70] , who had an isolated deficit in color imagery and 
color memory secondary to a concussive episode. QP 
had normal color perception, would properly name 
colors, could even dream in color, but since the time of 
the injury she had trouble imagining colors or remem-
bering most colors, both short and long term (intrigu-
ingly, she had little problem with shades of blue). 

  Continuing along these lines, a combined lesion 
of both areas A and B (or of their connections) would 
produce a patient who not only does not experience 
the color of objects but, in addition, cannot imagine or 
remember color. However, he would be fully aware that 
his world has turned black and white, and would com-
plain about missing color. Such achromatopsic patients 
with no color imagery have also been described. For 
example, the painter I, recounted by Oliver Sacks 
 [71] , described his symptoms after a car accident thus: 
 ‘ My vision was such that everything appeared to me 
as a black and white television screen  …  I can see a 

worm wiggling a block away …  But-I AM TOTALLY 
COLOUR-BLIND. ’  To him it made no difference if 
he was looking with his eyes open, or attempting to 
imagine colors, or remembering scenes that he knew 
had color, or whether he was dreaming – he only saw 
 ‘ awful and disgusting ’  shades of grey. Being a painter, 
he could discuss the 256 colors of the Pantone chart 
and the finer aspects of hues without being able to see 
them. Obviously, patient I understood perfectly what 
colors meant, and was overwhelmed by its loss. In such 
cases, one could speculate that area C, being deaffer-
ented from areas A and B, would have no opportunity 
to become activated, but it would still be functional (for 
example, direct stimulation with transcranial magnetic 
stimulation (TMS) might produce colored phosphenes). 
The inactivity of area C would then constantly signal to 
upstream areas that the current visual input is achro-
matic, just as when watching black and white movies. 

   However, feeling of an absence is not the same as 
an absence of feeling – having a functional but inac-
tive area C is very different from not having it at all. 
Indeed, with damage to area C, there should be a 
complete loss of color consciousness, whether seen, 
imagined, remembered or dreamt and, crucially, the 
patient would not understand first-hand what color 
really means (just as we do not understand echoloca-
tion first-hand) and what he is missing. Nevertheless, 
he could certainly talk about color second-hand, just 
as we can talk about echolocation. A patient possi-
bly similar to this ideal case has also been described 
 [72] . Patient MAH seems to have a pure form of color 
agnosia: he cannot name the color of colored pencils 
(though he has no problem with color naming  per se ), 
and he cannot tell whether an object is shown with 
its proper color (as opposed to, say, a purple banana). 
Moreover, he fails to group colored tokens according 
to their color, and is clearly not sure about what he 
is trying to do. When asked to color line drawings of 
common objects, he produced an orange cherry with 
a purple stick, or a blue meadow with pink daffodils. 
On the other hand, MAH can respond to color uncon-
sciously, as demonstrated by priming tasks and a 
Stroop task, and he performed flawlessly and rapidly 
on the Ishihara test (he could easily see the characters 
as being different from the background). He could 
also discriminate between different hues, although 
slowly and with little confidence about what he was 
doing. But when asked about the color of a bright 
green bag, he hesitated, and then said it was a bright 
color, perhaps yellow or orange. His condition was 
apparently congenital (and possibly hereditary, as his 
mother and one of his daughters showed similar defi-
cits), and he had no relevant neurological problem. 
MAH is highly educated and knows about the physics
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of color, but it would seem that he knows about color 
second-hand, as a biologist may know about echo-
location. Uneasily, he admits that he may be color 
blind ‘ or something like that, ’  though occasionally he 
claims to like colors (especially Fauve paintings). It 
may be that, though he does see differences between 
differently colored objects, these may be in terms of 
brightness or other achromatic attributes, and that he 
may lack color qualia. In that case, he may not really 
understand color first-hand the way normal subjects 
do, or the way pure achromatopsic patients do: we 
might call his condition one of absolute agnosia  for 
color. Absolute agnosia would automatically imply 
loss of conscious perception for that modality, as well 
as loss of imagery, memory, and dreaming. What 
MAH is missing, then, would truly be the neural sub-
strate for the qualia pertaining to the color submodal-
ity, due to the absence of the relevant circuits. Thus, 
at least in principle, identifying patients with absolute 
agnosia for different modalities and submodalities of 
consciousness, as well as the underlying dysfunction 
(the equivalent of ‘ area C ’ ) would reveal the true neu-
ral substrate of the corresponding qualia. 

    Consciousness and Anosognosia 

   Given the above definition of absolute agnosia (lack 
of first-hand understanding) as essential to the lack 
of consciousness in a given modality, it is natural to 
ask whether examples of anosognosia (unawareness 
of deficit) in the neuropsychological literature may 
represent a similar lack of first-hand understanding, 
and thus of consciousness for that modality. Patients 
with anosognosia often seem to deny their loss with-
out understanding what they are talking about. For 
instance, patients with Anton’s syndrome can be 
completely blind due to cortical lesions (to the point 
that they may not be able to tell whether the light is 
on or off), yet they insist that they do see, and make 
up excuses as to why they fail in the simplest visual 
tasks. It could be that such patients, besides being 
blind, have indeed absolute agnosia for vision, having 
lost all sense of what seeing (and not seeing) means: 
they may merely resort to vision-related words and 
memories without actually being able to experi-
ence anything visual, not even in their imagination 
or their dreams. However, there are cases of Anton’s 
syndrome that suggest a different interpretation. 
Careful testing of patient H.S., a cortically blind lady 
with bilateral damage to primary visual cortex who 
denied her blindness, suggests that she may actually 
have had visual experiences, only these were imag-
ined ones – given the lack of competition from reti-
nal input, these images may have convinced her that 

she could see [73] . After all, during dreams we are all 
anosognosic: we generate visual images which we 
think veridical and falsely attribute to the environ-
ment, without realizing that our eyes are closed and 
we are blind. Thus, anosognosia may not necessar-
ily imply absolute agnosia, as long as a patient with 
anosognosia can generate images in the affected 
modality, and gives the impression of understanding 
first-hand what he is talking about when he describes 
his experiences. 

   Examples of selective anosognosia for color blind-
ness are hard to come by, but there are examples of 
selective unawareness of deficits in other visual sub-
modalities, such as anosognosia for face perception 
 [74] , and in other modalities, such as anosognosia for 
hemi-anaesthesia, for unilateral neglect, for language 
comprehension and production, and so on. A dramatic 
example of anosognosia is unawareness of motor def-
icit, whereby patients deny that their left arm or leg 
is paralyzed, and usually ignore requests to move it 
(often in the absence of sensory loss and intellectual 
impairment). Recent studies have indicated that una-
wareness of (left) paralysis may result from lesions of 
(right) premotor cortex, especially areas 6 and 44, sen-
sorimotor cortex, and right insula [75] . These lesions 
would compromise the comparison between signals 
representing the intended actions and those monitor-
ing the actual action [76] . In this way, the area respon-
sible for motor awareness ( ‘ area C ’ ) would receive 
the motor intention signals (presumably from sup-
plementary motor area) but no mismatch signal, and 
would thus not be able to tell that the movement was 
not executed. Alternatively, the input layer to  ‘ area 
C ’  from the sensory stream may be dysfunctional, so 
the patient cannot tell anymore whether activity pat-
terns in ‘ area C ’  are triggered by extrinsic or intrinsic 
sources. 

   These examples not only highlight the importance 
of neuropsychological investigations – above and 
beyond what can be established with neuroimag-
ing alone – but they also indicate how difficult it is 
to determine, in each patient, what exactly is amiss 
within a given modality of consciousness: does he 
lack the relevant aspects of conscious perception as 
well as imagination, memory, dreaming and, cru-
cially, first-hand understanding of what he is miss-
ing? Does he have a selective anosognosia because of 
an absolute agnosia, or conversely because he can still 
concoct conscious images in the absence of sensory 
input? And can he still make covert (unconscious) use 
of relevant information? All of these questions must 
be addressed before cortical  ‘ nodes ’  for individual 
modalities and submodalities of consciousness can be 
identified with some confidence. 
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    GLOBAL ALTERATIONS OF 
CONSCIOUSNESS

  In neurology, a distinction is traditionally drawn 
between the level of consciousness and the content of 
consciousness. When you fall asleep, for example, the 
level of consciousness decreases to the point that you 
become virtually unconscious – the degree to which 
you are conscious (of anything) becomes progressively 
less and less. The content of consciousness, instead, 
refers to the particular experience you are having at 
any given time, for a similar level of consciousness. 
This distinction is useful when considering alterations 
of consciousness. On one side there are localized brain 
lesions that lead to the loss of specific dimensions of 
consciousness – defined above as absolute agnosia – 
without any major change in the level of consciousness. 
On the other side there are global alterations in the level 
of consciousness, such as occur, besides certain stages 
of sleep, in anesthesia, coma, vegetative states, and gen-
eralized seizures. It is to these that we now turn. 

    Sleep 

   The most commonplace, daily demonstration that 
the level of consciousness can change dramatically is 
provided by sleep (see Chapter 8). In the laboratory, 
a subject is awakened during different stages of sleep 
and asked to report  ‘ anything that was going through 
your mind just before waking up. ’  What is most note-
worthy for the present purposes is that a number of 
awakenings from non-rapid eye movement (NREM) 
sleep, especially early in the night when EEG slow 
waves are prevalent, can yield no report whatsoever. 
Thus, early slow wave sleep is the only phase of adult 
life during which healthy human subjects may deny 
that they were experiencing anything at all. When 
present, reports from NREM sleep early in the night 
are often short and thought-like. However, especially 
later in the night, reports from NREM sleep can be 
longer, more hallucinatory and, generally speaking, 
more dream-like. On the other hand, awakenings 
during REM sleep almost always yield dreams-vivid 
conscious experiences, sometimes organized within a 
complex narrative structure        [4, 77] .

   What are the processes underlying the fading of 
the level of consciousness during early slow wave 
sleep? Metabolic rates do decrease in many cortical 
areas, especially frontal and parietal areas, and related 
thalamic nuclei, as is seen in other conditions charac-
terized by reduced consciousness, such as coma, veg-
etative states, and anesthesia. By contrast, primary

sensory cortices are not deactivated compared to 
resting wakefulness        [6, 78] . However, neural activ-
ity in the corticothalamic system is far from shutting 
down. Instead, triggered by a decrease in acetylcho-
line and other modulators, cortical and thalamic neu-
rons undergo slow oscillations (1       Hz or less) between 
up- and down-state [79] . During the up-state cortical 
cells remain depolarized at waking levels for around 
a second and fire at waking rates, often in the gamma 
range [80] . However, the up-state of NREM sleep is 
not stable as in wakefulness and REM sleep, but it is 
inherently bistable. The longer neurons remain depo-
larized, the more likely they become to precipitate into 
a hyperpolarized down-state – a complete cessation of 
synaptic activity that can last for a tenth of a second 
or more – after which they revert to another up-state. 
The transition from up- to down-state appears to be 
due to depolarization-dependent potassium currents 
and to short-term synaptic depression, both of which 
increase with the amount of prior activation  [81] . The 
slow oscillation is found in virtually every cortical 
neuron, and is synchronized across the cortical mantle 
by cortico-cortical connections, which is why the EEG 
records high-voltage, low-frequency waves. 

  An intriguing possibility is that changes in the level 
of consciousness during sleep may be related to the 
degree of bistability of corticothalamic networks, lead-
ing to a breakdown of cortical integration – loosely 
defined as the ability of different cortical regions to 
talk to each other [82]  (Chapter 8). Alternatively, deep 
sleep may impair consciousness by leading to bistable, 
stereotypic cortical responses associated with a loss of 
information       [82, 83] .

   Consider first the loss of integration. In a recent 
study, TMS was used in conjunction with high-density 
EEG to record cortical evoked responses to direct 
stimulation in waking and sleep       [83, 84] . During 
wakefulness, TMS induced a sustained response made 
of rapidly changing patterns of activity that persisted 
until 300       ms and involved the sequential activation 
of specific brain areas, depending on the precise site 
of stimulation. During early NREM sleep, however, 
the brain response to TMS changed markedly. When 
applied to lateral cortical regions, the activity evoked 
by TMS remained localized to the site of stimula-
tion, without activating connected brain regions, and 
lasted for less than 150       ms  [84] . This finding indicates 
that during early NREM sleep, when the level of con-
sciousness is reduced, effective connectivity among 
cortical regions breaks down, implying a correspond-
ing breakdown of cortical integration. Computer 
simulations suggest that this breakdown of effective 
connectivity may be due to the induction of a local 
down-state (S. Esser and G. Tononi, in preparation) . 
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  Further experiments with TMS/EEG suggest that 
deep sleep may be associated with a loss of informa-
tion even when the brain can produce global responses. 
When applied over centromedian parietal regions, each 
TMS pulse triggered a stereotypical response imply-
ing the induction of a global down-state: a full-fledged, 
high-amplitude slow wave [83]  that closely resembled 
spontaneous ones and that travelled through much of 
the cortex [85] . Such stereotypical responses could be 
induced even when, for the preceding seconds, there 
were no slow waves in the spontaneous EEG, indicat-
ing that perturbations can reveal the potential bist-
ability of a system irrespective of its observed state. 
Altogether, these TMS-EEG measurements suggest that 
the sleeping brain, despite being active and reactive, 
becomes inherently bistable: it either breaks down in 
causally independent modules or bursts into a global, 
stereotypical response. By contrast, during REM sleep 
late in the night, when dreams become long and vivid 
and the level of consciousness returns to levels close to 
those of wakefulness, the responses to TMS also recover 
and come to resemble more closely those observed dur-
ing wakefulness: evoked patterns of activity become 
more complex and spatially differentiated, although 
some late components are still missing (Tononi and 
Massimini, unpublished results) .

    Anesthesia 

  The most common among exogenous manipula-
tions of the level of consciousness is general anesthe-
sia. Anesthetics come in two main classes: intravenous 
agents used for induction, such as propofol and keta-
mine, generally administered together with sedatives 
such as midazolam and dexmedetomidine; and inhaled 
agents such as isoflurane, sevoflurane and desflurane, 
or the gases xenon and nitrous oxide. The doses of 
inhaled anesthetics are usually referred to their mini-
mum alveolar concentration (MAC): a MAC value of 1 
is the dose that prevents movement in 50% of subjects 
in response to a painful surgical stimulation. At low 
MAC values (0.1–0.2) anesthetics produce amnesia, 
first explicit and then implicit. Frequently there are dis-
tortions of time perception, such as slowing down and 
fragmentation, and a feeling of disconnection from the 
environment. Also, at low MAC values anesthetics pro-
duce increasing sleepiness and make arousal progres-
sively more  difficult, suggesting that to some extent 
they can mimic neurophysiological events underlying 
sleep. At around 0.3       MAC people experience a decrease 
in the level of consciousness, also described as a ‘ shrink-
ing ’  in the field of consciousness, as if they were kept on 
the verge of falling asleep. MAC-awake, usually around 

0.3–0.4 MAC, is the point at which response to verbal 
command is lost in 50% of patients, and is considered 
the point at which consciousness is lost (LOC). The tran-
sition to unconsciousness (LOC) appears to be rather 
brusque, not unlike the collapse of muscle tone that 
usually accompanies it, suggesting that neural processes 
underlying consciousness change in a non-linear man-
ner. At concentrations above LOC, movements are still 
possible, especially partially coordinated responses to 
painful stimuli, suggesting that some degree of  ‘ uncon-
scious ’  processing is still possible. Complete unrespon-
siveness is usually obtained just above MAC 1.0. 

  At the cellular level, many anesthetics have mixed 
effects, but the overall result is a decrease in neuronal 
excitability by either increasing inhibition or decreas-
ing excitation. Most anesthetics act by enhancing 
gamma-amino-butyric-acid (GABA) inhibition or by 
hyperpolarizing cells through an increase of potas-
sium leak currents. They can also interfere with gluta-
matergic transmission and antagonize acetylcholine 
at nicotinic receptors        [86, 87] . But what are critical cir-
cuits mediating the LOC induced by anesthetics? 

  A considerable number of neuroimaging stud-
ies in humans have recently shed some light on this 
issue [88] . A common site of action of several anes-
thetics is posterior cingulate cortex and medial pari-
etal cortical areas, as well as lateral parietal areas  [88]
(Chapter 10), but so far it is not possible to conclude 
whether anesthetics produce unconsciousness when 
they affect a particular set of areas, as opposed to by 
producing a widespread deactivation of corticotha-
lamic circuits. The most consistent effects produced 
by most anesthetics at LOC is a reduction of thalamic 
metabolism and blood flow, suggesting the possibil-
ity that the thalamus may serve as a consciousness 
switch [89] . However, both positron emission tomog-
raphy (PET) and fMRI signals mostly reflect synaptic 
activity rather than cellular firing, and the thalamus 
receives a massive innervation from cortex. Moreover, 
the relative reduction in thalamic activity occurs on a 
background of a marked decrease in global metabo-
lism (30–60%) that involves many cortical regions. 
Thus, thalamic activity as recorded by neuroimaging 
may represent an especially sensitive, localized read-
out of the extent of widespread cortical deactivation, 
rather than the final common pathway of uncon-
sciousness [90] . In fact, spontaneous thalamic firing in 
animal models of anesthesia is mostly driven by cor-
ticothalamic feedback [91] , and the metabolic effects 
of enflurane on the thalamus can be abolished by an 
ipsilateral cortical ablation [92] , suggesting that the 
switch in thalamic unit activity is driven primarily 
through a reduction in afferent corticothalamic feed-
back more than by a direct effect of anesthesia on 
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thalamic neurons. Recently, thalamic activity was 
recorded using depth electrodes in a patient undergo-
ing anesthesia for the implant of a deep brain stimula-
tor  [93] . With either propofol or sevoflurane, when the 
patient lost consciousness, the cortical EEG changed 
dramatically. However, there was little change in 
the thalamic EEG until almost 10 minutes later. This 
result implies that the deactivation of cortex alone is 
sufficient for loss of consciousness, and conversely 
that thalamic activity alone is insufficient to maintain 
it (see below). 

   Whatever the ultimate target of anesthetics, loss of 
consciousness may not necessarily require that neu-
rons in these structures be inactivated. In fact, it may 
be sufficient that subtler, dynamic aspects of neural 
activity be affected. As with sleep, some evidence 
indicates that anesthetic agents may impair conscious-
ness by disrupting cortical integration. Alternatively, 
anesthetics may impair consciousness by leading to 
bistable, stereotypic cortical responses associated with 
a loss of information. 

  Consider first large-scale integration. Anesthetics 
are known to slow down neural responses          [94–96] . As 
this effect may not occur uniformly across the cortex, 
it is likely to disrupt synchronization among distant 
areas. Indeed, when consciousness fades there is a 
drop in coherence in the gamma range (usually 20 to 
80       Hz) between right and left frontal cortices as well 
as between frontal and occipital regions  [97] . Animal 
experiments also show that anesthetics suppress fronto-
occipital gamma coherence, both under visual stimula-
tion and at rest. The effect is gradual and much stronger 
for long-range than local coherence  [98] . The loss of 
front-to-back interactions between anterior and poste-
rior regions of the cortex may be especially critical: at 
anesthetic concentrations leading to unresponsiveness 
in rats, transfer entropy, which provides a directional 
measure of information flow, decreases in the front-
to-back direction – from frontal to parietal and from 
frontal or parietal to occipital cortex – when feed-
forward transfer entropy is still high  [99] . In line with 
these observations, at hypnotic concentrations the anes-
thetic desflurane suppresses selectively the late com-
ponent of neuronal firing ( 	 100       ms), presumably due 
to reentrant connections, but not the early ( � 40       ms), 
feed-forward component, in rat visual cortex (Hudetz, 
in preparation) . Unit recording studies in animals 
also show that feed-forward responses persist during 
anesthesia (in fact, that is how they were tradition-
ally investigated), but contextual modulation of firing, 
associated for instance with attention and presumably 
mediated by back-connections, are abolished          [100–102] . 
Anesthetic agents may be especially effective at dis-
rupting integration because the corticothalamic system 

seems to be organized like a small-world network – 
mostly local connectivity augmented by comparatively 
few long-range connections [103] . Thus, anesthetics 
need only disrupt a few long-range connections to pro-
duce a set of disconnected components [104] . Indeed, 
computer simulations demonstrate a rapid state transi-
tion at a critical anesthetic dose       [105, 106] .

   Consider now the information aspect. When the 
number of differentiated activity patterns that can be 
produced by the corticothalamic system shrinks, neu-
ral activity becomes less informative, even though it 
may be globally integrated [82] . Several general anes-
thetics produce a characteristic burst-suppression 
pattern in which a near-flat EEG is interrupted every 
few seconds by brief, quasi-periodic bursts of global 
activation that are remarkably stereotypic. It has now 
been shown that such stereotypic bursts can also be 
elicited by visual, auditory, and even micromechani-
cal stimuli           [107–110] . Whether evoked or spontaneous, 
this stereotypic burst-suppression pattern indicates 
that during deep anesthetic unconsciousness the corti-
cothalamic system can still be active – in fact hyperex-
citable – and can produce global, integrated responses. 
However, the repertoire of responses has shrunk to a 
stereotypic burst-suppression pattern, with a corre-
sponding loss of information.  

    Coma and Vegetative States 

   While consciousness may nearly fade during cer-
tain phases of sleep, and be kept at very low levels 
for a prescribed period during general anesthesia, 
coma and vegetative states are characterized by a loss 
of consciousness that is hard or impossible to reverse 
 [111] . Coma – an enduring sleep-like state of immobil-
ity with eyes closed from which the patient cannot be 
aroused – represents the paradigmatic form of patho-
logical loss of consciousness (Chapter 11). Typically, 
coma is caused by a suppression of corticothalamic 
function by drugs, toxins, or internal metabolic 
derangements. Other causes of coma are head trauma, 
strokes, or hypoxia due to heart failure, which again 
cause a widespread destruction of corticothalamic cir-
cuits. Smaller lesions of the reticular activating system 
can also cause unconsciousness, presumably by deac-
tivating the corticothalamic system indirectly. 

   Patients who survive a coma may recover while 
others enter the so-called vegetative state, in which 
eyes reopen, giving the appearance of wakefulness, 
but unresponsiveness persists (Chapter 13). Soon, 
regular sleep/waking cycles follow. Respiration, 
other autonomic functions, and brainstem functions 
are relatively preserved, and stereotypic, reflex-like 
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responses can occur, including yawning and grunting, 
but no purposeful behaviour. Patients may remain 
vegetative for a long time, or may emerge to a  ‘ mini-
mally conscious state ’ . This is distinguished from the 
vegetative state because of the occasional occurrence 
of some behaviours that do not appear to be purely 
reflexive, suggesting that some degree of conscious-
ness may be present. 

  Postmortem analysis in vegetative patients reveals 
that the brainstem and hypothalamus, and specifi-
cally the reticular activating system, are largely spared, 
which explains why patients look awake. Usually the 
vegetative state is due to widespread lesions of grey 
matter in neocortex and thalamus, to widespread white 
matter damage and diffuse axonal injury, or to bilateral 
thalamic lesions, especially of the paramedian thalamic 
nuclei [111] . Thalamic damage can be secondary to dif-
fuse cortical damage due to retrograde degeneration 
(just like in metabolic studies of anesthesia, changes in 
the thalamus are much more concentrated and there-
fore easier to document that in cortex). However, iso-
lated paramedian thalamic damage can cause persistent 
unconsciousness. Indeed, recovery from a vegetative 
state was associated with the restoration of functional 
connectivity between intralaminar thalamic nuclei and 
prefrontal and anterior cingulate cortices  [112] . A recent 
study by Niko Schiff  et al . shows the role of the thala-
mus even more dramatically: bilateral deep brain elec-
trical stimulation of the central thalamus restored a 
degree of behavioural responsiveness in a patient who 
had remained in a minimally conscious state for 6 year 
following brain trauma [113] . In an older study, a state 
of akinetic mutism was associated with hypersynchro-
nous spike-and-wave activity in paramedian thalamus. 
After an induced Phenobarbital coma, seizures activity 
resolved and the patients began to speak  [114] . 

   In vegetative states, brain metabolism is globally 
reduced by 50% to 60%, most notably in regions such 
as the posterior cingulate cortex and the precuneus 
       [115, 116] . These are also the areas that reactivate most 
reliably if a patient regains consciousness. A recent 
case study reported an extraordinary recovery of ver-
bal communication and motor function in a patient 
who had remained in a minimally conscious state for 
19 years [117] . Diffusion tensor MRI showed increased 
fractional anisotropy (assumed to reflect myelinated 
fiber density) in posteromedial cortices, encompass-
ing cuneus, and precuneus. These same areas showed 
increased glucose metabolism as studied by PET scan-
ning, likely reflecting the neuronal regrowth parallel-
ing the patient’s clinical recovery. 

  This and other neuroimaging studies of vegetative 
or minimally conscious patients are demonstrating ever 
more clearly that a purely clinical diagnosis of persistent

loss of consciousness may at times be dramatically inac-
curate. Several imaging studies have now shown that, 
even in completely unresponsive patients, as long as 
significant portions of the corticothalamic system are 
preserved, cognitive stimuli can induce patterns of acti-
vation similar to those seen in healthy subjects       [115, 
118] . Since stimuli that are not perceived consciously 
can still activate appropriate brain areas (see below 
and Chapters 5 and 21), inferring the presence of con-
sciousness may be unwarranted. However, in a recent, 
thought-provoking study, a clinically vegetative, seem-
ingly unresponsive patient was put in the scanner and 
asked to imagine playing tennis or navigating through 
her room. Remarkably, the patient showed fMRI activa-
tion patterns of the appropriate cortical regions, exactly 
like healthy subjects. Obviously, these activations could 
not be due to unconscious processing of stimuli  [119] . 
Of note, this patient had widespread frontal lesions, 
while posterior cortex was largely preserved. 

    Seizures 

   The abnormal, hypersynchronous discharge of neu-
rons is a frequent cause of short-lasting impairments 
of consciousness. Consciousness is lost or severely 
affected in so-called generalized seizures, such as 
absence and tonic-clonic seizures, and to a lesser 
extent in complex partial seizures (Chapters 2 and 19). 
Absence seizures, which are more frequent in children, 
are momentary lapses of consciousness during which 
a child stops what she was doing and stares straight 
ahead blankly. Absence seizures are accompanied by 
spike-and-wave complexes at around 3       Hz in the EEG, 
reflecting cycles of synchronous firing and silence of 
large number of neurons. There is great variability 
in the degree of unresponsiveness both across sub-
jects and, within the same subject, between seizures. 
Sometimes, simple behaviours such as repetitive tap-
ping or counting, can proceed unimpaired during the 
seizures, but more complex tasks come to a halt. 

  Generalized convulsive seizures usually comprise a 
tonic phase of muscle stiffening, followed by a clonic 
phase with jerking of the arms and legs. After the 
 convulsion the person may be lethargic or in a state of 
confusion for minutes up to hours. During the tonic 
phase of a convulsive seizure neural activity is greatly 
increased, as indicated by high-frequency activity in the 
EEG. The clonic phase is accompanied by synchronous 
spikes and waves in the EEG, corresponding to millions 
of neurons alternately firing in strong bursts and turn-
ing silent. Loss of consciousness during the tonic phase 
of generalized seizures is noteworthy because it occurs 
at times when neuronal activity is extremely high and 
synchronous. 
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   Partial complex seizures often begin with strange 
abdominal sensations, fears, premonitions, or auto-
matic gestures. The person progressively loses con-
tact with the environment, exhibits a fixed stare and 
is unable to respond adequately to questions or com-
mands. Stereotyped, automatic movements are com-
mon. Complex partial seizures usually last from 15 
seconds to 3 minutes. Seizure activity is usually local-
ized to the medial temporal lobe. 

   The diagnosis of seizures is made through clini-
cal observation and EEG recordings. In absence and 
tonic–clonic seizures the scalp EEG shows diffuse 
abnormalities, suggesting a generalized involvement 
of brain networks, whereas in partial complex seizures 
the abnormalities are confined to a medial temporal 
focus on one side. However, neuroimaging studies 
using single photon emission computed tomography 
(SPECT), PET, and fMRI, and depth EEG recordings in 
humans and animals have revealed that generalized 
seizures do not affect all brain areas indiscriminately, 
whereas complex partial seizures alter brain activity 
less focally than initially thought           [120–123] . In fact, 
it now appears that all seizures causing an impair-
ment of consciousness are associated with changes 
in activity in three sets of brain areas (Chapters 2 and 
19), namely: (i) increased activity in the upper brain-
stem and medial thalamus; (ii) decreased activity in 
the anterior and posterior cingulate, medial frontal 
cortex, and precuneus; (iii) altered activity in the lat-
eral and orbital frontal cortex and in the lateral pari-
etal cortex. In tonic–clonic seizures, fronto-parietal 
association areas show increased activity, while the 
pattern is more complex and variable in absence sei-
zures, though parietal areas are usually deactivated. 
Complex partial seizures show decreased activity in 
frontal and parietal association cortex, which is asso-
ciated with the onset of slow waves similar to those 
of sleep or anesthesia (rather than to epileptiform 
discharges). 

  At this stage, it is not clear which of these three sets 
of areas, alone or in combination, are crucial for the loss 
of consciousness. However, two things are clear: first, 
the areas involved in the loss of consciousness associ-
ated with seizures correspond to those affected in sleep, 
anesthesia, and the vegetative state, pointing to a com-
mon substrate for the most common forms of loss of 
consciousness; second, especially during the tonic phase 
of convulsive seizures, it would seem that conscious-
ness is lost when neurons are excessively and synchro-
nously active, rather than inactive. Perhaps, as with 
the bistable, hypersynchronous transitions between 
down- and up-states during sleep, and with the hyper-
synchronous burst-suppression patterns during deep 
anesthesia, consciousness fades when the repertoire of 

available neural states shrinks, and with it the informa-
tion capacity of the system (see below, and  [82] ). 

    THE NEUROANATOMY OF 
CONSCIOUSNESS

   Despite the wealth of evidence reviewed in this 
book, it is still difficult to converge on a circumscribed 
set of brain structures that are  ‘ minimally sufficient and 
jointly necessary ’  for consciousness  [124]  (Chapter 1). 
It is also important to keep in mind that, at this stage, 
we have no idea whether the elementary neural units 
that contribute to consciousness are local groups of 
neurons, such as cortical minicolumns, or individual 
neurons, and perhaps only neurons located in cer-
tain layers or belonging to a particular class. What 
is undisputed, and certainly not new, is that broad 
lesions or inactivations of the corticothalamic system 
abolish consciousness, whereas lesions of other parts 
of the brain do not. Beyond this, it is still difficult to 
be more precise with a sufficient degree of confidence. 
Recent developments, however, make it at least possi-
ble to ask some pertinent questions and suggest com-
parisons that may help to sharpen scientific inquiry. 

  Below, we briefly review, without any pretence at 
completeness: (i) the evidence that establishes the cen-
tral role of the corticothalamic system and rules out 
other areas of the brain; (ii) the role of the thalamus vs. 
that of the cortex; (iii) that of primary areas vs. higher 
order visual areas; (iv) the ventral vs. the dorsal stream; 
(v) fronto-parietal networks vs. the default system; and 
finally (vi) posterior vs. anterior (prefrontal) cortices. 

    The Corticothalamic System vs. the Rest 
of the Brain 

  As we just mentioned, the only conclusion that 
can be drawn for sure about the neural substrate of 
 consciousness is that it includes parts of the cortico-
thalamic system. The evidence comes from many 
 different sources, and it constitutes the true bedrock of 
the neurology of consciousness. Unambiguous exam-
ples of persistent vegetative state demonstrate that the 
loss of consciousness is usually associated with wide-
spread lesions of the grey or white matter of the cor-
tex, and most of the time with a significant thalamic 
involvement [111] . 

   The evidence is just as persuasive that patients 
remain conscious after lesions of brain structures out-
side the corticothalamic system, first among them 
the spinal cord, which can be severed without affect-
ing consciousness in any direct manner. Brainstem 
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structures (and their hypothalamic extensions) offer 
a more instructive example: every neurologist knows 
that if the brainstem is damaged or compressed, coma 
is likely to ensue – even minor lesions affecting the 
reticular activating system can produce unconscious-
ness. However, as demonstrated by patients who 
awaken from coma and enter the vegetative state, a 
functioning brainstem is insufficient for conscious-
ness in the absence of a functioning corticothalamic 
system – there is wakefulness (eyes open), but no 
experience. Whether the corticothalamic system can 
resume its function and sustain consciousness if the 
brainstem reticular activating system is permanently 
damaged is unclear but, as suggested by the dramatic 
effects on consciousness of deep cortical stimula-
tion in the median thalamus, the reticular activating 
system appears to have the role of an on-off switch, 
rather than of a generator of consciousness. Animal 
experiments indicate that as long as some activating 
systems remain, for example both cholinergic and 
non-cholinergic cells in the basal forebrain [125, 126] ,
consciousness may be possible. Hypothalamic lesions 
in isolation seem to produce somnolence rather than 
unconsciousness.

   The cerebellum offers another interesting case 
study. Even widespread cerebellar lesions or abla-
tions hardly affect consciousness, yet the cerebellum 
has even more neurons that the cerebral cortex, is 
richly endowed with connections, neurotransmitters 
and neuromodulators, receives inputs from the sen-
sory periphery, controls motor outputs, contains maps 
of the body and the outside space, is strongly con-
nected in both directions with thalamus and cortex, 
and often shows selective activation during cognitive 
tasks and in relation to emotion        [127, 128] . As we shall 
briefly discuss in a later section, the cerebellum can 
be usefully contrasted to the corticothalamic complex 
to evince which aspects of neural organization are 
important for generating consciousness. 

   Concerning other brain structures the evidence is 
more complex. A case has been made for the claus-
trum as a key structure for consciousness [129] . To 
this day selective lesions have not been reported, but 
claustral lesions associated with widespread striatal 
lesions do not necessarily cause unconsciousness 
 [130] . Selective, bilateral lesions of the basal ganglia 
are rare, although there are cases of selective bilat-
eral necrosis of the striatum and related structures, 
including the claustrum              [130, 131–134] , as well as sev-
eral instances of bilateral pallidotomy for the control 
of movement disorders          [135–137] . Also, a case can 
be made for a virtual blockade of basal ganglia func-
tion in extreme Parkinson’s disease and perhaps in 
catatonic states       [138, 142] . Such cases show some 

degree of cognitive impairment, but most problems 
have to do with movement initiation and control, 
dysphonia progressing to aphonia, dysarthria and 
finally mutism, and or with the execution of abnormal 
(athetoid) or automatic movements. Consciousness, 
however, appears to be preserved – children affected 
before 3 years of age may not speak but respond to 
sensory stimuli and communicate with their par-
ents [130] ; adults may develop cognitive problems, 
including a frontal syndrome, but are clearly con-
scious [134] . However, lesions involving portions 
of the basal ganglia as well as the anterior cingulate 
can result in akinetic mutism (see below) or in the 
 ‘ slow syndrome ’   [111] . In the latter case, patients are 
slow and somnolent, but communications is possible. 
Circuits involving the basal ganglia originate mostly 
from anterior cortex, the portion of the corticotha-
lamic complex whose necessity for consciousness is 
more questionable, as discussed below. Thus, despite 
being an integral component of at least five parallel 
cortico–subcortico–cortical circuits, the basal ganglia 
may not contribute directly to consciousness. Rather, 
basal ganglia (and cerebellar circuits) are thought to 
play an important role in transforming hard, slow, error-
prone sequences of movements that are performed 
under conscious control, into smooth, fast, and error-
free routines that are executed automatically        [140–141] .

  Finally, we have seen above, on the section on 
memory, that bilateral hippocampal lesions that abol-
ish episodic, autobiographical memory do not abolish 
consciousness. However, what consciousness remains 
is less rich – there is a deficit in imagination- and it may 
be especially constricted in its temporal dimension – 
the duration of the conscious present (see Chapter 24). 

    Cortex vs. Thalamus 

   The thalamus is sometimes considered as a sev-
enth layer of cortex, so contrasting its role with that 
of the cortex proper may be a useless enterprise. 
Nevertheless, it has been suggested that the thalamus, 
and especially the intralaminar nuclei, may consti-
tute a ‘ centrencephalic system ’  where consciousness 
resides  [142] . Very few patients in a persistent veg-
etative state or minimally conscious state have cir-
cumscribed brain lesions. As we have seen however, 
those who do often have bilateral damage in a region 
including paramedian thalamic nuclei [111] , though 
such lesions usually include neighbouring fiber tracts. 
Moreover, the restoration of functional connectivity 
between paramedian thalamus and cingulate cortices 
is an early sign of recovery from the vegetative state 
 [112] , and bilateral deep brain electrical stimulation 
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of the central thalamus restored behavioural respon-
siveness in a patient who had remained in a mini-
mally conscious state for 6 years  [113] . In animals, 
acute thalamic manipulations can have major effects. 
For example, an infusion of GABA agonists (mimick-
ing anesthetic action) into central medial intralaminar 
nuclei causes animals to fall ‘ asleep ’  and the EEG to 
slow down       [143, 147] . Conversely, rats kept under an 
anesthetic concentration of sevoflurane can be awak-
ened by a minute injection of nicotine in the same area 
 [145] . Perhaps, then, the thalamus plays a special role 
in generating consciousness. 

  Alternatively, the role of the thalamus may be 
indirect, by facilitating cortico–cortical interactions. 
For instance, consistent with the role of the thalamus 
as a seventh layer of cortex, efficient communica-
tion between cortical areas might requires a thalamic 
relay          [146–148]  (but see        [149, 150] ): in that case tha-
lamic lesions would lead to a functional disconnection 
despite an activated cortex. The anatomy is consistent 
with such a role: -positive matrix cells, which are espe-
cially concentrated within some of the intralaminar 
thalamic nuclei       [150, 151] , project diffusely to many 
areas of the cortex, where they provide a more super-
ficial innervations (layers I, II, and upper III). Also, 
matrix cells receive collaterals mostly from cortical cells 
in layer V, which in turn have much wider intracortical 
collaterals than layer VI cells, (and are especially sensi-
tive to anesthetics). Cells within intralaminar thalamic 
nuclei are capable of firing in the gamma range and 
can provide NDMA receptor activation, subthreshold 
depolarization and coherent oscillatory bias to distant 
cortical areas  [152] , thereby potentially facilitating long 
range interactions. Also, intralaminar nuclei are ideally 
poised to work as an anatomical hub connecting many 
cortical regions  [153] , and are a prominent target of 
inputs from the reticular activating system of the brain-
stem. For these reasons, matrix cells can be conceptual-
ized as a veritable thalamic activating system capable 
of facilitating effective interactions among many corti-
cal areas and thereby of sustaining consciousness. 

   On the other hand, other evidence suggests a closer 
link between cortex and consciousness, whether or 
not the thalamus is involved. As we have seen above, 
when a patient with depth electrodes in the thalamus 
was anesthetized, the cortical EEG changed dramati-
cally the instant the patient lost consciousness, but the 
thalamic EEG remained unchanged until almost 10 
minutes later  [93] . A complementary result is provided 
by another study in epileptic patient: during REM 
sleep – a state usually associated with dreaming – 
the cortical EEG was duly activated, but the thalamic 
EEG in the medial pulvinar nucleus showed slow 
wave activity [154] . Though only a small portion of 

the thalamus was recorded in these studies, it would 
seem that deactivating cortex is sufficient for los-
ing consciousness, whereas thalamic activation may 
not be necessary for maintaining it. Indeed, it was 
reported long ago that, following a complete abla-
tion of the thalamus, the cortex can still produce an 
activated EEG [155, 156] . A more effective conscious-
ness switch may be located in the basal forebrain, as 
long as both cholinergic and noncholinergic cells are 
targeted [125] . For example, brainstem stimulation 
that produces an arousal reaction and the activa-
tion of the EEG [157]  becomes ineffective when the 
local anesthetic lidocaine is injected into the basal 
forebrain, but not so much when it is injected into the 
thalamus .

    Primary Areas vs. Higher Order Areas 

   Since the suggestion by Crick and Koch that pri-
mary visual cortex may not be part of the ‘ neural cor-
relate of consciousness  ’   [158] , a remarkable amount of 
refined neuroscience has attempted to settle the ques-
tion whether this brain area is  ‘ in ’  or  ‘ out. ’  That is, 
does primary visual cortex contribute directly to vis-
ual consciousness, or only indirectly – a sort of larger, 
higher-up retina? Consider retinal neurons. Though 
they certainly rely information to all parts of the vis-
ual system, and their activity usually determines what 
we see when we open our eyes, they do not seem to 
contribute directly to conscious experience. For exam-
ple, their rapidly shifting firing patterns do not cor-
respond well with what we perceive, which is much 
more stable. Moreover, during blinks and eye move-
ments retinal activity changes dramatically, but visual 
perception does not. Also, the retina has a blind spot 
at the exit of the optic nerve where there are no pho-
toreceptors, and it has low spatial resolution and no 
color sensitivity at the periphery of the visual field, 
but we are not aware of any of this. More importantly, 
lesioning the retina does not prevent conscious visual 
experiences. As we have seen, a person who becomes 
retinally blind as an adult continues to have vivid vis-
ual images and dreams. Conversely, stimulating the 
retina during sleep by keeping the eyes open and pre-
senting various visual inputs does not yield any visual 
experience and does not affect visual dreams. 

  What is the situation with primary visual cortex? 
Psychophysical experiments indicate that several stim-
uli known to affect the activity of V1 neurons have no 
perceptual counterpart          [95, 159, 160] . Also, single neu-
ron recordings from the monkey, using paradigms 
such as binocular rivalry, find that activity in V1 
tends to follow the physical stimulus, rather than the 



IV. SEIZURES, SPLITS, NEGLECTS AND ASSORTED DISORDERS

percept, unlike neurons higher up in the visual hier-
archy          [161–163] . On the other hand, a number of fMRI 
BOLD studies have found that activity in human V1, 
and even in the lateral geniculate nucleus (LGN), 
was correlated with perception (Chapter 5)          [164–166] . 
Perhaps the reason for the discrepancy has to do with 
how well one controls for attention, which is often 
tightly bound with perception and is known to activate 
V1 [23]  (Chapter 6). Indeed, a recent study employing 
a dual-task paradigm has shown that, once attention 
is accounted for, there is no residual correlation of V1 
hemodynamic activity with perception  [167] . Similarly, 
V1 fMRI signals associated with unperceived line 
drawings were modulated by visual attention  [28] . 
Finally, it is possible to decode from V1 BOLD activ-
ity the orientation of a masked stimulus, even though 
subjects could not guess its orientation [168] . 

  Additional evidence against a direct contribution of 
not only V1 but other primary sensory cortices comes 
from studies of sensory stimulation during slow wave 
sleep (Chapter 8) and in vegetative patients (Chapter 3) .
Using evoked responses or neuroimaging, these stud-
ies show the localized activation of primary areas in the 
absence of any indication of consciousness. However, 
it should be remembered that areas higher up in the 
cortical hierarchy, often considered to be contribut-
ing to experience, can also be activated, at least at the 
fMRI level, in the absence of conscious perception, as 
shown by studies of backward masking  [169] , inat-
tention       [170, 171] , and neglect [172] . Perhaps in some 
of these instances the activation that reaches higher 
areas is merely insufficient, for instance in masking. 
Alternatively, the fMRI signal may be strong, as in inat-
tention and neglect, but it may lack some other features 
that would only be evident with units recordings, such 
as fast oscillations or synchronization with other areas, 
or it may be that higher areas must respond to inputs 
from lower areas for their activation to contribute to 
consciousness. Finally, less is known about the possible 
contribution to consciousness of other primary cortices 
such as motor cortex. However, some evidence exists 
to show, for example, that masked visual stimuli can 
elicit motor cortex activation and increase its excitabil-
ity as probed with TMS , and yet remain unperceived. 
Of course, demonstrating that activation or changes 
in excitability in primary cortices do not translate in 
reportable changes in experience does not prove that 
no activation pattern would be able to elicit experience 
– just think of the fact that even high intensity TMS or 
direct electrical stimulation usually fail to affect con-
sciousness, no matter what brain area is the target, with 
only a few exceptions [173] . 

  Current evidence thus seems to support the hypoth-
esis that V1 does not contribute directly to visual 

experience. However, it is hard to say whether this 
applies to all visual attributes, such as precise topog-
raphy, detailed contours, or luminosity, as has been 
argued by some  [174,   175] . Also, lesions of primary 
visual cortex lead to the striking phenomenon of 
 ‘ blindsight, ’  in which patients claim to have no con-
scious perception of stimuli, though they perform 
better than chance on forced-choice tasks where they 
are asked to detect stimuli, locate them, decide on 
their orientation and direction of motion  [176]  (see 
also Chapter 21). Compelling evidence supports 
the idea that blindsight is subserved by subcortical 
visual pathways that originate from the superior col-
liculus and bypass primary visual cortex. The sub-
jective blindness of blindsight patients may perhaps 
be explained purely in terms of insufficient feed-
forward activation of higher visual areas, denying any 
direct role to V1  per se  in generating experience. But it 
is hard to be sure: would the activation of extrastriate 
cortex, in the absence of a functional V1, be sufficient 
for visual experience, and of what kind? Some experi-
ments using TMS in both blindsight patients and 
healthy subjects         [177–179]  leave at least the door open 
for a more direct contribution by V1. 

    Ventral vs. Dorsal Stream 

   Based on previous work indicating a subdivision 
between a ventral and a dorsal visual stream diverg-
ing from primary visual cortex, a case has been made 
for distinguishing between a ventral stream for per-
ception and a dorsal stream for action        [180, 181] . The 
ventral stream includes a number of areas in  ventral
temporal and lateral occipital cortex (the lateral occip-
ital complex); the dorsal stream includes areas V3A, 
V5, V7 and intraparietal areas in the posterior parietal 
cortex. According to the initial account  [180] , which 
was subsequently refined [181] , activity in the ventral 
stream gives rise to conscious experience, extracting 
invariant features that subserve object identification, 
as well as the relationships among objects within the 
context of a visual scene. This system would allow 
us to construct a lasting representation of the word, 
categorize objects and events, talk about them, form 
explicit memories, and plan long-term actions. By 
contrast, the dorsal stream deals with the moment-
to-moment information about the precise size, shape, 
location, and disposition of objects for the rapid visual 
control of skilled actions, such as tracking, reaching, 
and grasping the object. It has little memory and its 
activity remains unconscious. There is in fact neuro-
logical evidence for a double dissociation between the 
two systems: some patients with ventral stream lesions 
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have a ‘ visual object agnosia ’  in which they lack the 
conscious experience of the shape of objects, but can 
unconsciously adapt the reaching and grasping to 
the unperceived object just as well as healthy con-
trols. Other patients with dorsal stream lesions have 
an  ‘ optic ataxia ’  in which they perceive the objects but 
cannot execute the appropriate skilled movements 
(see also Chapter 21). Some visual illusions can also 
be used to show a dissociation between the two sys-
tems. One sees here the another aspect of the dichot-
omy between the slow, consciously controlled actions 
when first learning a new skill, and the rapid, effort-
less executed skill after it has been learned: in the first 
case, the brain calls on a large and diverse amount of 
information, specifying a wide context, whereas in the 
latter case it employs only the minimum amount of 
information that is required to execute the movement 
at hand. 

   Recently, however, it was shown that areas in the 
dorsal stream respond not only to the location of 
objects but also to their identity, and that hierarchi-
cally higher intraparietal areas in the dorsal stream do 
so in a viewpoint- and size-invariant manner, just as 
ventral areas do  [182] , and as required by perceptual 
constancies that are characteristic of conscious expe-
rience. These selective, invariant responses to objects 
could be elicited irrespective of any requirement for 
action, and were not due to attentional confounds. As 
we have seen, areas in posterior parietal cortex imple-
ment a detailed map of space, so both spatial and 
object information are available in close proximity. 
Indeed, given that visual objects can activate ventral 
areas in neglect syndromes and inattentional blind-
ness without giving rise to conscious experience, one 
wonders which set of object-selective areas is more 
important for experience.  

    Posterior vs. Anterior (Prefrontal) Cortex 

   Lesion studies support the notion that conscious-
ness does not require prefrontal cortex and, by infer-
ence, the functions it performs. Early studies showed 
that large, bilateral prefrontal resections did not abol-
ish consciousness. For instance, Hebb reported that 
removal of large portions of the frontal cortex had 
little effect on intelligence: Penfield had resected 
one-third or more of each frontal lobe of patient 
K.P. to eliminate epileptic foci, yet K.P. showed  ‘ a 
striking postoperative improvement in personality 
and intellectual capacity ’   [183] . Psychosurgery led to 
the widespread adoption of prefrontal lobotomy and 
leucotomy, in which prefrontal cortex was deaffer-
ented from its thalamic inputs, again with no major 

impairment of consciousness       [184, 185]  (with the 
exception of anterior cingulotomy, which could result 
in akinetic mutism, see below). A number of psychi-
atric patients also underwent the bilateral resection of 
prefrontal cortical areas, either in isolation or in com-
bination, according to Brodmann’s atlas ( ‘ topectomy ’ ) 
 [186] . Yet even patients receiving a bilateral resection 
of, say, areas 10, 11, 45–47, or 8–10, or 44–46,10, or 
area 24 (ventral anterior cingulate), showed no gross 
behavioural change and certainly maintained con-
sciousness. Some received both topectomy and lobot-
omy, again with no gross effects on consciousness. 

   Patients with widespread, bilateral damage to pre-
frontal cortex remain rare, but two recent clinical stud-
ies provide additional, intriguing evidence. A young 
man who had fallen on an iron spike that completely 
penetrated through both of his frontal lobes, neverthe-
less went on to live a stable family life – marrying and 
raising two children – in an appropriate professional 
and social setting. Although displaying many of the 
typical frontal lobe behavioural disturbances, he never 
complained of loss of sensory perception nor did he 
show visual or other deficits  [187] . Another case is that 
of a young woman with massive bilateral prefrontal 
damage of unclear aetiology [188] . While manifest-
ing grossly deficient scores in frontal lobe tests, she 
showed no abnormal perceptual abilities, and there 
was no issue whether she was conscious (that is not to 
say that such patients do not suffer from subtle visual 
deficits [189] ). 

   The evidence is more ambiguous with medial 
 prefrontal lesions, especially those involving anterior
cingulate cortex and supplementary motor areas, 
often due to ruptured aneurysms of the anterior com-
municating artery. The presentation of such patients 
has been described as akinetic mutism   [190] , which is 
usually categorized as a variant of minimally con-
scious states (Chapter 14 ,  [191] ). Although the term 
akinetic mutism has been sometimes used to denote 
different clinical conditions having different pathol-
ogy (e.g., the so-called slow syndrome), the clas-
sic presentation is that of a patient who lies indeed 
immobile and mute, but gives the impression of 
hypervigilance, following actions and objects with 
conjugated eye movements. However, it is generally 
impossible to elicit any responses, establish contact 
(though in some patients, occasionally, monosyllabic 
answers are reported), and there is no spontaneous 
purposive activity. In a few cases, clinicians have the 
impression that such patients may understand what 
is going on (which is why they are considered to be 
mute rather than vegetative), implying that con-
sciousness is present (though possibly impaired), 
but not evidenced in behaviour due to a complete 
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lack of motivation or block of executive function (as 
opposed to paralysis, as in the locked-in syndrome, 
Chapter 15) . Others instead consider such patients as 
essentially unconscious. The interpretation is com-
plicated by the fact that, in the rare instance in which 
such patients recover, there is usually amnesia for 
the akinetic episode, as in the original case of Cairns, 
though one patient who eventually recovered reported 
that she remembered the questions posed by the doc-
tor but did not see a reason to respond (Laureys, per-
sonal communication). Cases in which the syndrome 
resolves through dopaminergic therapy, as well as 
acute akinesia in Parkinsonism, are also difficult to 
interpret, and may or may not resemble classic aki-
netic mutism from a functional point of view. Perhaps 
the most intriguing results have been obtained in 
such patients by using event-related potentials. Such 
studies have shown that, while several aspects of the 
EEG responses may be altered, there can be a differ-
ential response to semantically meaningful stimuli, 
for example in oddball paradigms         [192–194] . Similar 
findings have been obtained in a number of vegetative 
patients, usually when the background EEG contained 
frequencies above 4       Hz. Though these preserved 
responses are hard to interpret, they support the pos-
sibility that at least some degree of consciousness may 
be preserved after medial anterior lesions and possibly 
also in other instances of clinical unresponsiveness. 

  Contrast these examples of widespread anterior 
damage with patients with bilateral posterior damage 
resulting in a syndrome of  hyperkinetic mutism             [191, 
195–197] : such patients are engaged in a whirlwind of 
motor activity, coordinated but without purpose. There 
is no indication that they have any awareness of self 
or environment (and of course they do not speak). An 
extreme case was described by Niko Schiff  et al . ( [198] , 
Patient 1). The patient exhibited continuous, sponta-
neous, non-directed choreiform movements of head, 
body, and extremities when awake. He was mute and 
his movements had no relationship to visual, audi-
tory, or tactile stimuli. A PET study showed a pro-
found hypometabolism of posterior forebrain regions, 
whereas anterior, cortico-striato-pallido–thalamo–cor-
tical circuits showed comparatively high metabolism. 
Is there any experience left in such patients? Is a self-
despairing in complete nothingness, experiencing 
thoughts of action with no object? Or is this condition 
associated with a complete disappearance of the world 
and the self, and thus of consciousness? Intriguingly, a 
late posterior positivity having a parietal peak is the 
event-related potential component that is most reli-
ably impaired in states of seeming unconsciousness, 
and which distinguishes best between consciously 
detected vs. undetected stimuli [193] . 

  Altogether, at present it would seem that conscious-
ness abides mostly in the back of the corticothalamic 
complex (though maybe not in the very back), rather 
than in the front, and that the front may not be strictly 
required for experience to be present. Also, there is 
no doubt that the bulk of experience is sensory, and 
as such resides in posterior cortex. As we have seen, 
neuroimaging experiments do some justice to this 
view, showing that prefrontal cortex is deactivated 
when self-reflection is abolished by task demand, but 
experience is vividly present  [16] . However, that ante-
rior cortex may not be necessary for consciousness 
does not entail that it does not contribute directly to 
it in any aspect [199] . After all, being self-conscious 
(reflecting upon what one perceives) is different from 
being conscious (perceiving it), yet both are experi-
ences. Perhaps feelings of thought, reflection, effort, 
will, emotion and so on are generated by anterior 
cortex, though no firm evidence exists. Also, premo-
tor cortex may contribute to specific aspects of con-
sciousness, such as the awareness of movement  [200]
and the feeling of agency [201] . Alternatively, prefron-
tal cortex may provide unconscious plans, strategies, 
skills and memories, as well as attention. If this were 
the case, we would need to know what is wrong with 
this large portion of the cortex. Is it wired in radically 
different way from posterior cortex? Is it broken up 
into segregated loops encompassing the basal gan-
glia? At the very least, the study of the contribution 
of anterior cortical areas to consciousness is one of the 
ripest areas for future investigations. 

    Lateral Fronto-Parietal Network vs. (Medial) 
Default System 

  An orthogonal way of slicing the cortical cake is to 
distinguish between the relative contribution to con-
sciousness of lateral vs. mesial regions. In fact, there is 
increasing evidence for the existence of two corticotha-
lamic networks usually characterized by antagonistic 
activation patterns in fMRI studies          [202–204]  (Chapter 
7). One is a lateral ‘ attention ’  network, the other a pre-
dominantly mesial ‘ default ’  system. The lateral atten-
tion network is further subdivided into a dorsal and 
a ventral attentional system [205] . The dorsal system 
is bilateral and composed of the intraparietal sulcus 
and frontal eye field at the junction of the precentral 
and superior frontal sulcus. It is involved in volun-
tary (top-down) orienting and shows activity increases 
after presentation of cues indicating where, when, or to 
what subjects should direct their attention. The ventral 
system is right-lateralized and composed of the right 
temporal-parietal junction and the right ventral frontal 
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cortex. This system shows activity increases upon detec-
tion of salient targets and after abrupt changes in sen-
sory stimuli. The dorsal and ventral lateral attentional 
systems also appear in functional connectivity maps 
during spontaneous activity, and their function can 
be coordinated by other prefrontal regions  [206] . Not 
surprisingly, since attention and consciousness often go 
together, many neuroimaging studies show an activa-
tion of this lateral network, usually with the addition 
of anterior cingulate areas, in paradigms contrasting 
perceived vs. unperceived stimuli        [19, 207]  (Chapter 5).
For instance, these regions are more active for 
unmasked vs. masked words and images; detected vs. 
undetected changes during change blindness; reported 
vs. missed stimuli during the attentional blink, seen vs. 
extinguished stimuli in neglect patients. 

  The  ‘ default ’  network        [202, 203]  includes primarily 
medial cortical areas such as the medial prefrontal cor-
tex, the posterior cingulate cortex, and the precuneus. 
However, it also includes a lateral parietal compo-
nent posterior to the intraparietal sulcus. The default 
network was identified because it typically shows 
decreased activity when subjects perform cognitive 
tasks. In resting functional connectivity studies, regions 
of the default network show strong positive correla-
tions among themselves, presumably due to the high 
density of anatomical connections [203] . Posteromedial 
cortex appears to be a particularly important area of the 
brain, since it happens to have higher levels of baseline 
energy consumption (the precuneus) than the rest of 
the cortex (see Chapter 1). Nevertheless, the functional 
role of  posteromedial cortex is only partially under-
stood, as selective, bilateral lesions of these areas are 
hardly ever reported. Therefore, evidence comes mostly 
from neuroimaging studies and transient, incomplete 
disruption through TMS. Regions within posteromedial 
cortex, especially the precuneus, are activated during 
visuo-spatial imagery, retrieval of episodic memories, 
spontaneous thought, and during tasks that refer to the 
self and require a first-person perspective  [208] . While 
these studies suggest a role in conscious processes 
focusing on internal signals rather than on external 
ones, other studies point to a more direct relevance to 
consciousness per se . Activity in posteromedial areas is 
altered during generalized seizures, and a strong deac-
tivation is observed in hypnosis, sleep, general anesthe-
sia with both propofol and inhalation agents, and in the 
vegetative state. As we have seen, recovery of function 
in posteromedial cortex and reestablishment of func-
tional connectivity with thalamus and frontal cortex 
are among the early signs of recovery of consciousness. 
However, it should be noted that posteromedial cor-
tex appear to be deactivated to a similar extent in both 
NREM and REM sleep         [5, 6, 78] . Given that REM sleep 

is usually associated with vivid dreams, it is question-
able whether the activation of posteromedial cortex 
is necessary for consciousness per se  or rather for cer-
tain aspects of self-consciousness and related cognitive 
activities. For instance, at intermediate doses certain 
anesthetics such as xenon produces a selective deacti-
vation of posterior mesial cortex, yet subjects report 
depersonalization and out-of-body experiences, rather 
than unconsciousness. Moreover, a patient with bilat-
eral hypometabolism in the precuneus and superior 
temporal lobe, as well as in right posterior cingulate 
gyrus, was demented and psychotic, with delusions 
and hallucinations, but evidently conscious [209]  (but 
see [210]  and Chapter 1, for the view that posterome-
dial lesions may compromise consciousness). 

  Despite the temptation to assign consciousness to 
either the lateral or medial component given their 
task-on vs. task off activation pattern, and their anti-
correlated functional connectivity, there are reasons to 
wonder whether these two subdivisions may actually 
be jointly involved in generating experience. For exam-
ple, the anticorrelated functional connectivity emerges 
only after regressing out a large, correlated component 
 [211] . Moreover, there is evidence that both medial 
and lateral areas may be part of a larger, anatomically 
defined ‘ structural core ’ . Recently, the application of 
graph-theoretical methods to diffusion spectrum imag-
ing of fiber tracts in humans has revealed the exist-
ence of a structural core of heavily interconnected 
cortical regions [212] . This core is centred on a promi-
nent medial ‘ backbone ’  that includes the posterior cin-
gulate cortex, the precuneus, the cuneus, as well as the 
paracentral lobule, and the isthmus of the cingulate 
(retrosplenial) cortex. The structural core thus overlaps 
in part with the ‘ default network, ’  although the medial 
prefrontal cortex is conspicuously absent. There is, 
however, an important lateral component of this struc-
tural core, which includes the bank of the superior tem-
poral sulcus, the temporo–parieto–occipital junction, 
and the inferior and superior parietal cortex. Thus, the 
structural core also includes the posterior portion of the 
lateral attentional system. The structural core extends 
symmetrically to both hemispheres, and all its constitu-
ent areas have strong bilateral connections to associa-
tive (non-primary) nuclei of the thalamus, as well as to 
diffusely projecting thalamic cells. 

  Neuroimaging studies also point to a joint involve-
ment of both lateral and medial regions: in vegetative 
patients, minimally conscious patients, seizures associ-
ated with alterations of consciousness, general anesthe-
sia, and sleeping subjects, there is a remarkably similar 
set of regions that are deactivated compared to control 
conditions: these include both the lateral fronto-parietal 
network and medial regions such as medial prefrontal 
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cortex and precuneus. Another interesting case is that of 
a man emerging from a minimally conscious state (due 
to diffuse axonal injury) after the administration of the 
GABA agonist zolpidem        [213, 214] . In this case, blood 
flow as measured by SPECT increased by almost 40% 
bilaterally in medial frontal cortex as well as in lateral 
areas such as middle frontal and supramarginal gyri. 
So perhaps both the medial and lateral contingents are 
important. Given the evidence just reviewed that pos-
terior cortex is more important than anterior cortex 
reviewed in the previous section, it may be that a  pos-
terior complex of associative areas  comprising the lateral 
temporo–parieto–occipital junction and perhaps a pos-
teromesial backbone currently represents the safest bet 
as to the brain regions that are most likely to be neces-
sary for the bulk of conscious experience. Alternatively, 
consciousness may depend on a more circumscribed set 
of associative cortical areas, such as those lesioned in 
hyperkinetic mutism, but when consciousness is gone, 
naturally attention, self-monitoring and similar function 
also collapse, as reflected in a more generalized pattern 
of deactivation. 

    Left vs. Right Hemisphere 

   Finally, one should consider the most traditional 
of dichotomies: the one between the left and the 
right brain. As discussed by Gazzaniga and Miller 
(Chapter 20), the evidence from split-brain patients, 
and even more so the results of right hemispherectomy 
operations, show beyond any doubt that the isolated 
left hemisphere, whether alone or disconnected from 
the right hemisphere, can support a conscious self 
that is similar to that supported by of an intact, fully 
equipped brain. Importantly, after a hemispherectomy 
or split-brain operation, the patient (speaking through 
the left hemisphere) is anosognosic and feels in no way 
changed, although for example the left half of the vis-
ual field is no longer available. 

   People familiar with split-brain patients have lit-
tle doubt that the isolated right hemisphere can sup-
port a second consciousness (Chapter 20). Long-term 
observations make it clear that the disconnected right 
hemisphere not only has its own private sensory and 
motor channels with which it can communicate with 
the environment, but it has its specific perceptual 
skills, can have a word lexicon, has its own memories 
and may even have its own characteristic preferences 
and dislikes. After spending some time testing split-
brain patients, examiners spontaneously refer to the 
two hemispheres as if they were distinct people. 

   Naturally enough, being limited in language and 
reasoning skills, under usual circumstances the right 

hemisphere is literally dominated by the left hemi-
sphere – it is usually passive, and does not complain 
or cause trouble, just as in some highly asymmetric 
marriages. Also, its cognitive style seems to be very 
different. As we have seen, it is much more literal in 
its recognition of images and events, and thereby 
often more accurate, in contrast with a left hemisphere 
that is constantly formulating hypotheses and trying 
to make sense of what happens. Also, in some tests 
the right hemisphere’s cognitive style is strangely 
 ‘ un-human ’ . For example, in a guessing game in which 
a stimulus is red say 75% of the time, and green 25% 
of the time, and the occurrence of stimuli is entirely at 
random, humans respond by trying to match the prob-
ability of red and green, thereby making many mis-
takes. By contrast, animals such as rats and goldfish 
respond red all the time, and in this way maximize 
their success rate. In such a game, the left hemisphere 
behaves just like a human, probably because it is 
a characteristic human feature to try and find a pat-
tern even in random events. The right hemisphere, by 
contrast, behaves just like a rat or a goldfish would. 
Michael Gazzaniga has also shown that the right 
hemisphere fails in certain simple reasoning and clas-
sification tasks that are solved both by 12-month-old 
children as well as by monkeys. 

   On the other hand, the extraordinary patient P.S., 
studied by Joseph Ledoux and Michael Gazzaniga, 
who had a remarkable ability to comprehend words 
with the right hemisphere, and went on to develop a 
limited ability to speak through it, leaves little doubt 
that the right hemisphere can at times even have an 
individual sense of self. The rare cases of left hemi-
spherectomy in right-handed adolescents also indicate 
that the right hemisphere can sustain a consciousness 
and a self, although when the right hemisphere is left 
alone after the operation it is certain to undergo a 
variety of plastic changes that may partly modify its 
original functioning. It seems inconceivable, however, 
that consciousness would return in a left hemispherec-
tomized patient only when and to the extent that lan-
guage is recovering – it is much more plausible that 
consciousness and self are already there, and it is just 
language skills that are being added, just as in a recov-
ering aphasic patient (see above). 

  Despite the remarkable evidence that the discon-
nected right hemisphere has its own conscious experi-
ence and perhaps at times even its own self, it is worth 
considering the alternative possibility that the isolated 
right hemisphere may actually be just an unconscious 
 ‘ zombie ’ . Could it be that its responses are not dis-
similar from those provided by a patient with blind-
sight? Or by the ‘ unconscious action system ’  of Miller 
and Goodale? Several considerations cast doubt on 
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this possibility. Unlike blindsight patients, the isolated 
right hemisphere does not respond just in forced-
choice tests, but can exhibit spontaneous choices. It is 
capable not just of adjusting behaviour for action, but 
can master perceptual tasks that are impossible for 
patients with temporal lesions that lack explicit object 
recognition. It can do much more than just  ‘ automatic 
routines ’ , and can initiate purposeful behaviours if 
properly asked. It is far more lucid that a sleepwalker 
or a patient with a partial complex seizure. Finally, the 
isolated right hemisphere can even express individual 
preference and goals, and recognize a picture of itself 
(although less easily than the left hemisphere). Thus, 
the kind of consciousness associated with the isolated 
right hemisphere could be comparable, and in some 
cases more sophisticated, with that of other primates 
lacking language. 

    THE NEUROPHYSIOLOGY OF 
CONSCIOUSNESS

  The studies discussed above indicate that, even 
within the cerebral cortex, changes in neural activity 
do not necessarily correlate with changes in conscious 
experience. Also, we saw earlier that most of the cortex 
is active during early NREM sleep and anesthesia, not 
to mention during generalized seizures, but subjects 
have little conscious content to report. Thus, it is natu-
ral to suggest that some additional dynamic feature of 
neural activity must be present to generate conscious 
content. Here we consider the role of: (i) sustained vs. 
phasic activity; (ii) reentrant vs. feed-forward activity; 
and (iii) synchronous or  oscillatory activity. 

    Sustained vs. Phasic Activity 

  A plausible idea is that neural activity may contrib-
ute to consciousness only if it is sustained for a mini-
mum period of time, perhaps around a few hundred 
milliseconds. At the phenomenological level, there 
is no doubt that the  ‘ now ’  of experience unfolds at a 
time scale comprised between tens and several hun-
dred milliseconds  [215] , and in some aspects may 
even stretch to 1 or 2 seconds  [216] . Other experi-
ments have made use of the attentional blink phe-
nomenon: when an observer detects a target in a 
rapid stream of visual stimuli, there is a brief period 
of time during which the detection of subsequent tar-
gets is impaired. Remarkably, targets that directly fol-
low the first target are less impaired than those that 
follow after 200–400       ms  [217] . By manipulating atten-
tion, identical visual stimuli can be made conscious 

or unconscious. In such studies, event-related poten-
tials reflecting early sensory processing (the P1 and 
N1 components) were identical for seen and unseen 
stimuli, but quickly diverged around 270       ms, suggest-
ing that stimuli only become visible when a sustained 
wave of activation spreads through a distributed net-
work of cortical association areas        [171, 218] .

   More generally, the requirement for sustained dis-
charge might account for why fast, reflex responses 
of the kind mediated by, say, the spinal cord, do not 
seem to contribute to consciousness. Fast, reflex-like 
responses also take place in the cerebral cortex. For 
example, the action-oriented dorsal visual stream rap-
idly adjusts movements that remain outside of con-
sciousness [181] . Perhaps these reflex-like adjustments 
to fast-changing aspects of the environment that must 
be tracked on-line are incompatible with the devel-
opment of sustained discharge patterns. By contrast, 
such sustained patterns may be necessary for the ven-
tral stream to build a stable representation of a visual 
scene. By the same token, if the ventral stream could 
be forced to behave in a reflex-like manner, it should 
cease to be part of the neural substrate of conscious-
ness. Indeed, this can be achieved by pushing the 
ventral system to perform ultra-rapid categorizations 
such as deciding whether a natural image contains 
an animal or not         [219–221] . In such cases, a sweep of 
activity travels from the retina through several stages 
of feed-forward connections along the hierarchy of 
ventral visual areas, until it elicits an appropriate cat-
egorization response. This process takes as little as 
150       ms, which leaves only about 10       ms of processing 
per stage. Thus, only a few spikes can be fired before 
the next stage produces its output, yet they are suf-
ficient to specify selective responses for orientation, 
motion, depth, color, shape, and even animals, faces, 
or places, conveying most of the relevant information 
about the stimulus [222] . While this fast feed-forward 
sweep within the ventral system is sufficient for the 
near-automatic categorization of stimuli and a behav-
ioural response, it seems insufficient to generate a 
conscious percept  [223] . For example, if another image 
(the mask) is flashed soon after the target image, 
subjects are still able to categorize the target, though 
they may deny having seen it consciously. Thus, con-
sciousness would seem to require that neural activity 
in appropriate brain structures lasts for a minimum 
amount of time, perhaps as much as is needed to 
guarantee interactions among multiple areas. 

  On the other hand, other data would seem to sug-
gest that it may actually be the phasic, onset- or offset 
discharge of neurons that correlates with experience. 
The most stringent data come again from studies of 
visual masking (for a review see  [224] ). To be effective,
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masking stimuli must either precede (forward mask-
ing) or follow (backward masking) target stimuli at 
appropriate time intervals, and usually need to be 
spatially contiguous. Macknik, Martinez-Conde and 
collaborators showed, using a combination of psycho-
physics, unit recordings in animals, and neuroimaging 
in humans, that for simple, unattended target stimuli, 
masking stimuli suppress visibility if their  ‘ spatiotem-
poral edges ’  overlap with the spatiotemporal edges 
of the targets, that is, if they begin or end when tar-
get stimuli begin or end, in space and time. They con-
firmed that such spatiotemporal edges correspond 
to transient bursts of spikes in primary visual cortex. 
If these bursts are inhibited, for example if the offset 
discharge elicited by the target stimulus is obliterated 
by the onset of the mask, the target becomes invisible. 
Most likely, these spatiotemporal edges of increased fir-
ing are both generated (target stimuli) and suppressed 
(masking stimuli) by mechanisms of lateral inhibition, 
which are ubiquitous in sensory systems  [224] . 

  Additional evidence for the importance of pha-
sic, transient activation of neurons in determining 
the visibility of stimuli comes from studies of micro-
saccades – the small, involuntary movements that 
our eyes make continually [225] . If microsaccades 
are counteracted by image stabilization on the ret-
ina, stationary objects fade and become completely 
 invisible. In a recent study  [226] , subjects were asked 
to fixate a central dot (which tends to reduce micro-
saccades) while attending to a surrounding circle. 
Soon, the circle fades and merges into the background 
(the Troxler illusion). It was found that before a fad-
ing period, the probability, rate, and magnitude of 
microsaccades decreased. Before transitions toward 
visibility, the probability, rate, and magnitude of mic-
rosaccades increased, compatible with the hypothesis 
that microsaccades are indeed necessary for visibility. 
Importantly, in macaque monkeys, when an optimally 
oriented line was centred over the receptive field of 
cells in V1, the cell’s activity increased after micro-
saccades, and tended to emit bursts [227] , suggesting 
again that phasic activity may be crucial for visibility. 

  One should remember, however, that the impor-
tance of phasic discharges for stimulus awareness has 
only been demonstrated for early visual cortex but, as 
we saw above, the neural substrate of consciousness is 
more likely to lie elsewhere. Psychophysically, mask-
ing is similarly effective when masking stimuli are 
presented monoptically (through the same eye as the 
target) and dichoptically (through the other eye). The 
analysis of fMRI data in humans show that a correlate 
of monoptic visual masking can be found in all retin-
otopic visual areas, whereas dichoptic masking is only 
seen in retinotopic areas downstream of V2 within the 

occipital lobe [228] , suggesting an anatomical lower 
bound for the neural substrate of consciousness. Thus, 
it could be that phasic onset- and offset discharges are 
important not in and of themselves, but because they 
are particularly effective in activating downstream 
areas that directly support consciousness. In these 
downstream areas, perhaps, consciousness may actu-
ally require sustained firing. Indeed, the duration of 
the activation of face-selective neurons in IT is strongly 
correlated with the visibility of masked faces  [229].

    Reentrant vs. Feed-forward Activity 

  Another possibility is that it is not so much sus-
tained firing that triggers the awareness of a stimu-
lus, but rather the occurrence of a  ‘ reentrant ’  wave 
of activity (also described as recurrent, recursive, or 
reverberant) from higher to lower cortical areas. In 
this view, when a stimulus evokes a feed-forward 
sweep of activity, it is not seen consciously, but it 
becomes so when the feed-forward sweep is joined by 
a reentrant sweep  [102] . This logic could apply both 
to early sensory areas such as V1 as well as to higher 
areas such as IT. For example, when face neurons in 
the fusiform face area are first activated, we would 
not see a face consciously, although we could turn 
our eyes towards it or press a button to indicate our 
unconscious categorization as a face. However, when 
face-selective neurons receive a backward volley from 
some higher area, for example frontal cortex, the face 
would become visible. 

  This view is based on several considerations. An 
important one, though rarely confessed, is that a mere 
sequence of feed-forward processing steps seems far too 
 ‘ straightforward ’  and mechanical to offer a substrate for 
subjective experience. Reentrant processes, by  ‘ closing 
the loop ’  between past- and present activity, or between 
predicted and actual versions of the input, would seem 
to provide a more fertile substrate for giving rise to 
reverberations  [230] , generating emergent properties 
through cell assemblies  [231] , implementing hypothesis 
testing through resonances  [232] , linking present with 
past       [233, 234] , and subject with object [210] . 

  A more concrete reason why reentrant activity is an 
attractive candidate for the neural substrate of con-
sciousness is that it travels through back-connections, 
of which the cerebral cortex is extraordinarily rich 
 [235] . In primates, feed-forward connections originate 
mainly in supragranular layers and terminate in layer 4.
Feedback connections instead originate in both 
superficial and deep layers, and usually terminate 
outside of layer 4. The sheer abundance of back-con-
nections in sensory regions suggests that they ought 
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to serve some important purpose, and giving rise to 
a conscious percept might just fit the bill. However, 
back-connections, and associated reentrant volleys, 
are just as numerous between V1 and visual thalamus, 
which is usually denied any direct contribution to 
awareness. Also, there does not seem to be any lack of 
back-connections within the dorsal stream. It should 
be emphasized that the strength and termination pat-
tern of back-connections seem more suited to a modu-
latory/synchronizing role than to driving their target 
neurons. For example, the focal inactivation of area 
18 can slightly increase or decrease discharge rates 
of units in area 17, but does not change their feature 
selectivity for location and orientation [236] . Also, 
the numerosity of backward connections is a natural 
consequence of the hierarchical organization of feed-
forward ones. For instance, cells in the LGN are not 
oriented, while cells in area 17 are. To be unbiased, 
feedback to any one LGN cell should come from area 
17 cells of all orientations, which requires many con-
nections; on the other hand, since at any given time 
only area 17 cells corresponding to a given orientation 
would be active, feedback effects would not be strong. 
If they were, properties of area 17 cells, such as ori-
entation selectivity, would be transferred upon LGN 
cells, which they are not (to a first approximation). 
Backward signals certainly play a role in sensory func-
tion: for instance, they can mediate some extra-classi-
cal receptive field effects, provide a natural substrate 
for both attentional modulation and imagery, and can 
perhaps dynamically route feed-forward processing 
according to prior expectations. But are backward sig-
nals really critical for consciousness? 

   The most intriguing data in support of a role for 
reentrant activity in conscious perception have come 
from neurophysiological experiments. In awake, 
monkeys trained to signal whether or not they saw 
a salient figure on a background, the early, feed-for-
ward response of V1 neurons was the same, no mat-
ter whether or not the monkey saw the figure  [237] . 
However, a later response component was suppressed 
when the monkey did not see the figure. Light 
anesthesia also eliminated this later component with-
out affecting the initial response. Late components are 
thought to reflect reentrant volleys from higher areas, 
although other studies have disputed this claim [238] . 
The late response component crucial for the visibil-
ity of stimuli under backward masking might also be 
due to a reentrant volley  [102] . In this case the timing 
of maximal backward masking should be independ-
ent of target duration, since it would be determined 
exclusively by the time needed for the early compo-
nent to travel to higher areas and return to primary 
visual cortex. Instead, the timing of maximal masking 

depends on the timing of target offset, suggesting that 
the component that is obliterated is a feedforward off-
set discharge, not a reentrant one  [224] . Moreover, the 
late component can be dissociated from a behavioural 
response simply by raising the decision criterion 
 [237] , and it can occur in the absence of report during 
change- and inattentional blindness [239] . Perhaps in 
such cases subjective experience is present but, due 
to an insufficient involvement of frontal areas, it can-
not be reported          [30, 240, 241] ? But then, by the same 
token, why should we rule out subjective experience 
during the feedforward sweep? 

  Another main source of evidence for a role of reen-
trant volleys in consciousness comes from experiments 
using TMS. In an early experiment, Pascual-Leone 
and Walsh applied TMS to V5 to elicit large, moving 
phosphenes [170] . They then applied another, sub-
threshold TMS pulse to a corresponding location in 
V1. When TMS to V1 was delivered after TMS to V5 
(� 5 to  � 45       ms), subjects often did not see the V5 phos-
phene, and when they saw one, it was not moving. 
Their interpretation was that disruption of activity in 
V1 at the time of arrival of a reentrant volley from V5 
interferes with the experience of attributes encoded 
by V5. In a subsequent study  [242] , it was shown that, 
when a subthreshold pulse was applied over V5, fol-
lowed 10−40       ms later by a suprathreshold pulse over 
V1, subjects reported a V5-like phosphene (large and 
moving), rather than a V1 phosphene (small and sta-
tionary). Their interpretation was that activity in V5 
that, on its own, is insufficient to induce a moving 
percept, can produce such a percept if the level of 
induced activity in V1 is high enough. 

  In another study  [243] , subjects were shown either an 
oriented bar or a colored patch – stimuli that are proc-
essed in visual cortex. If, around 100       ms later, a TMS 
pulse was applied to V1, the stimulus became perceptu-
ally invisible, although on forced-choice subjects could 
still discriminate orientation or color. This result indi-
cates that, without any overt participation of V1, stimuli 
can reach extrastriate areas without eliciting a conscious 
percept, just as in blindsight patients. It also suggests 
that, since the forward sweep reaches V1 after just 30 or 
40       ms, the TMS pulse may abolish the awareness of the 
stimulus not so much by blocking feedforward trans-
mission, but by interfering with the backward volley 
(see also [244] ). On the other hand, it cannot be ruled 
out that the TMS pulse may act instead by triggering 
a cortical–thalamo–cortical volley that interferes with 
the offset discharge triggered by the stimulus, as may 
indeed be the case in backward masking. 

  Yet another study, this time using fMRI, examined 
the neural correlates of brightness (perceptual light-
ness) using backward masking. The psychometric 
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visibility function was not correlated with the stimu-
lated portion of V1, but with downstream visual 
regions, including fusiform cortex, parietal–frontal 
areas, and with the sectors of V1 responding to the 
unstimulated surround  [168] . Remarkably, visibility 
was also correlated with the amount of coupling (effec-
tive connectivity) between fusiform cortex and the por-
tion of V1 that responded to the surround. Once again, 
this result could be explained by the activation of reen-
trant connections, though fMRI cannot distinguish 
between forward and backward influences. 

    Synchronization and Oscillations 

  Another influential idea is that consciousness may 
require the synchronization, at a fine temporal scale, 
of large populations of neurons distributed over many 
cortical areas, in particular via rhythmic discharges in 
the gamma range (30–70       Hz and beyond)  [245]  (Chapter 
4). The emphasis on synchrony ties well with the com-
mon assumption that consciousness requires the  ‘ bind-
ing ’  together of a multitude of attributes within a single 
experience, as when we see a rich visual scene contain-
ing multiple objects and attributes that is nevertheless 
perceived as a unified whole  [246] . According to this 
view, the neural substrate of such an experience would 
include two aspects: first, the underlying activation 
pattern (groups of neurons that have increased their 
firing rates) would be widely distributed across differ-
ent areas of the cerebral cortex, each specialized in sig-
nalling a different object or attribute within the scene; 
second, the firing of these activated neurons would be 
synchronized on a fast time scale to signal their binding 
into a single percept. In this respect, synchrony seems 
ideally suited to signal relatedness: for example, in the 
presence of a red square, some neurons would respond 
to the presence of a square, while other would respond 
to the presence of the color red. If they synchronize at 
a fast time scale, they would indicate to other groups 
of neurons that there is a red square,  ‘ binding ’  the two 
features together  [247] . By contrast, signalling relat-
edness by increased firing rates alone would be more 
cumbersome and probably slower  [246] . Also, fine 
temporal scale synchrony has the welcome property 
of disambiguating among multiple objects – if a green 
cross was present simultaneously with the red square, 
cross and green neurons would also be active, but false 
conjunctions would be avoided by precise phase lock-
ing [247] . Moreover, computational models predict 
that, for the same level of firing, synchronous input is 
more effective on target neurons than asynchronous 
input       [247, 248] , and indeed synchrony makes a differ-
ence to the outputs to the rest of the brain        [249, 250] .

Finally, large-scale models predict that synchrony in the 
gamma range occurs due to the reciprocal connectivity 
and loops within the corticothalamic system       [251, 252] ,
and indeed phase alignment between distant groups 
of neurons in the gamma range anticipates by a few 
millisecond increase in gamma-band power  [253] . In 
this respect, oscillatory activity, even when subthresh-
old, could further facilitate synchronous interactions 
by biasing neurons to discharge within the same time 
frame [254] . 

   Experimental evidence concerning the role of 
synchrony/synchronous oscillations in perceptual 
operations was initially obtained in primary visual 
areas of anesthetized animals (for a review see ( [255] , 
Chapter 4). For example, in primary visual cortex, 
neurons have been found that respond to a coher-
ent object by synchronizing their firing in the gamma 
range. Stimulus-specific, gamma range synchroniza-
tion is greatly facilitated when the EEG is activated 
by stimulating the mesencephalic reticular forma-
tion       [256, 257] , by attention [258] , and increases for 
a dominant stimulus under binocular rivalry even 
though firing rates may not change       [259, 260] .

  Other evidence has come from EEG studies of 
phase-locking in humans. A recent study compared 
the neural correlates of words that were consciously 
perceived with that of masked words that had been 
processed and semantically decoded but had remained 
unconscious [261] . The results show that consciously 
perceived words induced theta oscillations in mul-
tiple cortical regions until the test stimulus was pre-
sented and a decision reached, while a burst of gamma 
activity occurred over central and frontal leads just 
prior and during the presentation of the test stimu-
lus. Importantly, the earliest event distinguishing con-
scious and unconscious processing was not visible in 
the power changes of oscillations but in their phase 
locking. About 180       ms after presentation of stimuli that 
were consciously perceived, induced gamma oscilla-
tions recorded from a large number of regions exhib-
ited precise phase locking both within and across 
hemispheres for around 100       ms. These results have 
been interpreted to indicate that a transient event of 
gamma synchrony resets multiple parallel processes 
to a common time frame. The global theta rhythm that 
follows after this trigger event could provide the time 
frame for allowing a global integration of information 
provided by sensory inputs and internal sources. Or 
perhaps beta–gamma synchrony could enable the inte-
gration of activity patterns within local cortical areas, 
while theta synchrony would permit the integration of 
more globally distributed patterns: the more global the 
representation, the longer the time scale for the inte-
gration of distributed information. 
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   It would be premature to conclude, however, that 
synchrony in one or another frequency band is nec-
essarily a marker of consciousness. As revealed by 
an increasing number of EEG, MEG, electrocorticog-
raphy, and multiunit recordings, cognitive tasks are 
associated with complex modes of synchronous cou-
pling among populations of neurons that shift rapidly 
both within and across different frequency bands, 
within and between areas, and in relation to the tim-
ing of the task [253] . It would rather seem that, given 
the brain’s remarkable connectivity, synchrony is an 
inevitable accompaniment of neural activity, and that 
it is bound to change just as activity patterns change, 
depending on the precise experimental conditions. 
Whether a particular kind of synchrony, for example 
in the gamma range, is uniquely associated with con-
sciousness, is still unclear. For example, high-beta and 
gamma synchrony can be found in virtually every 
brain region investigated, including some that are 
unlikely to contribute directly to consciousness. Also, 
it is not yet clear whether synchrony in the gamma 
range vanishes during early NREM sleep, during 
anesthesia, or even during seizures. Human studies 
are still inconsistent on this point, whereas animal 
studies show a paradoxical increase in gamma syn-
chrony when rats loose the righting reflex (thought to 
correspond more or less to the loss of consciousness 
in humans, see       [99, 262] ). It would seem that there can 
be synchrony without consciousness, though perhaps 
not consciousness without synchrony, at least in mam-
malian brains. 

   Finally, there are some difficult conceptual prob-
lems in characterizing synchrony as an essential ingre-
dient that unifies perceptual states and thereby makes 
them conscious. While many experiences do indeed 
involve several different elements and attributes that 
are  ‘ bound ’  together into a unified percept, there are 
many other experiences, equally conscious, that do not 
seem to require much binding at all: for instance, an 
experience of pure darkness or of pure blue, or a loud 
sound that briefly occupies consciousness and has no 
obvious internal structure – would merely seem to 
require the strong activation of the relevant neurons, 
with no need for signalling relatedness to other ele-
ments, and thus no need for synchrony. Also, the idea 
that the neural correlate of a given conscious experi-
ence are given by active neurons bound by synchrony 
discounts the importance of inactive ones: information 
specifying that particular unified experience must be 
conveyed both by which neurons are active and which 
are not, yet for inactive neurons there does not seem 
to be anything to bind. On the other hand, if most 
neurons in the cortex were to become active hypersyn-
chronously, as is the case in generalized seizures, they 

should result in maximal  ‘ binding, ’  but consciousness 
vanishes rather than become more vivid.  

    A THEORETICAL PERSPECTIVE 

   Progress in neuroscience will hopefully lead to a 
better understanding of what distinguishes neural 
structures or processes that are associated with con-
sciousness from those that are not. But even if we 
come closer to this goal, we still need to understand 
why  certain structures and processes have a privileged 
relationship with subjective experience. For example, 
why is it that neurons in corticothalamic circuits are 
essential for conscious experience, whereas cerebellar 
neurons, despite their huge numbers, are not? And 
what is wrong with many cortical circuits, includ-
ing some in V1, that makes them unsuitable to yield 
subjective experience? Or why is it that conscious-
ness wanes during slow wave sleep early in the night, 
despite levels of neural firing in the corticothalamic 
system that are comparable to those in quiet wake-
fulness? Other questions are even more difficult to 
address in the absence of a theory. For example, is 
consciousness present in animals that have a nervous 
system considerably different from ours? And what 
about computerized robots or other artefacts that 
behave intelligently but are organized in a radically 
different way from human brains?  

    Consciousness as Integrated Information 

   It would seem that, to address these questions, we 
need a theoretical approach that tries to establish, at 
the fundamental level, what consciousness is, how it 
can be measured, and what requisites a physical sys-
tem must satisfy in order to generate it. The  integrated
information theory  of consciousness represents such an 
approach  [82] . 

  According to the theory, the most important prop-
erty of consciousness is that it is extraordinarily 
informative . This is because, whenever you experi-
ence a particular conscious scene, it rules out a huge 
number of alternative experiences. Classically, the 
reduction of uncertainty among a number of alterna-
tives constitutes information       [263, 264] . For example, 
you lie in bed with eyes open and experience pure 
darkness and silence. This is one of the simplest expe-
riences you might have, one that may not be thought 
as conveying much information. One should real-
ize, however, that the informativeness of what you 
just experienced lies not in how complicated it is to 
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describe, but in how many alternatives were ruled out 
when you experienced it: you could have experienced 
any one frame from any of innumerable movies, or the 
smoke and flames of your room burning, or any other 
possible scene, but you did not – instead, you expe-
rienced darkness and silence. This means that when 
you experienced darkness and silence, whether you 
think or not of what was ruled out (and you typically 
don’t), you actually gained access to a large amount 
of information. This point is so simple that its impor-
tance has been overlooked. 

   It is just as essential to realize that the informa-
tion associated with the occurrence of a conscious 
state is integrated  information. When you experience 
a particular conscious state, that conscious state is 
an integrated whole – it  cannot be subdivided into 
components that are experienced independently. For 
example, the conscious experience of the particular 
phrase you are reading now cannot be experienced as 
subdivided into, say, the conscious experience of how 
the words look independently of the conscious experi-
ence of how they sound in your mind. Similarly, you 
cannot experience visual shapes independently of 
their color, or perceive the left half of the visual field 
of view independently of the right half. 

   Based on these and other considerations, the the-
ory claims that the level of consciousness of a physi-
cal system is related to the repertoire of causal states 
(information) available to the system as a whole (inte-
gration). That is, whenever a system enters a par-
ticular state through causal interactions among its 
elements, it is conscious in proportion to how many 
system states it has thereby ruled out, provided these 
are states of the system as a whole, not decompos-
able into states of causally independent parts [82]
(Balduzzi and Tononi, submitted) . More precisely, the 
theory introduces a measure of integrated informa-
tion called Φ , quantifying the reduction of uncertainty 
(i.e., the information) that is generated when a system 
enters a particular state through causal interactions 
among its parts, above and beyond the informa-
tion that is generated independently within the parts 
themselves (hence integrated information). The parts 
should be chosen in such a way that they can account 
for as much non-integrated (independent) informa-
tion as possible. 

  According to the theory, if a system has a positive 
value of Φ  (and it is not included within a larger sub-
set having higher Φ ) it is called a  complex . For a com-
plex, and only for a complex, it is appropriate to say 
that when it enters a particular state, it generates an 
amount of integrated information corresponding to  Φ .
Since integrated information can only be generated 
within  a complex and not outside its boundaries, 

consciousness is necessarily subjective, private, and 
related to a single point of view or perspective        [82, 
265] . Some properties of complexes are worth point-
ing out. A given physical system, such as a brain, is 
likely to contain more than one complex, many small 
ones with low Φ  values, and perhaps a few large ones. 
We suspect that in the brain there is at any given 
time a complex of comparatively much higher Φ , 
which we call the main complex . Also, a complex can 
be causally connected to elements that are not part 
of it through  ports-in  and  ports-out . In that case, ele-
ments that are part of the complex contribute to its 
conscious experience, while elements that are not part 
of it do not, even though they may be connected to 
it and exchange information with it through  ports-in
and ports-out . One should also note that the  Φ  value 
of a complex is dependent on both spatial and tem-
poral scales that determine what counts as a state of 
the underlying system. In general, the relevant spatial 
and temporal scales are those that jointly maximize 
Φ  [82] . In the case of the brain, the spatial elements and 
time scales that maximize Φ  may be local collections 
of neurons such as minicolumns and periods of time 
comprised between tens and hundreds of ms, respec-
tively, though at this stage it is difficult to adjudicate 
between minicolumns and individual neurons. 

    Accounting for Neurobiological Observations 

   Measuring  Φ  and finding complexes is not easy for 
realistic systems, but it can be done for simple net-
works that bear some structural resemblance to differ-
ent parts of the brain       [81, 257] . For example, by using 
computer simulations, it is possible to show that high 
Φ  requires networks that conjoin functional speciali-
zation (due to its specialized connectivity, each ele-
ment has a unique functional role within the network) 
with functional integration (there are many pathways 
for interactions among the elements.). In very rough 
terms, this kind of architecture is characteristic of the 
mammalian corticothalamic system: different parts of 
the cerebral cortex are specialized for different func-
tions, yet a vast network of connections allows these 
parts to interact profusely. And indeed, as we have 
seen, the corticothalamic system is precisely the part 
of the brain which cannot be severely impaired with-
out loss of consciousness. 

   Conversely,  Φ  is low for systems that are made up 
of small, quasi-independent modules. This may be 
why the cerebellum, despite its large number of neu-
rons, does not contribute much to consciousness: its 
synaptic organization is such that individual patches 
of cerebellar cortex tend to be activated independently 
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of one another, with little interaction between distant 
patches       [258, 259] .

   Computer simulations also show that units along 
multiple, segregated incoming or outgoing pathways 
are not incorporated within the repertoire of the main 
complex. This may be why neural activity in afferent 
pathways (perhaps as far as V1), though crucial for 
triggering this or that conscious experience, does not 
contribute directly to conscious experience; nor does 
activity in efferent pathways (perhaps starting with 
primary motor cortex), though it is crucial for report-
ing each different experience. 

   The addition of many parallel cycles also generally 
does not change the composition of the main complex, 
although Φ  values can be altered. Instead, cortical and 
subcortical cycles or loops implement specialized 
subroutines that are capable of  influencing the states 
of the main corticothalamic complex without joining 
it. Such informationally insulated cortico–subcorti-
cal loops could constitute the neural substrates for 
many unconscious processes that can affect and be 
affected by conscious experience          [82, 269, 270] , such 
as those that enable object recognition, language 
parsing, or translating our vague intentions into the 
right words. At this stage, however, it is hard to say 
precisely which cortical circuits may be information-
ally insulated. Are primary sensory cortices organized 
like massive afferent pathways to a main complex 
 ‘ higher up ’  in the cortical hierarchy? Is much of pre-
frontal cortex, and the parallel loops originating there 
and going through basal ganglia and thalamic nuclei, 
organized like a massive efferent pathway? Do cer-
tain cortical areas, such as those belonging to the dor-
sal visual stream, remain partly segregated from the 
main complex? Do interactions within  a cortico-tha-
lamic minicolumn qualify as intrinsic mini-loops that 
support the main complex without being part of it? 
Unfortunately, answering these questions and prop-
erly testing the predictions of the theory requires a 
much better understanding of cortical neuroanatomy 
than is presently available  [271] . 

  Other simulations show that the effects of cortical 
disconnections are readily captured in terms of inte-
grated information  [82] : a  ‘ callosal ’  cut produces, out of 
large complex corresponding to the connected cortico-
thalamic system, two separate complexes, in line with 
many studies of split-brain patients [272] . However, 
because there is great redundancy between the two 
hemispheres, their  Φ  value is not greatly reduced 
compared to when they formed a single complex. 
Functional disconnections may also lead to a restric-
tion of the neural substrate of consciousness, as is seen 
in neurological neglect phenomena, in psychiatric con-
version and dissociative disorders, and possibly during

dreaming and hypnosis. It is also likely that certain 
attentional phenomena may correspond to changes in 
the composition of the main complex underlying con-
sciousness. Phenomena such as the attentional blink, 
where a fixed sensory input may at times make it to 
consciousness and at times not, may also be due to 
changes in functional connectivity: access to the main 
corticothalamic complex may be enabled or not based 
on dynamics intrinsic to the complex [273] . Phenomena 
such as binocular rivalry may also be related, at least 
in part, to dynamic changes in the composition of the 
main corticothalamic complex caused by transient 
changes in functional connectivity [274] . Computer 
simulations confirm that functional disconnection can 
reduce the size of a complex and reduce its capacity 
to integrate information [82] . While it is not easy to 
determine, at present, whether a particular group of 
neurons is excluded from the main complex because 
of hard-wired anatomical constraints, or is transiently 
disconnected due to functional changes, the set of ele-
ments underlying consciousness is not static, but form 
a  ‘  dynamic complex ’   or  ‘  dynamic core ’    [265] . 

   From the perspective of integrated information, a 
reduction of consciousness during early sleep would 
be consistent with the ensuing bistability of corti-
cal circuits. As we have seen, studies using TMS in 
conjunction with high-density EEG show that early 
NREM sleep is associated either with a breakdown 
of the effective connectivity among cortical areas, and 
thereby with a loss of integration        [83, 84] , or with a 
stereotypical global response suggestive of a loss of 
repertoire and thus of information  [83] . As we have 
also seen, similar changes are seen in animal stud-
ies of anesthesia         [99, 109, 110] . Computer simulations 
also indicate that the capacity to integrate informa-
tion is also reduced if neural activity is extremely high 
and near-synchronous, due to a dramatic decrease in 
the available degrees of freedom [265]. This reduction 
in degrees of freedom could be the reason why con-
sciousness is reduced or eliminated in absence seizure 
and other conditions characterized by hypersynchro-
nous neural activity. 

   Finally, we have seen that consciousness not only 
requires a neural substrate with appropriate anatomi-
cal structure and appropriate physiological param-
eters: it also needs time  [215] . The theory predicts that 
the time requirement for the generation of conscious 
experience in the brain emerge directly from the time 
requirements for the build-up of an integrated reper-
toire among the elements of the corticothalamic main 
complex  [82]  (Balduzzi and Tononi, in preparation) . To 
give an obvious example, if one has to perturb half of 
the elements of the main complex for less than a milli-
second, no perturbations would produce any effect on 
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the other half within this time window, and the reper-
toire measured by  Φ  would be equal to zero. After say 
100       ms, however, there is enough time for differential 
effects to be manifested, and  Φ  should grow.  

    Some Implications 

   Naturally, the integrated information theory con-
verges with other neurobiological frameworks          [19, 
124, 264]  and cognitive theories [269]  on certain key 
facts: that our own consciousness is generated by dis-
tributed corticothalamic networks, that reentrant inter-
actions among multiple cortical regions are important, 
that the mechanisms of consciousness and attention 
 overlap but are not the same, and that there are many 
 ‘ unconscious ’  neural systems. Importantly, however, 
the examples discussed above show that the inte-
grated information theory can begin to account, in a 
coherent manner, for several puzzling facts about con-
sciousness and the brain. This goes beyond propos-
ing a provisional list of candidate brain areas for the 
neural substrate of consciousness, and of seemingly 
important neural ingredients, such as synchronization, 
sustained or phasic firing, reentrant activity, or wide-
spread  ‘ broadcasting ’ , without a principled explana-
tion of why they would be important or whether they 
would be always necessary. 

   The integrated information theory also avoids the 
pitfalls associated with assigning conscious qualities 
to individual brain elements. For example, it is some-
times assumed loosely that the firing of specific corti-
cothalamic elements (e.g., those for red) conveys some 
specific information (e.g., that there is something red), 
and that such information becomes conscious either as 
such, or perhaps if it is disseminated widely. However, 
a given corticothalamic element has no information 
about whether what made it fire was a particular color 
rather than a shape, a visual stimulus rather than a 
sound, a sensory stimulus rather than a thought. All 
it knows is whether it fired or not, just as each receiv-
ing element only knows whether it received an input 
or not. Thus, the information specifying ‘ red ’  can-
not possibly be in the message conveyed by the fir-
ing of any neural element, whether it is located in a 
high-order cortical area, or whether it is broadcast-
ing widely. According to the theory, that information 
resides instead in the reduction of uncertainty occur-
ring when a whole complex enters one out of a large 
number of available states – the complex, and not 
its elements, are the locus of consciousness. Indeed, 
within a complex, both active and inactive neurons 
count, just as the sound of an orchestra is specified 
both by the instruments that are playing and by those 

that are silent. Though it would be too long to address 
the issue here, the theory proposes that, just like the 
quantity of consciousness is given by the amount of 
integrated information generated within a complex, 
the particular quality of consciousness – including the 
redness of red – is given by the specific informational 
relationships among the elements of the complex  [82] . 

   The integrated information theory also predicts 
that consciousness depends exclusively on the ability 
of a system to integrate information, whether or not 
it has a strong sense of self, language, emotion, or is 
immersed in an environment, contrary to some com-
mon intuitions, but consistent, as reviewed in this 
overview, with the overall neurological evidence. Of 
course, the theory recognizes that these same  factors
are important historically because they favour the 
development of neural circuits forming a main com-
plex of high Φ . For example, integrated informa-
tion grows as that system incorporates statistical 
regularities from its environment and learns  [276] . 
In this sense, the emergence of consciousness in bio-
logical systems is predicated on a long evolutionary 
history, on individual development, and on experi-
ence-dependent change in neural connectivity. 

   Finally, the integrated information theory says that 
the presence and extent of consciousness can be deter-
mined, in principle, also in cases in which we have no 
verbal report, such as infants or animals, or in neuro-
logical conditions such as minimally conscious states, 
akinetic mutism, psychomotor seizures, and sleep-
walking. In practice, of course, measuring Φ  accurately 
in such systems will not be easy, but approximations 
and informed guesses are certainly conceivable. The 
theory also implies that consciousness is not an all-or-
none property, but is graded: specifically, it increases 
in proportion to a system’s repertoire of available 
states. In fact, any physical system with some capacity 
for integrated information would have some degree of 
experience, irrespective of the constituents of which it 
is made, and independent of its ability to report. 

   Whether these and other predictions turn out to 
be compatible with future clinical and experimental 
evidence, a coherent theoretical framework should at 
least help to systematize a number of neuropsycho-
logical and neurobiological results that might other-
wise seem disparate. 
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 intrinsic brain activity and, relat-
ing to   ,  82   ,  83   ,  85   ,  86f    

 functional neuroimaging relating to   , 
 34   ,  40   ,  41   

 visual consciousness relating to   ,  276    
 Body, self, consciousness and   ,  382–383   
 Body sleep and mind sleep, dissociation 

between   .  See   Sleepwalking.   
 BOLD   .  See   Blood oxygenation level 

dependent imaging.   
 Border and return, NDEs relating to   , 
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 activation studies of, VS relating to   , 
 165–171   ,  166f   ,  167f   ,  168b   ,  169f   , 
 170b

 activations relating to   ,  82–85   
 activity of  

 decrease of   ,  82–85   ,  84f   
 visual stimuli that do not reach 

awareness relating to   ,  53–55   , 
 54f

 centres ’  regulation, of wakefulness 
and sleep   ,  92–93   

 consciousness and   ,  xi-xii   ,  44   
 corticothalamic system v.   ,  390–391   
 damage to   ,  11   ,  236–238   
 dementia and consciousness relating 

to   ,  204–216   
 diseases of, conversion hysteria and   , 

 286–287
 dynamics of, underlying behavioural 

fl uctuations, in MCS   ,  181–186   , 
 182f

 function of   ,  81–82  
 consciousness and   ,  376   
 residual, LIS relating to   ,  197–198   
 resting, VS relating to   ,  164–165    

 functional imaging of   ,  180–181   ,  180f   , 
 181f

 consciousness and general 
anaesthesia relating to   ,  120–121    

 functional integrity of, disruption of   , 
 205–207

 imaging data analysis of   ,  38–40   
 imaging of   ,  82   
 imaging studies of, conversion hyste-

ria relating to   ,  289–299   
 injury of  

 secondary   ,  144–145   
 traumatic   ,  148–149    

 intrinsic activity of   ,  81–87   ,  84f   ,  86f   
 lesions of, structural   ,  139   ,  139f   
 loosening of, dementia relating to   , 

 212–214
 metabolism of   ,  164f   ,  165f   
 shape of, blindness relating to   , 

 370–371   ,  370f    
 Brain anoxia, in cardiac arrest patients   , 

 315–317   ,  316f   
 Brain death   ,  148   ,  151–162  

 aetiology and pathogenesis of   ,  157   
 in children   ,  158   
 clinical determination of   ,  148   ,  

155t
 concept of   ,  152–153   
 confi rmatory tests for   ,  156t   
 defi nition and criterion of  

 brainstem death   ,  153–154   
 circulatory formulation   ,  

154–155
 higher-brain formulation   ,  154   
 whole-brain death   ,  153    

 determination in practice relating to   , 
 158

 differential diagnosis and   ,  157–158   
 history of   ,  152   
 neurological examination relating to   , 

 20–21t, 20–22   
 organ donation relating to   ,  159–160   , 

 160t
 religious views relating to   ,  158–159   
 tests for   ,  155–157  

 confi rmatory   ,  156t     
 Brain hypoxia, experimental, in healthy 

subjects   ,  317   
 Brain stimulation, epilepsy and   , 

 318–320   ,  318f   ,  319f   
 Brain-computer interfaces (BCI), for 

communication, in paralysed 
patients   ,  217–233  

 auditory   ,  225b   ,  228   
 in DOC  

 LIS/CLIS patients relating to   , 
 225b   ,  228   

 non-responsive patients relating 
to   ,  228–230   ,  229f   

 problems and prospects relating 
to   ,  230–231    

 ERPs relating to   ,  224   
 invasive

 ECoG-BCI   ,  226   
 intracortical signals as BCI input   , 

 224–226
 for LIS patients   ,  195   ,  219   
 with motor disability   ,  221–224   ,  221t   
 non-visual   ,  226–228   ,  227f   
 ODDBALL-BCI   ,  224   ,  226f   ,  227   ,  228   , 

 229
 prosthesis control and   ,  218b   
 SCP-BCI   ,  221–222   ,  222f   ,  230   
 SMR-BCI   ,  222–224   ,  223f   ,  230   
 targeted   ,  219–221   
 what, why, and whereto of   ,  218–219    

 Brainstem   ,  11   ,  12   ,  18f   ,  20–21   
 Brainstem death   ,  153–154   
 Brainstem mechanisms, sleep abnor-

malities and   ,  320    

 C
 Callosotomy surgery   ,  264   
 Cardiac arrest  

 anoxic-ischaemic encephalopathy 
after   ,  148   

 organ donation after (DCD)   ,  159–160   , 
 160t

 patients with, brain anoxia in   , 
 315–317   ,  316f    

 Cataplexy   ,  105   
 Catatonia   ,  26–27   
 CBF   .  See   Cerebral blood fl ow.   
 Cellular mechanisms, of conscious-

ness and general anaesthesia   , 
 119–120   

 Central Nervous System (CNS), infec-
tions of   ,  141–142   

 Cerebral blood fl ow (CBF)   ,  33   ,  120   , 
 250–252   ,  252f   ,  255   

 Cerebral metabolic rate, of glucose utili-
zation (rCMRglu)   ,  33   ,  120   ,  122   

 Children, brain death in   ,  158   
 Cholinergic activity   ,  210–212   ,  211f   
 Circulatory formulation, brain death 

relating to   ,  154–155   
 Clinical neurological evidence, neuro-

anatomy derived from   ,  9–11   
 Clinical pragmatism, DOC and   ,  235t  

 data collection   ,  236–240   
 interpretation: towards a palliative 

neuroethics   ,  240–241   
 negotiation and intervention   ,  241   
 periodic review   ,  242   
 problematic situation   ,  235–236    

 CLIS   .  See   Complete locked-in state.   
 Clonazepam   ,  115   
 Clonidine   ,  119   ,  122   
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 CNS   .  See   Central nervous system.   
 Cognitive consciousness   .  See   Internal 

consciousness.
 Cognitive impairment and disruption of 

brain functional integrity, 
in Alzheimer’s disease   ,  
205–207

 Cognitive neuroscience, of NDEs   , 
 320–321

 Cognitive processing, in non-responsive 
patients   ,  228–230   

 Cognitive science   ,  xi   
 Coma   ,  137–150  

 comatose patient   ,  145–149   
 defi nition of   ,  138   
 differential diagnosis and   ,  145   
 disorders as cause of   ,  138–145  

 hyperthermia and hypothermia   , 
 142–143

 metabolic, nutritional and toxic 
encephalopathies   ,  139–141   , 
 140t   ,  141t   

 structural brain lesions   ,  139   ,  139f   
 systemic and CNS infections   , 

 141–142
 trauma   ,  143–145    

 neurological examination and con-
sciousness relating to   ,  18f   ,  19t   , 
 20–21t, 22–23   

 pathophysiology of   ,  138   ,  138f   
 vegetative state and   ,  388–389   
 VS, MCS and, behavioural features 

comparison of   ,  175t    
 Comatose patient  

 management of   ,  145–147  
 care in   ,  147–148   
 diagnostic steps in   ,  146–147   
 future directions in   ,  149    

 prognosis and ethical management of  
 for anoxic-ischaemic encephalopa-

thy, after cardiac arrest   ,  148   
 for brain death   ,  148   
 for traumatic brain injury   ,  148–149     

 Communication
 LIS relating to   ,  195   ,  196b   ,  196f   
 in paralyzed patients   .  See   Brain-com-

puter interfaces, for communi-
cation, in paralysed patients.    

 Complete locked-in state (CLIS)   ,  219   , 
 221   ,  222   ,  224   ,  225b   ,  226   ,  228   

 Complex partial seizures   ,  253–255   
 Concussion   ,  143   
 Conduction aphasia, inner speech in   , 

 355
 Conscious awareness, in VS, assessment 

of   ,  163–172   
 Conscious but unremembered behav-

iour, automatism and   ,  
348–349

 Conscious perception, synchronized 
gamma oscillations and   ,  45–46   , 
 49–50

 Conscious processing   ,  44   
 Conscious reportability   ,  272–273   
 Consciousness, x   .  See also   DOC   ,  NCC   , 

 Visual consciousness.  
 in absence  

 of attention   ,  68–69   
 of sensory inputs and self-

refl ection   ,  98–101    
 anosognosia and   ,  262–264   ,  385   
 without attention   ,  68  

 neuronal substrate to   ,  73    
 attention and   ,  378–379  

 dissociations between   ,  69–72    
 attention and, relationship between  

 functional considerations relating 
to   ,  64–66   

 introduction to   ,  63–64   
 other conceptual distinctions, 

relationship to   ,  72–73   
 visual events and behaviours, 

four-fold processing way 
of   ,  66–67    

 attention in opposition of   ,  69   ,  69n1   , 
 70–71b

 behavioural   .  See   External conscious-
ness

 blindness and   ,  360–374  
 animal studies relating to   ,  361   , 

 362f
 brain shaped by   ,  370–371   ,  370f   
 human studies relating to   , 

 363–367   ,  366f   
 understanding of   ,  367–368    

 body, self, and   ,  382–383   
 brain and   ,  xi-xii   ,  44   
 brain functions and   ,  376   
 content of   ,  18   ,  43–44   
 correlates of   ,  329–331   
 defi nition of   ,  44   
 dementia and: how the brain loses its 

self   ,  204–216  
 brain loosening relating to   , 

 212–214
 cognitive impairment and disrup-

tion of brain functional integ-
rity in Alzheimer’s disease   , 
 205–207

 degenerative dementia   ,  207   
 delusional misidentifi cation syn-

dromes   ,  212   
 hallucinations   ,  210–212   
 loss of insight, loss of sight v.   , 

 207–210
 disorders of   .  See   Brain-computer 

interfaces, for communication, 
in paralysed patients.   

 epilepsy and  
 absence seizures   ,  250–251   
 complex partial seizures   ,  253–255   
 consciousness system   ,  249–250   , 

 249f
 generalized tonic-clonic seizures   , 

 251–253
 impaired   ,  248t   
 introduction to   ,  247–249    

 external (behavioural)   ,  6   
 global alterations of   ,  386–390   
 hippocampus, memory, and   ,  326–338   
 human, understanding biological 

basis of   ,  ix   
 impaired states of   .  See   Consciousness, 

neurological examination of. 
 as integrated information   ,  402–403   
 internal (cognitive, mental)   ,  6   
 intrinsic brain activity and  

 activity, decrease of   ,  82–85   ,  84f   
 background of   ,  81–82   
 brain imaging   ,  82   
 conceptual framework for   ,  86   
 future questions relating to   ,  86–87   
  “ noise ”  in the fMRI BOLD signal   , 

 85–86
 introspection/refl ection and   ,  377–378   
 language and   ,  377   
 level of   ,  18   ,  50   
 memory and   ,  379–380   
 MTL amnesia relating to   ,  331–335   
 network for   ,  249–250   ,  249f   ,  253–254   , 

 253f
 neuroanatomy of   ,  390–398   
 neurology of   ,  375–412  

 implications of   ,  405   
 theoretical perspective   ,  402–405    

 neurophysiology of   ,  398–402   
 overview of phenomenon and 

possible neural basis   ,  3–14  
 defi nition of   ,  4–6   
 deriving neuroanatomy from 

clinical neurological evidence   ,  
9–11   

 evolutionary perspective relating 
to   ,  12   

 neuroanatomical and neurophysi-
ological considerations relating 
to   ,  7–9    

 perceptions relating to   ,  43–44   ,  48  
 imagination, absolute agnosia, 

and   ,  383–385    
 processing, without top-down 

attention and   ,  69   
 of self   ,  348   
 sensory input/motor output and   , 

 376–377
 in sleep   ,  95–102   ,  97f   
 space and  
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 Consciousness x   .  See also   DOC   ,  NCC   , 
 Visual consciousness 
(continued ) 

 Balint’s syndrome   ,  380–381   
 neglect   ,  381–382    

 system of   ,  19   
 theoretical sketch of   ,  278–279   ,  278n7   , 

 279n8
 top-down attention opposed to   , 

 70–71b   ,  70f   
 transient amnesia relating to   ,  347–349   
 varieties of  

 core   ,  6–7   ,  8–11   
 extended   ,  6–7   ,  9   ,  11    

 working memory and   ,  353–354   ,  353f   , 
 354f

 as world of science-fi ctions   ,  277–278    
 Consciousness, aphasia and  

 error monitoring and anosognosia in 
patients with   ,  357–358   

 inner speech  
 anarthria and   ,  354–355   
 in conduction aphasia   ,  355   
 defi nition of   ,  354   
 dynamic aphasia and   ,  355–356    

 introduction to   ,  352–353   
 ToM, in agrammatism   ,  356–357    

 Consciousness, general anaesthesia and  
 anaesthetic awakenings   ,  118–119   
 anaesthetic toolbox   ,  119   
 cellular mechanisms of   ,  119–120   
 dependent variable relating to study 

of   ,  119   
 dose-dependent phenomenology of   , 

 128–130   ,  131b   ,  131f   
 functional brain imaging, introduc-

tion to   ,  120–121   
 neuroimaging studies of, in humans   , 

 121–123
 parietal cortex relating to   ,  127–128   
 site of action  

 cortex   ,  124–127   
 network interactions   ,  128   ,  129f   
 other specifi c areas   ,  127   
 thalamus   ,  121–124   ,  123f     

 Consciousness, in LIS   ,  191–203  
 aetiology of   ,  192   ,  192f   
 communication relating to   ,  195   ,  196b   , 

 196f
 daily activities relating to   ,  199   
 defi nition of   ,  192   
 misdiagnosis of   ,  192–193   
 PET relating to   ,  198   
 prognosis and outcome relating to   , 

 194–195
 quality of life relating to   ,  199   ,  199f   
 residual brain function relating to  

 electrophysiologic measurements 
of   ,  197–198   

 functional neuroimaging of   , 
 198–199

 neuropsychological testing of   , 
 195–197   ,  197f    

 right to live or die relating to   ,  199–200   
 suicide and   ,  200   ,  200f   
 survival and mortality relating to   , 

 193–194   ,  194f    
 Consciousness, neurological examina-

tion of   ,  15–29  
 in classic impaired states   ,  17t  

 VS   ,  4   ,  10–11   ,  20–21t   ,  23–24   
 brain death   ,  20–21t   ,  20–22   
 coma   ,  18f   ,  19t   ,  20–21t   ,  22–23    

 in other impaired states  
 akinetic mutism, abulia, catatonia   , 

 26–27
 minimally conscious state   ,  18f   , 

 20–21t   ,  24–25   
 neglect, agnosia, other neurobe-

havioural defi cits   ,  27   
 sleep and narcolepsy   ,  26   
 status epilepticus   ,  26   
 stupor, obtundation, lethargy, 

delirium   ,  25    
 in states resembling impaired con-

sciousness
 dissociative disorders, somato-

form disorders   ,  28   
 LIS   ,  27–28     

 Consciousness, neuronal synchroniza-
tion and   ,  43–52  

 distributed codes, signature of   ,  46–47   
 experimental evidence for grouping 

by synchrony   ,  47   
 representational strategies of   ,  45–46  

 individual neurons   ,  45   
 meta-representations   ,  45   ,  46   ,  50   
 widely distributed neurons, large 

numbers of   ,  45    
 response synchronization  

 behavioural states and   ,  47–48   
 perception and   ,  48    

 synchronicity, generality of   ,  48–49   
 synchronized gamma oscillations, 

conscious perception and   , 
 45–46   ,  49–50   

 synthesis, attempt of   ,  50    
 Consciousness system   ,  249–250   ,  249f   
 Conversion hysteria  

 brain diseases and   ,  286–287   
 brain imaging studies of   ,  289–299   
 clinical presentation and diagnosis 

of   ,  284–286   
 dissociation and   ,  288  

 different diagnostic criteria for   , 
 285b

 functional neuroimaging studies in   , 
 290–291t

 introduction to   ,  283–284   
 neurobiological hypotheses relating 

to   ,  287–289   
 self-awareness disorders in, neuro-

physiology of   ,  282–302    
 Core consciousness   ,  6–7   ,  8–9  

 impaired  
 impaired wakefulness and   ,  9–10   
 persistent wakefulness and   ,  10–11    

 persistent, persistent wakefulness, 
impaired extended conscious-
ness and   ,  11    

 Core self   ,  6   
 Correlates  

 of consciousness, neuroanatomi-
cal and neurophysiological   , 
 329–331

 neural   .  See   Neural correlates, of 
visual consciousness; Neural 
correlates, of wakefulness and 
sleep.

 neuronal, of consciousness   .  See   NCC   
 parietal and prefrontal, of perceptual 

awareness   ,  56   ,  58f    
 Cortex   ,  124–127   .  See also   ACC   ,  OFC   , 

 PMC   ,  Visual cortex.  
 parietal   ,  127–128   
 posterior v. anterior   ,  394–395   
 thalamus v.   ,  391–392    

 Corticothalamic system, brain v.   , 
 390–391

 Criteria
 diagnostic   .  See   Diagnostic criteria.   
 Gestalt   ,  47    

 Criterion, of brain death   ,  153–155    

 D
 DAI   .  See   Diffuse axonal injury.   
 Damage

 to brain   ,  11   ,  236–238   
 MTL   ,  326   ,  327–328   ,  331–335   ,  332n6   , 

 334n7   ,  336    
 Data collection  

 brain damage and challenge of diag-
nosis/prognosis   ,  236–238   

 family dynamics   ,  239   
 institutional arrangements   ,  240   
 patient and surrogate preferences   , 

 238–239
 societal issues and norms   ,  240    

 Daydreaming   ,  103   
 DCD   .  See   Organ donation.   
 Death   .  See   Brain death; Brainstem 

death; NDEs.   
 Degenerative dementia   ,  207   
 Delirium   ,  25   
 Delusional misidentifi cation syn-

dromes   ,  212   
 Dementia   ,  329   ,  329n4  
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 consciousness and: how the brain 
loses its self   ,  204–216   

 degenerative   ,  207    
 Desfl urane   ,  119   
 Determination in practice, brain death 

relating to   ,  158   
 Diagnosis/prognosis, brain damage 

relating to   ,  236–238   
 Diagnostic criteria  

 for conversion hysteria and dissocia-
tion   ,  285b   

 for MCS   ,  174–175    
 Diagnostic work-up: form/, of SW   , 

 114–115   
 Differential diagnosis  

 brain death and   ,  157–158   
 coma and   ,  145   
 SW and   ,  114t    

 Diffuse axonal injury (DAI)   ,  143–144   , 
 144f   ,  179   

 Disability Rating Scale (DRS)   ,  176   ,  177   , 
 178f

 Disembodiment, OBEs relating to   ,  304   , 
 305

 Disorders  
 coma caused by   ,  138–145   
 dissociative   ,  28   
 self-awareness, in conversion hyste-

ria   ,  282–302   
 sleep behaviour   ,  104–105   
 somatoform   ,  28   
 Disorders of consciousness (DOC)   . 

See also   Brain-computer inter-
faces, for communication, in 
paralysed patients.   

 MCS relating to   ,  175   ,  176   ,  179   ,  180f   , 
 183   ,  186   

 neuroethics and   ,  234–244    
 Dissociated states, sleep relating to   , 

 102–105
 Dissociation

 between attention and conscious-
ness   ,  69–72   

 between body sleep and mind sleep   . 
See   Sleepwalking.   

 of effects of attention and awareness   , 
 70f

 psychogenic amnesia and   ,  298b    
 Dissociative disorders   ,  28   
 Distributed codes, signature of   ,  

46–47
The Diving Bell and the Butterfl y  (Bauby)   , 

 145   ,  193   
 DOC   .  See   Disorders of consciousness.   
 Dorsal stream, ventral stream v.   , 

 393–394
 Dose-dependent phenomenology, of 

consciousness and general an-
aesthesia   ,  128–130   ,  131b   ,  131f   

 Dreaming   ,  xi  
 lucid   ,  103   
 neurocognitive models of   ,  99b   
 neuropsychology of   ,  101–102   
 NREM relating to   ,  91   ,  92–98   ,  92f   , 

 101–104
 REM relating to   ,  91   ,  91f   ,  92–98   ,  92f   , 

 101–105
 sleep and   ,  89–107    

 Dreams  
 consciousness in absence of sen-

sory inputs and self-refl ection   , 
 98–101

 development of   ,  102b    
 DRS   .  See   Disability Rating Scale.   
 Drugs  

 OBEs relating to   ,  307–308   
 transient amnesia, for syndromes of   , 

 347
 Dynamic aphasia, inner speech and   , 

 355–356

 E
 ECoG-BCI   ,  226   
 EEG   .  See   Electroencephalography.   
 EEG/MEG studies   ,  59   
 Electroculogram (EOG)   ,  90   
 Electroencephalography (EEG)   ,  34–35   , 

 47   ,  49  
 BCI relating to   ,  219   
 brain death relating to   ,  153   ,  156   ,  157   
 coma relating to   ,  141   ,  142   ,  145   ,  147   , 

 148
 conversion hysteria relating to   ,  289   , 

 297
 epilepsy relating to   ,  250   ,  251   ,  253   ,  

255
 general anaesthesia relating to   ,  125   , 

 126b   ,  126f   
 LIS relating to   ,  197   ,  198f   
 MCS relating to   ,  180   ,  181–183   ,  184f   
 NDEs relating to   ,  318   
 neurology overview relating to   ,  387   , 

 388   ,  390   ,  392   ,  395   ,  401–402   ,  405   
 OBEs relating to   ,  307   
 sleeping and dreaming relating to   , 

     90   ,  90f   ,  92   ,  104   
 sleepwalking relating to   ,  111   ,  111f   , 

 112   ,  114   ,  115   
 TGA relating to   ,  341    

 Electromyogram (EMG)   ,  90   
 Electrophysiologic measurements, of 

LIS   ,  197–198   
 EMG   .  See   Electromyogram.   
 Emotions

 background   ,  4   
 positive and negative, NDEs relating 

to   ,  313    
 Encephalopathies

 anoxic-ischaemic, after cardiac arrest   , 
 148

 metabolic, nutritional and toxic   , 
 139–141   ,  140t   ,  141t    

 EOG   .  See   Electroculogram.   
 EP or ERP   .  See   Evoked potentials.   
 Epidemiology, of SW   ,  109   
 Epilepsy   ,  341   .  See also   TEA.  

 brain stimulation and   ,  318–320   ,  318f   , 
 319f

 consciousness and   ,  247–260   
 EEG relating to   ,  250   ,  251   ,  251f   ,  253   , 

 255
 Epileptic automatisms   ,  4   ,  10   
 ERP or EP   .  See   Evoked potentials.   
 Error monitoring and anosognosia, in 

patients with aphasia   ,  
357–358

 Etiology   .  See also   Aetiology.   
 Evidence

 clinical neurological, neuroanatomy 
derived from   ,  9–11   

 experimental, for grouping by syn-
chrony   ,  47    

 Evoked potentials (EP or ERP)   ,  35   ,  69   , 
 197   ,  198f   ,  224   ,  289   

 Evolutionary perspective, of conscious-
ness   ,  12   

 Experimental brain hypoxia, in healthy 
subjects   ,  317   

 Experimental evidence, for grouping by 
synchrony   ,  47   

 Extended consciousness   ,  6–7   ,  9   ,  11  
 impaired, persistent wakefulness, 

persistent core consciousness 
and   ,  11    

 External consciousness (behavioural)   ,  6    

 F
 Feed-forward v. reentrant activity   , 

 399–401
 fMRI   .  See   Functional Magnetic Reso-

nance Imaging.   
 fMRI BOLD signal   ,  85–86   ,  210   ,  393  
 Four-fold classifi cation, of percepts and 

behaviours   ,  66t  
 Four-fold way, of processing visual 

events and behaviours   ,  66   
 Functional brain imaging   .  See also   

Brain.
 consciousness and general 

anaesthesia relating to   ,  
120–121

 for MCS   ,  180–181   ,  180f   ,  181f    
 Functional considerations, of 

consciousness and attention   , 
 64–66

 Functional integration, brain imaging 
data relating to   ,  39   
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 Functional Magnetic Resonance 
Imaging (fMRI), 34, 40–41      

 amnesia relating to   ,  334   
 BCI relating to   ,  219   ,  220b   
 consciousness

 attention and, relating to   ,  69   ,  71   
 general anaesthesia and, relating 

to   ,  71   ,  120   ,  127   
 intrinsic brain activity and, 

relating to   ,  82   ,  83   ,  85    
 conversion hysteria relating to   ,  283   , 

 289   ,  292   ,  293   ,  293f   ,  294f   ,  295   , 
 297   ,  297f   ,  299   

 epilepsy relating to   ,  250   ,  251   ,  251f   
 MCS relating to   ,  180   ,  181f   
 neural correlates of visual 

consciousness relating to   ,  55   , 
 56   ,  56f   ,  59   

 neurology overview relating to   ,  378   , 
 387   ,  389   ,  390   ,  393   ,  395   ,  399   , 
 400–401

 visual consciousness relating to   ,  273   , 
 275

 Functional neuroimaging   ,  30–42   ,  32f  
 BOLD relating to   ,  34   ,  40   ,  41   
 brain imaging data, analysis of  

 functional integration   ,  39   
 functional segregation   ,  38–39   
 preprocessing of   ,  39   
 statistical   ,  39–40   
 statistical inference relating to   ,  40    

 conversion hysteria relating to   , 
 290–291t

 EEG   ,  34–35   ,  47   ,  49   ,  90   
 EP or ERP   ,  35   ,  69   
 fMRI   ,  34   ,  40–41   ,  55   ,  56   ,  56f   ,  59   ,  69   ,  71   
 inverse problem relating to   ,  36b   
 of LIS   ,  198–199   
 MEG   ,  35–36   ,  49   ,  55   
 MRS   ,  37   
 multi-modality and real-time 

integration   ,  40–41   
 PET   ,  31–33   ,  82   
 SPECT   ,  33–34   
 study design relating to   ,  37–38   
 TMS   ,  36–37    

 Functional segregation, brain imaging 
data relating to   ,  38–39    

 G
 GABA   .  See   Gamma-amino butyric acid.   
 Gamma oscillations  

 local, global synchronization of   ,  49   
 synchronized, conscious perception 

and   ,  45–46   ,  49–50    
 Gamma-amino butyric acid (GABA)   ,  93   , 

 94   ,  114   ,  138  
 anaesthesia relating to   ,  120   ,  123   ,  124   , 

 125

 neurology overview relating to   ,  387   , 
 392   ,  397    

 GCS   .  See   Glasgow Coma Scale.   
 General anaesthesia  

 consciousness and   ,  118–134   
 impaired wakefulness and impaired 

awareness relating to   ,  9–10   
 NDEs relating to   ,  317–318   
 OBEs relating to   ,  306   ,  308    

 Generalized tonic-clonic seizures   , 
 251–253

 Genetic infl uences, as SW predisposing 
factors   ,  112   

 Gestalt criteria   ,  47   
 Glasgow Coma Scale (GCS)   ,  146   ,  147t   , 

 175   ,  238   ,  240   
 Global synchronization, of local gamma 

oscillations   ,  49   
 Glucose, cerebral metabolic rate for   ,  33    

 H
 Hallucinations   ,  57   ,  210–212  

 autoscopic   ,  305   ,  305f   ,  306   
 visual   ,  274–275   ,  274n2   ,  275n3   ,  275n4    

 Halothane   ,  122   
 Head injury, transient amnesia relating 

to   ,  346–347   
 Heautoscopy   ,  305   ,  305f   ,  306   
 Hemisphere, left v. right   ,  397–398  

 anosognosia   ,  262–264   
 left hemisphere interpreter   ,  266–268   
 right hemisphere   ,  268   
 split-brain   ,  264–266    

 Hierarchical approach, to cognitive 
processing, in non-responsive 
patients   ,  228–230   ,  229f   

 Higher-brain formulation, brain death 
relating to   ,  154   

 Hippocampus, memory, and conscious-
ness   ,  326–338  

 background   ,  327–328   
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