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Introduction

Our model for this anthology was Feigl and Brodbeck’s Readings in the Philosophy
of Science (New York: Appleton-Century-Crofts, 1953), now long out of print. During
the 1950s and early 1960s, when sophisticated developments in logical positivist
philosophy of science dominated the field, Feigl and Brodbeck’s anthology represented
an almost ideal collection of readings for any serious introductory philosophy of
science course for undergraduates or beginning graduate students. Its chief virtue was
that it afforded the student (and her instructor) a remarkably synoptic overview of the
literature in the philosophy of science.

As we know from our experience with it as students and teachers, Feigl and
Brodbeck was a marvelous textbook. Because of its breadth and synoptic character,
it could serve as the sole textbook for a serious philosophy of science course. It
contained a sufficient number of articles so that those not assigned as readings in a
course could be made the subject of term papers, and the variety of its contents was
such that almost any student could find material relevant to her own special scientific
or social scientific interests. Because its contents were so well selected, it remained a
valuable resource for students long after the course was over. Indeed, it proved an
important volume for faculty members as well, making it possible for philosophers
who were not specialists in the philosophy of science to prepare courses that would
nevertheless adequately survey the most important problems and approaches.

Feigl and Brodbeck was a product of a brief period of (late positivist) consensus in
the philosophy of science—a consensus that reflected both a fundamentally verifica-
tionist conception of theory confirmation and of the semantics of theoretical terms
and a conception of the sciences according to which physics (as positivists understood
it) was to be taken as the paradigm science. Its success in providing so synoptic and so
well integrated an overview of the issues in the field no doubt depended upon the
strength of that consensus.

But Feigl and Brodbeck’s book is now outdated and out of print. And no subsequent
collection of readings has quite approached it either in scope or in the extent to
which it provided an integrated view of the field. One reason is that, until recently,
there had not emerged a new consensus in the philosophy of science that could serve
as the programmatic basis for such a collection.

But recent developments in the philosophy of science and related areas of philoso-
phy. and in the philosophies of the various special sciences, have progressed to a
point where a new “post-positivist” consensus has emerged. This new consensus is
not doctrinal; it is not the case that one general philosophical conception of scientific
knowledge, of scientific language, or of causation and explanation has emerged as the
consensus position. Instead, there has evolved a consensus about which more specific
philosophical and scientific matters any adequate general philosophical conception of
science must account for, along with a consensus about the broad outlines of the
relevant philosophical positions, options, and argumentative strategies.
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Roughly, the recent developments that have led to the new consensus are:

1. The emergence of sophisticated realist and neo-Kantian alternatives to tra-
ditional empiricist conceptions of science, and of more sophisticated post-
positivist versions of empiricism in response to them.

2. The development of “naturalistic” or “causal” conceptions of reference and of
the definitions of natural kind (magnitude, property, ...) terms as alternatives to
the standard empiricist conceptions of such matters.

3. Corresponding naturalistic developments in epistemology.

4. Critiques (and consequent reformulations) of the Humean conception of causal
relations and of the associated covering-law account of explanation.

5. A greatly increased emphasis on the relevance of the history of science for
work in the philosophy of science and a consequent de-emphasis on the alleged
distinction between “context of invention (or discovery)” and “context of confir-
mation (or justification).”

6. The emergence of a distinct and philosophically important post-positivist
literature in the philosophies of the various “special sciences” (especially biology,
psychology, and history), particularly the emergence of a nonreductionist ac-
count of the relation between the special sciences and the more basic physical
sciences.

7. A similar post-positivist reevaluation of issues in the philosophy of physics.

The resulting picture of scientific knowledge, of scientific language, and of causation
and explanation is vastly more complex than the simple account dictated by traditional
logical positivism and, consequently, is philosophically much richer. The newly emerg-
ing consensus resulting from this picture appears to have roughly the following
components:

a. Scientific methodology is ineliminably theory-dependent, and the depth of its
theory-dependence rules out any simple verificationist conception of science. The
serious contenders among general positions in the philosophy of science are scientific
realism and neo-Kantian constructivism—both of which arose as responses to the
apparent theory-dependence of scientific methods—and sophisticated post-positivist
versions of empiricism that arose as responses to these positions.

b. Foundationalist conceptions of knowledge in general, and of scientific knowledge
in particular, are untenable in many of the ways suggested by defenders of causal or
naturalistic conceptions of knowledge, both because of the theory-dependence of
scientific methods and for independent reasons arising from causal theories of percep-
tion. Any account of scientific knowledge must embody at least some naturalistic
elements, whatever its author’s ultimate position on epistemological matters.

c. For similar reasons, we must acknowledge that the definitions of scientific con-
cepts and of terms in scientific language are theory-dependent; any adequate account
of the semantics of scientific terms must reflect this fact and must—whatever its
author’s ultimate position on semantic matters—reflect some of the insights of causal
or naturalistic conceptions of definition and of reference.

d. Because of the importance of “naturalistic” considerations in the philosophy of
science, the “natural history” of scientific theorizing—the history of science—provides
a very important constraint on theories in the philosophy of science. The distinction
between context of discovery and context of confirmation is correspondingly less
important than positivists imagined.

e. The Humean conception of causation and the associated covering-law concep-
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‘tion of explanation are by no means obviously correct; they must compete with both
constructivist and naturalistic alternatives.

f. Materialist conceptions of both biological and psychological matters are well
confirmed, but materialism within a special science does not require the sort of syntac-
tic reducibility to physics anticipated by logical positivists. The biological and social
sciences can be “autonomous” from the physical sciences even on the assumption of
materialism. A reductionist approach in a special science requires a defense in terms of
the special features of that science rather than in terms of an appeal to a generally
reductionist analysis of materialism.

g. Because they are arguably autonomous, the various special sciences (and their
histories) are as relevant for the philosopher of science as are the physical sciences.

h. Because of the importance of naturalistic approaches in the philosophy of science,
and because many methodological disputes within the various special sciences have a
heavily philosophical component, there is an important and appropriate dialectical
interaction between research in the philosophy of science and research in the various
special sciences.

It will be apparent that the new consensus is much more complex than that achieved
in late positivism. In part this is simply a reflection of the fact that there is no doctrinal
consensus but rather a consensus that identifies three distinct alternative general
approaches—scientific realism, neo-Kantian constructivism, and post-positivist empir-
icism—as the major competitors.

Two other factors are also important. In the first place, positivist philosophy of
science interacted little with the rest of philosophy (outside of logic) in any very
fruitful way. Given the positivist rejection of metaphysics and the positivist tendency
to treat all epistemological questions as special cases of questions in the foundations of
science, it could hardly have been otherwise. By contrast, the recent literature in the
philosophy of science reflects a much deeper and more vigorous interaction between
philosophy of science and other areas of philosophy. The emerging naturalistic con-
ceptions of knowledge and of semantics, for example, owe as much to the work of
philosophers studying nonscientific examples as they do to work clearly internal to the
philosophy of science. Similarly, the pioneering work that led to the current conception
of the possibility of nonreductionist materialism was done by functionalist philos-
ophers of mind, many of whom had a deeper interest in more general metaphysical
issues than in the philosophy of science, or even the philosophy of psychology. Again,
recent critiques of the Humean conception of causation have often arisen as much from
similar metaphysical concerns as they have from issues specific to the philosophy of
science.

The post-positivist recognition of the relevance of the various special sciences and
their histories introduces an analogous source of complexity. To cite one example, one
could not understand the source of recent antireductionist treatments of materialism
either in the general literature in the philosophy of science or in, say, the philosophy
of biology without understanding not only the initial, more metaphysically motivated,
functionalist critiques of reductionism about the mental but also subsequent func-
tionalist developments within the philosophy of psychology. Similarly, one could not
understand the more abstract literature on “inductive inference to the best explana-
tion” without recognizing the role that appeal to this sort of inference has played in
discussions of methodology in evolutionary biology and in history.

These complexities of the current consensus do, of course, contribute to making the
philosophy of science more interesting for students as well as for professionals. A
good course in the philosophy of science is likely to refer to issues in some science or



xiv  Introduction

social science with which the student is familiar, and it is likely to serve as an
introduction to broader issues within the rest of philosophy as well. The problem
for the teacher of such a course is to assemble readings that will permit the student
to see as much as possible of the complexity of the current state of the field and to
present the material they contain in a way that draws out the relevant connections.

Moreover, it is also true that, although the existence of the consensus described here
would be almost uncontroversial (even among the few philosophers who do not
participate in it), there is no very clear statement of what the consensus is and of how
it arose to guide the instructor who is not a specialist in the recent history of the
philosophy of science. (Frederick Suppe’s The Structure of Scientific Theories [University
of Illinois Press, 2nd edition, 1977] provides a first-rate account of the central themes
of twentieth-century philosophy of science up until the early 1970s, but was written
before the new consensus had fully emerged.)

In this anthology, we attempt to remedy both deficiencies. We include sections
consisting of both historical and contemporary readings on several broad areas, both
theoretical and applied: theory confirmation; the semantics of theories and the dispute
between empiricists, constructivists, and realists; causation and explanation; reduction-
ism and the unity of science; the philosophy of physics; the philosophy of biology; the
philosophy of psychology; and the philosophy of the social sciences. We hope that the
introductions to the various sections will facilitate teaching and learning.

In choosing the more theoretical readings, our aim has been to select articles acces-
sible to the nonspecialist in a way that clarifies both the historical development and the
current status of the relevant doctrines and disputes and emphasizes the connection of
issues in the philosophy of science to related issues in other areas of philosophy. In
selecting readings in the philosophies of the various particular sciences, we have tried
(1) to avoid significant duplication of articles already available in more specialized
anthologies, (2) to include material that will be accessible to, and will interest, students
from a wide range of disciplines (and thus provide material for possible term papers for
a variety of students), and (3) to choose articles in the philosophies of particular
sciences that illustrate and develop the general post-positivist themes discussed in the
more theoretical readings. These constraints have limited our choices substantially. In
compensation, our extensive bibliography includes articles and books dealing with a
broader range of topics in the philosophies of each of the sciences in question, and we
have provided suggestions for further reading at the end of the introductory essay to
each section.

We believe this anthology will provide sufficient readings for a number of quite
different introductory philosophy of science courses at the undergraduate and gradu-
ate levels. We hope that the volume will also be a useful reference book both for
philosophers and for specialists in related areas. We also hope that teachers and
students who use this anthology will write to us with ideas about how it might be
improved.

While compiling this collection, we have incurred many debts. We would like to
thank Arthur Fine, Philip Kitcher, Jon Jarrett, Dick Miller, Peter Railton, Elliott Sober,
and Alison Wylie for suggestions about selections; Richard Farr and Janice Nadler for
commenting on introductory material from various sections; James Anderson and Jon
Jarrett for providing comments on the philosophy of physics introduction; Jim
McClellan for bibliographical aid in the history of science; and Carol Sampson for help
with proofreading. Finally, Betty Stanton, Joanna Poole, and Melissa Vaughn of The
MIT Press deserve special mention for their patience and encouragement while we
were working on this project.
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Section I

Confirmation, Semantics, and the Interpretation of
Scientific Theories

Richard Boyd

Logical Empiricism and the Centrality of Foundational Issues

Some research in the philosophy of science addresses foundational questions—general
questions about the nature and extent of scientific knowledge, of scientific concepts
and categories, and of scientific language. Other studies address themselves to issues in
applied philosophy of science: issues about the findings, concepts, and methods of
particular sciences. Of course these two sorts of research are closely related: good phi-
losophical method dictates that what one says about, for example, scientific methods
or scientific language generally should be consistent with what one says about the
methods or the language of particular sciences, and vice versa.

As a matter of fact, the interaction between general foundational considerations on
the one hand and applied philosophy of science on the other has been in a way
one-sided. Although what philosophers have written about philosophical issues arising
in particular sciences has been influenced, often in deep and subtle ways, by their
understanding of the history, findings, and methods of those sciences, it remains true
that the broad outlines of the philosophical analyses they have offered have been
largely determined by their views regarding foundational questions about scientific
language and scientific knowledge. Indeed, even in the case of quite general founda-
tional issues about the nature of explanation or reduction, proposed answers have been
largely determined by commitments regarding these still more basic issues.

In part this primacy of foundational concerns may be a reflection of a general
philosophical predilection for abstraction and generality. What is certain is that it is
also a reflection of the influence within the philosophy of science of a particular
philosophical tradition—logical empiricism—and of its emphasis on just those founda-
tional concerns. Almost all work, foundational or applied, in English-language philoso-
phy of science during the present century has either been produced within the tradition
of logical empiricism or has been written in response to it. Indeed it is arguable that
philosophy of science as an academic discipline is essentially a creation of logical
empiricists and (derivatively) of the philosophical controversies that they sparked. It is
thus impossible to understand the literature in this area without an understanding of
" logical empiricism and of the most prominent philosophical responses to it: scientific
realism and social constructivism. It is with these philosophical doctrines and the
dispute between them that the chapters in this section are chiefly concerned.

Getting Started: Some Basic Notions

One presupposition of the literature on these matters is so basic and so uncontroversial
that it is typically not made explicit. By an inference philosophers and logicians mean a
set of premises and a conclusion drawn from them. Thus, for example, someone who
concluded that a fruit is sweet because it is round and green would have made an
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inference, as would someone who concluded, from the observations that a bird has
sharp talons and a sharp curved beak, that it is flesh-eating. As you can see, some
inferences are better than others.

A deductively valid inference is one that, in a certain sense, is best possible: an
inference such that there is no possible way in which the premises could be true and
the conclusion false. For example, the inference whose premises are “The number of
balls in the urn is prime” and “The number of balls in the urn is greater than ten” and
whose conclusion is “The number of balls in the urn is odd” is deductively valid,
whereas the inference with the same premises and the conclusion “The number of balls
in the urn is 13" is not deductively valid. Many people are familiar with the notion of
deductive validity from their experience with Euclidean geometry: a Euclidean theorem
is just a statement that can be derived from Eucledean axioms by a deductively valid
inference.

Inductive inferences are the sorts of inferences scientists make when they take particu-
lar observations or experimental results to justify the acceptance of general conclusions
about the behavior of natural (or social) phenomena. They are thus central to all
empirical science. For example, a biologist who has observed, about a large number of
birds with sharp talons and sharp curved beaks, that they are flesh-eaters and who, on
the basis of premises reflecting those observations, concludes that birds with sharp
talons and sharp curved beaks are always (or almost always) flesh-eaters, will have
made an inductive inference.

Now here is the basic and uncontroversial presupposition of the literature: inductive
inferences are never deductively valid. This point, first made explicit by Hume, is easily
illustrated by the example just considered: no matter how many sharp-taloned-and-
sharp-curved-beaked birds have been examined and found to be flesh-eating, it will
remain conceivable, if unlikely, that arbitrarily many unobserved birds of this sort exist,
or will come to exist, which are not flesh-eating. Inductive inferences, the sort of
inferences upon which empirical science depends, necessarily involve a certain sort of
risk of error.!

The last point can be made in a slightly different way, which will introduce a related
presupposition. It is quite commonly held that, in most instances at least, the observa-
tions that tend to confirm a general principle or putative law are those that confirm
predictions about observable phenomena that have been deduced from the general
principle or putative law, together with additional premises (called auxiliary hypotheses
or auxiliary statements) that are independently well confirmed.? On this assumption the
point that inductive inferences cannot be deductively valid can be put this way: no
matter how many successful predictions have been deduced from a generalization or
putative law together with suitable auxiliary hypotheses, it remains logically possible
that its predictions will be (sometimes or always) false in the future and/or that they
have already been false about unexamined cases.

Again on the assumption that theories are tested by testing their deductive observa-
tional predictions, one additional concept proves to be important.> Two theories, or
collections of theories, are said to be empirically equivalent just in case exactly the same
observational predictions can be deduced from each of them.

Closely related to the concept of a deductively valid inference is another notion
central to the way in which issues in the philosophy of science have been formulated:
the distinction between analytic statements and synthetic statements. A statement is
said to be analytic if it is true just in virtue of the meanings of its constituent words. A
statement is synthetic if neither it nor its denial are analytic. Thus the truth or falsity
(the technical term is the truth-value) of an analytic statement or a statement that is
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the denial of an analytic statement is determined solely by the meanings of words,
whereas the truth-value of a synthetic statement depends on the way the world is.
Analyticity and deductive validity are closely related: an inference with premises
Pi, ..., ps and conclusion ¢ is deductively valid if and only if the statement “If p, and
... and p,, then ¢” is analytic. “All bachelors are unmarried” is the standard example of
an analytic statement. “All bachelors are happy” and “Some bachelors are not happy”
are synthetic.*

With these concepts and presuppositions understood, we can tumn our attention
to the controversies about scientific knowledge, scientific language, and scientific
evidence.

Verificationism and the Elimination of ‘Metaphysics'

Our understanding of these papers first requires that we understand something of the
development of the approach to the philosophy of science called logical empiricism or
logical positivism (for reasons that are obscure, the former term seems to be preferred
by those sympathetic to the approach, the latter by its detractors). Logical empiricism
arose in the twentieth century as a result of efforts by scientifically inclined philoso-
phers to articulate the insights of traditional empiricism, especially the views of Hume
(1739, 1748), using newer developments in mathematical logic.®

There are several ways to characterize the logical empiricist project in the philoso-
phy of science. Perhaps the best is to see logical empiricists as addressing the problem
of demarcation—the problem of distinguishing between science and nonscience. Logi-
cal empiricists were especially concerned to find standards for distinguishing scientific
theories from metaphysical theories of the sort philosophers and theologians often
discuss. The central component in the logical empiricist solution to this problem was
verificationism.

Traditional logical empiricist verificationism has two components. One is the verifi-
ability theory of meaning, according to which understanding the meaning of a statement
or theory consists in understanding the circumstances under which one would be
justified in believing it, or in believing its negation. According to this conception, the
meaning of a statement or theory is to be identified with the set of procedures by
which it can be tested and thus verified or disconfirmed. The second component, which
(following Bennett 1971) we can call knowledge empiricism, is an especially plausible
interpretation of the doctrine that all synthetic knowledge is empirical knowledge:
knowledge is grounded in the evidence of the senses. According to knowledge empiri-
cism, evidence for (or against) a synthetic statement is provided solely by observations
that confirm the truth (or falsity) of observational predictions deduced from it. Veri-
ficationists interpret this to mean, in particular, that rational justification for believing
one of two synthetic statements while rejecting another can only be provided by
something like a crucial experiment: an observation that disconfirms an observational
prediction deduced from one of the statements while not contradicting any observa-
tional prediction of the other.®

The verifiability theory of meaning has striking consequences when it is interpreted
in the light of knowledge empiricism. Suppose that S is a statement that is not
analytic and from which no predictions about observable phenomena can be deduced.
According to knowledge empiricism, there can be no justification for believing either
S or its negation. Thus, according to the verifiability theory of meaning, S is literally
meaningless. Likewise, suppose that two statements or theories are empirically equivalent.
No crucial experiment will be possible in which one of these theories is found predic-
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tively superior to the other: they are exactly equally reliable as predictors of observ-
able phenomena. According to knowledge empiricism, there cannot be any justification
for accepting (or rejecting) one of the statements that is not a justification for accepting
(or rejecting) the other. If the verifiability theory of meaning is taken as an additional
premise, it follows that two such statements or theories say the same thing.

The two components of traditional verificationism, and the two consequences we
have just derived, are central components in a philosophical project that defines the
fundamental motivation for logical empiricism, and indeed for much of earlier empiri-
cism as well: the elimination of ‘metaphysics’. By ‘metaphysics’, which they employed
as a term of abuse, logical empiricists understood most of what we ordinarily think of
as metaphysics—e.g., doctrines about the fundamental nature of substances (like
dualism and materialism), or about theological matters (like theism in its various forms
and atheism), or about our relation to external objects (like idealism or realism)—as
well as other doctrines similarly vulnerable to a verificationist critique. The idea of such
a critique, of course, is that most metaphysical doctrines, as they have been understood
by their defenders as well as by their traditional critics, seem neither to be analytic nor
to have observational consequences. They are thus, on a traditional verificationist
account, literally meaningless.

Some object to the verificationist analysis of a traditional metaphysical doctrine
because the doctrine in question does indeed yield observational predictions. Thus, for
example, someone concerned to defend the meaningfulness of traditional theism might
argue that when traditional theism is spelled out in appropriate detail, it does make
testable predictions. For instance, when it is fully spelled out, traditional theism holds
that God created life in the world, so it predicts that living things exist. This prediction
is, of course confirmed by many observations; theism is thus testable and its predic-
tions are, in this regard at least, confirmed.

In response to this sort of objection, logical empiricists appealed to the second of
the consequences of verificationism discussed earlier. Consider any suitably spelled-out
version of theism that makes testable predictions of the sort in question. It will always
be possible to formulate a suitably spelled-out version of, say, atheism that is rigged
to make just the same predictions as its theist rival. Since the two metaphysical theories
are empirically equivalent, according to the verifiability theory of meaning they say
the same thing. Suitably spelled out, both theories are literally meaningful, but their
distinctly metaphysical features disappear when the verifiability theory of meaning is
applied. This analysis of theism and competing metaphysical doctrines is an example
of what logical empiricists called rational reconstruction: an application of verificationism
that results in the elimination of the metaphysical features of a concept or theory
while preserving its empirically testable content. Moritz Schlick’s “Positivism and
Realism” (reprinted in this section) provides an excellent illustration of the elimination
of metaphysics by rational reconstruction.

The analysis of theism illustrates nicely two important features of traditional veri-
ficationism. First, the philosophical machinery employed in the empiricist rational
reconstruction of theism is extremely general. It depends solely on the possibility of
constructing an atheistic but empirically equivalent alternative to any given theo-
logical conception. That possibility in turn depends only on the fact that gods are
supposed to be unobservable. In fact, for any theory that is apparently about un-
observable phenomena, there are always infinitely many alternative theories that
contradict the first conception of unobservable phenomena but that are empirically
equivalent to it. Thus it follows from knowledge empiricism that no knowledge of
unobservable phenomena is possible, and thus from traditional verificationism that no
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statements about “unobservables” are even meaningful, unless they are rationally
reconstructed to purge them of reference to unobservables.

Logical empiricism is thus an essentially instrumentalist position: it holds that the
synthetic content of a scientific (or other) theory or doctrine is exhausted by the set of
observable predictions deducible from it. It purchases its critique of metaphysics at the
cost (if it is a cost) of denying, for example, that in confirming the atomic theory of
matter scientists have confirmed a theory about unobservable atomic constituents of
matter! Scientific theories are, according to logical empiricists, “merely models” in
precisely the sense that, at best, they correctly predict the behavior of observable phe-
nomena; they never succeed in representing knowledge of unobservable determinants
of such phenomena.

Second, the rational reconstruction of theism reflects a fact about scientific (and
metaphysical) theories that indicates that the project of verificationism cannot be
carried out in exactly the way logical empiricists first intended. The traditional verifi-
ability theory of meaning aimed at individualistic assessments of meaning: individual
theories or doctrines were supposed to be assessed as meaningful or meaningless
depending on whether or not they made observational predictions. Likewise, two
individual theories or doctrines were supposed to have the same meaning (or cognitive
content, to use standard logical empiricist terminology) just in case they made the
same observational predictions.

In fact, however, as the example of the rational reconstruction of theism illustrates,
the observational consequences of a doctrine are determined holistically: they depend
on how it is spelled out—that is, on which auxiliary hypotheses are taken to be
operative together with it. The empirical equivalence of theories or doctrines likewise
depends holistically on the auxiliary hypotheses assumed to be operative. Thus the
project of the elimination of metaphysics cannot be carried out in exactly the way
initially anticipated by the defenders of verificationism.

Some terminology will help in characterizing the way in which the holistic features
of the derivation of observational predictions compromises the project of rational re-
construction as it was initially conceived. Logical empiricists thought of the nonlogical
terms occurring in scientific theories as belonging to two classes: observation terms and
theoretical terms. Observation terms refer to observable phenomena or their observable
properties (“observables” in logical empiricist terminology). Theoretical terms do not
refer to observables; they are the terms that, if taken to refer to anything, would have
to be taken to refer to unobservable phenomena (or “theoretical entities”). Observation
senfences are sentences formulated solely in observational terms; theoretical sentences
contain theoretical terms.

The initial verificationist conception identified the cognitive content of a theory
with the set of observational consequences deducible from the theory alone. Had that
conception proved viable, then the theoretical structure of a scientific theory (the particu-
lar theoretical sentences from which its observational consequences are to be deduced)
might have been seen as methodologically irrelevant: any two empirically equivalent
theories, however great the difference in their theoretical structures, would have the
same methodological import. Instead, with respect to one important methodological
role—being a source of observational predictions—the import of a theory depends
both on its own theoretical structure and on the theoretical structures of the back-
ground theories available as auxiliary hypotheses.

Scientific methods for employing theories in making observational predictions are
thus theory-dependent methods: the result of their applications depends on the theoreti-
cal structure of the theories in question. It is an important fact, now universally
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accepted, that many or all of the central methods of science are theory-dependent. This
theory-dependence of method was initially surprising for philosophers attracted to logical
empiricism, and most of the recent innovations within the empiricist tradition have
arisen from attempts to accommodate the fact that scientific methods are theory-
dependent while continuing to deny that knowledge of unobservable theoretical
entities is possible. Likewise, most of the sustained criticism of logical empiricist
philosophy of science has arisen from the conviction that the actual theory-dependence
of scientific methods cannot be accounted for within a verificationist framework.

The various logical empiricist responses to the phenomenon of theory-dependence
of scientific methods are discussed at length in the papers reprinted in this section and
in other papers in this anthology, and a broad outline of these developments is
provided in subsequent sections of this introductory essay. One response, however,
was so nearly universal that it deserves note here. At least by the 1950s the holistic
implications of the role of auxiliary hypotheses were so widely recognized that the
initial empiricist project of establishing a criterion of meaningfulness for sentences or
theories considered in isolation was almost entirely abandoned (see Hempel's “Em-
piricist Criteria of Cognitive Significance: Problems and Changes,” reprinted in this
volume). What remained as definitive of logical empiricism was the acceptance of some
version of the doctrine of knowledge empiricism with its conclusion that knowledge of
unobservables is impossible, together with a corresponding verificationist strategy of
antimetaphysical rational reconstruction. It is with this sort of reconstruction that we
next concern ourselves.

The Rational Reconstruction of Actual Science

As the example of the atomic theory of matter indicates, scientists and scientific
theories apparently refer to unobservables routinely, and it is central to the empiricist
project in the philosophy of science to offer verificationist rational reconstructions of
apparent reference to unobservables that make sense of the rationality of actual
scientific practice. Two proposed reconstructions are especially important in recent
philosophy of science, one because its apparent failure led to important developments
both within empiricist philosophy of science and within its principal rivals, the other
because its apparent success has made it the most durable of empiricist rational
reconstructions. _

The first empiricist reconstruction, operationalism, represents the twentieth-century
version of the standard empiricist account of classification and the meanings of classifi-
catory terms first proposed by Locke (1689) as the doctrine of nominal essences. Oper-
ationalism arose in response to a serious challenge to the verificationist project of
antimetaphysical rational reconstruction of science. Modern chemists seem to classify
substances precisely in terms of the basic physical properties of their unobservable
constituents. Likewise, physicists routinely classify physical conditions in terms that
appear to refer to the values of various unobservable magnitudes like electromagnetic
or gravitational field strength; geneticists appear to appeal to similarities and differ-
ences in unobservable genetic structures; microbiologists distinguish between condi-
tions caused, as they appear to say, by different sorts of unobservable organisms, etc.
In almost every science sound methodological practice seems to reflect just the sort of
metaphysical concern with the unobservable that empiricists deplore.

In response to this fact, logical empiricists proposed that the theoretical terms that
scientists employed in classifying substances, states of affairs, space-time regions, etc.,
be thought of, on rational reconstruction, as having stipulative operational definitions in
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terms of the laboratory procedures associated in practice with the terms in question.
Thus, for example, the term “electrical field strength” is associated in practice with
various procedures that physicists would describe as procedures for measuring field
strength. On the proposed reconstruction these procedures would instead be thought
of as the purely stipulative definition of the notion of electrical field strength. If we call
the relevant procedures O, then the proposal is that all statements of the form “The
electrical field strength at space-time point p is 4" should be rationally reconstructed as
asserting the claim purely about observables that if O were performed at p the result
would be g. This style of analysis was for a while greatly influential and remains so
today outside professional philosophical circles. It had many defenders. Bridgman’s The
Logic of Modern Physics, excerpted here, is perhaps the most famous and most influen-
tial of its many expositions. Its influence was enhanced not only by the clear style in
which it was written but also by Bridgman’s reputation as a distinguished physicist and
Nobel laureate.

Almost all philosophers of science—including those most sympathetic to the veri-
ficationist project—agree that operationalism failed as a reconstruction of sound
scientific practice. The reason is simple: scientists in practice, indeed in what seems the
methodologically most exemplary practice, routinely modify or revise (they would say
correct, extend, or improve) the laboratory procedures for, as they say, measuring or
detecting the sorts of theoretical entities or properties reference to which operational-
ism is supposed to eliminate.

Thus, for example, laboratory procedures for the measurement of temperature are
routinely modified either to improve their accuracy or to provide for temperature
measurements under circumstances in which no previous procedure was available.
According to operationalism, indeed according to any standard empiricist account of
language, such changes would have to be counted as changes in the magnitude to
which the term “temperature” refers, and the same is true for countless other cases in
which the laboratory procedures associated with a theoretical term are improved. In
fact good scientific practice does not appear to require that such modifications be
treated as reflecting a change in subject matter. Instead, scientists treat the new
procedures as improvements or extensions of the old ones and successfully employ the
new laboratory procedures in applying theories initially developed in the experimental
framework provided by the earlier ones. Scientists behave, that is, exactly as they
should if the new laboratory procedures were improved or extended procedures for
measuring, detecting, or otherwise assessing a previously studied unobservable feature
of the world. Operationalism seems to dictate inappropriate methodology.

Here again we have a case of an initial verificationist analysis failing because of
the theory-dependence of scientific methods: measurement and detection procedures
associated with theoretical terms are determined not by linguistic convention but
instead by theoretical considerations that change with new discoveries and frequently
require revision of such procedures. In response to this challenge, logical empiricists
offered a variety of alternative antimetaphysical accounts of the semantics of theoreti-
cal terms. Hempel's “Empiricist Criteria of Cognitive Significance” and Carnap’s “Em-
piricism, Semantics, and Ontology,” both reprinted here, are important examples of
such responses.

Although logical empiricists offered a variety of reconstructions of the theory-
dependence of the methods for applying theoretical terms, there is one systematic ten-
dency in the development of their thought. The general empiricist strategy in semantic
matters is to treat those fundamental principles that regulate the use of linguistic
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expressions as reflections of linguistic conventions. As theoretical considerations were
recognized as being more and more deeply involved in the principles that regulate
the use of theoretical terms, the tendency within logical positivism was to treat as
matters of linguistic convention increasingly general theoretical considerations.

This tendency reaches a pinnacle of its development in “Empiricism, Semantics, and
Ontology,” in which Carnap advances an early version of what has come to be called
the law-cluster theory of meaning for theoretical terms. According to this theory, the most
basic laws containing a theoretical term are to be understood as analytic truths and as
together constituting the definition of the term. As we shall see, the development of
this and other logical empiricist alternatives to operationalism, and of anti-empiricist
alternatives to those alternatives, has proven to be a major factor in recent philosophy
of science.

The second and more durable logical empiricist reconstruction is the twentieth-
century version of the Humean analysis of causal relations.” By empiricist standards,
talk about causal relations seems to be both scientifically necessary and irreducibly
metaphysical. Hume’s response to this problem was to reconstruct the notion of
causality in terms of constant conjunction: an event is the cause of a subsequent event if
and only if events like the first are always followed by events like the second. As it
stands, however, Hume's analysis fails, even by empiricist standards, to specify a
determinate relation between events; it requires further specification of the respects of
event similarity that are understood to be relevant.

In practice, scientists identify relevant respects of similarity in a theory-dependent
way: typically they count observable respects of similarity as relevant if they are
identified by currently accepted theories as symptoms of appropriate (and often un-
observable) causal mechanisms. The logical empiricists” twentieth-century version of
Hume's analysis incorporates a reference to this feature of scientific practice into the
rational reconstruction of the notion of causation: one event causes a subsequent event
just in case the second event is deductively predictable from the first, given laws of
nature and suitable statements of antecedent conditions.®

For present purposes, two features of the contemporary Humean analysis of causal
relations are important. First, like the law-cluster theory of meaning for theoretical
terms, the contemporary Humean analysis of causal relations follows the standard
empiricist pattern in coping with a potentially embarrassing theory-dependence of
scientific methodology by treating it as a matter of convention. Instead of offering a
metaphysical explanation of appeals to theoretical considerations in identifying causal
relations, the empiricist offers a conception according to which reference to laws of
nature is part of the conventional definition of causal relations, and the theory-
dependence of methods is simply a manifestation of scientists’ efforts to identify those
laws.

Second, the durability of the contemporary Humean analysis illustrates in an indirect
way the point that the principal challenge to logical empiricism arises from the
theory-dependence of scientific methods. Almost certainly the primary explanation for
the durability of the contemporary empiricist version of the Humean analysis of causal
statements is that, by incorporating the notion of a law of nature into the very
definition of causal relations, it gives the appearance of being able to accommodate,
within an empiricist analysis, whatever sort of theory-dependence there might be in
scientists’ assessments of causal relations. Whether or not this appearance is reality is
an issue raised by the critics of logical empiricism, to whose philosophical views we
turn after a brief investigation of a variation on the verificationist theme.
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Falsificationism

No discussion of twentieth-century philosophy of science is complete without an
account of a variant version of verificationism which, although it has had rather little
impact on recent philosophy of science, has had a deep influence on the thinking of
many philosophically inclined scientists and other thinkers. I refer to the proposed
solution to the demarcation problem proposed by Karl Popper and called falsifica-
tionism. Popper, whose views on this matter were published in German in 1934 but
only became available in English translation in 1959, shared with early logical empiri-
cists the conception that it was the testability of scientific theories that distinguished
them from unscientific theories. He rejected, however, the verificationist conception
that the possibility of confirmation or disconfirmation is the mark of the scientific.
Instead, he was led by reflection on the fact that no inductive inferences are deduc-
tively valid to the conclusion that, strictly speaking, observations never confirm any
general theories, but only refute or fail to refute them.

In consequence, Popper proposed a variation on the empiricist solution to the
demarcation problem: a theory is potentially a scientific theory if and only if there are
possible observations that would falsify (refute) it. The special role of auxiliary hy-
potheses in theory testing poses a challenge to this account of demarcation just as it
does to traditional verificationism; but despite these technical difficulties, it remains
deeply influential outside professional philosophical circles, perhaps because of its
apparent commitment to an antidogmatic conception of scientific inquiry. The selec-
tions from Popper’s The Logic of Scientific Discovery provide a classic statement of falsi-
ficationism; Hilary Putnam’s “The ‘Corroboration’ of Theories” is a spirited critique.

Irreducible Metaphysics: Alternatives to Verificationism

Logical empiricism aims at the elimination of metaphysics—the elimination of refer-
ence to unobservables—Dby verificationist rational reconstruction. Both of the impor-
tant alternatives in the philosophy of science, scientific realism and social constructivism,
reflect the estimate that the elimination of metaphysics from scientific theories and
methods is impossible: the rationality of scientific inquiry cannot be accounted for
without acknowledging that successful scientific theories typically embody knowledge
of “unobservables.”

Of the two alternatives, scientific realism, although less influential outside of profes-
sional philosophical circles, is the easier doctrine to state. Scientific realists insist that
scientific theories should be interpreted “at face value” rather than philosophically
reconstructed. According to realists, when a well-confirmed scientific theory appears to
describe unobservable “theoretical entities,” it is almost always appropriate to think of
its “theoretical terms” as really referring to real unobservable features of the world,
which exist independently of our theorizing about them, and of which the theory is probably
approximately true. Thus, for example, according to realists the molecular theory of
gases says that gases are made up of very small unobservable particles with various
properties, the evidence we have for that theory is evidence that such particles exist
independently of our theorizing about them, and the descriptions of them embodied in
the theory of gases are approximately true.

The component of scientific realism that emphasizes the independence of the reality
described by scientific theories from our theorizing is significant because it is with
respect to the claimed theory-independence of the reality studied by scientists that
realists and social constructivists disagree. Constructivists and realists are equally im-
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pressed by the theory-dependence of scientific methods and hold that empiricist re-
constructions that aim at a nonmetaphysical conception of the scientific enterprise
are inadequate to the facts of scientific practice and the history of science. But the key
figures in the constructivist tradition—N. R. Hanson (see Hanson 1958) and Thomas
Kuhn (whose work is represented in this volume)—drew a different lesson from
theory-dependence of methods. They were struck by, among other things, the theory-
dependence of observation. The phenomenon is this: observations, as they are reported in
actual science, are reported in theoretical language (“the pH was found to be ...”; “the
magnetic field strength was found to vary between ... and ...”; “the particles were
observed to be deflected at an angle of ... when passing between the charged plates”)
rather than in terms of observationally characterized features of laboratory equipment,
and this feature of scientific observations seems essential to the way in which observa-
tional evidence is rationally assessed.

We have already discussed essentially the same phenomenon when we examined
the reasons for the failure of operationalism: the way in which theoretical terms
function in actual laboratory practice is determined by theoretical considerations.
Constructivists drew from this fact—and from facts like it—more than the lesson that
operationalism was not viable. Instead they concerned themselves with the methodo-
logical situation of scientists who initially hold fundamentally different theories and
who might seek to resolve the issue between them by reference to observations. Pretty
plainly, if their theoretical disagreements are sufficiently great, then they might fail to
agree about the appropriate descriptions of the results of some observations. They
would not (or at any rate not always) be able to appeal to observation as a kind of
neutral court in which their dispute could be adjudicated.

Kuhn envisioned the possibility of situations in which two theoretical conceptions
are so different that, because of the irremediable theory-dependence of observation
and other methodological features of science, there is no rational method acceptable to
defenders of each conception that could serve to ground the resolution of the dispute
between them. In such situations, the two traditions are said to be incommensurable.
Indeed Kuhn held not merely that this situation is logically possible, but that it has
been actual in several cases in the history of modern science during periods of scien-
tific revolution—for example, during the transition between Ptolemaic and Copernican
astronomy and during the transition between Newtonian mechanics and special rela-
tivity. From the fact of the theory-dependence of scientific methods and the alleged
phenomenon of incommensurability (it is a matter of controversy whether or not there
have been any actual cases of incommensurability), Kuhn and other constructivists
have drawn some striking philosophical conclusions.

First, the pattern of theory-dependence of methods, especially the theory-dependence
of observation and the incommensurability of successive theoretical conceptions with-
in the actual history of science, precludes any account of science according to which
scientists achieve objective knowledge about a single theory-independent world. Real-
ism cannot be defended. Second, the depth of the theory-dependence of methods simi-
larly precludes any empiricist rational reconstruction: scientists must be understood as
engaged in a metaphysical project whose very rules are irretrievably determined by
theoretical conceptions regarding largely unobservable phenomena.

These two conclusions might seem incompatible. For the constructivist, however,
there seems to be a viable philosophical conception that “splits the difference” between
realism and empiricism. According to this conception, the fundamental theoretical
principles that scientists accept, and the fundamental methodological principles that
those theoretical principles largely determine, are imposed on the world by a sort of
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convention or social construction.® But knowledge of these principles is not to be
understood as merely or trivially conventional; instead scientific theories really do em-
body knowledge of unobservable causal mechanisms, subatomic particles, etc. Socially
constructed causal and metaphysical phenomena are, according to the constructivist,
real: they are as real as anything scientists can study ever gets. The impression that
there is some sort of socially unconstructed reality that is somehow deeper than the
socially constructed variety rests, the constructivist maintains, on a failure to appreci-
ate the theory-dependence of all of our methods. The only sort of reality any of our
methods are good for studying is a theory-dependent reality.

As Kuhn spells out this view, modern scientific work comes in two sorts of historical
episodes. There are long periods of normal science during which the prevailing theoreti-
cal conception and its associated set of methodological practices—the paradigm—is
articulated. The fundamental features of the paradigm are matters of social convention;
articulation of a paradigm consists of using experimental and observational techniques
in spelling out those details (like the values of various physical parameters) that are left
unspecified in the initial formulation of the paradigm. Normal science does not result
in deep changes in theoretical conception; indeed it cannot, since deep features of the
prevailing theoretical conception are imposed on the world in paradigm-governed
research.

Periods of normal science are punctuated by brief periods of revolutionary science,
which arise when researchers have recognized a significant body of experimental or
observational anomalies: observations that resist explanation or assimilation within the
developing paradigm. When sufficiently many anomalies have emerged, some re-
searchers propose radically new theoretical conceptions to accommodate them. These
radical proposals are methodologically incommensurable from each other and from the
paradigm they challenge, in the sense described earlier. Eventually one of them may
prove successful enough to recruit enough new adherents (typically from among
younger scientists) to emerge as the basis of a new paradigm, and a new period of
normal science then ensues.

The transition between the old paradigm and its replacement is not, according to
Kuhn, determined by rational scientific methods: because the old paradigm and its new
rivals are incommensurable, there are no rational scientific methods to adjudicate
between them. Instead, what happens in the transition is the establishment of a new
world of scientific study, socially constructed by the adoption of the new paradigm.

We have already seen a similarity between constructivism and later logical empiri-
cism in their shared view that fundamental laws are matters of convention. In fact the
similarity runs a bit deeper. Kuhn, like Carnap, takes the fundamental laws containing
a theoretical term to constitute its conventional definition. In consequence, he has an
additional argument for the incommensurability of paradigms separated by a period of
scientific revolution. What characterizes scientific revolutions is that fundamental laws
are revised; but revisions of those laws amount to changes in the definitions of the
fundamental theoretical terms in science. Scientists before and after a scientific revolu-
tion are not talking about the same theoretical entities even when they use the same
terms. Thus they are really talking past each other in their disputes and no rational
method can effect a choice between their competing conceptions. This phenomenon is
called semantic incommensurability. Semantic incommensurability implies methodologi-
cal incommensurability.

We have come to understand social constructivism largely by understanding the
sorts of arguments that have led philosophers to adopt it. Similarly, we understood
logical empiricism largely by exploring the implications of the verificationist argu-
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mentative strategy that underwrites it. With respect to realism, however, we have a
definition of its characteristic doctrines, but no account yet of the arguments for it.
Now realism is, in a certain sense, the commonsense philosophical position about
scientific theorizing, and it is sometimes very hard to formulate explicitly one’s reasons
for accepting commonsense positions. In fact, it was some time before philosophers of
science sympathetic to realism were able to articulate arguments in its defense beyond
the important observation that lots of scientific theories and practices seemed to be
about unobservables and many empiricist rational reconstructions of them had proven
inadequate. The formulation of detailed arguments for scientific realism—and the
articulation of deep empiricist and constructivist responses to them—has been one of
the main driving forces in very recent philosophy of science. It is to those arguments
and the responses to them that we now tumn our attention.

Metaphysics and the Success of Science: Arguments for Scientific Realism

Scientists appear to be studying unobservables as well as observables, and it is not
easy to give a rational reconstruction of their practice to eliminate their apparent
concern for metaphysics. That is some argument for realism (or, perhaps, for construc-
tivism) since realists (and constructivists) can explain the difficulties in rational recon-
struction by explaining why such reconstructions are impossible. But how good is this
argument? How does it address the basic epistemological concerns that motivate
logical empiricism?

As realists have examined these questions, a central theme has emerged that rep-
resents an attempt to articulate in philosophically appropriate detail ways in which the
theory-dependence of scientific practices might support realism. According to this
central theme, the case for scientific realism is best put by arguing that the methods of
science are so theory-dependent that it is impossible to explain scientifically the instru-
mental success of scientific methods except on the hypothesis that in mature sciences
the background theories that determine methods are approximately true of unobserv-
able (as well as of observable) entities, and that the operation of the methods they
determine tends to produce subsequent improvements in such approximations to the
truth. Scientific realism is thus to be defended as a scientific hypothesis—an empirical
claim about the way in which scientific methods work in the world. This argument for
scientific realism is represented here in Putnam’s “Explanation and Reference” and in
the articles by Boyd.'°

The view that philosophy is largely continuous with the natural sciences—
philosophical naturalism—is relevant to the arguments for and against realism in an-
other way. One way to frame the argument for realism is in terms of the notion of
projectibility.!! Consider the situation of a scientist trying to identify a general law of
nature. She has access to a body of observations of phenomena of some sort and is
considering a proposed generalization about such phenomena. Suppose that the ob-
servations in question all confirm predictions from the generalization in question. Does
that mean that they provide (at least some) confirmatory evidence for the generaliza-
tion? It is natural to suppose that the answer is “yes,” but Goodman made the point
that in any such case there will be infinitely many generalizations incompatible with the
proposal under consideration that would have also made just the same predictions
about all observed cases. If the observations provide equally good evidence for each
of these generalizations, then they provide no significant evidence for any of them. If
they do not, then we need to know what distinguishes the generalizations that are
supported by the observations from those that are not. (Note that the answer is not to
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be framed in terms of “fit” with existing data; each of the generalizations fits equally
well.)

Goodman introduced the term “projectibility” for the property that distinguishes
the generalizations that are to some extent confirmed by their predictive success from
those that are not. Almost all of the theory-dependent methodological considerations
considered by scientific realists and their critics can be seen as judgments of project-
ibility, or as closely related judgments. The realist’s claim, then, is that the success of
projectibility judgments is to be explained by the hypothesis that the background
theories upon which they depend are approximately true of unobservable (as well as
observable) entities. Projectibility judgments are matters of empirical science.

-Now, projectibility judgments are pretty fundamental epistemological judgments,
so realism defended in this way seems committed to the view that at least parts of
epistemology are continuous with the empirical sciences. This view——the naturalistic
conception of epistemology—is defended in Quine’s famous paper “Natural Kinds,”
reprinted in this section. Quine makes explicit an important connection between the
theory of projectibility and the theory of the definitions of scientific terms: If project-
ibility judgments, which are matters of classification, are theory-dependent empirical
matters, then so are the fundamental principles of classification that are reflected in
the definitions of the terms scientists use. The correct definitions of a scientific term is
an a posteriori theoretical matter, not a matter of linguistic convention or stipulation.
Scientifically respectable kinds (magnitudes, relations, etc.) are defined by reference to
the (sometimes unobservable) causal structure of the world.

So, scientific realism (defended in the standard way) implies a naturalistic epistemol-
ogy, which in turn implies a rejection of nominalism about kind definitions and a
naturalistic conception of the definitions of kind terms. The realist must hold that the
definitions of fundamental terms in science are theoretical discoveries, revisable in the
light of empirical findings!

But, of course, we knew that already. Recall that one of the central arguments
against realism (but this time for constructivism instead of empiricism) is that changes
in fundamental theory of the sort that occur during scientific revolutions involve
changes in definition of theoretical terms and thus changes in subject matter. The realist
cannot, given the historical evidence, disagree that there are historical developments
that involve changes in the definitions that scientists offer for theoretical terms. Unless
the constructivist conclusion that there is a corresponding change in subject matter is
to be accepted, the realist must maintain that our definitions of scientific terms are
properly revisable in the light of new data or new theoretical developments.

But how can a term—-scientific or otherwise—continue to refer to the same phe-
nomenon, if the definition people actually use changes? Here is why there is a puzzle.
On the dominant empiricist conception of language, the nominal definition of a kind
term does two quite different things: (1) it determines, by convention, the boundaries
of the kind to which the term refers, and (2) by being associated with the term by
convention, it brings it about that the term refers to the kind to which it does refer.
If the term “human” has the conventional definition “featherless biped,” then the
boundaries of the class of humans is defined by the criteria of being featherless and
bipedal, and the word “human” comes to refer to that class because the conceptions of
featherlessness and bipedality are conventionally associated with it.

Suppose now that someone proposes, as a scientific realist certainly might, that the
definition of the kind human being, and thus of the term “human,” is really given by
certain historical continuities in the recent evolution of a particular hominid lineage.
That proposal would say what the boundaries of the kind are. But what could then be



16  Richard Boyd

said about how the term “human” comes to refer to the kind thereby defined? The
answer can no longer be that it is the employment of the definition in practice that
makes the connection, because most users of the term have never heard of the real
definition, and until a rather short time ago no one had heard of it. How could, for
example, pre-Darwinian uses of the term “human” have referred to a kind defined in
terms of a theory that hadn't been invented yet?

The standard realist answer—the causal or naturalistic theory of reference—was ini-
tially proposed in its current form by Kripke (1971, 1972) and Putnam (1970, and
“Explanation and Reference,” reprinted here) and has subsequently been considerably
refined and developed (see, for example, Field 1973, Boyd 1979, Devitt 1981). Accord-
ing to this view, the connection between a natural kind term (or other theoretical term)
and the class (relation, magnitude, etc.) to which it refers is established by causal
relations of the right sort between actual uses of the term and instantiations of the kind
(relation, etc.) in question. The articulation and development of this conception of
reference represents the principal basis for the realist’s response to social construc-
tivism. Most realists now hold that methodological incommensurability is not a
phenomenon sufficiently common in the relevant parts of the history of science to
undermine the realistic picture of the growth of theoretical knowledge. They are able
to maintain this doctrine only because a naturalistic conception of reference permits
them to deny the semantic incommensurability of prerevolutionary and postrevolu-
tionary theories. The causal theory of reference is developed and applied against
constructivism in this way in Putnam’s “Explanation and Reference.”

Naturalistic and realist accounts of definition, of reference, and of knowledge have
indisputably represented important contributions not only to philosophy of science
but also to metaphysics, epistemology, and the philosophy of language. It would be a
mistake, however, to conclude that such sophisticated developments are limited to the
work of scientific realists and their allies. There are a number of recent antirealist
philosophical proposals that pose serious challenges to realism and raise significant and
deep philosophical issues. To understand these proposals and the responses to them, it
is necessary to understand what is probably the most important piece of philosophical
analysis of the first half of this century, Tarski’s definition of truth.

Tarski on Truth

In 1935, Alfred Tarski published a paper that was a major contribution to metaphysics
and the philosophy of language, and at the same time was certainly one of the two
most important developments in mathematical logic in the first half of this century (the
other is Godel’s incompleteness theorem [Gédel 1931]). Tarski set out to provide a
mathematical analysis of the notion of truth. He proposed a definition of truth for
certain formalized languages (those of the first-order predicate calculus) that are simpler
in structure than natural languages but resemble them in important respects. It is very
widely accepted that his definition provides the basis for an understanding of truth in
natural as well as formal languages. (See the appendix for technical details of Tarski's
position.)

The conception of truth that formed the basis for Tarski's analysis is usually called
the correspondence theory of truth. According to this conception, what makes a sentence
true or false is whether or not it corresponds to the facts, or corresponds with reality.
Now, for many philosophers and logicians—not all of them verificationists or other-
wise critics of metaphysics generally—the notion of correspondence with reality has
seemed to be an example of dubious metaphysical speculation. What Tarski did was to
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break this conception of truth down into more basic components, define truth in terms
of them, and suggest less speculative ways of understanding the resulting definition.

Let us (following Field 1972) call the relation that a predicate symbol in a formal
language bears to its extension (i.e., the set of objects to which the predicate applies)
and that an individual constant (a term denoting an individual) bears to its denotation,
“primitive denotation.” What Tarski showed is that truth for sentences in first-order
languages is unproblematically definable in terms of primitive denotation. Recall that
for many philosophers the notion of truth, especially the notion of truth as corre-
spondence with reality, seemed suspect. What we may call the correspondence inter-
pretation of Tarski corrects this impression: for those portions of natural languages for
which languages of first-order quantification theory provide an adequate model (most
philosophers of science believe that this includes all or most of scientific language),
the notion of correspondence truth is no more mysterious than the notion of primi-
tive denotation from which truth can be defined. Thus for any part of a natural
language for which primitive denotation is unproblematical, correspondence truth is
unproblematical as well.

The correspondence interpretation of Tarski’'s theory underwrites the naturalistic
conceptions of reference and of natural definitions advanced by many scientific realists:
such theories are intended to provide an appropriate account of primitive denotation
from which truth for theoretical claims (among others) is definable.!? The corre-
spondence interpretation is, of course, available to empiricists as well. For logical
empiricists this conception would entail that if they could give a nonmetaphysical
account of primitive denotation for observational terms (as they certainly thought they
could), then they could appeal to the notion of truth as correspondence to reality in
the case of observation sentences. Correspondence truth for theoretical sentences
would, presumably, remain objectionably metaphysical. But for a variety of reasons,
empiricists and other nonrealist philosophers rarely accepted the correspondence inter-
pretation of Tarski in the form adopted by realists. Instead, they typically defended
another interpretation of Tarski.

Tarski’s theory defines truth for sentences of a formal language, L, in terms of a
specification of primitive denotation for the terms of that language. We can think of
that specification as being provided by sentences in some language, L*, adequate to
describe the structure of L (a metalanguage for L). For sufficiently powerful meta-
languages of this sort, the definition of truth for L can itself be formalized in L*. Tarski
concerned himself with the properties such a formal definition of truth should have, in
the special case in which all of the sentences in L can be translated into L*, and he
proposed the following constraint on theories of truth for formalized languages, which
he called “Convention T":

If L is a formal language and L* is a metalanguage for L within which a definition
of truth for L is proposed, then for every sentence s of L, if “s” is the name of s
in L* and True is the formula in L* which defines truth in L, and # is the translation
of s into L*, the following sentence of L* must be deducible from the truth

definition for L: True (“s”) if and only if ¢.

We may illustrate the import of Convention T by ignoring for a moment the fact
that natural languages are more complex and messy than formal languages and seeing
what Convention T dictates about, say, a theory of truth for German formulated in
English. What it requires is that all sentences of the following form be deducible from

the theory (formulated in English) of the predicate “... is true in German”:
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“Schnee ist weiss” is true in German if and only if snow is white.

Similarly, consider the special case in which the object language (the language for
which a truth definition is proposed) is a sublanguage of the relevant metalanguage.
For example, consider the case in which we construct a metalanguage English* for
English by adding the predicate “... is true in English” to the resources of ordinary
English, together with whatever technical notions we need for the definition in En-
glish* of truth for sentences in English. Let us imagine (as before) that the resources
English* uses to name words and sentences in English is to put quotation marks around
them. Then what Convention T requires of the definition in English* of truth in English
is that such sentences as the following sentence of English* should be deducible from
the truth definition:

“Snow is white” is true in English if and only if snow is white.

Not surprisingly, Tarski's own definition of truth satisfies Convention T. Interest-
ingly, however, Tarski's articulation of Convention T led many philosophers to reject
the correspondence conception of truth. In the first place, alternative (noncorrespon-
dence) theories of truth can easily be formulated so as to satisfy Convention T, the
condition Tarski set as a criterion for an acceptable theory of truth. For example, either
the coherence conception of truth (according to which a sentence is true just in case
it appropriately “coheres” with some antecedently specified body of sentences) or
various versions of the pragmatic conception (according to which sentences are true
just in case they satisfy some specified set of pragmatic criteria) can be formulated so
as to satisfy Convention T.

Second, Tarski’s own definition of truth—which on its face appears to reflect a
correspondence conception of truth—can be understood as undermining that very
conception. Here is why: The definition proposed by Tarski defines truth in terms of
primitive denotation—in terms, that is, of what looks like the most basic correspondence
between features of language and the world. But it is a consequence of that definition
that the truth of the sentence “Snow is white” comes to nothing more than snow being
white. Insofar as we can offer a conception of the meaning of the latter claim in terms
that do not appear to invoke “correspondence with reality,” as coherence theorists and
pragmatists, for example, think they can, then Tarski's own theory says that the
meaning of “Snow is white” is true’ has also been captured without recourse to a
conception of correspondence with reality. To many philosophers used to the notion
that objectionable metaphysical commitments might be eliminated by rational re-
construction, this result seemed an especially nice example of such reconstruction.

Tarski started, it might be argued, with an informal conception of truth that is as
metaphysical as any correspondence theorist could want, but the very logic of working
out that conception leads to a theory satisfying Convention T in which the notion of
correspondence is inessential. Even without application of distinctively verificationist
analytical techniques, it seemed, the notion of correspondence had been eliminated
from the notion of truth. For philosophers who accepted this last interpretation of
Tarski, even those basic semantic notions (like reference and extension) that seemed to
reflect a correspondence conception were available to those who rejected the corre-
spondence theory of truth just as Tarski had shown.

The view that when the correspondence conception of truth is elaborated it ration-
ally reconstructs itself into a theory for which a conception of correspondence with
reality is optional had a profound effect on empiricist and later constructivist philoso-
phers of science. They typically took themselves to be able to employ the notion of
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truth, and the subsidiary notions of reference and of predicate expressions having
determinate extensions, without thereby making any concessions to realism even when
the sentences and terms to which they applied those notions were theoretical rather than
observational! From the perspective that thus emerged from Tarski’s work, a new option
became available for antirealist philosophy of science: the antirealist might accept, for
example, that we know that there are electrons, that electrons are unobservable entities
to which the term “electron” refers, and that electrons are not merely social construc-
tions, while denying that the truth claims she thus accepts about them should be
understood with respect to a realist correspondence conception of truth.'?

Another class of antirealist options arises from a different feature of Tarski's defini-
tion of truth. It is a feature of that definition that it does not give rise in any natural
way to a general characterization of approximate truth or of what it is for one claim to
be more nearly true than another. It follows that realists who accept the corre-
spondence interpretation of Tarski's theory of truth still lack a general realist theory of
approximate truth. Since realism entails a picture of the growth of approximate knowl-
edge in science, the absence of a general realist theory of approximate truth has led
some philosophers to deny about realism, or at least about traditional versions of
realism, that they rest on a non-question-begging conception of approximation.

The first of these antirealist options has been developed by a number of philoso-
phers influenced by the most recent work of Hilary Putnam (1981, 1983). In his recent
work Putnam defends what he calls (borrowing a term from Carnap’s “Empiricism,
Semantics, and Ontology”) internal realism, but rejects external realism. Internal realism
accepts the realist account of theory-dependent scientific methods and accepts a causal
or naturalistic conception of the semantics of scientific terms, but is grounded in a
conception of truth not as correspondence with reality but as the ideal limit of scientific
inquiry. External realism, by contrast, treats truth claims as correspondence claims. One
important thread in Fine’s “The Natural Ontological Attitude” (reprinted here) is a
version of this same critique of standard or external realism.

The second line of criticism is reflected in several papers reprinted in this volume. It
represents part of the theme of Fine’s paper and is a central point in Laudan’s “A
Confutation of Convergent Realism,” in which it is maintained that the historical
record provides numerous cases in which (contrary to the expectations of realists)
successful science is grounded in theoretical conceptions that are in no interesting
sense approximately true.

A quite different criticism of traditional scientific realism rests on concerns about
approximate truth. Nancy Cartwright has argued in a number of papers that although
realists are right that we can and do know that there are unobservable entities, they err
in believing that scientific theories reveal truths or approximate truths about them.'*
The “entity realism” for which she argues is also a theme in the work of Hacking,
whose “Experimentation and Scientific Realism” (reprinted here) reflects a tradition of
realist analysis in the philosophy of science in which the emphasis is on detection and
manipulation of “theoretical entities” rather than on theoretical knowledge.

A related criticism of scientific realism is reflected in the recent work of Bas van
Fraassen (including “To Save the Phenomena,” reprinted here). According to van
Fraassen, realists are correct in their emphasis on the ways in which theoretical
considerations guide scientific practice, but they are mistaken in holding that the ac-
ceptance of a scientific theory—even in its capacity as a guide to research—rationally
requires that one accepts its theoretical claims as true (or approximately true) rather
than as pragmatically useful. One way to think of claims like those of van Fraassen is
that they reflect the idea that, in addition to embodying the obvious sort of knowledge
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about the behavior of observable things, scientific theories should be understood to
embody methodologically relevant knowledge that is reflected in their theoretical
structure, just as realists maintain. This additional knowledge should not, however, be
understood as knowledge of unobservables; rather it should be seen as knowledge
about success-making features of scientific practice, where the relevant notions of
success and practice are formulated in observational terms.

Each of these lines of criticism has met with realist rebuttals. In a reply to Laudan,
for example, Hardin and Rosenberg (1982) have indicated the direction in which a
suitable realist conception of approximation might be developed. With respect to the
other criticisms, the argumentative situation is quite complex, but one thing seems
clear: a significant part of the appeal of such criticisms lies in the continuing appeal of
(extremely sophisticated versions of) the empiricist critique of metaphysics. A defense
of realism against such criticisms would require the articulation of a more distinctly
realist epistemology—in particular, a better account of what is supposed to be wrong
with the evidential indistinguishability thesis. According to this thesis, two empirically
equivalent theories must always be equally well supported or refuted by any possible
body of observational data; it is just this thesis that underwrites the empiricist claim
that knowledge of unobservables is impossible.

As we have already noted, moves toward the articulation of a distinctly realist
epistemology have typically embodied the insistence that epistemology itself is con-
tinuous with the natural sciences and that the appropriate standards for the assessment
of scientific research are determined by a posteriori theoretical considerations. Boyd's
“On the Current Status of Scientific Realism” extends this sort of naturalism to a
critique of the evidential indistinguishability thesis, arguing that the evidence for or
against a theory is provided not only by observational data but also by considerations
of theoretical plausibility that reflect inductive inferences from previously established
theoretical knowledge. If this is right, then considerations of theoretical plausibility are
evidential. It is a consequence of this conception that scientific realism itself is a
scientific hypothesis confirmed, if it is confirmed, by its capacity to explain certain
features of the methods of science, especially their reliability in generating empirical
knowledge.

Against the idea that the epistemology of science should itself be grounded in
science—and especially against the acceptance of realism as a scientific hypothesis—
Fine argues that such a conception of the issue of scientific realism begs the question
in favor of realism and rests on an inappropriate conception of the nature of founda-
tional studies in science (see Boyd for a reply). What seems to emerge from these
disputes, which connect issues in the philosophy of science to broader issues in
epistemology and metaphysics, is that in general foundational issues in philosophy of
science must be understood in the broader context of related issues in the rest of
philosophy. In the final paper in this section, Evelyn Fox Keller explores one way in
which wider concerns relate to the philosophy of science in a discussion of recent
feminist criticisms of science.!?

Notes

1. For a useful introductory discussion, see Hempel 1966, chapter 2.

2. See Hempel 1966, chapter 3.

3. The assumption, incidentally, can't be exactly right. For one thing, purely stochastic laws never predict
any particular set of outcomes with certainty, so one must acknowledge some sort of nondeductive
relation between stochastic theories and statements reporting observations that confirm them; see
Hempel 1965 on “inductive statistical explanations.” For another, some theories (e.g., Darwin’s theory
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15.
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of descent with modification) don’t seem to predict, even stochastically, the observations that confirm
them; see Harman 1965. Still, it's an almost universal presupposition of the literature that something
like the account mentioned is true about many sciences. For a dissenting view see Boyd, “Observa-
tions, Explanatory Power, and Simplicity,” in part I, section 2.

. The terminology “analytic” and “synthetic” is borrowed from Kant, but the exposition offered here

reflects the by now standard logical empiricist reconstruction of the original Kantian notions. Almost
nothing about the analytic-synthetic distinction is uncontroversial. Quine (1951), for example, argues
that there are no analytic statements.

. For a discussion of traditional empiricism, see Bennett 1971. The introduction to Ayer 1959 provides

a short historical account of logical positivism.

. Despite its naturalness, this is not the only possible interpretation of the doctrine that all synthetic

knowledge is empirical knowledge; for alternatives to a knowledge empiricist interpretation see
Harman 1965; Kitcher, “Explanatory Unification” (this volume, part 1, section 2); Boyd “On the
Current Status of Scientific Realism” (this volume, part I, section 1), and “Observations, Simplicity,
and Explanatory Power” (this volume, part I, section 2).

. The Humean analysis is discussed further in the introduction to part I, section 2.
. We ignore here complications introduced by the case in which the relevant laws are nondeterministic.

See part 2 for discussion of the model of explanation associated with the Humean account of
causation.

. A similar view had earlier been suggested by those logical empiricists who defended a Jaw-cluster

conception of the meanings of theoretical terms.

Putnam no longer accepts scientific realism in the sense defined here. For his more recent views see
the articles in Putnam 1983.

The term was introduced by Goodman (1954), who first formulated the problem of projectibility in
explicit terms.

See Field 1972 for a very nice discussion of this point.

It should be mentioned, however, that some realists have argued that realism can be defended without
accepting a correspondence theory of truth. See Devitt 1984 for an elaboration of this view and
Gasper 1986 for some criticisms.

Collected in Cartwright 1983. Cartwright's “The Reality of Causes in a World of Instrumental Laws”
is reprinted in part I, section 2 of this volume.

In any anthology practical limitations of length require that some interesting themes and topics be
omitted. Regarding the foundational issues upon which the present section focuses, there is one
important approach that is neither advanced nor criticized in the papers reprinted: Bayesianism.
Bayesianism represents a sophisticated and elaborate attempt to characterize rational inferences in
science in terms of canons of probabilistic inference. Its mathematical foundations rest on a theorem
(Bayes's theorem) which under suitable conditions assigns a probability, called its “degree of confir-
mation,” to a theory B given evidence A (P(B\A)) as a function of the “prior probability” of B(P(B)),
and the probability of the evidence A given a theory T(P(A\T)), for each of the alternative theoretical
possibilities, including B. The theorem says:

P(A\B)P(B)

P(B\A) = P(A\B) + P(A\B,) + ....P(A\B,)

where B, B,, ..., B, are mutually exclusive and exhaust all possibilities. The theorem provides a
method for starting with an initial assignment of prior probabilities to the members of a mutually
exclusive and exhaustive set of possibilities and then obtaining values for their respective degrees of
confirmation as new evidence is forthcoming,.

Several features of Bayes’s theorem help to explain its importance in the philosophy of science. In
the first place, it seems to give formal expression to several important truisms about confirmation: (i)
the initial plausibility of a theory determines the extent to which we take new evidence to support it;
(ii) evidence tends to support a theory to the extent to which the theory would lead us to expect the
evidence to obtain; (iii) conversely, evidence supports a theory to the extent that it is unexpected
from the perspective of rival theories. The initial assignments of prior probabilities to hypotheses can
be thought of as indications of judgments of their respective degrees of projectibility.

Two other features of Bayesianism make it especially important in the tradition of logical empiri-
cism and its variants. In the first place, there has been a long Bayesian tradition of treating prior
probabilities as subjective, and not as reflections of comparisons of any objective properties of the
various alternative hypotheses. Since the projectability judgments that prior probabilities reflect are
among the theory-dependent aspects of scientific methods which pose prima facie difficulties for
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empiricism, the Bayesean proposal to treat them as merely subjective has proven attractive to many
empiricists.

Its attractiveness is enhanced by another feature of Bayes's theorem. Imagine a situation in which
scientists must choose between a set of independent and mutually exclusive theories. They begin with
an assignment to each alternative of a prior probability that reflects, let us say, a theory-dependent
projectibility judgment, and they then proceed to collect data relevant to the choice between the
alternative theories, applying Bayes's theorem to recalculate degrees of confirmation as new data
come in. One possibility is that during the conduct of their investigation independent theoretical
developments in the relevant field(s) will lead them to revise their initial assignments of prior
probabilities and employ the new values in their application of Bayes's theorem. They might, for
instance, decide on the basis of new insights that they had erred in assigning a high probability to one
of the alternative theories and base their calculations of degrees of confirmation on a lower assign-
ment of a prior probability to that alternative.

Despite the plausibility of such a development, several philosophers of science have thought it a
reasonable idealization to assume that in particular episodes of theory testing, initial assignments of
prior probabilities remain fixed, so that values of the degrees of confirmation of various alternatives
are just those given by applying Bayes's theorem to an ever-increasing body of data, updating one’s
calculations of degrees of confirmation as new data come in. On such an assumption it is possible to
prove that eventually the work done by the data in fixing degrees of confirmation will almost
completely outstrip the work done by the assignments of prior probabilities. That is, it is possible to
show, on very reasonable assumptions, that for any two different assignments of prior probabilities
to the various alternative theories, the degrees of confirmation that will be assigned to those theories
on the basis of those assignments will converge as the body of available data becomes sufficiently
large. The import of this result for the defense of empiricism in the philosophy of science is clear: Not
only are theory-dependent judgments of projectibility to be interpreted as purely subjective, they
don't matter in the long run anyway.

Despite the simplicity of the Bayesian theory of confirmation in its basic outline, it has given rise
to an extensive literature both articulating and defending Bayesianism and rebutting it. For in-
troductory expositions of Bayes’s theorem, see Kyburg 1970, Salmon 1967, and Skyrms 1986. For
sophisticated recent defenses of Bayesianism, see Horwich 1982 and Jeffrey 1983. For criticisms of
Bayesianism, see Glymour 1980, Miller 1987, and Pollock 1986. Earman 1983 is a useful collection of
articles on both sides of the issue.
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Appendix: Tarski on Truth

In 1935, Alfred Tarski published a paper (Tarski 1935) that was a major contribution
to metaphysics and the philosophy of language and at the same time was certainly one
of the two most important developments in mathematical logic in the first half of this
century (the other is Godel’s incompleteness theorem [Gédel 1931]). Tarski set out to
provide a mathematical analysis of the notion of truth. He proposed a definition of
truth for certain formalized languages (those of the first-order predicate calculus) that are
simpler in structure than natural languages but resemble them in important respects. It
is almost universally accepted that his definition provides the basis for an under-
standing of truth in natural as well as formal languages.

In order to understand Tarski's proposal, we need some terminology and some
philosophical background. The conception of truth that formed the basis for Tarski's
analysis is usually called the correspondence theory of truth. According to this conception,
what makes a sentence true or false is whether or not it corresponds to the facts, or
corresponds with reality. For many philosophers and logicians, not all of them ver-
ificationists or otherwise critics of metaphysics generally, the notion of correspondence
with reality has seemed to be an example of dubious metaphysical speculation. What
Tarski did was to break this conception of truth down into more basic components,
define truth in terms of them, and suggest less speculative ways of understanding the
resulting definition.

In order to understand Tarski's analysis, we need first to understand some basic
semantic notions that apply both to natural languages and to the formal languages to
which Tarski's definition directly applies. We are all familiar with the notion of a
sentence in a natural language. Sentences in such languages may be in several moods:
declarative, interrogative, imperative, etc. Tarski concerned himself with formal lan-
guages in which sentences are all analogs of declarative sentences in natural languages,
which makes sense since it is just these sentences that can be true or false. In examining
basic semantic notions we will likewise be concerned here only with declarative
sentences and their formal analogs, and with their logical structures and constituent
parts.

The first technical notion we need to understand is that of an open sentence. Logicians
and philosophers of language are often interested in the components of meaning that
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two sentences have in common even thought the sentences differ in some respects. For
example, the sentences “The cat is on the mat” and “The dog is on the mat” have
important elements of meaning in common, even though they have different nouns as
subjects. The open sentence “... is on the mat” represents that common meaning: the
meaning common to all of the sentences that can be derived from that open sentence
by substituting a noun or noun phrase for the dots.

When logicians and philosophers employ the notion of an open sentence to ex-
amine the semantic features of more complex sentences, they find it necessary to
employ a notation more complicated than the dots we used above to indicate the place
where a noun or noun phrase might be inserted. Here’s why. Consider the following

sentences:
(1) John bought a ticket and John went to town.
(2) Jane bought a ticket and Jane went to town.
(3) Bill bought a ticket and Sally went to town.

Clearly, all three sentences share some important elements of meaning in common, but
(1) and (2) share a component of meaning that neither shares with (3), because in each
of these sentences (but not in (3)) the same noun occurs in each clause. If we try to use
the notation of dots for omitted nouns to write open sentences that reflect these
various elements of common meaning, we find that we get the same result for each of
the sentences:

(4) ... bought a ticket and ... went to town.

However (4) is interpreted—whether the two lines of dots are thought of as to be
filled by the same noun or noun phrase or whether, instead, they are thought of as to
be filled by two different nouns or noun phrases—one of the two elements of meaning
is not represented. To have a way of representing each of these elements of meaning,
logicians employ special symbols called variables in place of the dots. Variables are
usually represented by the letters x, y, and/or z, sometimes with numerical subscripts.
The way open sentences containing variables are understood is this: Whenever the
same variable occurs in more than one place in an open sentence, it is understood that
all occurrences of this variable are to be replaced by the same noun or noun phrase in
making a complete sentence. Occurrences of different variables within an open sen-
tence may be replaced either by the same noun or noun phrase or by different nouns
or noun phrases.

Using variables in formulating open sentences allows us to represent each of the
two components of meaning we identified in (1)—(3). For example, (5) and (6) represent
the component of meaning that (1) and (2) share with each other but not with (3),
whereas (7) and (8) represent the component of meaning that all three share. (Note that
the variables have been selected randomly.)

(5) x bought a ticket and x went to town.
(6) y, bought a ticket and y; went to town.
(7) z bought a ticket and x, went to town.
(8) y bought a ticket and x went to town.

Consider the open sentence “x, y, and z are whole numbers and x + y = z.” By the
extension of that open sentence we mean the set of all sequences <o,,0,,0,) of things
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such that each of them is a whole number and o, + 0, = 0,. Exfensions of other open
sentences are defined in the same way: If an open sentence has n different variables,
then its extension is the set of all sequences of n objects such that if names for those
objects are substituted for the relevant variables in the open sentence, then the
resulting complete sentence is true. Sequences of two objects are called ordered pairs,
sequences of three objects are called triples, of four objects quadruples, of five, quintuples,
and so forth. In order to have a convenient name for sequences of n objects, no matter
how big the number n, logicians introduce the notion of an n-fuple, where n is a whole
number. A one-tuple is a single object, a two-tuple is an ordered pair, a three-tuple is
a triple, etc.

Our understanding of sentences and open sentences requires us to have some
concepts for describing their internal structure. Each of the sentences (1)—(3) is a
conjunction of two shorter sentences: each is constructed from two such sentences by
inserting the word “and” between them. From the two sentences which are conjoined
to make (3) we can also make (among others) these additional sentences:

(9) Sally went to town and Bill bought a ticket.
(10) Bill bought a ticket or Sally went to town.
(11) If Bill bought a ticket, then Sally went to town.
(12) If Sally went to town, then Bill bought a ticket.

We can also make more complex open sentences by combining simpler open sentences
in the same way, and we can make an open sentence by combining it with an
(ordinary) sentence as these examples illustrate:

(13) x bought a ticket or y went to town.
(14) If Bill bought a ticket, then x went to town.

The italicized terms “and” and “or” and the pair of terms “if ... then ...” function in
these sentences as logical terms. Since they function to combine sentences or open
sentences to make bigger sentences or open sentences they are called sentential connec-
tives. “And,” as we have already seen, operates to produce the conjunction of two
sentences or open sentences. When two sentences or open sentences are connected by
“or,” the result is said to be their disjunction. When two sentences or open sentences
are connected by the terms “if” and “then,” the result is called a conditional. The
sentence or open sentence that immediately follows “if” is called the antecedent of the
conditional; the sentence or open sentence following “then” is called the consequent.
Sentences (11) and (12) are constructed from the same component sentences—the
difference in their meaning is a reflection of the fact that the antecedent of (11) is the
consequent of (12) and vice versa.

There is one other important way in which a term like a sentential connective can
be employed to generate a new sentence or open sentence from a simpler one.
Consider (15) and (16):

(15) Jane is hungry.
(16) Jane is not hungry.

(16) is the denial (or the negation) of (15), and the word “not” serves as a logical term
that expresses the operation of denial or negation. Sometimes “not” and other terms
that express negation are also called logical connectives. It is important to under-
stand that in English, or in any other natural language, the logical operations associated
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with the sentential connectives can be represented by a variety of different words
or symbols; for example, (17) and (18) express the same content as (13) and (16)

respectively.
(17) Either x bought a ticket or y went to town.
(18) It is not the case that Jane is hungry.

In the formal languages philosophers and mathematical logicians study, this redun-
dancy is eliminated by the introduction of a unique logical symbol for each of these
operations. Here we will use the following symbols:

for conjunction: &

for disjunction: v

for the conditional: —
for negation: ~

Thus, for example, a partially formalized representation of both (13) and (17) would be
(19) x bought a ticket v y went to town.

One other notational device is required to avoid not redundancy but ambiguity.
Consider (20):

(20) Sally went to town and Bill bought a ticket or Janet bought a car.

(20) is ambiguous in English. It could mean either (21) or (22):
(21) Sally went to town and either Bill bought a ticket or Janet bought a car.
(22) Either Sally went to town and Bill bought a ticket or Janet bought a car.

In English we use complicated constructions like (21) and (22) to resolve the ambiguity.
Since logicians and philosophers use only very simple symbolic means to indicate the
operation of sentential connectives, they employ a different and quite simple nota-
tional device that automatically makes each formalized sentence or open sentence
unambiguous. Whenever, in formalized or partially formalized languages, two sen-
tences or open sentences are united by a sentential connective, a pair of parentheses is
put around the result to indicate which sentences or open sentences the particular
instance of a sentential connective is to be thought of as connecting. Thus a more
precisely formalized version of (19) would be (23), and (21) and (22) would be partially
formalized as (24) and (25)

(23) (x bought a ticket v y went to town)
(24) (Sally went to town & (Bill bought a ticket v Janet bought a car))
(25) ((Sally went to town & Bill bought a ticket) v Janet bought a car)

Other features of declarative sentences in natural languages that are also important
in the formal languages logicians study are guantifiers. Consider the following English
sentences:

(26) There are one or more apples in the basket.
(27) There are one or more pears in the tree.
(28) Everything in the basket is an apple.

(29) Everything in the tree is a pear.
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There are semantically relevant similarities and differences between any two of these
sentences. Some important ones can be revealed if we partially formalize each of these
sentences using the symbolic resources we have developed thus far. (26)—(29) might
then be represented by (30)—(33) respectively.

(30) There is an x such that (x is an apple & x is in the basket)
(31) There is a y such that (y is a pear & y is in the tree)

(32) For all x (x is in the basket — x is an apple)

(33) Forally (y is in the tree — y is a pear)

The expressions some and there is a . .. such that (and lots of other expressions in English)
express the operation of existential quantification and are called existential quantifiers. The
expressions all and for all (and lots of others) are used to express the operation of
universal quantification and are called universal quantifiers. In The formal languages
studied by logicians—and in partly formalized quantified sentences in natural lan-
guages—each of these operations is expressed by a unique term. Here we will use the
expression 3 followed by a variable to express existential quantification, and we will
use the expression V followed by a variable to express universal quantification. Thus
(30)—(33) would be more formally expressed as (34)—(37).

(34) 3x (x is an apple & x is in the basket)
(35) dy (y is a pear & y is in the tree)
(36) Vx (x is in the basket — x is an apple)
(37) Vy (y is in the tree — y is a pear)

We need two technical notions regarding the use of quantifiers. By the scope of a
particular quantifier, logicians mean the part of a sentence or open sentence to which
it applies. Consider for example the partly formalized English expression (38).

(38) There is an x such that x is an apple and x is good.

As it is written, (38) is ambiguous. It could either be a sentence that says that there is
something that is both an apple and is good, or it could be an open sentence obtained
by the conjunction of the sentence “There is an x such that x is an apple” with the open
sentence “x is good.” Note that this ambiguity is avoided if parentheses are used to
indicate how sentential connectives work. The rule is then that the scope of a quantifier
is the properly formulated sentence or open sentence immediately following it. The
two different interpretations of (38) are then unambiguously provided by (39) and (40):

(39) 3x (xis an apple & x is good)
(40) (Ix x is an apple & x is good)

An occurrence of a variable in a sentence or open sentence is said to be bound if it
occurs in the scope of a quantifier involving that variable; it is said to be free otherwise.
All of the occurrences of the variable x in (39) are bound, whereas the second occur-
rence (not counting the occurrence involved in the specification of the quantifier itself)
is free in (40). If an occurrence of a variable within a sentence or open sentence lies
within the scope of more than one quantifier involving that variable, the nearest of
those quantifiers is said to bind or govern that occurrence and determines how the
variable is to be interpreted. Thus, for example, while (39) says that there is a good



28  Richard Boyd

apple, (41) says only that there is an apple and there is some (perhaps different) good
thing,

(41) 3x(Ix x is an apple & x is good)

A convention logicians adopt for convenience in interpreting formal languages and
partly formalized sentences in natural languages is worth mentioning. Suppose that in
a sentence or open sentence there are no free occurrences of some variable (either
because all of the occurrences of that variable in the sentence or open sentence are
bound or because there are no occurrences of it whatsoever). Prefixing a quantifier with
respect to that variable to the sentence or open sentence makes no sense. It would be
possible but technically messy to define the notion of a well-formed sentence or open
sentence in such a way that the result of such a quantification is ill-formed. Instead,
what logicians do is to treat such quantifications as having no effect on what the
sentence or open sentence says. Thus for example (42) and (43) say the same thing as
(41).

(42) VxIx(3x x is an apple & x is good)
(43) 3y3Ix(3x x is an apple & x is good)

Thus far we have examined technical notions that apply both to natural languages
and to formal ones, and we have seen how formal symbols corresponding to those
notions can be employed to partially formalize sentences and open sentences in
English. It remains to examine the features that are distinct to formal languages.

Consider the following partly formalized English sentences:

(44) (John is good — Vx3y (x is a prime number — (y is a prime number & y is
greater than 1))

(45) John is good.

(46) (Jane is tall - Vx3y (x is a negative number — (y is a negative number & y
is less than x)))

(47) Jane is tall.

(44) and (46) have fundamentally similar logical structures, as do (45) and (47); in
consequence of these similarities, (44) and (45) are logically related in just the same
way that (46) and (47) are. For example, from either of these pairs it is possible to
deduce the second clause of its first member. Languages of the first-order predicate
calculus, the sort for which Tarski's theory was developed, provide the machinery for
representing these important similarities. One way to represent the common structure
of (44) and (46), and of (45) and (47) respectively, would be (48) and (49).

(48) (cis P— VxIy(xis Q = (y is Q & yRx)))
(49) cis P

In (48) and (49), the particular names that occur in (44)—(47) have been replaced by the
symbol ¢; such a symbol that functions in a formal language the way a name does in
a natural one is called an individual constant. The adjectival expressions employed to
formulate the predicate expressions in (44)—(47) have been replaced by the formal
symbols P, Q, and R. Symbols of this sort are called predicate symbols. In formal
languages each predicate symbol is an n-place predicate symbol for some whole number
n. What this means is that it is to be thought of as having n places or “slots” that need
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to be filled with variables or individual constants (or a mixture of both) to construct a
well-formed formula (or wff ), the formal analog of a sentence or an open sentence. One
remaining technical device and one remaining technical concept are required to make
clear the way in which languages of the first-order predicate calculus are developed.

First the technical device: In English and in other natural languages the nouns or
variables to which predicate expressions apply sometimes come before the relevant
adjectival expressions and sometimes after them, and forms of the verb “to be” are
employed to indicate that adjectival expressions apply to nouns and variables. In
formal languages the convention is adopted that the n-tuple of individual constants
and/or variables to which an n-place predicate symbol applies are written to its right
and the forms of the verb “to be” are omitted. Thus, for example, (48) and (49) are fully
formalized as (50) and (51).

(50) (Pc — Vx3Iy(Qx — (Qy & Ryx)))
(51) Pc

Now for the last technical notion. We have seen that the notion of a well-formed
formula is the analog in formal languages for the notion of a grammatical sentence or
open sentence in a natural language. In fact the term sentence has a technical use in
describing expressions in a formal language: a sentence is a well-formed formula with
no free occurrences of any variable. Thus, somewhat more precisely, the notion of a
wif corresponds to the notion in a natural language of a declarative sentence or an
open sentence derived from a declarative sentence, whereas the formal notion of a
sentence corresponds to the notion of a declarative sentence.

We are now in a position to summarize our construction of formal languages by
providing a recursive definition of the notion of a well-formed formula. For any particu-
lar formal language L of the first-order predicate calculus, the vocabulary of L consists
of the individual constants and predicate expressions from which wffs of L are to be
constructed. In defining the set of wffs, we must also specify some set of special
symbols to serve as the variables of L. Logicians choose some infinite set of variables
because, even though no single wff will contain infinitely many variables, there will be
no upper limit to the finite number of variables that might be required to formulate a
wif. Once the vocabulary of L and the set of variables are specified, we may precisely
define the set of wffs of L as follows:

1. Atomic (basic) well-formed formulas of L: If W is an n-place predicate symbol in the
vocabulary of L and #,, ... t, is a n-tuple of symbols each of which is either an
individual constant of L or a variable in L, then W#,, ..., ¢, is a wff of L.

2. Forming wffs in L using sentential connectives: If P and W are wffs in L, then so are
the following:

(@) (P& W)
(b) (Pv W)
() (P> W)
(d) both ~Pand ~W.

3. Forming wffs in L using quantifiers: If P is a wif of L and v is a variable, then each
of the following is a wff of L:

(@ v P
(b) Vv P.
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4. Nothing is a wff of L unless it qualifies by virtue of 1.—3.

We now have a precise characterization of the wffs of any given language L of the
first-order predicate calculus. One consequence of the way in which parentheses are
used to disambiguate such wffs is that for any wff of L there is only one way in which
it could have been constructed following principles 1.—3. Definitions like 1.—4., which
define a set (or relation) by identifying some of its simpler members (as in clause 1.)
and then by indicating how membership for more complex objects is defined in terms
of membership for simpler objects, are called recursive definitions. Tarski’s accomplish-
ment was to show how truth can be defined for sentences in L by employing a set of
recursive definitions closely related to that which defines the wifs in L.

One obvious fact about a wff of a formal language L is that without further
interpretation it is neither true nor false because it expresses no definite proposition.
Consider the wffs (50) and (51). They were constructed precisely so as to express the
logical form that two pairs of English sentences ((44), (45) and (46), (47)) have in
common with each other and with infinitely many different pairs of sentences. Because they
are constructed by ignoring the particular content that each of these pairs express,
neither (50) nor (51) says anything; instead each expresses the underlying logical form
of infinitely many different sentences. Why, one might ask, is it useful to begin the
study of truth by examining languages constructed in such a way that their sentences
are neither true nor false rather than by examining natural languages at least some of
whose declarative sentences are true or false?

The answer comes in two parts. First, while formal sentences like (50) and (51 ) are
not true or false by themselves, if we provide an inferpretation of their vocabulary, then
as interpreted they will be true or false. Thus, for example, if we specify which person
is referred to by the name “John” in (44), then we can frame an interpretation for (50)
and (51) that assigns them the same truth-values as (44) and (45) respectively. But why,
one might ask, is this roundabout procedure appropriate? Why not just consider
natural language declarative sentences like (44) and (45)?

The answer lies in the recognition of two philosophical problems about the notion
of truth. First there is the seeming mysteriousness of “correspondence with reality” and
the suspicion on the part of antimetaphysical empiricists that any understanding of that
notion would require accepting objectionably “metaphysical” conceptions. Second, the
notion of the “interpretation” of a sentence in a natural language is complex: Are
interpretations individual or social? Do they include just what is specified by the
“meanings” of the constituent words or do they include features of the social role of
the sentence as a rhetorical device? How stable are interpretations over time, and what
are the conditions that define stability?

Because the formal languages to which it applies initially lack any interpretation,
Tarski’s theory of truth necessarily addresses two questions: “Which features of the
interpretation of sentences in a language determine the truth-values for its sentences
(i.e., determine whether they are true or false)?” and “How is the truth of a sentence
defined in terms of those features?” The answer to the first of these questions is
provided by the definition of an interpretation for an first-order language L. An
interpretation of such a language consists of two parts: the specification of a non-
empty set, U, called the universe of discourse of the the interpretation, and the specifica-
tion of an interpretation function, I, for the vocabulary of L. The interpretation function
must (a) assign to each individual constant of L some element of U, and (b) assign to
each n-place predicate symbol of L a set (perhaps null) of n-tuples from U.

The function of these two components of an interpretation is straightforward. The
universe of discourse specifies what—under the interpretation in question—the lan-
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guage L is supposed to be about. Consider someone who says, in the ordinary course
of a conversation, “Everything is either animal, vegetable, or mineral.” We might count
what they said as false because of symbiotic systems that combine both animal and
plant material, but it would be perverse under ordinary circumstances to object that the
Bach B-minor Mass is something that is neither animal nor vegetable nor mineral.
Under ordinary circumstances we would interpret what was said on the understanding
that the speaker was talking about natural objects and not (also) musical compositions.
What is implicit in natural language use is explicit in the interpretation of formal
languages, so it is required that it be specified what the interpreted sentences are about.
In particular, the universe of discourse fixes the interpretation of the quantifiers: if v is
a variable then “Vv” means “for all elements v of U” and “Jv” means “there is an
element v of U such that.”

Even more obviously, the interpretation function assigns to each individual constant
its denotation—the element of U for which it is a name—and to each predicate symbol
its extension—the set of n-tuples in U to which it is correctly applied. It remains to see
how the truth of sentences in a formal language is defined in terms of its interpretation.

For simplicity let us first consider how to define truth for languages of a simpler sort:
those in which there are neither variables nor quantifiers. Wffs for such first-order
languages without quantifiers are defined just like wffs for full first-order languages
except that the clause regarding quantifiers (3. above) is omitted, and the places after
predicate symbols are to be filled only by individual constants. For a quantifier-free
language L, wffs are thus defined as follows:

1*. Atomic (basic) well-formed formulas of L: If W is an n-place predicate symbol in
the vocabulary of L and (t,,...t,) is a n-tuple of symbols each of which is an
individual constant of L, then Wt,, ... ¢, is a wif.

2*. Forming wffs in L using sentential connectives: If P and W are wffs in L, then so are
the following:

(@ (P& W)
(b) (Pv W)
(© P—W)
(d) both ~Pand ~W.

3*. Nothing is a wif of L unless it qualifies in virtue of 1*.—2*.
We can think of an interpretation for a quantifier-free first-order language as being just
the same sort of thing as an interpretation for a first-order language with quantifiers
(strictly speaking we could eliminate the specification of the universe of discourse, but
let's keep the cases as much alike as possible). On that understanding we can now
define truth relative to an interpretation I for sentences in a formal language L of the
sort in question as follows:

I*. (Truth for atomic (basic) sentences.) If W is an n-place predicate symbol in the
vocabulary of L and #,, ... t, is a n-tuple of symbols each of which is an individual
constant of L, let {o,,...0,) be the n-tuple of elements of the universe of the inter-

pretation I which I assigns to {¢t,,...f,) respectively. The sentence W¥,, ..., t, is true
under [ just in case the n-tuple oy, ..., 0, is an element of the extension assigned to W
by L

II*. If Pand W are wffs of L, then
(@) (P & W) is true under I just in case both P and W are true under L.
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(b) (Pv W) is true under I just in case either P is true under I or W is true under
I or both are true under L

(c) (P— W) is true under I just in case either P is false under I or W is true
under I.

(d) ~ Pis true under I just in case P is not true under L

Note that I*.—II*. provide a recursive definition of truth for L and that for each clause
in the definition of wffs in L (except the last “recursion” clause) there is a clause in the
definition of truth for L that indicates how the truth or falsity of a wff with the
structure indicated by the clause in the definition of a wff is determined by the truth or
other semantic properties of the smaller constituents from which it is composed. In
consequence, for any wff of L and any I the definition of truth provided above
uniquely assigns to that wff the truth-value “true” or “false.” (Strictly speaking this
latter claim is a theorem requiring a proof, but we will omit the details.)

Suppose now that we want to define truth recursively in the same way for a
language, L, of the full predicate calculus, in whose wifs variables and quantifiers
appear. The first clause in the definition of a wif for such a language is, of course:

1. Atomic (Basic) well-formed formulas of L: If W is an n-place predicate symbol in
the vocabulary of L and ¢, ... t, is a n-tuple of symbols each of which is either an
individual constant of L or a variable in L, then W, ..., £, is a wif of L.

Corresponding to 1. we would like to have a clause in the truth definition for L that
indicates how the truth or falsity of an atomic wff in L is determined by an interpreta-
tion of the symbols in L. Immediately we face a difficulty: some atomic wffs—those
with at least one free occurrence of a variable—are the analogs of open sentences in
natural languages rather than of (ordinary) sentences and are not the sort of things that
can be either true or false under an interpretation.

Suppose, for example, that L has one three-place relation symbol, R, and individual
constants ¢, , ¢,, and c;. Suppose that I is an interpretation whose universe of discourse
is the set of non-negative integers, which assigns to R the set of triples {a, b, c) such
that @ + b = ¢, and which assigns the denotations 3, 10, and 20 to c¢,, ¢,, and c;,
respectively. We then know that the first clause of the truth definition for L should
assign a value of “true” to the wff Re,c;c;, since 10 + 10 = 20, and that it should
assign false to Rc,cyc; (which means that a subsequent clause will assign “true” to
~Re,c,c5). But what about the equally good wff Recyxyx,y, (where x3 and x;, are
arbitrarily chosen variables)? I assigns 3 as the denotation of ¢, but, because variables
are place-holders that indicate the structure of open sentences and specify the opera-
tion of quantifiers rather than names of things, I makes no assignment of denotata for
15 and 1,4, and the truth-value of Rc, ;%34 is undetermined.

Tarski’s solution to the problem of how to define truth for languages of the full
predicate calculus can be understood by further reflection on the example at hand. x,
and r,, don't denote anything under I, but if we pretend, for a moment, that x; denotes
12 and x5, denotes 15 then, subject to that pretense, we can assign Rc, 13134 the value
“true” under 1. Similarly, if we pretend that x; denotes 300 and that x,, denotes 55,
then Rc; 2315, would be false under I. By a pretense for an interpretation let us mean a
function that assigns to every variable some object in the universe of discourse of the
interpretation. We have just been exploring the question of what it is for a wff to be
true under an interpretation with respect to a pretense. It was Tarski’s idea to offer a
recursive definition of truth under an interpretation with respect to a pretense and to
use that definition as a stepping stone toward a definition of truth for sentences in a
formal language.
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To understand the motivation for Tarski’s definitions, let us consider, informally,
how the notion of truth under an interpretation with respect to a pretense ought to
work for wifs containing occurrences of variables bound by quantifiers. Consider the
wif Jx;Rc,x3x34. Suppose that the interpretation for L is the one we have been
examining and that we have a pretense that assigns x, to 300 and x5, to 55. How
should we interpret the occurrence of x5 in the wff—an occurrence that is bound by
an existential quantifier? Should we still think of it as denoting 300, and take the
formula to be false under the interpretation with respect to the pretense, or should we
instead treat the formula as saying (truly as it happens) that there is some number (not
necessarily 300) which when added to 3 (the denotation of ¢,) gives the sum 55 (the
denotation assigned to 13, by the pretense)? Pretty obviously we should do the latter,
otherwise quantifiers would play no role in the definition of truth toward which we are
working.

Tarski's definition of truth for a wff, W, under an interpretation I, with respect to a
pretense & was thus intended to capture the notion that W would be true under I if all
of the free occurrences of variables in W were temporarily treated as denoting the
objects assigned to them by 2. We will look at that definition in a moment, but there
are two points about it that we can already see before looking at the formal details.

First, consider how this concept of truth under an interpretation with respect to a
pretense applies to a wff W in L that is a senfence in L—that is to a wif with no free
variables. Since only free variables in a wif are assigned denotations by a pretense, the
truth-value assigned to a senfence under an interpretation with respect to a pretense
depends only on the interpretation and not on the pretense. Thus, for example
if we add a quantifier to the wff we have been considering to get the sentence
3x,,3x3Rc, x315,, we will have a formula that is true under the interpretation we have
been considering (it says that there are two non-negative whole numbers such that the
sum of the first of them and 12 equals the second) no matter what pretense is supplied.
We no longer need the pretense to determine the truth-value because all of the
variables in the formula are serving in their truth-defining roles of indicating the scope
of quantifiers rather than just serving as place-holders. A sentence is true under an
interpretation with respect to a given pretense just in case it is true under that
interpretation with respect to every pretense.

It follows that if we have a recursive definition of the relation that holds between a
wiff of L and an interpretation and a pretense just in case that wif is true under the
interpretation with respect to the pretense (as we shall shortly), then we can (non-
recursively) define truth (simpliciter) for sentences of L by saying that a sentence of L is
true under an interpretation just in case it is true under that interpretation with respect
to every possible pretense.

One further observation will put us in a position to understand how Tarski defined
truth under an interpretation with respect to a pretense. Consider the somewhat
different wff 3x;3x;,Rx3134%,4, and the shorter wff 3x;,Rx;x3,%,4 from which it is
derived by an application of clause 3(a). Let us continue to apply the interpretation we
have been discussing and consider both of these formulas under that interpretation and
with respect to a pretense that assigns x5 to 300, 15, to 55, and x4 to 10. Under the
interpretation in question the longer wff is true with respect to the pretense (it says
that there are two non-negative whole numbers whose sum is 10), but the shorter wif
is false (it says that there is a positive whole number that, when added to 300—the
denotation assigned to x; by the pretense—gives the sum 10). How did adding the
quantifier 3x, to the shorter wff make it true rather than false?

One answer is that the pretense tells us that x; in the shorter formula must stand for
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300—and there is no non-negative whole number which added to 300 yields 10—but
when we assess the longer formula with the existential quantifier added, we are to ask
whether there is some such number, not necessarily 300, which when added to another
such number yields 10. Another way of putting the same question is this: Could we
change what the pretense assigns to x5 (but not what it assigns to other variables) in
such a way that the shorter formula is true under the interpretation with respect to the
changed pretense? If the answer is yes, as it is in this case, then the longer formula is
true. This example illustrates the important general point that we can define the
conditions under which a formula beginning with an existential quantifier is true, under
an interpretation, with respect to a pretense, in terms of the conditions under which
the shorter formula without the quantifier is true under the same interpretation with
respect to closely related pretenses: A formula beginning with an existential quantifier
is true under an interpretation with respect to a pretense just in case there is some
pretense that is just like the first one except perhaps in what it assigns to the variable of
quantification with respect to which the shorter formula without the quantifier is true
under the same interpretation.

Exactly similar considerations allow us to formulate a related principle regarding
universal quantification: a formula beginning with a universal quantifier is true under
an interpretation with respect to a pretense just in case for every pretense that is just
like the first one except perhaps in what it assigns fo the variable of quantification the
shorter formula without the quantifier is true under the same interpretation with
respect to that pretense. These two insights about the effects of quantification on
truth-conditions are just what Tarski required to formulate a recursive definition of
truth under an interpretation with respect to a pretense whose clauses mirror those of
the recursive definition of a wff. Here is Tarski’s definition of truth for wffs in L under
an interpretation I with respect to a pretense Z:

L. (Truth for atomic (basic) sentences.) If W is an n-place predicate symbol in the
vocabulary of L and {t,,...,t,) is a n-tuple of symbols each of which is either an
individual constant of L or a variable of L, let {o,,...,0,) be the n-tuple of elements
of the universe of the interpretation I that are assigned to ¢, ..., , respectively by I
or by 2 (whichever is applicable). The wff Wt , ..., ¢, is true under I with respect
to & just in case the n-tuple {o,,...,0,) is an element of the extension assigned to
Why L

II. If Q and W are wffs of L, then:

(a) (Q & W) is true under I with respect to 2 just in case both Q and W are true
under I with respect to 2.

(b) (Qv W) is true under I with respect to £ just in case either ( is true under I
with respect to P or W is true under I with respect to 2 or both are true under I
with respect to 2.

(¢} (Q — W) is true under I with respect to 2 just in case either Q is false under
I with respect to 2 or W is true under I with respect to 2.!

(d) ~ Q is true under I with respect to 2 just in case Q is not true under I with
respect to 2.

IIl. If Qis a wif, and v is a variable in L, then:

(@) Jv Q is true under I with respect to 2 just in case there is some pretense 2*
that makes the same assignments as 2, except perhaps to v, such that Q is true
under I with respect to 2*.
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(b) Vv Qis true under I with respect to 2 just in case, for every pretense 2* that
makes the same assignment as 2, except perhaps to v, Q is true under I with
respect to 2.

We may now also formulate the definition of truth for sentences of L:

IV. If Q is a sentence of L, then Q is true under I just in case Q is true under I with
respect to every pretense 2.

Tarski’s definition of truth proved extremely important both for mathematical
logicians and for philosophers. For logicians, it gave rise to a whole subdiscipline
of mathematical logic called “model theory” (interpretations are sometimes called
“models”; incidentally, what I have called a pretense is usually called an “assignment”
or a “sequence”). Our concern is with the philosophical implications of the theory of
truth, which are discussed in the preceding introduction.

Note

1. The treatment of the conditional “if ... then ...” may seem unusual, since a wff of the form (A — B) is
said to be true under an interpretation with respect to a pretense just in case either A is false or B is
true (or both) with respect to the interpretation and pretense. The conditional so defined is called the
indicative conditional and it is meant to capture one of the senses of English sentences of the form “If
Ais true, then B is true,” but it is not meant to capture any causal or counterfactual conditional notion.
1t is not, for example, supposed to capture the notion expressed in English by sentences of the form “If
A were true, then B would be true” or “If A is (were) true, that causes (would cause) B to be true.” That
there is at least one meaning of “if ... then ...” whose meaning is captured by the clause for “—" is
suggested by the following considerations.

Suppose that, either informally or in defining truth for a formal language, we want to say what it is
for a sentence of the form “Vx (If Ax, then Bx)” to be true. One obvious suggestion is that the sentence
is true just in case every relevant thing (everything in the universe of discourse, if we are being formal)
which is an A (lies within the extension of A) is a B (lies within the extension of B). The other
suggestion, captured by the clause of the definition of truth for the universal quantifier, is that the
sentence in question should be true just in case the open sentence (wff) “(If Ax, then Bx)” is true no
matter what we pretend that the variable x stands for. The only way to satisfy both of these obvious
suggestions simultaneously is to make wffs of the form “(If Ax, then Bx)” true whenever r stands for
some non-A, or when x stands for something that is both an A and a B, and to make it false only when
x stands for an A that is a non-B. If we are to have a uniform treatment of the conditional “if ... then
...” of which this pattern of truth-value assignments is a special case, then the required treatment is just
that which Tarski's definition of truth employs for “—".



Chapter 1
Positivism and Realism
Moritz Schlick

1. Preliminary Questions

Every philosophical movement is defined by the principles that it regards as funda-
mental, and to which it constantly recurs in its arguments. But in the course of
historical development, the principles are apt not to remain unaltered, whether it be
that they acquire new formulations, and come to be extended or restricted, or that
even their meaning gradually undergoes noticeable modifications. At some point the
question then arises as to whether we should still speak at all of the development of a
single movement, and retain its old name, or whether a new movement has not in fact
arisen.

If, alongside the evolved outlook, an ‘orthodox’ movement still continues to exist,
which clings to the first principles in their original form and meaning, then sooner or
later some terminological distinction of the old from the new will automatically come
about. But where this is not clearly so, and where, on the contrary, the most diverse
and perhaps contradictory formulations and interpretations of the principles are ban-
died about among the various adherents of a ‘movement’, then a hubbub arises,
whose result is that supporters and opponents of the view are found talking at cross
purposes; everyone seeks out from the principles what he can specifically use for the
defense of his own view, and everything ends in hopeless misunderstandings and
obscurities. They only disappear when the various principles are separated from each
other and tested individually for meaning and truth on their own account, in which
process we do best, at first, to disregard entirely the contexts in which they have
historically arisen, and the names that have been given to them.

I should like to apply these considerations to the modes of thought grouped under
the name of ‘positivism’. From the moment when Auguste Comte invented the term,
up to the present day, they have undergone a development which provides a good-
example of what has just been said. I do this, however, not with the historical purpose
of establishing, say, a rigorous concept of positivism in its historical manifestation, but
rather in order to contribute to a real settlement of the controversy currently carried
on about certain principles which rank as positivist axioms. Such a settlement is all the
dearer to me, in that I subscribe to some of these principles myself. My only concern
here is to make the meaning of these principles as clear as possible; whether, after such
clarification, people are still minded to impute them to ‘positivism’ or not, is a question
of wholly subordinate importance.

If every view is to be labelled positivist, which denies the possibility of metaphysics,
then nothing can be said against it as a mere definition, and in this sense I would have
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to declare myself a strict positivist. But this, of course, is true only if we presuppose a
particular definition of ‘metaphysics’. What the definition of metaphysics is, that would
have to be made basic here, does not need to interest us at present; but it scarcely
accords with the formulations that are mostly current in the literature of philosophy;
and closer definitions of positivism that adhere to such formulations lead straight into
obscurities and difficulties.

For if, say—as has mostly been done from time immemorial—we assert that
metaphysics is the doctrine of ‘true being’, of ‘reality in itself’, or of ‘transcendent
being’, this talk of true, real being obviously presupposes that a non-true, lesser or
apparent being stands opposed to it, as has indeed been assumed by all metaphysicians
since the days of Plato and the Eleatics. This seeming being is said to be the realm of
‘appearances’, and while the true transcendent reality is held to be accessible with
difficulty only to the efforts of the metaphysician, the special sciences are exclusively
concerned with appearances, and the latter are also perfectly accessible to scientific
knowledge. The contrast in the knowability of the two ’kinds of being’ is then traced
to the fact that appearances are ‘given’ and immediately known to us, whereas meta-
physical reality has had to be inferred from them only by a circuitous route. With this
we seem to have arrived at a fundamental concept of the positivists, for they, too, are
always talking of the ‘given’, and state their basic principle mostly by saying that, like
the scientist, the philosopher must abide throughout in the given, that an advance
beyond it, such as the metaphysician attempts, is impossible or absurd.

It is natural, therefore, to take the given of positivism to be simply identical with the
metaphysician’s appearances, and to believe that positivism is at bottom a metaphysics
from which the transcendent has been omitted or struck out; and such a view may
often enough have inspired the arguments of positivists, no less than those of their
adversaries. But with this we are already on the road to dangerous errors.

This very term ‘the given’ is already an occasion for grave misunderstandings. ‘To
give’, of course, normally signifies a three-termed relation: it presupposes in the first
place someone who gives, secondly someone given to, and thirdly something given.
For the metaphysician this is quite in order, for the giver is transcendent reality, the
receiver is the knowing consciousness, and the latter appropriates what is given to it
as its ‘content’. But the positivist, from the outset, will obviously have nothing to do
with such notions; the given, for him, is to be merely a term for what is simplest and
no longer open to question. Whatever term we may choose, indeed, it will be liable to
occasion misconceptions; if we talk of ‘acquaintance’ ['Erlebnis’), we seem to presuppose
the distinction between he who is acquainted and what he is acquainted with; in
employing the term ‘content of consciousness’, we appear to burden ourselves with
a similar distinction, and also with the complex concept of ‘consciousness’, first ex-
cogitated, at all events, by philosophical thought.

But even apart from such difficulties, it is possibly still not yet clear what is actually
meant by the given. Does it merely include such ‘qualities’ as ‘blue’, *hot’ and ‘pain’, or
also, for example, relations between them, or the order they are in? Is the similarity of
two qualities ‘given’ in the same sense as the qualities themselves? And if the given is
somehow elaborated or interpreted or judged, is this elaboration or judgement not also
in turn a given in some sense?

It is not obscurities of this type, however, which give occasion to present-day
controversies; it is the question of ‘reality’ that first tosses among the parties the apple
of discord.

If positivism’s rejection of metaphysics amounts to a denial of transcendent reality,
it seems the most natural thing in the world to conclude that in that case it attributes
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reality only to non-transcendent being. The main principle of the positivist then seems
to run: ‘Only the given is real’. Anyone who takes pleasure in plays upon words could
even make use of a peculiarity of the German language in order to lend this proposi-
tion the air of being a self-evident tautology, by formulating it as: ‘Es gibt nur das
Gegebene' {Only the given exists).

What are we to say of this principle?

Many positivists may have stated and upheld it (particularly those, perhaps, who
have treated physical objects as ‘mere logical constructions’ or as ‘mere auxiliary
concepts’), and others have had it imputed to them by opponents—but we are obliged
to say that anyone who asserts this principle thereby attempts to advance a claim that
is metaphysical in the same sense, and to the same degree, as the seemingly opposite
contention, that "There is a transcendent reality’.

The problem at issue here is obviously the so-called question as to the reality of the
external world, and on this there seem to be two parties: that of ‘Tealism’, which
believes in the reality of the external world, and that of ‘positivism’, which does not
believe in this. I am convinced that in fact it is quite absurd to set two views in contrast
to one another in this fashion, since (as with all metaphysical propositions) both
parties, at bottom, have not the least notion of what they are trying to say. But before
explaining this I should like to show how the most natural interpretations of the
proposition ‘only the given is real in fact lead at once to familiar metaphysical views.

As a question about the existence of the ‘external’ world, the problem can make its
appearance only through drawing a distinction of some kind between inner and outer,
and this happens inasmuch and insofar as the given is regarded as a ‘content’ of
consciousness, as belonging to a subject (or several) to whom it is given. The immedi-
ate data are thereby credited with a conscious character, the character of presentations
or ideas; and the proposition in question would then assert that all reality possesses
this character: no being outside consciousness. But this is nothing else but the basic
principle of meta-physical idealism. If the philosopher thinks he can speak only of
what is given to himself, we are confronted with a solipsistic metaphysics; but if he
thinks he may assume that the given is distributed to many subjects, we then have an
idealism of the Berkeleyan type.

On this interpretation, positivism would thus be simply identical with the older
idealist metaphysics. But since its founders were certainly seeking something quite
other than a renewal of that idealism, this view must be rejected as inconsistent with
the antimetaphysical purpose of positivism. Idealism and positivism do not go to-
gether. The positivist Ernst Laas! devoted a work in several volumes to demonstrating
the irreconcilable opposition that exists between them in all areas; and if his pupil Hans
Vaihinger gave his Philosophy of As If the subtitle of an ‘idealist positivism, that is
just one of the contradictions that infect this work. Emst Mach has particularly
emphasized that his own positivism has evolved in a direction away from the Berke-
leyan metaphysics; he and Avenarius laid much stress on not construing the given as
a content of consciousness, and endeavored to keep this notion out of their philosophy
altogether.

In view of the uncertainty in the positivists’ own camp, it is not surprising if the
‘realist’ ignores the distinctions we have mentioned and directs his arguments against
the thesis that ‘there are only contents of consciousness’, or that ‘there is only an
internal world'. But this proposition belongs to the idealist metaphysics; it has no place
in an antimetaphysical positivism, and these counter-arguments do not tell against
such a view.

The ‘realist’ can, indeed, take the line that it is utterly inevitable that the given
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should be regarded as a content of consciousness, as subjective, or mental—or what-
ever the term may be; and he would consider the attempts of Avenarius and Mach to
construe the given as neutral, and to do away with the inner-outer distinction, as a
failure, and would think a theory without metaphysics to be simply impossible. But
this line of argument is more rarely encountered. And whatever the position there, we
are dealing in any case with a quarrel about nothing, since the ‘problem of the reality
of the external world’ is a meaningless pseudo-problem. It is now time to make this
clear.

II. On the Meaning of Statements

It is the proper business of philosophy to seek for and clarify the meaning of claims and
questions. The chaotic state in which philosophy has found itself throughout the
greatest part of its history is traceable to the unlucky fact that firstly it has accepted
certain formulations with far too much naivete, as genuine problems, without first
carefully testing whether they really possessed a sound meaning; and secondly, that it
has believed the answers to certain questions to be discoverable by particular philo-
sophical methods that differ from those of the special sciences. By philosophical
analysis we are unable to decide of anything whether it is real; we can only determine
what it means to claim that it is real; and whether this is then the case or not can only
be decided by the ordinary methods of daily life and science, namely by experience.
So here the task is to get clear whether a meaning can be attached to the question
about the reality of the ‘external world'.

When are we certain, in general, that the meaning of a question is clear to us?
Obviously then, and only then, when we are in a position to state quite accurately the
circumstances under which it can be answered in the affirmative—or those under
which it would have to receive a negative answer. By these statements, and these
alone, is the meaning of the question defined.

It is the first step in every kind of philosophizing, and the basis of all reflection, to
realize that it is absolutely impossible to give the meaning of any claim save by
describing the state-of-affairs that must obtain if the claim is to be true. If it does not
obtain, then the claim is false. The meaning of a proposition obviously consists in this
alone, that it expresses a particular state-of-affairs. This state-of-affairs must actually
be pointed out, in order to give the meaning of the proposition. One may say, indeed,
that the proposition itself already gives this state-of-affairs; but only, of course, for one
who understands it. But when do I understand a proposition? When I know the meaning
of the words that occur in it? This can be explained by definitions. But in the definitions
new words occur, whose meaning I also have to know in turn. The business of defining
cannot go on indefinitely, so eventually we come to words whose meaning cannot
again be described in a proposition; it has to be pointed out directly; the meaning of
the word must ultimately be shown, it has to be given. This takes place through an act
of pointing or showing, and what is shown must be given, since otherwise it cannot
be pointed out to me.

In order, therefore, to find the meaning of a proposition, we have to transform it
by introduction of successive definitions, until finally only such words appear in it as
can no longer be defined, but whose meanings can only be indicated directly. The
criterion for the truth or falsity of the proposition then consists in this, that under
specific conditions (stated in the definitions) certain data are, or are not, present. Once
this is established, I have established everything that the proposition was talking
about, and hence I know its meaning. If I am not capable, in principle, of verifying a

o
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proposition, that is, if I have absolutely no knowledge of how I should go about it,
what [ would have to do, in order to ascertain its truth or falsity, then I obviously have
no idea at all of what the proposition is actually saying; for then 4 would be in no
position to interpret the proposition, in proceeding, by means of the definitions, from
its wording to possible data, since insofar as I am in a position to do this, I can also,
by this very fact, point out the road to verification in principle (even though, for
practical reasons, I may often be unable actually to tread it). To state the circumstances
under which a proposition is true is the same as stating its meaning, and nothing else..

And these ‘circumstances’, as we have now seen, have ultimately to be found in the
given. Different circumstances imply differences in the given. The meaning of every
proposition is ultimately determined by the given alone, and by absolutely nothing
else.

I do not know if this view should be described as positivistic; though I should like
to believe that it has been in the background of all efforts that go under this name in
the history of philosophy, whether, indeed, it has been clearly formulated or not. It
may well be assumed to constitute the true core and driving force of many quite
erroneous formulations that we find among the positivists.

Anyone who has once attained the insight, that the meaning of any statement can
be determined only by the given, no longer even grasps the possibility of another
opinion, for he sees that he has merely discerned the conditions under which opinions
can be formulated at all. It would thus be quite erroneous as well to perceive in the
foregoing any sort of ‘theory of meaning’ (in Anglo-Saxon countries the view outlined,
that the meaning of a statement is wholly and solely determined by its verification in
the given, is commonly called the ‘experimental theory of meaning’); that which
precedes all formation of theories cannot itself be a theory.

The content of our thesis is in fact entirely trivial (and that is precisely why it can
give so much insight); it tells us that a statement only has a specifiable meaning if it
makes some testable difference whether it is true or false. A proposition for which the
world looks exactly the same when it is true as it does when it is false, in fact says
nothing whatever about the world; it is empty, it conveys nothing, I can specify no
meaning for it. But a festable difference is present only if there is a difference in the
given, for to be testable certainly means nothing else but ‘demonstrable in the given'.

It is self-evident that the term ‘testability’ is intended only in principle, for the
meaning of a proposition does not, of course, depend on whether the circumstances
under which we actually find ourselves at a given moment allow of, or prevent, actual
verification. The statement that ‘there are 10,000 ft mountains on the far side of the
moon’ is beyond doubt absolutely meaningful, although we lack the technical means
for verifying it. And it would remain just as meaningful even if we knew for certain,
on scientific grounds of some kind, that no man would ever reach the far side of the
moon. Verification always remains thinkable, we are always able to say what sort of
data we should have to encounter, in order to effect the decision; it is logically possible,
whatever the situation may be as regards the actual possibility of doing it. And that is
all that is at issue here.

But if someone advanced the claim, that within every electron there is a nucleus
which is always present, but produces absolutely no effects outside, so that its exis-
tence in nature is discernible in no way whatever—then this would be a meaningless
claim. For we should at once have to ask the fabricator of this hypothesis: What, then,
do you actually mean by the presence of this ‘nucleus?, and he could only reply: I mean
that something exists there in the electron. We would then go on to ask: What is that
supposed to mean? How would it be if this something did not exist? And he would
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have to reply: In that case, everything else would be exactly as before. For according
to his claim, no effects of any kind proceed from this something, and everything
observable would remain absolutely unaltered, the realm of the given would not be
touched. We would judge that he had not succeeded in conveying to us the meaning
of his hypothesis, and that it is therefore vacuous. In this case the impossibility of
verification is actually not a factual, but a logical impossibility, since the claim that this
nucleus is totally without effects rules out, in principle, the possibility of deciding by
differences in the given.

Nor can it be supposed that the distinction between essential impossibility of
verification and a merely factual and empirical impossibility is not sharp, and therefore
often hard to draw; for the ‘essential’ impossibility is simply a logical one, which differs
from the empirical, not by degrees, but absolutely. What is merely empirically impos-
sible still remains thinkable; but what is logically impossible is contradictory, and
cannot, therefore, be thought at all. We also find, in fact, that with sure instinct, this
distinction is always very clearly sensed in the practice of scientific thinking. The
physicists would be the first to reject the claim in our example, concerning the eternally
hidden nucleus of the electron, with the criticism that this is no hypothesis whatever,
but an empty play with words. And on the question of the meaning of their state-
ments, successful students of reality have at all times adopted the standpoint here
outlined, in that they acted upon it, even though mostly unawares.

Thus our position does not represent anything strange and peculiar for science, but
in a certain sense has always been a self-evident thing. It could not possibly have been
otherwise, because only from this standpoint can the truth of a statement be tested at
all; since all scientific activity consists in testing the truth of statements, it constantly
acknowledges the correctness of our viewpoint by what it does.

If express confirmation be still needed, it is to be found with the utmost clarity at
critical points in the development of science, where research is compelled to bring its
self-evident presuppositions to consciousness. This situation occurs where difficulties
of principle give rise to the suspicion that something may not be in order about these
presuppositions. The most celebrated example of this kind, which will forever remain
notable, is Einstein’s analysis of the concept of time, which consists in nothing else
whatever but a statement of the meaning of our assertions about the simultaneity of
spatially separated events. Einstein told the physicists (and philosophers): you must
first say what you mean by simultaneity, and this you can only do by showing how
the statement ‘two events are simultaneous’ is verified. But in so doing you have then
also established the meaning fully and without remainder. What is true of the simultane-
ity concept holds good of every other; every statement has a meaning only insofar as
it can be verified; it only signifies what is verified and absolutely nothing beyond this.
Were someone to maintain that it contains more, he would have to be able to say what
this more is, and for this he must again say what in the world would be different if he
was wrong; but he can say nothing of the kind, for by previous assumption all
observable differences have already been utilized in the verification.

In the simultaneity example the analysis of meaning, as is right and proper for the
physicist, is carried only so far that the decision about the truth or falsity of a temporal
statement resides in the occurrence or non-occurrence of a certain physical event (for
example, the coincidence of a pointer with a scale-mark); but it is clear that one may
go on to ask: What, then, does it mean to claim that the pointer indicates a particular
mark on the scale? And the answer to this can be nothing else whatever but a reference
to the occurrence of certain data, or, as we are wont to say, of certain ‘sensations’. This
is also generally admitted, and especially by physicists. “For in the end, positivism will




Positivism and Realism 43

always be right in this”, says Planck,? “that there is no other source of knowledge but
sensations”, and this statement obviously means that the truth or falsity of a physical
assertion is quite solely dependent on the occurrence of certain sensations (which are
a special class of the given).

But now there will always be many inclined to say that this grants only that the
truth of a physical statement can be tested in absolutely no other way save by the
occurrence of certain sensations, but that this, however, is a different thing from
claiming that the very meaning of the statement is thereby exhaustively presented. The
latter would have to be denied, for a proposition can contain more than allows of
verification; that the pointer stands at a certain mark on the scale means more than the
presence of certain sensations (namely, the ‘presence of a certain state-of-affairs in the
external world’).

Of this denial of the identity of meaning and verification the following needs to be
said:

1. Such a denial is to be found among physicists only where they leave the proper
territory of physical statements and begin to philosophize. (In physics, obviously, we
find only statements about the nature or behaviour of things and processes; an express
assertion of their ‘reality’ is needless, since it is always presupposed.) In his own
territory the physicist fully acknowledges the correctness of our point of view. We
have already mentioned this earlier, and have since elucidated it by the example of the
concept of simultaneity. There are, indeed, many philosophers who say: Only relative
simultaneity can admittedly be established, but from this it does not follow that there
is no such thing as absolute simultaneity, and we continue, as before, to believe in it!
There is no way of demonstrating the falsity of this claim; but the great majority of
physicists are rightly of the opinion that it is meaningless. It must be emphatically
stressed, however, that in both cases we are concerned with exactly the same situation.
It makes absolutely no difference, in principle, whether I ask: Does the statement ‘two
events are simultaneous’ mean more than can be verified? Or whether I ask: Does the
statement ‘the pointer indicates the fifth scale-mark’ signify more than can be verified?
The physicist who treats the two cases differently is guilty of an inconsistency. He will
justify himself by arguing that in the second case, where the ‘reality of the external
world’ is concerned, there is philosophically far more at stake. This argument is too
vague for us to be able to assign it any weight, but we shall shortly examine whether
anything lies behind it.

2. It is perfectly true that every statement about a physical object or event says
more than is verified, say, by the once-and-for-all occurrence of an experience. It is
presupposed, rather, that this experience took place under quite specific conditions,
whose fulfilment can, of course, be tested in turn only by something given; and it is
further presupposed that still other and further verifications (after-tests, confirmations)
are always possible, which themselves of course reduce to manifestations of some kind
in the given. In this way we can and must make allowance for sense-deceptions and
errors, and it is easy to see how we are to classify the cases in which we would say
that the observer had merely dreamt that the pointer indicated a certain mark, or that
he had not observed carefully, and so on. Blondlot’s claims about the N-rays that he
thought he had discovered were intended, after all, to say more than that he had had
certain visual sensations under certain circumstances, and hence they could also be
refuted.® Strictly speaking, the meaning of a proposition about physical objects is
exhausted only by the provision of indefinitely many possible verifications, and the
consequence of this is, that in the last resort such a proposition can never be proved
absolutely true. It is generally acknowledged, indeed, that even the most assured
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propositions of science have always to be regarded merely as hypotheses, which
remain open to further definition and improvement. This has certain consequences for
the logical nature of such propositions, but they do not concern us here.

Once again: the meaning of a physical statement is never defined by a single
isolated verification; it must be conceived, rather, as of the form: If circumstances x are
given, data y occur, where indefinitely many circumstances can be substituted for x,
and the proposition remains correct on every occasion (this also holds, even if the
statement refers to a once-and-for-all occurrence—a historical event—for such an
event always has innumerable consequences whose occurrence can be verified). Thus
the meaning of every physical statement ultimately lies always in an endless chain of
data; the individual datum as such is of no interest in this connection. So if a positivist
should ever have said that the individual objects of science are simply the given
experiences themselves, he would certainly have been quite wrong; what every scien-
tist seeks, and seeks alone, are rather the rules which govern the connection of expe-
riences, and by which they can be predicted. Nobody denies that the sole verification
of natural laws consists in the fact that they provide correct predictions of this type.
The oft-heard objection, that the immediately given, which at most can be the object
of psychology, is now faisely to be made into an object of physics, is thereby robbed
of its force.

3. The most important thing to say, however, is this: If anyone thinks that the
meaning of a proposition is not in fact exhausted by what can be verified in the given,
but extends far beyond that, then he must at least admit that this surplus of meaning
is utterly indescribable, unstatable in any way, and inexpressible by any language. For
let him just try to state it! So far as he succeeds in communicating something of the
meaning, he will find that the communication consists in the very fact that he has
pointed out some circumstances that can serve for verification in the given, and he
thereby finds our view confirmed. Or else he may believe, indeed, that he has stated a
meaning, but closer examination shows that his words only signify that there is still
‘something’ there, though nothing whatever is said about its nature. In that case he has
really communicated nothing; his claim is meaningless, for one cannot maintain the
existence of something without saying of what one is claiming the existence. This can
be brought out by reference to our example of the essentially indemonstrable ‘nucleus
of the electron’; but for the sake of clarity we shall analyze yet another example of a
very fundamental kind.

I am looking at two pieces of green paper, and establish that they have the same
color. The proposition asserting the likeness of colour is verified, inter alia, by the fact
that [ twice experience the same color at the same time. The statement ‘two patches
of the same color are now present’ can no longer be reduced to others; it is verified by
the fact that it describes the given. It has a good meaning: by virtue of the significance
of the words occurring in the statement, this meaning is simply the existence of this
similarity of color; by virtue of linguistic usage, the sentence expresses precisely this
experience. | now show one of the two pieces of paper to a second observer, and pose
the question: Does he see the green just as I do? Is his color-experience the same as
mine? This case is essentially different from the one just examined. While there the
statement was verifiable through the occurrence of an experience of similarity, a brief
consideration shows that here such a verification is absolutely impossible. Of course (if
he is not color-blind), the second observer also calls the paper green; and if I now
describe this green to him more closely, by saying that it is more yellowish than this
wallpaper, more bluish than this billiard-cloth, darker than this plant, and so on, he will
also find it so each time, that is, he will agree with my statements. But even though all
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his judgments about colors were to agree entirely with mine, I can obviously never
conclude from this that he experiences ‘the same quality’. It might be that on looking
at the green paper he has an experience that I should call ‘red’; that conversely, in the
cases where | see red, he experiences green, but of course calls it red’, and so forth. It
might even be, indeed, that my color sensations are matched in him by experiences of
sound or data of some other kind; yet it would be impossible in principle ever to dis-
cover these differences between his experience and mine. We would agree completely,
and could never differ about our surroundings, so long only (and this is absolutely the
only precondition that has to be made) as the inner order of his experiences agrees with
that of mine. Their ‘quality’ does not come into it at all; all that is required is that they
can be brought into a system in the same fashion.

All this is doubtless uncontested, and philosophers have pointed out this situation
often enough. They have mostly added, however, that such subjective differences are
indeed theoretically possible, and that this possibility is in principle very interesting,
but that nevertheless it is ‘in the highest degree probable’ that the observer and I
actually experience the same green. We, however, must say: The claim that different
individuals experierice the same sensation has this verifiable meaning alone, that all
their statements (and of course all their other behavior as well) display certain agree-
ments; hence the claim means nothing else whatever but this. It is merely another
mode of expression if we say that it is a question of the likeness of two systems of
order. The proposition that two experiences of different subjects not only occupy the
same place in the order of a system, but beyond that are also qualitatively like each
other, has no meaning for us. It is not false, be it noted, but meaningless: we have no
idea at all what it is supposed to signify.

Experience shows that for the majority of people it is very difficult to agree with
this. One has to grasp that we are really concerned here with a logical impossibility of
verification. To speak of the likeness of two data in the same consciousness has an
acceptable meaning; it can be verified through an immediate experience. But if we wish
to talk of the likeness of two data in different consciousnesses, that is a new concept;
it has to be defined anew, for propositions in which it occurs are no longer verifiable
in the old fashion. The new definition is, in fact, the likeness of all reactions of the two
individuals; no other can be found. The majority believe, indeed, that no definition is
required here; we know straight off what ‘like’ means, and the meaning is in both cases
the same. But in order to recognize this as an error, we have only to recall the concept
of simultaneity, where the situation is precisely analogous. To the concept of ‘simulta-
neity at the same place’ there corresponds here the concept of ‘likeness of experiences
in the same individual’; and to ‘simultaneity at different places’ there corresponds here
the ‘likeness of experiences in different individuals’. The second is in each case some-
thing new in comparison with the first, and must be specially defined. A directly
experienceable quality can no more be pointed out for the likeness of two greens in
different consciousnesses than for simultaneity at different places; both must be defined
by way of a system of relations.

Many philosophers have tried to overcome the difficulty that seemed to confront
them here by all sorts of speculations and thought-experiments, in that they have
spoken, say, of a universal consciousness (God) embracing all individuals, or have
imagined that perhaps by an artificial linkage of the nerve-systems of two people the
sensations of the one might be made accessible to the other and could be compared—
but all this is useless, of course, since even by such fantastical methods it is in the end
only contents of one and the same consciousness that are directly compared; but the
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propositions of science have always to be regarded merely as hypotheses, which
remain open to further definition and improvement. This has certain consequences for
the logical nature of such propositions, but they do not concern us here.

Once again: the meaning of a physical statement is never defined by a single
isolated verification; it must be conceived, rather, as of the form: If circumstances x are
given, data y occur, where indefinitely many circumstances can be substituted for x,
and the proposition remains correct on every occasion (this also holds, even if the
statement refers to a once-and-for-all occurrence—a historical event—for such an
event always has innumerable consequences whose occurrence can be verified). Thus
the meaning of every physical statement ultimately lies always in an endless chain of
data; the individual datum as such is of no interest in this connection. So if a positivist
should ever have said that the individual objects of science are simply the given
experiences themselves, he would certainly have been quite wrong; what every scien-
tist seeks, and seeks alone, are rather the rules which govern the connection of expe-
riences, and by which they can be predicted. Nobody denies that the sole verification
of natural laws consists in the fact that they provide correct predictions of this type.
The oft-heard objection, that the immediately given, which at most can be the object
of psychology, is now falsely to be made into an object of physics, is thereby robbed
of its force.

3. The most important thing to say, however, is this: If anyone thinks that the
meaning of a proposition is not in fact exhausted by what can be verified in the given,
but extends far beyond that, then he must at least admit that this surplus of meaning
is utterly indescribable, unstatable in any way, and inexpressible by any language. For
let him just try to state it! So far as he succeeds in communicating something of the
meaning, he will find that the communication consists in the very fact that he has
pointed out some circumstances that can serve for verification in the given, and he
thereby finds our view confirmed. Or else he may believe, indeed, that he has stated a
meaning, but closer examination shows that his words only signify that there is still
‘something’ there, though nothing whatever is said about its nature. In that case he has
really communicated nothing; his claim is meaningless, for one cannot maintain the
existence of something without saying of what one is claiming the existence. This can
be brought out by reference to our example of the essentially indemonstrable ‘nucleus
of the electron’; but for the sake of clarity we shall analyze yet another example of a
very fundamental kind.

I am looking at two pieces of green paper, and establish that they have the same
color. The proposition asserting the likeness of colour is verified, inter alia, by the fact
that I twice experience the same color at the same time. The statement ‘two patches
of the same color are now present’ can no longer be reduced to others; it is verified by
the fact that it describes the given. It has a good meaning: by virtue of the significance
of the words occurring in the statement, this meaning is simply the existence of this
similarity of color; by virtue of linguistic usage, the sentence expresses precisely this
experience. | now show one of the two pieces of paper to a second observer, and pose
the question: Does he see the green just as I do? Is his color-experience the same as
mine? This case is essentially different from the one just examined. While there the
statement was verifiable through the occurrence of an experience of similarity, a brief
consideration shows that here such a verification is absolutely impossible. Of course (if
he is not color-blind), the second observer also calls the paper green; and if I now
describe this green to him more closely, by saying that it is more yellowish than this
wallpaper, more bluish than this billiard-cloth, darker than this plant, and so on, he will
also find it so each time, that is, he will agree with my statements. But even though all
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his judgments about colors were to agree entirely with mine, I can obviously never
conclude from this that he experiences ‘the same quality’. It might be that on looking
at the green paper he has an experience that I should call ‘red’; that conversely, in the
cases where [ see red, he experiences green, but of course calls it ‘red’, and so forth. It
might even be, indeed, that my color sensations are matched in him by experiences of
sound or data of some other kind; yet it would be impossible in principle ever to dis-
cover these differences between his experience and mine. We would agree completely,
and could never differ about our surroundings, so long only (and this is absolutely the
only precondition that has to be made) as the inner order of his experiences agrees with
that of mine. Their ‘quality’ does not come into it at all; all that is required is that they
can be brought into a system in the same fashion.

All this is doubtless uncontested, and philosophers have pointed out this situation
often enough. They have mostly added, however, that such subjective differences are
indeed theoretically possible, and that this possibility is in principle very interesting,
but that nevertheless it is ‘in the highest degree probable’ that the observer and 1
actually experience the same green. We, however, must say: The claim that different
individuals experierice the same sensation has this verifiable meaning alone, that all
their statements (and of course all their other behavior as well) display certain agree-
ments; hence the claim means nothing else whatever but this. It is merely another
mode of expression if we say that it is a question of the likeness of two systems of
order. The proposition that two experiences of different subjects not only occupy the
same place in the order of a system, but beyond that are also qualitatively like each
other, has no meaning for us. It is not false, be it noted, but meaningless: we have no
idea at all what it is supposed to signify.

Experience shows that for the majority of people it is very difficult to agree with
this. One has to grasp that we are really concerned here with a logical impossibility of
verification. To speak of the likeness of two data in the same consciousness has an
acceptable meaning; it can be verified through an immediate experience. But if we wish
to talk of the likeness of two data in different consciousnesses, that is a new concept;
it has to be defined anew, for propositions in which it occurs are no longer verifiable
in the old fashion. The new definition is, in fact, the likeness of all reactions of the two
individuals; no other can be found. The majority believe, indeed, that no definition is
required here; we know straight off what ‘like’ means, and the meaning is in both cases
the same. But in order to recognize this as an error, we have only to recall the concept
of simultaneity, where the situation is precisely analogous. To the concept of ‘simulta-
neity at the same place’ there corresponds here the concept of ‘likeness of experiences
in the same individual’; and to ‘simultaneity at different places’ there corresponds here
the ‘likeness of experiences in different individuals’. The second is in each case some-
thing new in comparison with the first, and must be specially defined. A directly
experienceable quality can no more be pointed out for the likeness of two greens in
different consciousnesses than for simultaneity at different places; both must be defined
by way of a system of relations.

Many philosophers have tried to overcome the difficulty that seemed to confront
them here by all sorts of speculations and thought-experiments, in that they have
spoken, say, of a universal consciousness (God) embracing all individuals, or have
imagined that perhaps by an artificial linkage of the nerve-systems of two people the
sensations of the one might be made accessible to the other and could be compared—
but all this is useless, of course, since even by such fantastical methods it is in the end
only contents of one and the same consciousness that are directly compared; but the
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question is precisely whether a comparison is possible between qualities insofar as they
belong to different consciousnesses, and nof the same one.

It must be admitted, therefore, that a proposition about the likeness of the expe-
riences of two different persons has no other stateable meaning save that of a certain
agreement in their reactions. Now it is open to anyone to believe that such a proposi-
tion also possesses another, more direct meaning; but it is certain that this meaning is
not verifiable, and that there can be no way at all of stating or pointing out what this
meaning is supposed to be. From this it follows, however, that there is absolutely no
way at all in which such a meaning could be made a topic of discussion; there could be
absolutely no talk about it, and it can in no way enter into any language whereby
we communicate with each other.

And what has, we hope, become clear from this example, is of quite general applica-
tion. All we can understand in a proposition is what it conveys; but a meaning can be
communicated only if it is verifiable. Since propositions are nothing else but a vehicle
of communication, we can assign to their meaning only what can be communicated.
For this reason I should insist that ‘meaning’ can never signify anything but ‘stateable
meaning’.

But even if someone insisted that there was a nonverifiable meaning, this would
actually be of no consequence whatever; for in everything he says and asks, and in
everything that we ask him and reply to him, such a meaning can never in any way
come to light. In other words, if such a thing were to exist, all our utterances and
arguments and modes of behavior would still remain totally untouched by it, whether
it was a question of daily life, of ethical or aesthetic attitude, of science of any kind, or
of philosophy. Everything would be exactly as though there were no unverifiable
meaning, for insofar as anything was different, it would in fact be verifiable through
this very difference.

That is a serious situation, and we must absolutely demand that it be taken seriously.
One must guard above all things against confusing the present logical impossibility
with an empirical incapacity, just as though some technical difficulties and human
imperfection were to blame for the fact that only the verifiable can be expressed, and
as though there were still some little backdoor through which an unstateable meaning
could slip into the daylight and make itself noticeable in our speech and behavior! No!
The incommunicability is an absolute one; anyone who believes in a nonverifiable
meaning (or more accurately, we shall have to say, imagines he believes in this) must
still confess that only one attitude remains in regard to it: absolute silence. It would be
of no use either to him or us, however often he asserted: ‘but there is a non-verifiable
meaning’, for this statement is itself devoid of meaning, and says nothing.

III. What Does ‘Reality’ Mean? What Does ‘External World’ Mean?

We are now prepared to make application of the foregoing to the so-called problem of
the reality of the external world.

Let us ask: What meaning has it, if the ‘realist’ says ‘there is an external world? or
even: What meaning attaches to the claim (which the realist attributes to the positivist)
‘there is no external world?

To answer the question, it is necessary, of course, to clarify the significance of the
words ‘there is’ and ‘external world'. Let us begin with the first. ‘There is 2’ amounts to
saying ‘x is real’ or ‘x is actual’. So what does it mean if we attribute actuality (or reality)
to an object? It is an ancient and very important insight of logic or philosophy, that the
proposition ‘x is actual’ is totally different in kind from a proposition that attributes any
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sort of property to x (such as ‘x is hard’). In other words, actuality, reality or existence
is not a property. The statement ‘the dollar in my pocket is round’ has a totally
different logical form from the statement 'the dollar in my pocket is actual’. In modern
logic this distinction is expressed by an altogether different symbolism, but it had
already been very sharply emphasized by Kant, who, as we know, in his critique of the
so-alled ontological proof of God's existence had correctly found the error of this
proof in the fact that existence was treated like a property there.

In daily life we very often have to speak of actuality or existence, and for that very
reason it cannot be hard to discover the meaning of this talk. In a legal battle it often
has to be established whether some document really exists, or whether this has merely
been falsely claimed, say, by one of the parties; nor is it wholly unimportant to me,
whether the dollar in my pocket is merely imaginary or actually real. Now everybody
knows in what way such a reality-claim is verified, nor can there be the least doubt
about it; the reality of the dollar is proved by this, and this alone, that by suitable
manipulations I furnish myself certain tactual or visual sensations, on whose occurrence
I am accustomed to say: this is a dollar. The same holds of the document, only there
we should be content, on occasion, with certain statements by others claiming to have
seen the document, that is, to have had perceptions of a quite specific kind. And the
‘statements of others’ again consist in certain acoustic, or—if they were written
utterances—visual perceptions. There is need of no special controversy about the fact
that the occurrence of certain sense-perceptions among the data always constitutes the
sole criterion for propositions about the reality of a ‘physical’ object or event, in daily
life no less than in the most refined assertions of science. That there are okapis in Africa
can be established only by observing such animals. But it is not necessary that the
object or event ‘itself’ should have to be perceived. We can imagine, for example, that
the existence of a trans-Neptunian planet might be inferred by observation of perturba-
tions with just as much certainty as by direct perception of a speck of light in the
telescope. The reality of the atom provides another example, as does the back side of
the moon.

It is of great importance to state that the occurrence of some one particular expe-
rience in verifying a reality-statement is often not recognized as such a verification, but
that it is throughout a question of regularities, of law-like connections; in this way true
verifications are distinguished from illusions and hallucinations. If we say of some
event or object—which must be marked out by a description—that it is real, this
means, then, that there is a quite specific connection between perceptions or other
experiences, that under given circumstances certain data are presented. By this alone is
it verified, and hence this is also its only stateable meaning.

This, too, was already formulated, in principle, by Kant, whom nobody will accuse
of ‘positivism’. Reality, for him, is a category, and if we apply it anywhere, and claim
of an object that it is real, then all this asserts, in Kant’s opinion, is that it belongs to a
law-governed connection of perceptions.

It will be seen that for us (as for Kant; and the same must apply to any philosopher
who is aware of his task) it is merely a matter of saying what is meant when we ascribe
real existence to a thing in life or in science; it is in no sense a matter of correcting the
claims of ordinary life or of research. I must confess that I should charge with folly and
reject a limine every philosophical system that involved the claim that clouds and
stars, mountains and the sea, were not actually real, that the ‘physical world’ did not
exist, and that the chair against the wall ceases to be every time I turn my back on it.
Nor do I seriously impute such a claim to any thinker. It would, for example, be
undoubtedly a quite mistaken account of Berkeley’s philosophy if his system were to



48  Moritz Schlick

be understood in this fashion. He, too, in no way denied the reality of the physical
world, but merely sought to explain what we mean when we attribute reality to it.
Anyone who says here that unperceived things are ideas in the mind of God is not in
fact denying their existence, but is seeking, rather, to understand it. Even John Stuart
Mill was not wanting to deny the reality of physical objects, but rather to explain it,
when he declared them to be ‘permanent possibilities of sensation’, although I do
consider his mode of expression to have been very unsuitably chosen.

So if ‘positivism’ is understood to mean a view that denies reality to bodies, I should
simply have to declare it absurd; but I do not believe that such an interpretation of
positivist opinions, at least as regards their competent exponents, would be historically
just. Yet, however that may be, we are concerned only with the issue itself. And on
this we have established as follows: our principle, that the question about the meaning
of a proposition is identical with the question about its verification, leads us to
recognize that the claim that a thing is real is a statement about lawful connections of
experiences; it does not, however, imply this claim to be false. (There is therefore no
denial of reality to physical objects in favor of sensations.)

But opponents of the view presented profess themselves by no means satisfied with
this assertion. So far as I can see, they would answer as follows: “You do, indeed,
acknowledge completely the reality of the physical world, but—as we see it—only in
words. You simply call real what we should describe as mere conceptual constructions.
When we use the word “reality”, we mean by it something quite different from you.
Your definition of the real reduces it to experiences; but we mean something quite
independent of all experiences. We mean something that possesses the same in-
dependence that you obviously concede only to the data, in that you reduce every-
thing else to them, as the not-further-reducible’.

Although it would be a sufficient rebuttal to request our opponents to reflect once
more upon how reality-statements are verified, and how verification is connected with
meaning, I do in fact recognize the need to take account of the psychological attitude
from which this argument springs, and therefore beg attention to the following
considerations, whereby a modification of this attitude may yet, perhaps, be effected.

Let us first enquire whether, on our view, a ‘content of consciousness’ is credited
with a reality that is denied to a physical object. We ask, therefore: does the claim that
a feeling or sensation is real have a meaning different from the claim that a physical
object is real? For us, this can mean only: are different types of verification involved in
the two cases? The answer is: no!

To clarify this, we need to enter a little into the logical form of reality-statements.
The general logical recognition that an existence-statement can be made about a datum
only if it is marked out by a description, but not if it is given by an immediate
indication, is also valid, of course, for the ‘data of consciousness’. In the language of
symbolic logic, this is expressed by the fact that an existence-claim must contain an
‘operator’. In Russell’s notation, for example, a reality-statement has the form (Ix)fx, or
in words, ‘there is an x that has the property f'. The form of words ‘there is &', where
‘a’ is supposed to be the individual name of a directly indicated object, therefore means
no more than ‘this here’; this form of words is meaningless, and in Russell’s symbolism
it cannot even be written down. We have to grasp the idea that Descartes’s proposi-
tion 1 am’'—or, to put it better, ‘contents of consciousness exist’—is absolutely
meaningless; it expresss nothing, and contains no knowledge. This is due to the fact
that ‘contents of consciousness’ occurs in this connection as a mere name for the given;
no characteristic is asserted, whose presence could be tested. A proposition has mean-
ing, and is verifiable, only if I can state under what circumstances it would be true, and
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under what circumstances it would be false. But how am I to describe the circumstances
under which the proposition ‘My contents of consciousness exist’ would be false?
Every attempt would lead to ridiculous absurdities, to such propositions, say, as ‘It is
the case that nothing is the case’, or the like. Hence I am self-evidently unable to
describe the circumstances that make the proposition true (just try it!). Nor is there any
doubt whatever that Descartes, with his proposition, had really obtained no knowl-
edge, and was actually no wiser than before.

No, the question about the reality of an experience has meaning only where this
reality can also be meaningfully doubted. I can ask, for example: Is it really true that I
felt joy on hearing that news? This can be verified or falsified exactly as when we ask,
say: Is it true that Sirius has a companion (that this companion is real)? That I felt joy
on a particular occasion can be verified, for example, by examination of other people’s
statements about my behaviour at the time, by my finding of a letter that [ then wrote,
or simply by the return to me of an exact memory of the emotion I experienced. Here,
therefore, there is not the slightest difference of principle: to be real always means to
stand in a definite connection with the given. Nor is it otherwise, say, with an
experience that is present at this very moment. I can quite meaningfully ask, for
example (in the course, say, of a physiological experiment): Do I now actually feel a
pain or not? (Notice that ‘pain’, here, does not function as an individual name for a ‘this
here’, but represents a conceptual term for a describable class of experiences.) Here,
too, the question is answered by establishing that in conjunction with certain cir-
cumstances (experimental conditions, concentration of attention, etc.) an experience
with certain describable properties occurs. Such descripable properties wotld be, for
example: similarity to an experience that has occurred under certain other circum-
stances; tendency to evoke certain reactions; and so on.

However we may twist and turn, it is impossible to interpret a reality-statement
otherwise than as fitting into a perceptual context. It is absolutely the same kind of
reality that we have to attribute to the data of consciousness and to physical events.
Scarcely anything in the history of philosophy has created more confusion than the
attempt to pick out one of the two as true ‘being’. Wherever the term ‘real’ is
intelligibly used, it has one and the same meaning.

Our opponent, perhaps, will still feel his position unshaken by what we have said,
having the impression, rather, that the arguments here presented presuppose a starting-
point at which he cannot, from the outset, station himself. He has to concede that the
decision about the reality or unreality of anything in experience takes place, in every
case, in the manner outlined, but he claims that in this way we only arrive at what Kant
called empirical reality. It designates the area governed by the observations of daily life
and of science, but beyond this boundary there lies something else, franscendent reality,
which cannot be inferred by strict logic, and is thus no postulate of the understanding,
though it is a postulate of sound reason. It is the only true external world, and this alone
is at issue in the philosophical problem of the existence of the external world. The
discussion thereupon abandons the question about the meaning of the term ‘reality’,
and turns to that about the meaning of the term ‘external world'.

The term ‘external world’ is obviously used in two different ways: firstly in the usage
of daily life, and secondly as a technical term in philosophy.

Where it occurs in everyday life, it has, like the majority of expressions employed
in practical affairs, an intelligibly stateable meaning. In contrast to the ‘internal world’,
which covers memories, thoughts, dreams, wishes and feelings, the ‘external world’
means nothing else, here, but the world of mountains and trees, houses, animals and
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men. What it means to maintain the existence of a certain object in this world, is
known to every child; and it was necessary to point out that it really means absolutely
nothing more than what the child knows. We all know how to verify the proposition,
say, that ‘There is a castle in the park before the town’. We perform certain acts, and
if certain exactly specifiable states-of-affairs come about, then we say: ‘Yes, there really
is a castle there’; otherwise we say: ‘That statement was an error or a lie” And if
somebody now asks us: ‘But was the castle there in the night as well, when nobody
saw it?’ we answer: ‘Undoubtedly! for it would have been impossible to build it in the
period from early this morning till now, and besides, the state of the building shows
that it was not only already in situ yesterday, but has been there for a hundred years,
and hence since before we were born’. We are thus in possession of quite specific
empirical criteria for whether houses and trees were also there when we were not
seeing them, and whether they already existed before our birth, and will exist after
our death. That is to say, the claim that these things ‘exist independently of us’ has a
perfectly clear, testable meaning, and is obviously to be answered in the affirmative.
We are very well able to distinguish such things in a stateable way from those that
only occur ‘subjectively’, ‘in dependence upon ourselves’. If, owing to an eye defect, |
see, for example, a dark speck when I look at the wall opposite me, I say of it that it is
there only when I look, whereas I say of the wall that it is also there when I am not
looking. The verification of this difference is in fact very easy, and both claims assert
precisely what is contained in these verifications and nothing more.

So if the term ‘external world’ is taken in the everyday sense, the question about its
existence simply means: Are there, in addition to memories, wishes and ideas, also
stars, clouds, plants and animals, and my own body? We have just affirmed once more
that it would be utterly absurd to say no to this question. There are obviously houses
and clouds and animals existing independently of us, and I have already said earlier
that a thinker who denied the existence of the external world in this sense would have
no claim to our attention. Instead of telling us what we mean when we speak of
mountains and plants, he wishes to persuade us that there are no such things at all!

But now how about science? When it speaks of the external world, does it, unlike
daily life, mean something other than things such as houses and trees? It seems to me
that this is by no means the case. For atoms and electric fields, or whatever else the
physicist may speak of, are precisely what houses and trees consist of, according to his
teaching; the one must therefore be real in the same sense as the other. The objectivity
of mountains and clouds is just exactly the same as that of protons and energies; the
latter stand in no greater contrast to the ‘subjectivity’ of feelings, say, or hallucinations,
than do the former. We have long since convinced ourselves, in fact, that the existence
of even the most subtle of the ‘invisible’ things postulated by the scientist is verified,
in principle, in exactly the same way as the reality of a tree or a star.

In order to settle the dispute about realism, it is of the greatest importance to alert
the physicist to the fact that his external world is nothing else but the nature which also
surrounds us in daily life, and is not the ‘transcendent world’ of the metaphysicians.
The difference between the two is again quite particularly evident in the philosophy of
Kant. Nature, and everything of which the physicist can and must speak, belongs, in
Kant’s view, to empirical reality, and the meaning of this (as already mentioned) is
explained by him exactly as we have also had to do. Atoms, in Kant’s system, have no
transcendent reality—they are not ‘things-in-themselves’. Thus the physicist cannot
appeal to the Kantian philosophy; his arguments lead only to the empirical external
world that we all acknowledge, not to a transcendent one; his electrons are not
metaphysical entities.
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Many scientists speak, nonetheless, of the necessity of having to postulate the exis-
tence of an external world as a metaphysical hypothesis. They never do this, indeed,
within their own science (although all the necessary hypotheses of a science ought to
occur within it), but only at the point where they leave this territory and begin to
philosophize. The transcendent external world is actually something that is referred to
exclusively in philosophy, never in a science or in daily life. It is simply a technical
term, whose meaning we now have to inquire into.

How does the transcendent or metaphysical external world differ from the empirical
one? In philosophical systems it is thought of as subsisting somehow behind the
empirical world, where the word ‘behind’ is also supposed to indicate that this world
is not knowable in the same sense as the empirical, that it lies beyond a boundary that
divides the accessible from the inaccessible.

This distinction originally has its ground in the view formerly shared by the
majority of philosophers, that to know an object requires that it be immediately
given, directly experienced; knowledge is a kind of intuition, and is perfect only if the
known is directly present to the knower, like a sensation or a feeling. So what cannot
be immediately experienced or intuited remains, on this view, unknowable, ungrasp-
able, transcendent, and belongs to the realm of things-in-themselves. Here, as I have
elsewhere had to state on numerous occasions, we simply have a confusion of knowing
with mere acquaintance or experiencing. But such a confusion is certainly not com-
mitted by modern scientists; I do not believe that any physicist considers knowledge
of the electron to consist in its entering bodily, by an act of intuition, into the
scientist’s consciousness; he will take the view, rather, that for complete knowledge the
only thing needed is for the regularity of an electron’s behaviour to be so exhaustively
stated that all formulae in which its properties occur in any way are totally confirmed
by experience. In other words, the electron, and all physical realities likewise, are not
unknowable things-in-themselves, and do not belong to a transcendent, metaphysical
reality, if this is characterized by the fact that it embraces the unknowable.

Thus we again return to the conclusion that all the physicist’s hypotheses can relate
only to empirical reality, if by this we mean the knowable. It would in fact be a
self-contradiction to wish to assume something unknowable as a hypothesis. For
there must always be specific reasons for setting up a hypothesis, since it is, after all,
supposed to fulfil a specific purpose. What is assumed in the hypothesis must therefore
have the property of fulfilling this purpose, and of being precisely so constituted as to
be justified by these reasons. But in virtue of this very fact certain statements are made
of it, and these contain knowledge of it. And they contain, indeed, complete knowledge
of it, since only that can be hypothetically assumed for which there are reasons in
experience.

Or does the scientific ‘realist’ wish to characterize the talk of not immediately
experienced objects as a metaphysical hypothesis for some reason other than the
nonexistent one of its unknowability? To this, perhaps, he will answer ‘yes’. In fact it
can be seen from numerous statements in the literature, that the physicist by no means
couples his claim of a transcendent world with the claim that it is unknowable; on the
contrary, he (quite rightly) takes the view that the nature of extra-mental things is
reflected with perfect correctness in his equations. Hence the external world of the
physical realist is not that of traditional metaphysics. He employs the technical term of
the philosophers, but what he designates by means of it has seemed to us to be merely
the external world of everyday life, whose existence is doubted by nobody, not even
the ‘positivist’.
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So what is this other reason that leads the ‘realist’ to regard his external world as a
metaphysical assumption? Why does he want to distinguish it from the empirical
external world that we have described? The answer to this question leads us back again
to an earlier point in our argument. For the ‘realistic’ physicist is perfectly content with
our description of the external world, except on one point: he thinks that we have not
lent it enough reality. It is not by its unknowability or any other feature that he takes
his ‘external world’ to differ from the empirical one; it is simply and solely by the fact
that another, higher reality attaches to it. This often finds expression even in the
terminology; the word ‘real’ is often reserved for this external world, in contrast to the
merely ‘ideal’, ‘subjective’ content of consciousness, and the mere ‘logical construc-
tions” into which ‘positivism’ is accused of dissolving reality.

But now even the physical realist has a dim feeling that, as we know, reality is not
a ‘property’; hence he cannot simply pass from our empirical external world to his
transcendent one by attributing to it the feature of reality’ over and above the features
that we, too, ascribe to all physical objects; yet that is how he talks, and this illegiti-
mate leap, whereby he leaves the realm of the meaningful, would in fact be ‘metaphysi-
cal’, and is also felt to be such by himself.

We now have a clear view of the situation, and can judge it on the basis of the
preceding considerations.

Our principle, that the truth and falsity of all statements, including those about the
reality of a physical object, can be tested only in the ‘given’, and that therefore the
meaning of all statements can likewise be formulated and understood only by means
of the given—this principle has been wrongly construed as if it claimed or pre-
supposed that only the given is real. Hence the ‘realist’ feels compelled to contradict
the principle, and to set up the counterclaim, that the meaning of a reality-statement is
by no means exhausted in mere assertions of the form ‘Under these particular circum-
stances this particular experience will occur’ (where these assertions, on our view, are
in any case an infinite multitude); the meaning, he says, in fact lies beyond this in
something else, which must be referred to, say, as ‘independent existence’, ‘transcen-
dent being’ or the like, and of which our principle provides no account.

To this we ask: Well, then, how does one give an account of it? What do these
words ‘independent existence’ and ‘transcendent being’ mean? In other words, what
testable difference does it make in the world, whether an object has transcendent being
or not?

Two answers are given here. The first runs: It makes a quite enormous difference.
For a scientist who believes in a ‘real external world’ will feel and work quite differently
from one who merely aims at “describing sensations’. The former will regard the starry
heaven, whose aspect recalls to him the inconceivable sublimity and size of the
universe, and his own human smallness, with feelings of awe and devotion quite
different from those of the latter, to whom the most distant galactic systems are but
‘complexes of his own sensations” The first will be devoted to his task with an en-
thusiasm, and will feel in his knowing of the objective world a satisfaction, that are
denied to the second, since he takes himself to be concerned only with constructions
of his own.

To this first answer we have this to say: If, in the behaviour of two thinkers, there
should anywhere occur a difference such as has here been described—and it would in
fact involve an observable state-of-affairs—and were we to insist upon so expressing
this difference as to say that the first believes in a real external world, and the other
not—well, even so, the meaning of our assertion still consists solely in what we
observe in the behavior of the two. That is to say, the words ‘absolute reality’, or
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‘transcendent being’, or whatever other terms we may use for it, now signify absolutely
nothing else but certain states of feeling which arise in the two whenever they
contemplate the universe, or make reality-statements, or philosophize. The fact of the
matter is, that employment of the words ‘independent existence’, ‘transcendent reality’
and so on, is simply and solely the expression of a feeling, a psychological attitude of
the speaker (which may in the end, moreover, apply to all metaphysical propositions).
If someone assures us that there is a real external world in the supra-empirical sense of
the term, he thinks, no doubt, that he has thereby conveyed a truth about the world;
but in actuality his words express a quite different state-of-affairs, namely the mere
presence of certain feelings, which provoke him to specific reactions of a verbal or
other nature.

If the self-evident still needs to be specially dwelt on, I should like to underline—
but in that case with maximum emphasis, and with stress upon the seriousness of what
I am saying—that the nonmetaphysician does not differ from the metaphysician by
the fact, say, that he lacks those feelings to which the other gives expression by
way of the propositions of a ‘realistic’ philosophy, but only by the fact that he has
recognized that these propositions by no means have the meaning that they seem to
have, and are therefore to be avoided. He will give expression to the same feelings in
a different way. In other words, this confrontation of the two types of thinker, set up
in the ‘realist’s’ first answer, was misleading and erroneous. If anyone is so unfortunate
as not to feel the sublimity of the starry heaven, then the blame lies on something
other than a logical analysis of the concepts of reality and the external world. To
suppose that the opponent of metaphysics is incapable, say, of justly estimating the
greatness of Copernicus, because in a certain sense the Ptolemaic view reflects the
empirical situation just as well as the Copemnican, seems to me no less strange than to
believe that the ‘positivist’ cannot be a good father to his family, because according to
his theory his children are merely complexes of his own sensations, and it is therefore
senseless to make provision for their welfare after his death. No, the world of the
non-metaphysician is the same world as that of everybody else; it lacks nothing that is
needed in order to make meaningful all the statements of science and all the actions of
daily life. He merely refuses to add meaningless statements to his description of the
world.

We come to the second answer that can be given to the question about the meaning
of the claim that there is a transcendent reality. It simply consists in admitting that it
makes absolutely no difference for experience whether we postulate something else
existing behind the empirical world or not; metaphysical realism cannot therefore be
actually tested or verified. Thus it cannot be further stated what is meant by this claim;
yet something is meant thereby, and the meaning can also be understood without
verification.

This is nothing else but the view criticized in the previous Section, that the meaning
of a proposition has nothing to do with its verification, and it only remains for us to
repeat once more our earlier general criticism, as applied to this particular Case. We
must reply, therefore: Well now! You are giving the name ‘existence’ or ‘reality’ here
to something that is utterly inexpressible and cannot be explained or stated in any
fashion. You think, nonetheless, that these words have a meaning. As to that, we shall
not quarrel with you. But this much is certain: by the admission just made, this
meaning cannot in any way become manifest, cannot be expressed by any oral or
written communication, or by any gesture or act. For if this were possible, a testable
empirical situation would exist; there would be something different in the world, if the
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proposition ‘There is a transcendent world’ were true, from if it were false. This
differentness would then signify the meaning of the words ‘real extemnal world’, and
hence it would be an empirical meaning—that is, this real external world would again
be merely the empirical world which we, too, acknowledge, like everyone else. Even
to speak, merely, of another world, is logically impossible. There can be no discussion
about it, for a nonverifiable existence cannot enter as meaning into any possible
proposition. Anyone who still believes in such a thing—or imagines he believes—can
only do so in silence. There are arguments only for something that can be said.
The results of our discussion can be summarized as follows:

1. The principle, that the meaning of every proposition is exhaustively de-
termined by its verification in the given, seems to me a legitimate, unassailable
core of the ‘positivist’ schools of thought.

But within these schools it has seldom come clearly to light, and has often
been mingled with so many untenable principles, that a logical clean-up is
necessary. If we want to call the result of this clean-up ‘positivism’, which might
well be justified on historical grounds, we should have, perhaps, to affix a
differentiating adjective: the term* ‘logical’ or ‘logistic positivism’ is often used;
otherwise the expression ‘consistent empiricism’ has seemed to me appropriate.
2. This principle does not mean, nor does it follow from it, that only the given
is real; such a claim would actually be meaningless.

3. Consistent empiricism, therefore, does not deny, either, the existence of an
external world; it merely points out the empirical meaning of this existence-
claim.

4. Itis not an ‘as if theory’. It does not say, for example, that everything behaves
as if there were physical independent bodies; on the contrary, for it, too, every-
thing is real that the nonphilosophizing scientist declares to be real. The sub-
ject matter of physics does not consist of sensations, but of laws. The formulation
employed by some positivists, that bodies ‘are mere complexes of sensations’ is
therefore to be rejected. The only correct view is that propositions about bodies
can be transformed into propositions of like meaning about the regularity of
occurrence of sensations.’

5. Logical positivism and realism are therefore not opposed; anyone who ac-
knowledges our principle must actually be an empirical realist.

6. There is opposition only between consistent empiricism and the metaphysi-
cian, and it is directed as much against the realist as the idealist (the former is
designated in our discussion as a ‘realist’, in quotation-marks).

7. The denial of the existence of a transcendent external world would be just as
much a metaphysical proposition as its assertion; the consistent empiricist does
not therefore deny the transcendent, but declares both its denial and its affimma-
tion to be equally devoid of meaning.

This last distinction is of the greatest importance. I am convinced that the main
resistances to our viewpoint stem from the fact that the difference between the
falsity and the meaninglessness of a proposition is not heeded. The proposition
‘Talk of a metaphysical external world is meaningless’ does not say ‘There is no
metaphysical external world’, but something tofo coelo different. The empiricist does
not say to the metaphysician: “Your words assert something false’, but "Your words
assert nothing at all’ He does not contradict the metaphysician, but says: ‘1 do not
understand you'.
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Chapter 2
The Operational Character of Scientific Concepts
Percy Bridgman

Whatever may be one’s opinion as to our permanent acceptance of the analytical
details of Einstein's restricted and general theories of relativity, there can be no doubt
that through these theories physics is permanently changed. It was a great shock to
discover that classical concepts, accepted unquestioningly, were inadequate to meet
the actual situation, and the shock of this discovery has resulted in a critical attitude
toward our whole conceptual structure which must at least in part be permanent.
Reflection on the situation after the event shows that it should not have needed the
new experimental facts which led to relativity to convince us of the inadequacy of our
previous concepts, but that a sufficiently shrewd analysis should have prepared us for
at least the possibility of what Einstein did.

Looking now to the future, our ideas of what external nature is will always be
subject to change as we gain new experimental knowledge, but there is a part of our
attitude to nature which should not be subject to future change, namely that part which
rests on the permanent basis of the character of our minds. It is precisely here, in an
improved understanding of our mental relations to nature, that the permanent con-
tribution of relativity is to be found. We should now make it our business to under-
stand so thoroughly the character of our permanent mental relations to nature that
another change in our attitude, such as that due to Einstein, shall be forever impossible.
It was perhaps excusable that a revolution in mental attitude should occur once,
because after all physics is a young science, and physicists have been very busy, but it
would certainly be a reproach if such a revolution should ever prove necessary again.

New Kinds of Experience Ahways Possible

The first lesson of our recent experience with relativity is merely an intensification and
emphasis of the lesson which all past experience has also taught, namely, that when
experiment is pushed into new domains, we must be prepared for new facts, of a
entirely different character from those of our former experience. This is taught not
only by the discovery of those unsuspected properties of matter moving with high
velocities, which inspired the theory of relativity, but also even more emphatically by
the new facts in the quantum domain. To a certain extent, of course, the recognition of
all this does not involve a change of former attitude; the fact has always been for the
physicist the one ultimate thin from which there is no appeal, and in the face of which
the only possible attitude is a humility almost religious. The new feature in the present
situation is an intensified conviction that in reality new orders of experience do exist,
and that we may expect to meet them continually. We have already encountered new

Reprinted with permission of Macmillan Publishing Company from The Logic of Modem Physics, by Percy
Bridgman, Chapter 1, “Broad Points of View,” pp. 1-32. Copyright 1927 The Macmillan Company;
copyright renewed 1955 by P. W. Bridgman.
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phenomena in going to high velocities, and in going to small scales of magnitude: we
may similarly expect to find them, for example, in dealing with relations of cosmic
magnitudes, or in dealing with the properties of matter of enormous densities, such as
is supposed to exist in the stars.

Implied in this recognition of the possibility of new experience beyond our present
range is the recognition that no element of a physical situation, no matter how
apparently irrelevant or trivial, may be dismissed as without effect on the final result
until proved to be without effect by actual experiment.

The attitude of the physicist must therefore be one of pure empiricism. He rec-
ognizes no a priori principles which determine or limit the possibilities of new expe-
rience. Experience is determined only by experience. This practically means that we
must give up the demand that all nature be embraced in any formula, either simple or
complicated. It may perhaps turn out eventually that as a matter of fact nature can be
embraced in a formula, but we must so organize our thinking as not to demand it as a

necessity.

The Operational Character of Concepts

Einstein’s Contribution in Changing Our Attitude Toward Concepts

Recognizing the essential unpredictability of experiment beyond our present range,
the physicist, if he is to escape continually revising his attitude, must use in describing
and correlating nature concepts of such a character that our present experience does
not exact hostages of the future. Now here it seems to me is the greatest contribution
of Einstein. Although he himself does not explicitly state or emphasize it, believe that
a study of what he has done will show that he has essentially modified our view of
what the concepts useful in physics are and should be. Hitherto many of the concepts
of physics have been defined in terms of their properties. An excellent example is
afforded by Newton’s concept of absolute time. The following quotation from the
Scholium in Book I of the Principia is illuminating:

I do not define Time, Space, Place or Motion, as being well known to all. Only I
must observe that the vulgar conceive those quantities under no other notions
but from the relation they bear to sensible objects. And thence arise certain
prejudices, for the removing of which, it will be convenient to distinguish them
into Absolute and Relative, True and Apparent, Mathematical and Common.

(1) Absolute, True, and Mathematical Time, of itself, and from its own nature
flows equably without regard to anything external, and by another name is called
Duration.

Now there is no assurance whatever that there exists in nature anything with
properties like those assumed in the definition, and physics, when reduced to concepts
of this character, becomes as purely an abstract science and as far removed from reality
as the abstract geometry of the mathematicians, built on postulates. It is a task for
experiment to discover whether concepts so defined correspond to anything in nature,
and we must always be prepared to find that the concepts correspond to nothing or
only partially correspond. In particular, if we examine the definition of absolute time in
the light of experiment, we find nothing in nature with such properties.

The new attitude toward a concept is entirely different. We may illustrate by
considering the concept of length: what do we mean by the length of an object? We
evidently know what we mean by length if we can tell what the length of any and
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every object is, and for the physicist nothing more is required. To find the length of an
object, we have to perform certain physical operations. The concept of length is
therefore fixed when the operations by which length is measured are fixed: that is, the
concept of length involves as much as and nothing more than the set of operations by
which length is determined. In general, we mean by any concept nothing more than a
set of operations; the concept is synonymous with the corresponding set of operations. If the
concept is physical, as of length, the operations are actual physical operations, namely,
those by which length is measured; or if the concept is mental, as of mathematical
continuity, the operations are mental operations, namely those by which we determine
whether a given aggregate of magnitudes is continuous. It is not intended to imply
that there is a hard and fast division between physical and mental concepts, or that
one kind of concept does not always contain an element of the other; this classification
of concept is not important for our future considerations.

We must demand that the set of operations equivalent to any concept be a unique
set, for otherwise there are possibilities of ambiguity in practical applications which
we cannot admit.

Applying this idea of “concept” to absolute time, we do not understand the mean-
ing of absolute time unless we can tell how to determine the absolute time of any
concrete event, i.e., unless we can measure absolute time. Now we merely have to
examine any of the possible operations by which we measure time to see that all such
operations are relative operations. Therefore the previous statement that absolute time
does not exist is replaced by the statement that absolute time is meaningless. And in
making this statement we are not saying something new about nature, but are merely
bringing to light implications already contained in the physical operations used in
measuring time.

It is evident that if we adopt this point of view toward concepts, namely that the
proper definition of a concept is not in terms of its properties but in terms of actual
operations, we need run no danger of having to revise our attitude toward nature. For
if experience is always described in terms of experience, there must always be corre-
spondence between experience and our description of it, and we need never be
embarrassed, as we were in attempting to find in nature the prototype of Newton’'s
absolute time. Furthermore, if we remember that the operations to which a physical
concept are equivalent are actual physical operations, the concepts can be defined only
in the range of actual experiment, and are undefined and meaningless in regions as yet
untouched by experiment. It follows that strictly speaking we cannot make statements
at all about regions as yet untouched, and that when we do make such statements, as
we inevitably shall, we are making a conventionalized extrapolation, of the looseness
of which we must be fully conscious, and the justification of which is in the experiment
of the future.

There probably is no statement either in Einstein or other writers that the change
described above in the use of “concept” has been self-consciously made, but that such
is the case is proved, I believe, by an examination of the way concepts are now handled
by Einstein and others. For of course the true meaning of a term is to be found by
observing what a man does with it, not by what he says about it. We may show
that this is the actual sense in which concept is coming to be used by examining in
particular Einstein’s treatment of simultaneity.

Before Einstein, the concept of simultaneity was defined in terms of properties. It
was a property of two events, when described with respect to their relation in
time, that one event was either before the other, or after it, or simultaneous with it.
Simultaneity was a property of the two events alone and nothing else; either two
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events were simultaneous or they were not. The justification for using this term in this
way was that it seemed to describe the behavior of actual things. But of course
experience then was restricted to a narrow range. When the range of experience was
broadened, as by going to high velocities, it was found that the concepts no longer
applied, because there was no counterpart in experience for this absolute relation
between two events. Einstein now subjected the concept of simultaneity to a critique,
which consisted essentially in showing that the operations which enable two events to
be described as simultaneous, involve measurements on the two events made by an
observer, so that “simultaneity” is, therefore, not an absolute property of the two
events and nothing else, but must also involve the relation of the events to the
observer. Until therefore we have experimental proof to the contrary, we must be
prepared to find that the simultaneity of two events depends on their relation to the
observer, and in particular on their velocity. Einstein, in thus analyzing what is in-
volved in making a judgment of simultaneity, and in seizing on the act of the observer
as the essence of the situation, is actually adopting a new point of view as to what the
concepts of physics should be, namely, the operational view.

Of course Einstein actually went much further than this, and found precisely how
the operations for judging simultaneity change when the observer moves, and ob-
tained quantitative expressions for the effect of the motion of the observer on the
relative time of two events. We may notice, parenthetically, that there is much freedom
of choice in selecting the exact operations; those which Einstein chose were de-
termined by convenience and simplicity with relation to light beams. Entirely apart
from the precise quantitative relations of Einstein’s theory, however, the important
point for us is that if we had adopted the operational point of view, we would, before
the discovery of the actual physical facts, have seen that simultaneity is essentially a
relative concept, and would have left room in our thinking for the discovery of such
effects as were later found.

Detailed Discussion of the Concept of Length

We may now gain further familiarity with the operational attitude toward a concept
and some of its implications by examining from this point of view the concept of
length. Our task is to find the operations by which we measure the length of any
concrete physical object. We begin with objects of our commonest experience, such as
a house or a house lot. What we do is sufficiently indicated by the following rough
description. We start with a measuring rod, lay it on the object so that one of its ends
coincides with one end of the object, mark on the object the position of the other end
of the rod, then move the rod along in a straight line extension of its previous position
until the first end coincides with the previous position of the second end, repeat this
process as often as we can, and call the length the total number of times the rod was
applied. This procedure, apparently so simple, is in practice exceedingly complicated,
and doubtless a full description of all the precautions that must be taken would fill a
large treatise. We must, for example, be sure that the temperature of the rod is the
standard temperature at which its length is defined, or else we must make a correction
for it; or we must correct for the gravitational distortion of the rod if we measure a
vertical length; or we must be sure that the rod is not a magnet or is not subject to
electrical forces. All these precautions would occur to every physicist. But we must
also go further and specify all the details by which the rod is moved from one position
to the next on the object—its precise path through space and its velocity and accel-
eration in getting from one position to another. Practically of course, precautions such
as these are not mentioned, but the justification is in our experience that variations of
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procedure of this kind are without effect on the final result. But we always have to
recognize that all our experience is subject to error, and that at some time in the future
we may have to specify more carefully the acceleration, for example, of the rod in
moving from one position to another, if experimental accuracy should be so increased
as to show a measureable effect. In principle the operations by which length is measured
should be uniguely specified. If we have more than one set of operations, we have more
than one concept, and strictly there should be a separate name to correspond to each
different set of operations.

So much for the length of a stationary object, which is complicated enough. Now
suppose we have to measure a moving street car. The simplest, and what we may call
the “naive” procedure, is to board the car with our meter stick and repeat the opera-
tions we would apply to a stationary body. Notice that this procedure reduces to that
already adopted in the limiting case when the velocity of the street car vanishes. But
here there may be new questions of detail. How shall we jump on to the car with our
stick in hand? Shall we run and jump on from behind, or shall we let it pick us up from
in front? Or perhaps does now the material of which the stick is composed make a
difference, although previously it did not? All these questions must be answered by
experiment. We believe from present evidence that it makes no difference how we
jump on to the car, or of what material the rod is made, and that the length of the car
found in this way will be the same as if it were at rest. But the experiments are more
difficult, and we are not so sure of our conclusions as before. Now there are very
obvious limitations to the procedure just given. If the street car is going too fast, we
can not board it directly, but must use devices, such as getting on from a moving
automobile; and, more important still, there are limitations to the velocity that can be
given to street cars or to meter sticks by any practical means in our control, so that the
moving bodies which can be measured in this way are restricted to a low range of
velocity. If we want to be able to measure the length of bodies moving with higher
velocities such as we find existing in nature (stars or cathode particles), we must adopt
another definition and other operations for measuring length, which also reduce to the
operations already adopted in the static case. This is precisely what Einstein did. Since
Einstein’s operations were different from our operations above, his “length” does not
mean the same as our “length.” We must accordingly be prepared to find that the length
of a moving body measured by the procedure of Einstein is not the same as that above;
this of course is the fact, and the transformation formulas of relativity give the precise
connection between the two lengths.

Einstein's procedure for measuring the length of bodies in motion was dictated not
only by the consideration that it must be applicable to bodies with high velocities, but
also by mathematical convenience, in that Einstein describes the world mathematically
by a system of codrdinate geometry, and the “length” of an object is connected simply
with quantities in the analytic equations.

It is of interest to describe briefly Einstein’s actual operations for measuring the
length of a body in motion; it will show how operations which may be simple from a
mathematical point of view may appear complicated from a physical viewpoint. The
observer who is to measure the length of a moving object must first extend over his
entire plane of reference (for simplicity the problem is considered two-dimensional) a
system of time codrdinates, i.e., at each point of his plane of reference there must be a
clock, and all these clocks must be synchronized. At each clock an observer must be
situated. Now to find the length of the moving object at a specified instant of time (it
is a subject for later investigation to find whether its length is a function of time), the
two observers who happen to coincide in position with the two ends of the object at
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the specified time on their clocks are required to find the distance between their two
positions by the procedure for measuring the length of a stationary object, and this
distance is by definition the length of the moving object in the given reference system.
This procedure for measuring the length of a body in motion hence involves the idea
of simultaneity, through the simultaneous position of the two ends of the rod, and we
have seen that the operations by which simultaneity are determined are relative,
changing when the motion of the system changes. We hence are prepared to find a
change in the length of a body when the velocity of the measuring system changes,
and this in fact is what happens. The precise numerical dependence is worked out by
Einstein, and involves other considerations, in which we are not interested at present.

The two sorts of length, the naive one and that of Einstein, have certain features in
common. In either case in the limit, as the velocity of the measuring system ap-
proaches zero, the operations approach those for measuring the length of a stationary
object. This, of course, is a requirement in any good definition, imposed by considera-
tions of convenience, and it is too obvious a matter to need elaboration. Another
feature is that the operations equivalent to either concept both involve the motion of
the system, so that we must recognize the possibility that the length of a moving
object may be a function of its velocity. It is a matter of experiment, unpredictable until
tried, that within the limits of present experimental error the naive length is not
affected by motion, and Einstein’s length is.

So far, we have extended the concept of length in only one way beyond the range
of ordinary experience, namely to high velocities. The extension may obviously be
made in other directions. Let us inquire what are the operations by which we measure
the length of a very large object. In practice we probably first meet the desirability of
a change procedure in measuring large pieces of land. Here our procedure depends on
measurments with a surveyor’s theodolite. This involves extending over the surface of
the land a system of coérdinates, starting from a base line measured with a tape in the
conventional way, sighting on distant points from the extremities of the line, and
measuring the angles. Now in this extension we have made one very essential change:
the angles between the lines connecting distant points are now angles between beams
of light. We assume that a beam of light travels in a straight line. Furthermore, we
assume in extending our system of triangulation over the surface of the earth that the
geometry of light beams is Euclidean. We do the best we can to check the assumptions,
but at most can never get more than a partial check. Thus Gauss' checked whether the
angles of a large terrestrial triangle add to two right angles and found agreement
within experimental error. We now know from the experiments of Michelson? that if
his measurements had been accurate enough he would not have got a check, but would
have had an excess or defect according to the direction in which the beam of light
traveled around the triangle with respect to the rotation of the earth. But if the
geometry of light beams is Euclidean, then not only must the angles of a triangle add
to two right angles, but there are definite relations between the lengths of the sides and
the angles, and to check these relations the sides should be measured by the old
procedure with a meter stick. Such a check on a large scale has never been attempted,
and is not feasible. It seems, then, that our checks on the Euclidean character of optical
space are all of restricted character. We have apparently proved that up to a certain
scale of magnitude optical space is Euclidean with respect to measures of angle, but this
may not necessarily involve that space is also Euclidean with respect to measures of
length, so that space need not be completely Euclidean. There is a further most
important restriction in that our studies of non-Euclidean geometry have shown that
the percentage excess of the angles of a non-Euclidean triangle over 180° may depend
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on the magnitude of the triangle, so that it may well be that we have not detected the
non-Euclidean character of space simply because our measurements have not been on
a large enough scale.

We thus see that the concept of length has undergone a very essential change of
character even within the range of terrestrial measurements, in that we have sub-
stituted for what I may call the tactual concept an optical concept, complicated by an
assumption about the nature of our geometry. From a very direct concept we have
come to a very indirect concept with a most complicated set of operations. Strictly
speaking, length when measured in this way by light beams should be called by
another name, since the operations are different. The practical justification for retaining
the same name is that within our present experimental limits a numerical difference
between the results of the two sorts operations has not been detected.

We are still worse off when we make the extension to solar and stellar distances.
Here space is entirely optical in character, and we never have an opportunity of even
partially comparing tactual with optical space. No direct measures of length have ever
been made, nor can we even measure the three angles of a triangle and so check our
assumption that the use of Euclidean geometry in extending the concept of space is
justified. We never have under observation more than two angles of a triangle, as
when we measure the distance of the moon by observation from the two ends of the
earth’s diameter. To extend to still greater distance our measures of length, we have to
make still further assumptions, such as that inferences from the Newtonian laws of
mechanics are valid. The accuracy of our inferences about lengths from such measure-
ments is not high. Astronomy is usually regarded as a science of extraordinarily high
accuracy, but its accuracy is very restricted in character, namely to the measurement of
angles. It is probably safe to say that no astronomical distance, except perhaps that of
the moon, is known with an accuracy greater than 0.1%. When we push our estimates
to distances beyond the confines of the solar system in which we are assisted by the
laws of mechanics, we are reduced in the first place to measurements of parallax, which
at best have a quite inferior accuracy, and which furthermore fail entirely outside a
rather restricted range. For greater stellar distances we are driven to other and much
rougher estimates, resting for instance on the extension to great distances of connec-
tions found within the range of parallax between brightness and spectral type of a star,
or on such assumptions as that, because a group of stars looks as if it were all together
in space and had a common origin, it actually is so. Thus at greater and greater
distances not only does experimental accuracy become less, but the very nature of the
operations by which length is to be determined becomes indefinite, so that the
distances of the most remote stellar objects as estimated by different observers or by
different methods may be very divergent. A particular consequence of the inaccuracy
of the astronomical measures of great distances is that the question of whether large
scale space is Euclidean or not is merely academic.

We thus see that in the extension from terrestrial to great stellar distances the
concept of length has changed completely in character. To say that a certain star is 10°
light years distant is actually and conceptually an entire different kind of thing from
saying that a certain goal post is 100 meters distant. Because of our conviction that the
character of our experience may change when the range of phenomena changes, we
feel the importance of such a question as whether the space of distances of 10° light
years is Euclidean or not, and are correspondingly dissatisfied that at present there
seems no way of giving meaning to it.

We encounter difficulties similar to those above, and are also compelled to modify
our procedures, when we go to small distances. Down to the scale of microscopic
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dimensions a fairly straightforward extension of the ordinary measuring procedure is
sufficient, as when we measure a length in a micrometer eyepiece of a microscope. This
is of course a combination of tactual and optical measurements, and certain assump-
tions, justified as far as possible by experience, have to be made about the behavior of
light beams. These assumptions are of a quite different character from those which give
us concern on the astronomical scale, because here we meet difficulty from interference
effects due to the finite scale of the structure of light, and are not concerned with a
possible curvature of light beams in the long reaches of space. Apart from the matter
of convenience, we might also measure small distances by the tactual method.

As the dimensions become smaller, certain difficulties become increasingly impor-
tant that were negligible on a larger scale. In carrying out physically the operations
equivalent to our concepts, there are a host of practical precautions to be taken which
could be explicitly enumerated with difficulty, but of which nevertheless any practical
physicist is conscious. Suppose, for example, we measure length tactually by a combi-
nation of Johanssen gauges. In piling these together, we must be sure that they are
clean, and are thus in actual contact. Particles of mechanical dirt first engage our
attention. Then as we go to smaller dimensions we perhaps have to pay attention to
adsorbed films of moisture, then at still smaller dimensions to adsorbed films of gas,
until finally we have to work in a vacuum, which must be the more nearly complete
the smaller the dimensions. About the time that we discover the necessity for a
complete vacuum, we discover that the gauges themselves are atomic in structure, that
they have no definite boundaries, and therefore no definite length, but that the length
is a hazy thing, varying rapidly in time between certain limits. We treat this situation
as best we can by taking a time average of the apparent positions of the boundaries,
assuming that along with the decrease of dimensions we have acquired a correspond-
ing extravagant increase in nimbleness. But as the dimensions get smaller continually,
the difficulties due to this haziness increase indefinitely in percentage effect, and we are
eventually driven to give up altogether. We have made the discovery that there are
essential physical limitations to the operations which defined the concept of length. [We
perhaps do not regard the substitution of optical for tactual space on the astronomical
scale as compelled by the same sort of physical necessity, because I suppose the
possible eventual landing of men in the moon will always be one of the dreams of
humanity.] At the same time that we have come to the end of our rope with our
Johanssen gauge procedure, companion with the microscope has been encountering
difficulties due to the finite wave length of light; this difficulty he has been able to
minimize by using light of progressively shorter wave lengths, but he has eventually
had to stop on reaching X-rays. Of course this optical procedure with the microscope
is more convenient, and is therefore adopted in practice.

Let us now see what is implied in our concept of length extended to ultramicro-
scopic dimensions. What, for instance, is the meaning of the statement that the distance
between the planes of atoms in a certain crystal is 3 x 107® cm.? What we would like
to mean is that 1/3 x 10® of these planes piled on top of each other give a thickness
of 1 cm,; but of course such a meaning is not the actual one. The actual meaning may
be found by examining the operations by which we arrived at the number 3 x 1078,
As a matter of fact, 3 x 1078 was the number obtained by solving a general equation
derived from the wave theory of light, into which certain numerical data obtained by
experiments with X-rays had been substituted. Thus not only has the character of the
concept of length changed from tactual to optical, but we have gone much further in
committing ourselves to a definite optical theory. If this were the whole story, we
would be most uncomfortable with respect to this branch of physics, because we are
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so uncertain of the correctness of our optical theories, but actually a number of checks
can be applied which greatly restore our confidence. For instance, from the density of
the crystal and the grating space, the weight of the individual atoms may be computed,
and these weights may then be combined with measurements of the dimensions of
other sorts of crystal into which the same atoms enter to give values of the densities
of these crystals, which may be checked against experiment. All such checks have
succeeded within limits of accuracy which are fairly high. It is important to notice that,
in spite of the checks, the character of the concept is changing, and begins to involve
such things as the equations of optics and the assumption of the conservation of mass.

We are not content, however, to stop with dimensions of atomic order, but have to
push on to the electron with a diameter of the order of 107!* cm. What is the possible
meaning of the statement that the diameter of an electron is 107!? cm.? Again the only
answer is found by examining the operations by which the number 107'? was ob-
tained. This number came by solving certain equations derived from the field equations
of electrodynamics, into which certain numerical data obtained by experiment had
been substituted. The concept of length has therefore now been so modified as to
include that theory of electricity embodied in the field equations, and, most important,
assumes the correctness of extending these equations from the dimensions in which
they may be verified experimentally into a region in which their correctness is one of
the most important and problematical of present-day questions in physics. To find
whether the field equations are correct on a small scale, we must verify the relations
demanded by the equations between the electric and magnetic forces and the space
coordinates, to determine which involves measurement of lengths. But if these space
coordinates cannot be given an independent meaning apart from the equations, not
only is the attempted verification of the equations impossible, but the question itself is
meaningless. If we stick to the concept of length by itself, we are landed in a vicious
circle. As a matter of fact, the concept of length disappears as an independent thing,
and fuses in a complicated way with other concepts, all of which are themselves altered
thereby, with the result that the total number of concepts used in describing nature at
this level is reduced in number. A precise analysis of the situation is difficult, and I
suppose has never been attempted, but the general character of the situation is evident.
Until at least a partial analysis is attempted, I do not see how any meaning can be
attached to such questions as whether space is Euclidean in the small scale.

It is interesting to observe that any increased accuracy in knowledge of large scale
phenomena must, as far as we now can see, arise from an increase in the accuracy of
measurement of small things, that is, in the measurement of small angles or the analysis
of minute differences of wave lengths in the spectra. To know the very large takes us
into the same field of experiment as to know the very small, so that operationally the
large and the small have features in common.

This somewhat detailed analysis of the concept of length brings out features com-
mon to all our concepts. If we deal with phenomena outside the domain in which we
originally defined our concepts, we may find physical hindrances to performing the
operations of the original definition, so that the original operations have to be replaced
by others. These new operations are, of course, to be so chosen that they give, within
experimental error, the same numerical results in the domain in which the two sets of
operations may be both applied; but we must recognize in principle that in changing
the operations we have really changed the concept, and that to use the same name for
these different concepts over the entire range is dictated only by considerations of
convenience, which may sometimes prove to have been purchased at too high a price
in terms of unambiguity. We must always be prepared some day to find that an
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increase in experimental accuracy may show that the two different sets of operations
which give the same results in the more ordinary part of the domain of experience, lead
to measurably different results in the more unfamiliar parts of the domain. We must
remain aware of these joints in our conceptual structure if we hope to render un-
necessary the services of the unborn Einsteins.

The second feature common to all concepts brought out by the detailed discussion
of length is that, as we approach the experimentally attainable limit, concepts lose their
individuality, fuse together, and become fewer in number, as we have seen that at
dimensions of the order of the diameter of an electron the concepts of length and the
electric field vectors fuse into an amorphous whole. Not only does nature as expe-
rienced by us become different in character on its horizons, but it becomes simpler, and
therefore our concepts, which are the building stones of our descriptions, become
fewer in number. This seem to be an entirely natural state of affairs. How the number
of concepts is often kept formally the same as we approach the horizon will be
discussed later in special cases.

A precise analysis of our conceptual structure has never been attempted, except
perhaps in very restricted domains, and it seems to me that there is room here for much
important future work. Such an analysis is not to be attempted in this essay, but only
some of the more important qualitative aspects are be pointed out. It will never be
possible to give a clean-cut logical analysis of the conceptual situation, for the nature
of our concepts, according to our operational point of view, is the same as the nature
of experimental knowledge, which is often hazy. Thus in the transition regions where
nature is getting simpler and the number of operationally independent concepts changes,
a certain haziness is inevitable, for the actual change in our conceptual structure in
these transition regions is continuous, corresponding to the continuity of our experi-
mental knowledge, whereas formally the number of concepts should be an integer.

The Relative Character of Knowledge

Two other consequences of the operational point of view must now be examined. First
is the consequence that all our knowledge is relative. This may be understood in a
general or a more particular sense. The general sense is illustrated in Haldane’s book
on the Reign of Relativity. Relativity in the general sense is the merest truism if the
operational definition of concept is accepted, for experience is described in terms of
concepts, and since our concepts are constructed of operations, all our knowledge must
unescapably be relative to the operations selected. But knowledge is also relative in a
narrower sense, as when we say there is no such thing as absolute rest (or motion) or
absolute size, but rest and size are relative terms. Conclusions of this kind are involved
in the specific character of the operations in terms of which rest or size are defined. An
examination of the operations by which we determine whether a body is at rest or in
motion shows that the operations are relative operations: rest or motion is determined
with respect to some other body selected as the standard. In saying that there is no
such thing as absolute rest or motion we are not making a statement about nature in
the sense that might be supposed, but we are merely making a statement about the
character of our descriptive processes. Similarly with regard to size: examination of the
operations of the measuring process shows that size is measured relative to the
fundamental measuring rod.

The “absolute” therefore disappears in the original meaning of the word. But the
“absolute” may usefully return with an altered meaning, and we may say that a thing
has absolute properties if the numerical magnitude is the same when measured with
the same formal procedure by all observers. Whether a given property is absolute or
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not can be determined only by experiment, landing us in the paradoxical position that
the absolute is absolute only relative to experiment. In some cases, the most superficial
observation shows that a property is not absolute, as, for example, it is at once obvious
that measured velocity changes with the motion of the observer. But in other cases the
decision is more difficult. Thus Michelson thought he had an absolute procedure for
measuring length, by referring to the wave length of the red cadmium line as stan-
dard;? it required difficult and accurate experiment to show that this length varies with
the motion of the observer. Even then, by changing the definition of the length of a
moving object, we believe that length might be made to reassume its desired absolute
character.

To stop the discussion at this point might leave the impression that this observation
of the relative character of knowledge is of only a very tenuous and academic interest,
since it appears to be concerned mostly with the character of our descriptive processes,
and to say little about external nature. [What this means we leave to the metaphysician
to decide.] But I believe there is a deeper significance to all this. It must be remembered
that all our argument starts with the concepts as given. Now these concepts involve
physical operations; in the discovery of what operations may be usefully employed in
describing nature is buried almost all physical experience. In erecting our structure of
physical science, we are building on the work of all the ages. There is then this purely
physical significance in the statement that all motion is relative, namely that no
operations of measuring motion have been found to be useful in describing simply the
behavior of nature which are not operations relative to a single observer; in making
this statement we are stating something about nature. It takes an enormous amount of
real physical experience to discover relations of this sort. The discovery that the
number obtained by counting the number of times a stick may be applied to an object
can be simply used in describing natural phenomena was one of the most important
and fundamental discoveries ever made by man.

Meaningless Questions
Another consequence of the operational character of our concepts, almost a corollary
of that considered above, is that it is quite possible, nay even disquietingly easy, to
invent expressions or to ask questions that are meaningless. It constitutes a great
advance in our critical attitude toward nature to realize that a great many of the
questions that we uncritically ask are without meaning. If a specific question has
meaning, it must be possible to find operations by which an answer may be given to
it. It will be found in many cases that the operations cannot exist, and the question
therefore has no meaning. For instance, it means nothing to ask whether a star is at rest
or not. Another example is a question proposed by Clifford, namely, whether it is not
possible that as the solar system moves from one part of space to another the absolute
scale of magnitude may be changing, but in such a way as to affect all things equally,
so that the change of scale can never be detected. An examination of the operations
by which length is measured in terms of measuring rods shows that the operations do
not exist (because of the nature of our definition of length) for answering the question.
The question can be given meaning only from the point of view of some imaginary
superior being watching from an external point of vantage. But the operations by
which such a being measures length are different from the operations of our definition
of length, so that the question acquires meaning only by changing the significance of
our terms—in the original sense the question means nothing.

To state that a certain question about nature is meaningless is to make a significant
statement about nature itself, because the fundamental operations are determined by
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nature, and to state that nature cannot be described in terms of certain operations is a
significant statement.

It must be recognized, however, that there is a sense in which no serious question
is entirely without meaning, because doubtless the questioner had in mind some
intention in asking the question. But to give meaning in this sense to a question, one
must inquire into the meaning of the concepts as used by the questioner, and it will
often be found that these concepts can be defined only in terms of fictitious properties,
as Newton's absolute time was defined by its properties, so that the meaning to be
ascribed to the question in this way has no connection with reality. I believe that it
will enable us to make more significant and interesting statements, and therefore will
be more useful, to adopt exclusively the operational view, and so admit the possibility
of questions entirely without meaning.

This matter of meaningless questions is a very subtle thing which may poison much
more of our thought than that dealing with purely physical phenomena. I believe that
many of the questions asked about social and philosophical subjects will be found to
be meaningless when examined from the point of view of operations. It would
doubtless conduce greatly to clarity of thought if the operational mode of thinking
were adopted in all fields of inquiry as well as in the physical. Just as in the physical
domain, so in other domains, one is making a significant statement about his subject in
stating that a certain question is meaningless.

In order to emphasize this matter of meaningless questions, I give here a list of
questions, with which the reader may amuse himself by finding whether they have
meaning or not.

1. Was there ever a time when matter did not exist?
May time have a beginning or an end?
Why does time flow?
May space be bounded?
May space or time be discontinuous?
May space have a fourth dimension, not directly detectible, but given in-
directly by inference?
Are there parts of nature forever beyond our detection?
Is the sensation which I call blue really the same as that which my neighbor
calls blue? Is it possible that a blue object may arouse in him the same
sensation that a red object does in me and vice versa?
9. May there be missing integers in the series of natural numbers as we know
them?
10. Is a universe possible in which 2 + 2 # 47
11. Why does negative electricity attract positive?
12. Why does nature obey laws?
13. Is a universe possible in which the laws are different?
14. If one part of our universe could be completely isolated from the rest, would
it continue to obey the same laws?
15. Can we be sure that our logical processes are valid?

SN o
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General Comments on the Operational Point of View

To adopt the operational point of view involves much more than a mere restriction of
the sense in which we understand “concept,” but means a far-reaching change in all our
habits of thought, in that we shall no longer permit ourselves to use as tools in our
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thinking concepts of which we cannot give an adequate account in terms of operations.
In some respects thinking becomes simpler, because certain old generalizations and
idealizations become incapable of use; for instance, many of the speculations of the
early natural philosophers become simply unreadable. In other respects, however,
thinking becomes much more difficult, because the operational implications of a con-
cept are often very involved. For example, it is most difficult to grasp adequately all
that is contained in the apparently simple concept of “time,” and requires the continual
correction of mental tendencies which we have long unquestioningly accepted.

Operational thinking will at first prove to be an unsocial virtue; one will find
oneself perpetually unable to understand the simplest conversation of one’s friends,
and will make oneself universally unpopular by demanding the meaning of apparently
the simplest terms of every argument. Possibly after every one has schooled himself to
this better way, there will remain a permanent unsocial tendency, because doubtless
much of our present conversation will then become unnecessary. The socially optimis-
tic may venture to hope, however, that the ultimate effect will be to release one’s
energies for more stimulating and interesting interchange of ideas.

Not only will operational thinking reform the social art of conversation, but all our
social relations will be liable to reform. Let any one examine in operational terms any
popular present-day discussion of religious or moral questions to realize the magnitude
of the reformation awaiting us. Wherever we temporize or compromise in applying
our theories of conduct to practical life we may suspect a failure of operational

thinking.

Notes

1. C. F. Gauss, Gesammelte Werke, especially vol. IV.

2. See a discussion of the theory of this experiment by L. Silberstein, Jour. Opt. Soc. Amer. 5, 291307,
1921.

3. A. A Michelson, Light Waves and Their Uses, University of Chicago Press, 1903, Chap. V.



Chapter 3

Empiricist Criteria of Cognitive Significance:
Problems and Changes

Carl Hempel

1. The General Empiricist Conception of Cognitive and Empirical Significance

It is a basic principle of contemporary empiricism that a sentence makes a cognitively
significant assertion, and thus can be said to be either true or false, if and only if either
(1) it is analytic or contradictory—in which case it is said to have purely logical
meaning or significance—or else (2) it is capable, at least potentially, of test by
experiential evidence—in which case it is said to have empirical meaning or signifi-
cance. The basic tenet of this principle, and especially of its second part, the so-called
testability criterion of empirical meaning (or better: meaningfulness), is not peculiar to
empiricism alone: it is characteristic also of contemporary operationism, and in a sense
of pragmatism as well; for the pragmatist maxim that a difference must make a
difference to be a difference may well be construed as insisting that a verbal difference
between two sentences must make a difference in experiential implications if it is to
reflect a difference in meaning.

How this general conception of cognitively significant discourse led to the rejection,
as devoid of logical and empirical meaning, of various formulations in speculative
metaphysics, and even of certain hypotheses offered within empirical science is too
well known to require recounting. I think that the general intent of the empiricist
criterion of meaning is basically sound, and that notwithstanding much oversimplifica-
tion in its use, its critical application has been, on the whole, enlightening and salutary.
I feel less confident, however, about the possibility of restating the general idea in the
form of precise and general criteria which establish sharp dividing lines (a) between
statements of purely logical and statements of empirical significance, and (b) between
those sentences which do have cognitive significance and those which do not.

In the present paper, I propose to reconsider these distinctions as conceived in
recent empiricism, and to point out some of the difficulties they present. The discussion
will concern mainly the second of the two distinctions; in regard to the first, I shall limit
myself to a few brief remarks.

2. The Earlier Testability Criteria of Meaning and Their Shortcomings

Let us note first that any general criterion of cognitive significance will have to meet
certain requirements if it is to be at all acceptable. Of these, we note one which we shall
consider here as expressing a necessary, though by no means sufficient condition of
adequacy for criteria of cognitive significance.

Reprinted with permission of the author and the Free Press, a division of Macmillan, Inc. from Aspects
of Scientific Explanation by Carl G. Hempel. Copyright 1965 by the Free Press. Copyright 1950, Revue
Internationale de Philosophie.
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(A) If under a given criterion of cognitive significance, a sentence N is non-
significant, then so must be all truth-functional compound sentences in which N
occurs nonvacuously as a component. For if N cannot be significantly assigned a
truth value, then it is impossible to assign truth values to the compound sen-
tences containing N; hence, they should be qualified as nonsignificant as well.

We note two corollaries of requirement (A):

(A1) If under a given criterion of cognitive significance, a sentence S is non-
significant, then so must be its negation, ~S.

(A2) If under a given criterion of cognitive significance, a sentence N non-
significant, then so must be any conjunction NS and any disjunction N v S, no
matter whether S is significant under the given criterion or not.

We now turn to the initial attempts made in recent empiricism to establish general
criteria of cognitive significance. Those attempts were governed by the consideration
that a sentence, to make an empirical assertion must be capable of being borne out by,
or conflicting with, phenomena which are potentially capable of being directly ob-
served. Sentences describing such potentially observable phenomena—no matter whe-
ther the latter do actually occur or not—may be called observation sentences. More
specifically, an observation sentence might be construed as a sentence—no matter
whether true or false—which asserts or denies that a specified object, or group of
objects, of macroscopic size has a particular observable characteristic, i.e., a characteristic
whose presence or absence can, under favorable circumstances, be ascertained by direct
observation.!

The task of setting up criteria of empirical significance is thus transformed into the
problem of characterizing in a precise manner the relationship which obtains between
a hypothesis and one or more observation sentences whenever the phenomena de-
scribed by the latter either confirm or disconfirm the hypothesis in question. The
ability of a given sentence to enter into that relationship to some set of observation
sentences would then characterize its testability-in-principle, and thus its empirical
significance. Let us now briefly examine the major attempts that have been made to
obtain criteria of significance in this manner.

One of the earliest criteria is expressed in the so-called verifiability requirement.
According to it, a sentence is empirically significant if and only if it is not analytic and
is capable, at least in principle, of complete verification by observational evidence; i.e.,
if observational evidence can be described which, if actually obtained, would conclu-
sively establish the truth of the sentence.? With the help of the concept of observation
sentence, we can restate this requirement as follows: A sentence S has empirical
meaning if and only if it is possible to indicate a finite set of observation sentences, O,
O,, ..., O, such that if these are true, then S is necessarily true, too. As stated,
however, this condition is satisfied also if S is an analytic sentence or if the given
observation sentences are logically incompatible with each other. By the following
formulation, we rule these cases out and at the same time express the intended criterion
more precisely:

(2.1) Requirement of complete verifiability in principle. ~ A sentence has empirical meaning
if and only if it is not analytic and follows logically from some finite and logically
consistent class of observation sentences.> These observation sentences need not be
true, for what the criterion is to explicate is testability by “potentially observable
phenomena,” or testability “in principle.”
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In accordance with the general conception of cognitive significance outlined earlier,
a sentence will now be classified as cognitively significant if either it is analytic or
contradictory, or it satisfies the verifiability requirement.

This criterion, however, has several serious defects. One of them has noted by
several writers:

a. Let us assume that the properties of being a stork and of being red-legged are
both observable characteristics, and that the former does not logically entail the latter.
Then the sentence

(51)  All storks are red-legged

is neither analytic nor contradictory; and clearly, it is not deducible from a finite set
of observation sentences. Hence, under the contemplated criterion, S1 is devoid of
empirical significance; and so are all other sentences purporting to express universal
regularities or general laws. And since sentences of this type constitute an integral part
of scientific theories, the verifiability requirement must be regarded as overly re-
strictive in this respect.

Similarly, the criterion disqualifies all sentences such as ‘For any substance there
exists some solvent’, which contain both universal and existential quantifiers (i.e.,
occurrences of the terms ‘all’ and ‘some’ or their equivalents); for no sentences of this
kind can be logically deduced from any finite set of observation sentences.

Two further defects of the verifiability requirement do not seem to have been
widely noticed:

b. As is readily seen, the negation of S1

(~S51) There exists at least one stork that is not red-legged

is deducible from any two observation sentences of the type ‘a is a stork’ and ‘a is not
red-legged’. Hence, ~ 51 is cognitively significant under our criterion but S1 is not,
and this constitutes a violation of condition (A1).

c. Let S be a sentence which does, and N a sentence which does not satisfy the
verifiability requirement. Then S is deducible from some set of observation sentences;
hence, by a familiar rule of logic, S v N is deducible from the same set, and therefore
cognitively significant according to our criterion. This violates condition (A2) above.*

Strictly analogous considerations apply to an alternative criterion, which makes
complete falsifiability in principle the defining characteristic of empirical significance.
Let us formulate this criterion as follows:

(2.2) Requirement of complete falsifiability in principle. A sentence has empirical meaning
if and only if its negation is not analytic and follows logically from some finite logically
consistent class of observation sentences.

This criterion qualifies a sentence as empirically meaningful if its negation satisfies
the requirement of complete verifiability; as it is to be expected, it is therefore in-
adequate on similar grounds as the latter:

(a) It denies cognitive significance to purely existential hypotheses, such as
‘There exists at least one unicom’, and all sentences whose formulation calls
mixed—i.e., universal and existential—quantification, such as ‘For every com-
pound there exists some solvent’, for none of these can possibly be conclusively
falsified by a finite number of observation sentences.

(b) If ‘P’ is an observation predicate, then the assertion that all things have the
property P is qualified as significant, but its negation, being equivalent to a purely
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existential hypothesis, is disqualified [cf. (a)]. Hence, criterion (2.2) give rise to the
same dilemma as (2.1).

(c) If a sentence S is completely falsifiable whereas N is a sentence which is not,
then their conjunction, S* N (i.e., the expression obtained by connecting the two
sentences by the word ‘and’) is completely falsifiable; for if the negation of S is
entailed by a class of observation sentences, then the negation of 5-N is, a
fortiori, entailed by the same class. Thus, the criterion allows empirical signifi-
cance to many sentences which an adequate empiricist criterion should rule out,
such as ‘All swans are white and the absolute is perfect.’

In sum, then, interpretations of the testability criterion in terms of complete verifi-
ability or of complete falsifiability are inadequate because they are overly restrictive in
one direction and overly inclusive in another, and because both them violate the
fundamental requirement A.

Several attempts have been made to avoid these difficulties by construing the
testability criterion as demanding merely a partial and possibly indirect confirmability
of empirical hypotheses by observational evidence.

A formulation suggested by Ayer® is characteristic of these attempts to up a
clear and sufficiently comprehensive criterion of confirmability. It states, ineffect, that
a sentence S has empirical import if from S in conjunction with suitable subsidiary
hypotheses it is possible to derive observation sentences which are not derivable from
the subsidiary hypotheses alone.

This condition is suggested by a closer consideration of the logical structure of
scientific testing; but it is much too liberal as it stands. Indeed, as Ayer himself has
pointed out in the second edition of his book, Language, Truth, and Logic,® his criterion
allows empirical import to any sentence whatever. Thus, e.g., if S is the sentence ‘The
absolute is perfect’, it suffices to choose as a subsidiary hypothesis the sentence ‘If the
absolute is perfect then this apple is red’ in order to make possible the deduction of the
observation sentence ‘This apple is red’, which clearly does not follow from the
subsidiary hypothesis alone.

To meet this objection, Ayer proposed a modified version of his testability criterion.
In effect, the modification restricts the subsidiary hypotheses mentioned in the pre-
vious version to sentences which either are analytic or can independently be shown to
be testable in the sense of the modified criterion.”

But it can readily be shown that this new criterion, like the requirement of complete
falsifiability, allows empirical significance to any conjunction SN where S satisfies
Ayer's criterion while N is a sentence such as ‘The absolute is perfect’, which is to be
disqualified by that criterion. Indeed, whatever consequences can be deduced from $
with the help of permissible subsidiary hypotheses can also be deduced from S- N by
means of the same subsidiary hypotheses; and as Ayer’s new criterion is formulated
essentially in terms of the deducibility of a certain type of consequence from the given
sentence, it countenances S N together with 5. Another difficulty has been pointed out
by Church, who has shown?® that if there are any three observation sentences none of
which alone entails any of the others, then it follows for any sentence S whatsoever
that either it or its denial has empirical import according to Ayer’s revised criterion.

All the criteria considered so far attempt to explicate the concept of empirical
significance by specifying certain logical connections which must obtain between a
significant sentence and suitable observation sentences. It seems now that this type of
approach offers little hope for the attainment of precise criteria of meaningfulness: this
conclusion is suggested by the preceding survey of some representative attempts, and
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it receives additional support from certain further considerations, some of which will be
presented in the following sections.

3. Characterization of Significant Sentences by Criteria for Their Constituent Terms

An alternative procedure suggests itself which again seems to reflect well the general
viewpoint of empiricism: It might be possible to characterize cognitively significant
sentences by certain conditions which their constituent term have to satisfy. Specifi-
cally, it would seem reasonable to say that all extralogical terms® a significant sentence
must have experiential reference, and that therefore their meanings must be capable of
explication by reference to observable exclusively.!® In order to exhibit certain analo-
gies between this approach and the previous one, we adopt the following terminologi-
cal conventions:

Any term that may occur in a cognitively significant sentence will be called a
cognitively significant term. Furthermore, we shall understand by an observation term any
term which either (a) is an observation predicate, i.e., signifies some observable character-
istic (as do the terms ‘blue’, ‘warm’, ‘soft’, ‘coincident with’, ‘of greater apparent
brightness than’) or (b) names some physical object of macroscopic size (as do the
terms ‘the needle of this instrument’. ‘the moon’, Krakatoa Volcano’, ‘Greenwich,
England’, ‘Julius Caesar’).

Now while the testability criteria of meaning aimed at characterizing the cognitively
significant sentences by means of certain inferential connections in which they must
stand to some observation sentences, the alternative approach under consideration
would instead try to specify the vocabulary that may be used in forming significant
sentences. This vocabulary, the class of significant terms, would be characterized by
the condition that each of its elements is either a logical term or else a term with
empirical significance; in the latter case, it has to stand in certain definitional or explica-
tive connections to some observation terms. This approach certainly avoids any viola-
tions of our earlier conditions of adequacy. Thus, e.g., if S is a significant sentence, i.e.,
contains cognitively significant terms only, then so is its denial, since the denial sign,
and its verbal equivalents, belong to the vocabulary of logic and are thus significant.
Again, if N is a sentence containing a nonsignificant term, then so is any compound
sentence which contains N.

But this is not sufficient, of course. Rather, we shall now have to consider a crucial
question analogous to that raised by the previous approach: Precisely how are the
logical connections between empirically significant terms and observation terms to be
construed if an adequate criterion of cognitive significance is to result ? Let us consider
some possibilities.

(3.1) The simplest criterion that suggests itself might be called the requirement of
definability. It would demand that any term with empirical significance must be explic-
itly definable by means of observation terms.

This criterion would seem to accord well with the maxim of operationism that all
significant terms of empirical science must be introduced by operational definitions.
However, the requirement of definability is vastly too restrictive, for many important
terms of scientific and even prescientific discourse cannot be explicitly defined by
means of observation terms.

In fact, as Carnap'' has pointed out, an attempt to provide explicit definitions in
terms of observables encounters serious difficulties as soon as disposition terms, such
as ‘soluble’, ‘malleable’, ‘electric conductor’, etc., have to be accounted for; and many of
these occur even on the prescientific level of discourse.
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Consider, for example, the word ‘fragile’. One might try to define it by saying that
an object x is fragile if and only if it satisfies the following condition: If at any time
t the object is sharply struck, then it breaks at that time. But if the statement connec-
tives in this phrasing are construed truth-functionally, so that the definition can be
symbolized by

(D) Fx = (H(Sxt o Bxt)

then the predicate ‘F’ thus defined does not have the intended meaning. For let a be
any object which is not fragile (e.g., a raindrop or a rubber band), but which happens
not to be sharply struck at any time throughout its existence. Then ‘Saf’ is false and
hence ‘Sat D Bat’ is true for all values of ‘¥; consequently, ‘Fa’ is true though a is not
fragile.

To remedy this defect, one might construe the phrase ‘if ... then ... in the original
definiens as having a more restrictive meaning than the truth-functional conditional.
This meaning might be suggested by the subjunctive phrasing ‘If x were to be sharply
struck at any time f, then x would break at £’ But a satisfactory elaboration of this
construal would require a clarification of the meaning and the logic of counterfactual
and subjunctive conditionals, which is a theory problem.!?

An alternative procedure was suggested by Carnap in his theory of reduction
sentences.!® These are sentences which, unlike definitions, specify the meaning of a
term only conditionally or partially. The term ‘fragile’, for example, might be intro-
duced by the following reduction sentence:

(R) @) |[Sxt o (Fx = Bxt)]

which specifies that if x is sharply struck at any time f then x is fragile if and,
if x breaks at .

Our earlier difficulty is now avoided, for if 2 is a nonfragile object that is never
sharply struck, then that expression in R which follows the quantifiers is true of a; but
this does not imply that ‘Fa’ is true. But the reduction sentence R specifies the meaning
of ‘'F' only for application to those objects which meet to “test condition” of being
sharply struck at some time; for these it states fragility then amounts to breaking. For
objects that fail to meet the test condition, the meaning of ‘F’ is left undetermined. In
this sense, reduction sentences have the character of partial or conditional definitions.

Reduction sentences provide a satisfactory interpretation of the experiential import
of a large class of disposition terms and permit a more adequate formulation of
so-called operational definitions, which, in general, are not complete definitions at
all. These considerations suggest a greatly liberalized alternative the requirement of
definability:

(3.2) The requirement of reducibility. Every term with empirical significance must be
capable of introduction, on the basis of observation terms, through chains of reduction
sentences.

This requirement is characteristic of the liberalized versions of positivism and physi-
calism which, since about 1936, have superseded the older, overly narrow conception
of a full definability of all terms of empirical science by mean. observables,'* and it
avoids many of the shortcomings of the latter. Yet, reduction sentences do not seem
to offer an adequate means for the introduction of central terms of advanced scientific
theories, often referred to as theoretical constructs. This is indicated by the following
considerations: A chain of reduction sentences provides a necessary and a sufficient
condition for the applicability the term it introduces. (When the two conditions
coincide, the chain is tantamount to an explicit definition.) But now take, for example,
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the concept of length as used in classical physical theory. Here, the length in centi-
meters of the distance between two points may assume any positive real number as
its value; yet it is clearly impossible to formulate, by means of observation terms,
a sufficient condition for the applicability of such expressions as “having a length of
/2 em” and “having a length of \/2 + 1071°° cm”; for such conditions would provide
a possibility for discrimination, in observational terms, between two lengths which
differ by only 10710 ¢m.!3

It would be ill-advised to argue that for this reason, we ought to permit only such
values of the magnitude, length, as permit the statement of sufficient conditions in
terms of observables. For this would rule out, among others, all irrational numbers and
would prevent us from assigning, to the diagonal of a square with sides of length 1,
the length /2, which is required by Euclidean geometry. Hence, the principles of
Euclidean geometry would not be universally applicable in physics. Similarly, the
principles of the calculus would become inapplicable, and the system of scientific
theory as we know it today would be reduced to a clumsy, unmanageable torso. This,
then, is no way of meeting the difficulty. Rather, we shall have to analyze more closely
the function of constructs in scientific theories, with a view to obtaining through such
an analysis a more adequate characterization of cognitively significant terms.

Theoretical constructs occur in the formulation of scientific theories. These may be
conceived of, in their advanced stages, as being stated in the form of deductively
developed axiomatized systems. Classical mechanics, or Euclidean or some non-
Euclidean form of geometry in physical interpretation, present examples of such sys-
tems. The extralogical terms used in a theory of this kind may be divided, in familiar
manner, into primitive or basic terms, which are not defined within the theory, and
defined terms, which are explicitly defined by means of the primitives. Thus, e.g., in
Hilbert's axiomatization of Euclidean geometry, the terms ‘point’, ‘straight line’, ‘be-
tween’ are among the primitives, while ‘line segment’, ‘angle’, ‘triangle’, ‘length’ are
among the defined terms. The basic and the defined terms together with the terms of
logic constitute the vocabulary out of which all the sentences of the theory are
constructed. The latter are divided, in an axiomatic presentation, into primitive state-
ments (also called postulates or basic statements) which, in the theory, are not derived
from any other statements, and derived ones, which are obtained by logical deduction
from the primitive statements.

From its primitive terms and sentences, an axiomatized theory can be developed by
means of purely formal principles of definition and deduction, without any considera-
tion of the empirical significance of its extralogical terms. Indeed, this is the standard
procedure employed in the axiomatic development of uninterpreted mathematical
theories such as those of abstract groups or rings or lattices, or any form of pure
(i.e., noninterpreted) geometry.

However, a deductively developed system of this sort can constitute a scientific
theory only if it has received an empirical interpretation'® which renders it relevant to
the phenomena of our experience. Such interpretation is given by assigning a meaning,
in terms of observables, to certain terms or sentences of the formalized theory.
Frequently, an interpretation is given not for the primitive terms or statements but
rather for some of the terms definable by means of the primitives, or for some of the
sentences deducible from the postulates.!” Furthermore, interpretation may amount to
only a partial assignment of meaning. Thus, e.g., the rules for the measurement of
length by means of a standard rod may be considered as providing a partial empirical
interpretation for the term ‘the length, in centimeters, of interval i’, or alternatively, for
some sentences of the form ‘the length of interval i is r centimeters’. For the method is
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applicable only to intervals of a certain medium size, and even for the latter it does not
constitute a full interpretation since the use of a standard rod does not constitute the
only way of determining length: various alternative procedures are available involving
the measurement of other magnitudes which are connected, by general laws, with the
length that is to be determined.

This last observation, concerning the possibility of an indirect measurement of
length by virtue of certain laws, suggests an important reminder. It is not correct to
speak, as is often done, of “the experiential meaning” of a term or a sentence in
isolation. In the language of science, and for similar reasons even in prescientific dis-
course, a single statement usually has no experiential implications. A single sentence
in a scientific theory does not, as a rule, entail any observation sentences; consequences
asserting the occurrence of certain observation phenomena can be derived from it only
by conjoining it with a set of other, subsidiary, hypotheses. Of the latter, some will
usually be observation sentences, others will be previously accepted theoretical state-
ments. Thus, e.g., the relativistic theory of the deflection of light rays in the gravita-
tional field of the sun entails assertions about observable phenomena only if it is
conjoined with a considerable body of astronomical and optical theory, as well as a
large number of specific statements about the instruments used in those observations
of solar eclipses which serve to test the hypothesis in question.

Hence, the phrase, ‘the experiential meaning of expression E’ is elliptical: What a
given expression “means” in regard to potential empirical data is relative to two
factors, namely:

L. the linguistic framework £ to which the expression belongs. Its rules determine,
in particular, what sentences—observational or otherwise—may be inferred
from a given statement or class of statements;

II. the theoretical context in which the expression occurs, i.e., the class of those
statements in % which are available as subsidiary hypotheses.

Thus, the sentence formulating Newton’s law of gravitation has no experiential
meaning by itself; but when used in a language whose logical apparatus permits the
development of the calculus, and when combined with a suitable system of other
hypotheses—including sentences which connect some of the theoretical terms with
observation terms and thus establish a partial interpretation—then it has a bearing on
observable phenomena in a large variety of fields. Analogous considerations are
applicable to the term ‘gravitational field’, for example. It can be considered as having
experiential meaning only within the context of a theory, which must be at least
partially interpreted; and the experiential meaning of the term—as expressed, say, in
the form of operational criteria for its application—will depend again on the theoreti-
cal system at hand, and on the logical characteristics of the language within which it is
formulated.

4. Cognitive Significance as a Characteristic of Interpreted Systems

The preceding considerations point to the conclusion that a satisfactory criterion of
cognitive significance cannot be reached through the second avenue of approach here
considered, namely by means of specific requirements for the terms which make up
significant sentences. This result accords with a general characteristic of scientific (and,
in principle, even prescientific) theorizing: Theory formation and concept formation go
hand in hand; neither can be carried on successfully in isolation from the other.
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If, therefore, cognitive significance can be attributed to anything, then only to
entire theoretical systems formulated in a language with a well-determined structure.
And the decisive mark of cognitive significance in such a system appears to be the
existence of an interpretation for it in terms of observables. Such an interpretation
might be formulated, for example, by means of conditional or biconditional sentences
connecting nonobservational terms of the system with observation terms in the given
language; the latter as well as the connecting sentences may or may not belong to the
theoretical system.

But the requirement of partial interpretation is extremely liberal; it is satisfied, for
example, by the system consisting of contemporary physical theory combined with
some set of principles of speculative metaphysics, even if the latter have no empirical
interpretation at all. Within the total system, these metaphysical principles play the
role of what K. Reach and also O. Neurath liked to call isolated sentences: They are
neither purely formal truths or falsehoods, demonstrable or refutable by means of the
logical rules of the given language system; nor do they have any experiential bearing;
i.e., their omission from the theoretical system would have no effect on its explanatory
and predictive power in regard to potentially observable phenomena (i.e., the kind of
phenomena described by observation sentences). Should we not, therefore, require that
a cognitively significant system contain no isolated sentences? The following criterion
suggests itself:

(4.1) A theoretical system is cognitively significant if and only if it is partially
interpreted to at least such an extent that none of its primitive sentences is isolated.

But this requirement may bar from a theoretical system certain sentences which
might well be viewed as permissible and indeed desirable. By way of a simple illustra-
tion, let us assume that our theoretical system T contains the primitive sentence

(S1) @) [P,x o (Qx = P,x)]

where ‘P, and ‘P, are observation predicates in the given language %, ‘Q’ functions
in T somewhat in the manner of a theoretical construct and occurs in only one
primitive sentence of T, namely S1. Now S1 is not a truth or falsehood of formal logic;
and furthermore, if S1 is omitted from the set of primitive sentences of T, then the
resulting system, T’, possesses exactly the same systematic, i.e., explanatory and
predictive, power as T. Our contemplated criterion would therefore qualify 51 as an
isolated sentence which has to be eliminated—excised by means of Occam'’s razor, as
it were—if the theoretical system at hand is to be cognitively significant.

But it is possible to take a much more liberal view of 51 by treating it as a partial
definition for the theoretical term ‘Q’. Thus conceived, S1 specifies that in all cases
where the observable characteristic P, is present, ‘Q’ is applicable if and only if the
observable characteristic P, is present as well. In fact, S1 is an instance of those partial,
or conditional, definitions which Carnap calls bilateral reduction sentences. These
sentences are explicitly qualified by Carnap as analytic (though not, of course, as truths
of formal logic), essentially on the ground that all their consequences which are
expressible by means of observation predicates (and logical terms) alone are truths of
formal logic.'®

Let us pursue this line of thought a little further. This will lead us to some observa-
tions on analytic sentences and then back to the question of the adequacy of (4.1).

Suppose that we add to our system T the further sentence

(52) @) [P;x o (Qx = Pyx))

where ‘Py’, ‘P, are additional observation predicates. Then, on the view that “every
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bilateral reduction sentence is analytic,”*® S2 would be analytic as well as S1. Yet, the
two sentences jointly entail nonanalytic consequences which are expressible in terms
of observation predicates alone, such as?°

(O) @) [~(Pyx-Pyx Pry: ~P,x): ~(Pyx* ~P,x* Pyx* P,x)]

But one would hardly want to admit the consequence that the conjunction of two
analytic sentences may be synthetic. Hence if the concept of analyticity can be applied
at all to the sentences of interpreted deductive systems, then it will have to be
relativized with respect to the theoretical context at hand. Thus, e.g., S1 might be
qualified as analytic relative to the system T, whose remaining postulates do not
contain the term ‘Q’, but as synthetic relative to the system T enriched by S2. Strictly
speaking, the concept of analyticity has to be relativized also in regard to the rules
of the language at hand, for the latter determine what observational or other con-
sequences are entailed bs a given sentence. This need for at least a twofold relativ-
ization of the concept of analyticity was almost to be expected in view of those
considerations which required the same twofold relativization for the concept of
experiential meaning of a sentence.

If, on the other hand, we decide not to permit 51 in the role of a partial definition
and instead reject it as an isolated sentence, then we are led to an analogous conclu-
sion: Whether a sentence is isolated or not will depend on the linguistic frame and on
the theoretical context at hand: While 51 is isolated relative to T (and the language in
which both are formulated), it acquires definite experiential implications when T is
enlarged by S2.

Thus we find, on the level of interpreted theoretical systems, a peculiar rapproche-
ment, and partial fusion, of some of the problems pertaining to the concepts of
cognitive significance and of analyticity: Both concepts need to be relativized; and a
large class of sentences may be viewed, apparently with equal right, as analytic in a
given context, or as isolated, or nonsignificant, in respect to it.

In addition to barring, as isolated in a given context, certain sentences which could
just as well be construed as partial definitions, the criterion (4.1) has another serious
defect. Of two logically equivalent formulations of a theoretical system it may qualify
one as significant while barring the other as containing an isolated sentence among its
primitives. For assume that a certain theoretical system T1 contains among its primi-
tive sentences S’, S, ... exactly one, 5, which is isolated. Then T1 is not significant
under (4.1). But now consider the theoretical system T2 obtained from T1 by replacing
the two first primitive sentences, S, 5", by one, namely their conjunction. Then, under
our assumptions, none of the primitive sentences of T2 is isolated, and T2, though
equivalent to T1, is qualified as significant by (4.1). In order to do justice to the intent
of (4.1), we would therefore have to lay down the following stricter requirement:

(4.2) A theoretical system is cognitively significant if and only if it is partially
interpreted to such an extent that in no system equivalent to it at least one primitive
sentence is isolated.

Let us apply this requirement to some theoretical system whose postulates include
the two sentences S1 and 52 considered before, and whose other postulates do not
contain ‘Q’ at all. Since the sentences 51 and 52 together entail the sentence O, the set
consisting of S1 and S2 is logically equivalent to the set consisting of S1, 52, and O.
Hence, if we replace the former set by the latter, we obtain a theoretical system
equivalent to the given one. In this new system, both 51 and 52 are isolated since, as
can be shown, their removal does not affect the explanatory and predictive power of
the system in reference to observable phenomena. To put it intuitively, the systematic
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power of 51 and 52 is the same as that of O. Hence, the original system is disqualified
by (4.2). From the view-point of a strictly sensationalist positivism as perhaps en-
visaged by Mach, this result might be hailed as a sound repudiation of theories making
reference to fictitious entities, and as a strict insistence on theories couched exclusively
in terms of observables. But from a contemporary vantage point, we shall have to say
that such a procedure overlooks or misjudges the important function of constructs in
scientific theory: The history of scientific endeavor shows that if we wish to arrive at
precise, comprehensive, and well-confirmed general laws, we have to rise above the
level of direct observation. Thc phenomena directly accessible to our experience are
not connected by general laws of great scope and rigor. Theoretical constructs are
needed for the formulation of such higher-level laws. One of the most important
functions of a well-chosen construct is its potential ability to serve as a constituent in
ever new general connections that may be discovered; and to such connections we
would blind ourselves if we insisted on banning from scientific theories all those terms
and sentences which could be “dispensed with” in the sense indicated in (4.2). In
following such a narrowly phenomenalistic or positivistic course, we would deprive
ourselves of the tremendous fertility of theoretical constructs, and we would often
render the formal structure of the expurgated theory clumsy and inefficient.

Criterion (4.2), then, must be abandoned, and considerations such as those outlined
in this paper seem to lend strong support to the conjecture that no adequate alternative
to it can be found; i.e, that it is not possible to formulate general and precise criteria
which would separate those partially interpreted systems whose isolated sentences
might be said to have a significant function from those in which the isolated sentences
are, so to speak, mere useless appendages.

We concluded earlier that cognitive significance in the sense intended by recent
empiricism and operationism can at best be attributed to sentences forming a theoreti-
cal system, and perhaps rather to such systems as wholes. Now, rather than try to
replace (4.2) by some alternative, we will have to recognize further that cognitive
significance in a system is a matter of degree: Significant systems range from those
whose entire extralogical vocabulary consists of observation terms, through theories
whose formulation relies heavily on theoretical constructs, on to systems with hardly
any bearing on potential empirical findings. Instead of dichotomizing this array into
significant and nonsignificant systems it would seem less arbitrary and more promising
to appraise or compare different theoretical systems in regard to such characteristics as
these:

a. the clarity and precision with which the theories are formulated, and with
which the logical relationships of their elements to each other and to expressions
couched in observational terms have been made explicit;

b. the systematic, i.e., explanatory and predictive, power of the systems in regard
to observable phenomena;

c. the formal simplicity of the theoretical system with which a certain systematic

power is attained;
d. the extent to which the theories have been confirmed by experiential evidence.

Many of the speculative philosophical approaches to cosmology, biology or his-
tory, for example, would make a poor showing on practically all of these counts and
would thus prove no matches to available rival theories, or would be recognized as so
unpromising as not to warrant further study or development.

If the procedure here suggested is to be carried out in detail, so as to become
applicable also in less obvious cases, then it will be necessary, of course, to develop
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general standards, and theories pertaining to them, for the appraisal and comparison of
theoretical systems in the various respects just mentioned. To what extent this can be
done with rigor and precision cannot well be judged in advance. In recent years, a
considerable amount of work has been done towards a definition and theory of the
concept of degree of confirmation, or logical probability, of a theoretical system;?* and
several contributions have been made towards the clarification of some of the other
ideas referred to above.?? The continuation of this research represents a challenge for
further constructive work in the logical and methodological analysis of scientific
knowledge.

Notes

This essay combines, with certain omissions and some other changes, the contents of two articles:
“Problems and Changes in the Empiricist Criterion of Meaning.” Revue Internationale de Philosophie No. 11,
pp- 41-63 (January, 1950); and “The Concept of Cognitive Significance: A Reconsideration,” Proceedings
of the American Academy of Arts and Sciences 80, No. 1, pp. 61-77 (1951). This material is reprinted with
kind permission of the Director of Revue Internationale de Philosophie and of the American Academy of Arts
and Sciences.

1. Observation sentences of this kind belong to what Carnap has called the thing-language, cf., eg.,
(1938), pp. 52—53. That they are adequate to formulate the data which serve as the basis for empirical
tests is clear in particular for the intersubjective testing procedures used in science as well as in large
areas of empirical inquiry on the commonsense level. In epistemological discussions, it is frequently
assumed that the ultimate evidence for beliefs about empirical matters consists in perceptions and
sensations whose description calls for a phenomenalistic type of language. The specific problems
connected with the phenomenalistic approach cannot be discussed here; but it should be mentioned
that at any rate all the critical considerations presented in this article in regard to the testability
criterion are applicable, mutatis mutandis, to the case of a phenomenalistic basis as well.

2. Originally, the permissible evidence was meant to be restricted to what is observable by the speaker
and perhaps his fellow beings during their lifetimes. Thus construed, the criterion rules out, as
cognitively meaningless, all statements about the distant future or the remote past, as has been
pointed out, among others, by Ayer (1946), chapter I; by Pap (1949), chapter 13, esp. pp. 333 f; and
by Russell (1948), pp. 445-47. This difficulty is avoided, however, if we permit the evidence
to consist of any finite set of “logically possible observation data,” each of them formulated in an
observation sentence. Thus, e.g., the sentence S;, “The tongue of the largest dinosaur in New York’s
Museum of Natural History was blue or black” is completely verifiable in our sense; for it is a logical
consequence of the sentence 5,, “The tongue of the largest dinosaur in New York’s Museum of
Natural History was blue”; and this is an observation sentence, in the sense just indicated.

And if the concept of verifiability in principle and the more general concept of confirmability in
principle, which will be considered later, are construed as referring to logically possible evidence as
expressed by observation sentences, then it follows similarly that the class of statements which are
verifiable, or at least confirmable, in principle include such assertions as that the planet Neptune and
the Antarctic continent existed before they were discovered, and that atomic warfare, if not checked,
will lead to the extermination of this planet. The objections which Russell (1948), pp. 445 and 447,
raises against the verifiability criterion by reference to those examples do not apply therefore if the
criterion is understood in the manner here suggested. Incidentally, statements of the kind mentioned
by Russell, which are not actually verifiable by any human being, were explicitly recognized as
cognitively significant already by Schlick (1936), Part V, who argued that the impossibility of
verifying them was “merely empirical” The characterization of verifiability with the help of the
concept of observation sentence as suggested here might serve as a more explicit and rigorous
statement of that conception.

3. As has frequently been emphasized in the empiricist literature, the term “verifiability” is to indicate,
of course, the conceivability, or better, the logical possibility, of evidence of an observational kind
which, if actually encountered, would constitute conclusive evidence for the given sentence; it is not
intended to mean the technical possibility of performing the tests needed to obtain such evidence, and
even less the possibility of actually finding directly observable phenomena which constitute con-
clusive evidence for that sentence—which would be tantamount to the actual existence of such
evidence and would thus imply the truth of the given sentence. Analogous remarks apply to the terms
“falsifiability” and “confirmability.” This point has clearly been disregarded in some critical discussions
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of the verifiability criterion. Thus, e.g., Russell (1948), p. 448 construes verifiability as the actual
existence of a set of conclusively verifying occurrences. This conception, which has never been
advocated by any logical empiricist, must naturally turn out to be inadequate since according to it the
empirical meaningfulness of a sentence could not be established without gathering empirical evidence,
and moreover enough of it to permit a conclusive proof of the sentence in question! It is not
surprising, therefore, that his extraordinary interpretation of verifiability leads Russell to the conclu-
sion: “In fact, that a proposition is verifiable is itself not verifiable” (Lc.). Actually, under the empiricist
interpretation of complete verifiability, any statement asserting the verifiability of some sentence S
whose text is quoted, is either analytic or contradictory; for the decision whether there exists a class
of observation sentences which entail S, i.e., whether such observation sentences can be formulated,
no matter whether they are true or false—that decision is a purely logical matter.

. The arguments here adduced against the verifiability criterion also prove the inadequacy of a view

closely related to it, namely that two sentences have the same cognitive significance if any set of
observation sentences which would verify one of them would also verify the other, and conversely.
Thus, e.g., under this criterion, any two general laws would have to be assigned the same cognitive
significance, for no general law is verified by any set of observation sentences. The view just referred
to must be clearly distinguished from a position which Russell examines in his critical discussion of
the positivistic meaning criterion. It is “the theory that two propositions whose verified consequences
are identical have the same significance” (1948), p. 448. This view is untenable indeed, for what
consequences of a statement have actually been verified at a given time is obviously a matter
of historical accident which cannot possibly serve to establish identity of cognitive significance. But
1 am not aware that any logical empiricist ever subscribed to that “theory.”

. (1936, 1946), Chap. 1. The case against the requirements of verifiability and of falsfiability, and in favor

of a requirement of partial confirmability and disconfirmability, is very clearly presented also by Pap
(1949), chapter 13.

. (1946), 2d ed., pp. 11-12.
. This restriction is expressed in recursive form and involves no vicious circle. For the full statement of

Avyer’s criterion, see Ayer (1946), p. 13.

. Church (1949). An alternative criterion recently suggested by O’Connor (1950) as a revision of

Ayer’s formulation is subject to a slight variant of Church’s stricture: It can be shown that if there are
three observation sentences none of which entails any of the others, and if S is any noncompound
sentence, then either S or ~ S is significant under O’Connor’s criterion.

. An extralogical term is one that does not belong to the specific vocabulary of logic. The following

phrases, and those definable by means of them, are typical examples of logical terms: ‘not’, ‘or’, ‘if ...
then’, ‘all, 'some’, ... is an element of class ...". Whether it is possible to make a sharp theoretical
distinction between logical and extra-logical terms is a controversial issue related to the problem of
discriminating between analytic and synthetic sentences. For the purpose at hand, we may simply
assume that the logical vocabularly is given by enumeration.

For a detailed exposition and critical discussion of this idea, see H. Feigl's stimulating and enlightening
article (1950).

Ct. (1936—-37), especially section 7.

On this subject, see for example Langford (1941); Lewis (1946), pp. 210—30; Chisholm (1946);
Goodman (1947); Reichenbach (1947), Chapter VIII; Hempel and Oppenheim (1948), Part I1I; Popper
(1949); and especially Goodman’s further analysis (1955).

Cf. Carnap, loc. cit. note 11. For a brief elementary presentation of the main idea, see Carnap (1938),
Part III. The sentence R here formulated for the predicate ‘F illustrates only the simplest type of
reduction sentence, the so-called bilateral reduction sentence.

Cf. the analysis in Carnap (1936-37), especially section 15; also see the briefer presentation of the
liberalized point of view in Carnap (1938).

This is not strictly correct. For a more circumspect statement, see note 12 in “A Logical Appraisal of
Operationism” and the fuller discussion in section 7 of the essay “The Theoretician's Dilemma.”

The interpretation of formal theories has been studied extensively by Reichenbach, especially in his
pioneer analyses of space and time in classical and in relativistic physics. He describes such interpreta-
tion as the establishment of coordinating definitions (Zuordnungsdefintionen) for certain terms of the
formal theory. See, for example, Reichenbach (1928). More recently, Northrop [cf. (1947), Chap. VII,
and also the detailed study of the use of deductively formulated theories in science, ibid., Chaps. IV,
V, V1] and H. Margenau [cf., for example, (1935)] have discussed certain aspects of this process under
the title of epistemic correlation.

A somewhat fuller account of this type of interpretation may be found in Carnap (1939), §24. The
articles by Spence (1944) and by MacCorquodale and Meehl (1948) provide enlightening illustrations
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of the use of theoretical constructs in a field outside that of the physical sciences, and of the difficulties
encountered in an attempt to analyze in detail their function and interpretation.

18. Cf. Carnap (1936—37), especially sections 8 and 10.

19. Camap (1936-37), p. 452.

20. The sentence O is what Carnap calls the representative sentence of the couple consisting of the sentences
$1 and S2; see (1936—37), pp. 450—53.

21. Cf, for example, Carnap (1945)1 and (1945)2, and especially (1950). Also see Helmer and Oppenheim
(1945).

22. On simplicity, cf. especially Popper (1935), Chap. V; Reichenbach (1938), § 42; Goodman (1949)1,
(1949)2, (1950); on explanatory and predictive power, cf. Hempel and Oppenheim (1948), Part IV.
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Chapter 4
Empiricism, Semantics, and Ontology
Rudolf Carnap

1. The Problem of Abstract Entities

Empiricists are in general rather suspicious with respect to any kind of abstract entities
like properties, classes, relations, numbers, propositions, etc. They usually feel much
more in sympathy with nominalists than with realists (in the medieval sense). As far as
possible they try to avoid any reference to abstract entities and to restrict themselves
to what is sometimes called a nominalistic language, i.e., one not containing such
references. However, within certain scientific contexts it seems hardly possible to
avoid them. In the case of mathematics, some empiricists try to find a way out by
treating the whole of mathematics as a mere calculus, a formal system for which no
interpretdtion is given or can be given. Accordingly, the mathematician is said to speak
not about numbers, functions, and infinite classes, but merely about meaningless
symbols and formulas manipulated according to given formal rules. In physics it is
more difficult to shun the suspected entities, because the language of physics serves for
the communication of reports and predictions and hence cannot be taken, as a mere
calculus. A physicist who is suspicious of abstract entities may perhaps try to declare
a certain part of the language of physics as uninterpreted and uninterpretable, that part
which refers to real numbers as space-time coordinates or as values of physical magni-
tudes, to functions, limits, etc. More probably he will just speak about all these things
like anybody else but with an uneasy conscience, like a man who in his everyday life
does with qualms many things which are not in accord with the high moral principles
he professes on Sundays. Recently the problem of abstract entities has arisen again in
connection with semantics, the theory of meaning and truth. Some semanticists say
that certain expressions designate certain entities, and among these designated entities
they include not only concrete material things but also abstract entities, e.g., properties
as designated by predicates and propositions as designated by sentences. Others
object strongly to this procedure as violating the basic principles of empiricism and
leading back to a metaphysical ontology of the Platonic kind.

It is the purpose of this article to clarify this controversial issue. The nature and
implications of the acceptance of a language referring to abstract entities will first be
discussed in general; it will be shown that using such a language does not imply
embracing a Platonic ontology but is perfectly compatible with empiricism and strictly
scientific thinking. Then the special question of the role of abstract entities in semantics
will be discussed. It is hoped that the clarification of the issue will be useful to those
who would like to accept abstract entities in their work in mathematics, physics,
semantics, or any other field; it may help them to overcome nominalistic scruples.

Reprinted from Meaning and Necessity, enlarged edition (Chicago: University of Chicago Press, 1956),
pp. 205—221, by permission of the publisher. Copyright 1956 by University of Chicago Press.
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2. Linguistic Frameworks

Are there properties, classes, numbers, propositions? In order to understand more
clearly the nature of these and related problems, it is above all necessary to recognize
a fundamental distinction between two kinds of questions concerning the existence or
reality of entities. If someone wishes to speak in his language about a new kind of
entities, he has to introduce a system of new ways of speaking, subject to new rules;
we shall call this procedure the construction of a linguistic framework for the new
entities in question. And now we must distinguish two kinds of questions of existence:
first, questions of the existence of certain entities of the new kind within the framework;
we call them internal guestions; and second, questions concerning the existence or
reality of the system of entities as a whole, called external questions. Internal questions and
possible answers to them are formulated with the help of the new forms of expressions.
The answers may be found either by purely logical methods or by empirical methods,
depending upon whether the framework is a logical or a factual one. An external
question is of a problematic character which is in need of closer examination.

The world of things. Let us consider as an example the simplest kind of entities dealt
with in the everyday language: the spatio-temporally ordered system of observable
things and events. Once we have accepted the thing language with its framework for
things, we can raise and answer internal questions, e.g., “Is there a white piecé of paper
on my desk?”, “Did King Arthur actually live?”, “Are unicorns and centaurs real or
merely imaginary?”’, and the like. These queshons are to be answered by empirical
investigations. Results of observations are evaluated according to certain rules as
confirming or disconfirming evidence for possible answers. (This evaluation is usually
carried out, of course, as a matter of habit rather than a deliberate, rational procedure.
But it is possible, in a rational reconstruction, to lay down explicit rules for the
evaluation. This is one of the main tasks of a pure, as distinguished from a psycho-
logical, epistemology.) The concept of reality occurring in these internal questions is
an empirical, scientific, nonmetaphysical concept. To recognize something as a real
thing or event means to succeed in incorporating it into the system of things at a
particular space-time position so that it fits together with the other things recognized
as real, according to the rules of the framework.

From these questions we must distinguish the external question of the reality of the
thing world itself. In contrast to the former questions, this question is raised neither by
the man in the street nor by scientists, but only by philosophers. Realists give an
affirmative answer, subjective idealists a negative one, and the controversy goes on for
centuries without ever being solved. And it cannot be solved because it is framed in a
wrong way. To be real in the scientific sense means to be an element of the system;
hence this concept cannot be meaningfully applied to the system itself. Those who
raise the question of the reality of the thing world itself have perhaps in mind not a
theoretical question as their formulation seems to suggest, but rather a practical
question, a matter of a practical decision concerning the structure of our language. We
have to make the choice whether or not to accept and use the forms of expression in
the framework in question.

In the case of this particular example, there is usually no deliberate choice because
we all have accepted the thing language early in our lives as a matter of course.
Nevertheless, we may regard it as a matter of decision in this sense: we are free to
choose to continue using the thing language or not; in the latter case we could restrict
ourselves to a language of sense-data and other “phenomenal” entities, or construct an
altenative to the customary thing language with another structure, or, finally, we
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could refrain from speaking. If someone decides to accept the thing language there is
no objection against saying that he has accepted the world of things. But this must not
be interpreted as if it meant his acceptance of a belief in the reality of the thing world;
there is no such belief or assertion or assumption, because it is not a theoretical
question. To accept the thing world means nothing more than to accept a certain form
of language, in other words, to accept rules for forming statements and for testing,
accepting, or rejecting them. The acceptance of the thing language leads, on the basis
of observations made, also to the acceptance, belief, and assertion of certain state-
ments. But the thesis of the reality of the thing world cannot be among these state-
ments, because it cannot be formulated in the thing language or, it seems, in any other
theoretical language.

The decision of accepting the thing language, although itself not of a cognitive
nature, will nevertheless usually be influenced by theoretical knowledge, just like any
other deliberate decision concerning the acceptance of linguistic or other rules. The
purposes for which the language is intended to be used, for instance, the purpose of
communicating factual knowledge, will determine which factors are relevant for the
decision. The efficiency, fruitfulness, and simplicity of the use of the thing language
may be among the decisive factors. And the questions concerning these qualities are
indeed of a theoretical nature. But these questions cannot be identified with the
question of realism. They are not yes-no questions but questions of degree. The thing
language in the customary form works indeed with a high degree of efficiency for
most purposes of everyday life. This is a matter of fact, based upon the content of our
experiences. However, it would be wrong to describe this situation by saying: “The
fact of the efficiency of the thing language is confirming evidence for the reality of the
thing world”; we should rather say instead: “This fact makes it advisable to accept the
thing language”.

The system of numbers. As an example of a system which is of a logical rather than a
factual nature let us take the system of natural numbers. The framework for this system
is constructed by introducing into the language new expressions with suitable rules:
(1) numerals like “five” and sentence forms like “there are five books on the table”;
(2) the general term “number” for the new entities, and sentence forms like “five is a
number”; (3) expressions for properties of numbers (e.g., “odd”, “prime”), relations
(e.g. “greater than”), and functions (e.g., “plus”), and sentence forms like “two plus
three is five”; (4) numerical variables (“m”,“n”, etc.) and quantifiers for universal
sentences (“for every n,...”) and existential sentences (“there is an n such that...”)
with the customary deductive rules.

Here again there are internal questions, e.g., “Is there a prime number greater than
a hundred?” Here, however, the answers are found, not by empirical investigation
based on observations, but by logical analysis based on the rules for the new expres-
sions. Therefore the answers are here analytic, i.e., logically true.

What is now the nature of the philosophical question concerning the existence or
reality of numbers? To begin with, there is the internal question which, together with
the affirmative answer, can be formulated in the new terms, say, by “There are
numbers” or, more explicitly, “There is an n such that n is a number”. This statement
follows from the analytic statement “five is an number” and is therefore itself analytic.
Moreover, it is rather trivial (in contradistinction to a statement like “There is a prime
number greater than a million”, which is likewise analytic but far from trivial), because
it does not say more than that the new system is not empty; but this is inmediately
seen from the rule which states that words like “five” are substitutable for the new



88  Rudolf Camnap

variables. Therefore nobody who meant the question “Are there numbers?” in the
internal sense would either assert or even seriously consider a negative answer, This
makes it plausible to assume that those philosophers who treat the question of the
existence of numbers as a serious philosophical problem and offer lengthy arguments
on either side do not have in mind the internal question. And, indeed, if we were to
ask them: “Do you mean the question as to whether the framework of numbers, if we
were to accept it, would be found to be empty or not?”, they would probably reply:
“Not at all; we mean a question prior to the acceptance of the new framework”. They
might try to explain what they mean by saying that it is a question of the ontological
status of numbers; the question whether or not numbers have a certain metaphysical
characteristic called reality (but a kind of ideal reality, different from the material reality
of the thing world) or subsistence or status of “independent entities.” Unfortunately,
these philosophers have so far not given a formulation of their question in terms of the
common scientific language. Therefore our judgment must be that they have not
succeeded in giving to the external question and to the possible answers any cognitive
content. Unless and until they supply a clear cognitive interpretation, we are justified
in our suspicion that their question is a pseudo-question, that is, one disguised in the
form of a theoretical question while in fact it is nontheoretical; in the present case it is
the practical problem whether or not to incorporate into the language the new
linguistic forms which constitute the framework of numbers.

The system of propositions. New variables, “p”, “g", etc., are introduced with a rule to
the effect that any (declarative) sentence may be substituted for a variable of this kind;
this includes, in addition to the sentences of the original thing language, also all
general sentences with variables of any kind which may have been introduced into the
language. Further, the general term “proposition” is introduced. “p is a proposition”
may be defined by “p or not p” (or by any other sentence form yielding only analytic sen-
tences). Therefore, every sentence of the form “... is a proposition” (where any sentence
may stand in the place of the dots) is analytic. This holds, for example, for the sentence:

(@) “Chicago is large is a proposition”.

(We disregard here the fact that the rules of English grammar require not a sentence
but a that-clause as the subject of another sentence; accordingly, instead of (a) we
should have to say “That Chicago is large is a proposition”.)) Predicates may be
admitted whose argument expressions are sentences; these predicates may be either
extensional (e.g., the customary truth-functional connectives) or not (e.g., modal pre-
dicates like “possible”, “necessary”, etc.). With the help of the new variables, general

’

sentences may be formed, e.g.,.
(b) “For every p, either p or not-p”.
(c) “There is a p such that p is not necessary and not-p is not necessary.”
(d) “There is a p such that p is a proposition”.

(c) and (d) are internal assertions of existence. The statement “There are proposi-
tions” may be meant in the sense of (d); in this case it is analytic (since it follows from
(@)) and even trivial. If, however, the statement is meant in an external sense, then it
is noncognitive.

It is important to notice that the system of rules for the linguistic expressions of
the propositional framework (of which only a few rules have here been briefly in-
dicated) is sufficient for the introduction of the framework. Any further explanations as
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to the nature of the propositions (i.e., the elements of the system indicated, the values
of the variables “p”, “q”, etc.) are theoretically unnecessary because, if correct, they
follow from the rules. For example, are propositions mental events (as in Russell’s
theory)? A look at the rules shows us that they are not, because otherwise existential
statements would be of the form: “If the mental state of the person in question fulfills
such and such conditions, then there is a p such that ...". The fact that no references to
mental conditions occur in existential statements (like (c), (4), etc.) shows that proposi-
tions are not mental entities. Further, a statement of the existence of linguistic entities
(e.g., expressions, classes of expressions, etc.) must contain a reference to a language.
The fact that no such reference occurs in the existential statements here, shows that
propositions are not linguistic entities. The fact that in these statements no reference
to a subject (an observer or knower) occurs (nothing like: “There is a p which is
necessary for Mr. X”), shows that the propositions (and their properties, like necessity,
etc.) are not subjective. Although characterizations of these or similar kinds are, strictly
speaking, unnecessary, they may nevertheless be practically useful. If they are given,
they should be understood, not as ingredient parts of the system, but merely as
marginal notes with the purpose of supplying to the reader helpful hints or convenient
pictorial associations which may make his learning of the use of the expressions easier
than the bare system of the rules would do. Such a characterization is analogous to an
extrasystematic explanation which a physicist sometimes gives to the beginner. He
might, for example, tell him to imagine the atoms of a gas as small balls rushing around
with great speed, or the electromagnetic field and its oscillations as quasi-elastic ten-
sions and vibrations in an ether. In fact, however, all that can accurately be said about
atoms or the field is implicitly contained in the physical laws of the theories in question.?

The system of thing properties. The thing language contains words like “red”, “hard”,
“stone”, “house”, etc., which are used for describing what things are like. Now we may
introduce new variables, say “f”, “g”, etc., for which those words are substitutable and
furthermore the general term “property”. New rules are laid down which admit
sentences like “Red is a property”, “Red is a color”, “These two pieces of paper have
at least one color in common” (i.e., “There is an f such that f is a color, and ...”). The
last sentence is an internal assertion. It is of an empirical, factual nature. However, the
external statement, the philosophical statement of the reality of properties—a special
case of the thesis of the reality of universals—is devoid of cognitive content.

The systems of integers and rational numbers. Into a language containing the frame-
work of natural numbers we may introduce first the (positive and negative) integers as
relations among natural numbers and then the rational numbers as relations among
integers. This involves introducing new types of variables, expressions substitutable
for them, and the general terms “integer” and “rational number”.

The system of real numbers. On the basis of the rational numbers, the real numbers
may be introduced as classes of a special kind (segments) of rational numbers (accord-
ing to the method developed by Dedekind and Frege). Here again a new type of
variables is introduced, expressions substitutable for them (e.g., “\/i") and the general
term “real number”.

The spatio-temporal coordinate system for physics. The new entities are the space-time
points. Each is an ordered quadruple of four real numbers, called its coordinates,
consisting of three spatial and one temporal coordinates. The physical state of a
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spatio-temporal point or region is described either with the help of qualitative pre-
dicates (e.g., “hot”) or by ascribing numbers as values of a physical magnitude (e.g.,
mass, temperature, and the like). The step from the system of things (which does not
contain space-time points but only extended objects with spatial and temporal rela-
tions between them) to the physical coordinate system is again a matter of decision.
Our choice of certain features, although itself not theoretical, is suggested by theoreti-
cal knowledge, either logical or factual. For example, the choice of real numbers
rather than rational numbers or integers as coordinates is not much influenced by the
facts of experience but mainly due to considerations of mathematical simplicity. The
restriction to rational coordinates would not be in conflict with any experimental
knowledge we have, because the result of any measurement is a rational number.
However, it would prevent the use of ordinary geometry (which says, e.g., that the
diagonal of a square with the side I has the irrational value \/5) and thus lead to great
complications. On the other hand, the decision to use three rather than two or four
spatial coordinates is strongly suggested, but still not forced upon us, by the result
of common observations. If certain events allegedly observed in spiritualistic séances,
e.g. a ball moving out of a sealed box, were confirmed beyond any reasonable doubt,
it might seem advisable to use four spatial coordinates. Internal questions are here, in
general, empirical questions to be answered by empirical investigations. On the other
hand, the external questions of the reality of physical space and physical time are
pseudo-questions. A question like “Are there (really) space-time points?” is ambig-
uous. It may be meant as an internal question; then the affirmative answer is, of course,
analytic and trivial. Or it may be meant in the external sense: “Shall we introduce such
and such forms into our language?”; in this case it is not a theoretical but a practical ques-
tion, a matter of decision rather than assertion, and hence the proposed formulation
would be misleading. Or finally, it may be meant in the following sense: “Are our experi-
ences such that the use of the linguistic forms in question will be expedient and fruit-
ful?” This is a theoretical question of a factual, empirical nature. But it concerns a matter
of degree; therefore a formulation in the form “real or not?” would be inadequate.

3. What Does Acceptance of a Kind of Entities Mean?

Let us now summarize the essential characteristics of situations involving the in-
troduction of a new kind of entities, characteristics which are common to the various
examples outlined above.

The acceptance of a new kind of entities is represented in the language by the
introduction of a framework of new forms of expressions to be used according to a
new set of rules. There may be new names for particular entities of the kind in question;
but some such names may already occur in the language before the introduction of the
new framework. (Thus, for example, the thing language contains certainly words of the
type of “blue” and “house” before the framework of properties is introduced; and it
may contain words like “ten” in sentences of the form “I have ten fingers” before the
framework of numbers is introduced.) The latter fact shows that the occurrence of
constants of the type in question—regarded as names of entities of the new kind after
the new framework is introduced—is not a sure sign of the acceptance of the new kind
of entities. Therefore the introduction of such constants is not to be regarded as an
essential step in the introduction of the framework. The two essential steps are rather
the following. First, the introduction of a general term, a predicate of higher level, for
the new kind of entities, permitting us to say of any particular entity that it belongs
to this kind (e.g., “Red is a property”, “Five is a number”). Second, the introduction of
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variables of the new type. The new entities are values of these variables; the constants
(and the closed compound expressions, if any) are substitutable for the variables.®
With the help of the variables, general sentences concerning the new entities can be
formulated.

After the new forms are introduced into the language, it is possible to formulate
with their help internal questions and possible answers to them. A question of this kind
may be either empirical or logical; accordingly a true answer is either factually true or
analytic.

From the internal questions we must clearly distinguish external questions, i.e.,
philosophical questions concerning the existence or reality of the total system of the
new entities. Many philosophers regard a question of this kind as an ontological
question which must be raised and answered before the introduction of the new
language forms. The latter introduction, they believe, is legitimate only if it can be
justified by an ontological insight supplying an affirmative answer to the question of
reality. In contrast to this view, we take the position that the introduction of the new
ways of speaking does not need any theoretical justification because it does not imply
any assertion of reality. We may still speak (and have done so) of “the acceptance of
the new entities” since this form of speech is customary; but one must keep in mind
that this phrase does not mean for us anything more than acceptance of the new
framework, i.e., of the new linguistic forms. Above all, it must not be interpreted as
referring to an assumption, belief, or assertion of “the reality of the entities”. There is
no such assertion. An alleged statement of the reality of the system of entities is a
pseudo-statement without cognitive content. To be sure, we have to face at this point
an important question; but it is a practical, not a theoretical question; it is the question
of whether or not to accept the new linguistic forms. The acceptance cannot be judged
as being either true or false beause it is not an assertion. It can only be judged as being
more or less expedient, fruitful, conducive to the aim for which the language is
intended. Judgments of this kind supply the motivation for the decision of accepting
or rejecting the kind of entities.*

Thus it is clear that the acceptance of a linguistic framework must not be regarded
as implying a metaphysical doctrine concerning the reality of the entities in question.
It seems to me due to neglect of this important distinction that some contemporary
nominalists label the admission of variables of abstract types as “Platonism”® This is,
to say the least, an extremely misleading terminology. It leads to the absurd con-
sequence, that the position of everybody who accepts the language of physics with its
real number variables (as a language of communication, not merely as a calculus) would
be called Platonistic, even if he is a strict empiricist who rejects Platonic metaphysics.

A brief historical remark may here be inserted. The non-cognitive character of the
questions which we have called here external questions was recognized and empha-
sized already by the Vienna Circle under the leadership of Moritz Schlick, the group
from which the movement of logical empiricism originated. Influenced by ideas of
Ludwig Wittgenstein, the Circle rejected both the thesis of the reality of the external
world and the thesis of its irreality as pseudo-statements;® the same was the case for
both the thesis of the reality of universals (abstract entities, in our present terminology)
and the nominalistic thesis that they are not real and that their alleged names are not
names of anything but merely flatus vocis. (It is obvious that the apparent negation of
a pseudo-statement must also be a pseudo-statement.) It is therefore not correct to
classify the members of the Vienna Circle as nominalists, as is sometimes done.
However, if we look at the basic anti-metaphysical and proscientific attitude of most
nominalists (and the same holds for many materialists and realists in the modern sense),
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disregarding their occasional pseudo-theoretical formulations, then it is, of course,
true to say that the Vienna Circle was much closer to those philosophers than to their
opponents.

4. Abstract Entities in Semantics

The problem of the legitimacy and the status of abstract entities has recently again led
to controversial discussions in connection with semantics. In a semantical meaning
analysis certain expressions in a language are often said to designate (or name or
denote or signify or refer to) certain extralinguistic entities.” As long as physical things
or events (e.g., Chicago or Caesar’s death) are taken as designata (entities designated),
no serious doubts arise. But strong objections have been raised, especially by some
empiricists, against abstract entities as designata, e.g., against semantical statements of
the following kind:

(1) “The word ‘red’ designates a property of things”;

(2) “The word ‘color’ designates a property of properties of things”;
(3) “The word ‘five’ designates a number”;

(4) “The word ‘odd’ designates a property of numbers”;

(5) “The sentence ‘Chicago is large’ designates a proposition”.

Those who criticize these statements do not, of course, reject the use of the
expressions in question, like “red” or “five”; nor would they deny that these expres-
sions are meaningful. But to be meaningful, they would say, is not the same as having
a meaning in the sense of an entity designated. They reject the belief, which they
regard as implicitly presupposed by those semantical statements, that to each expres-
sion of the types in question (adjectives like “red”, numerals like “five”, etc.) there is a
particular real entity to which the expression stands in the relation of designation. This
belief is rejected as incompatible with the basic principles of empiricism or of scientific
thinking. Derogatory labels like “Platonic realism”, “hypostatization”, or “‘Fido’-Fido
principle” are attached to it. The latter is the name given by Gilbert Ryle (in his review
of my Meaning and Necessity [Philosophy, 24(1949), 69-76]) to the criticized belief,
which, in his view, arises by a naive inference of analogy: just as there is an entity well
known to me, viz. my dog Fido, which is designated by the name “Fido”, thus there
must be for every meaningful expression a particular entity to which it stands in the
relation of designation or naming, i.e., the relation exemplified by “Fido”-Fido. The
belief criticized is thus a case of hypostatization, i.e., of treating as names expressions
which are not names. While “Fido” is a name, expressions like “red”, “five”, etc., are
said not to be names, not to designate anything.

Our previous discussion concerning the acceptance of frameworks enables us now
to clarify the situation with respect to abstract entities as designata. Let us take as an
example the statement:

(@) “'Five’ designates a number”.

The formulation of this statement presupposes that our language L contains the
forms of expressions which we have called the framework of numbers, in particular,
numerical variables and the general term “number.” If L contains these forms, the
following is an analytic statement in L:

(b) “Five is a number”.
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Further, to make the statement (4) possible, L must contain an expression like
“designates” or “is a name of” for the semantical relation of designation. If suitable
rules for this term are laid down, the following is likewise analytic

(¢) “Five’ designates five”.

14 2

(Generally speaking, any expression of the form “’..." designates ...” is an analytic
statement provided the term “...” is a constant in an accepted framework. If the latter
condition is not fulfilled, the expression is not a statement.) Since (a) follows from (c)
and (b), (a) is likewise analytic.

Thus it is clear that if someone accepts the framework of numbers, then he must
acknowledge (c) and (b) and hence (@) as true statements. Generally speaking, if
someone accepts a framework for a certain kind of entities, then he is bound to admit
the entities as possible designata. Thus the question of the admissibility of entities of
a certain type or of abstract entities in general as designata is reduced to the question
of the acceptability of the linguistic framework for those entities. Both the nominalistic
critics, who refuse the status of designators or names to expressions like “red”, “five”,
etc., because they deny the existence of abstract entities and the skeptics, who express
doubts concerning the existence and demand evidence for it, treat the question of
existence as a theoretical question. They do, of course, not mean the internal question;
the affirmative answer to this question is analytic and trivial and too obvious for doubt
or denial as we have seen. Their doubts refer rather to the system of entities itself;
hence they mean the external question. They believe that only after making sure that
there really is a system of entities of the kind in question are we justified in accepting
the framework by incorporating the linguistic forms into our language. However, we
have seen that the external question is not a theoretical question but rather the
practical question whether or not to accept those linguistic forms. This acceptance is
not in need of a theoretical justification (except with respect to expediency and
fruitfulness), because it does not imply a belief or assertion. Ryle says that the “Fido"-
Fido principle is “a grotesque theory”. Grotesque or not, Ryle is wrong in calling it a
theory. It is rather the practical decision to accept certain frameworks. Maybe Ryle is
historically right with respect to those whom he mentions as previous representatives
of the principle, viz., John Stuart Mill, Frege, and Russell. If these philosophers re-
garded the acceptance of a system of entities as a theory, an assertion, they were
victims of the same old, metaphysical confusion. But it is certainly wrong to regard my
semantical method as involving a belief in the reality of abstract entities, since I reject
a thesis of this kind as a metaphysical pseudo-statement.

The critics of the use of abstract entities in semantics overlook the fundamental
difference between the acceptance of a system of entities and an internal assertion, e.g.,
an assertion that there are elephants or electrons or prime numbers greater than a
million. Whoever makes an internal assertion is certainly obliged to justify it by
providing evidence, empirical evidence in the case of electrons, logical proof in the
case of the prime numbers. The demand for a theoretical justification, correct in the
case of internal assertions, is sometimes wrongly applied to the acceptance of a
system of entities. Thus, for example, Emest Nagel (in his review of my Meaning and
Necessity [Journal of Philosophy, 45 (1948), 467—472]) asks for “evidence relevant for
affirming with warrant that there are such entities as infinitesimals or propositions”. He
characterizes the evidence required in these cases—in distinction to the empirical
evidence in the case of electrons—as “in the broad sense logical and dialectical.”
Beyond this no hint is given as to what might be regarded as relevant evidence. Some
nominalists regard the acceptance of abstract entities as a kind of superstition or myth,
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populating the world with fictitious or at least dubious entities, analogous to the belief
in centaurs or demons. This shows again the confusion mentioned, because a super-
stition or myth is a false (or dubious) internal statement.

Let us take as example the natural numbers as cardinal numbers, i.e., in contexts like
“Here are three books”. The linguistic forms of the framework of numbers, including
variables and the general term “number”, are generally used in our common language
of communication; and it is easy to formulate explicit rules for their use. Thus the
logical characteristics of this framework are sufficiently clear (while many internal
questions, i.e., arithmetical questions, are, of course, still open). In spite of this, the
controversy concerning the external question of the ontological reality of the system
of numbers continues. Suppose that one philosopher says: “I believe that there are
numbers as real entities. This gives me the right to use the linguistic forms of the
numerical framework and to make semantical statements about numbers as designata
of numerals”. His nominalistic opponent replies: “You are wrong; there are no num-
bers. The numerals may still be used as meaningful expressions. But they are not
names, there are no entities designated by them. Therefore the word “number” and
numerical variables must not be used (unless a way were found to introduce them as
merely abbreviating devices, a way of translating them into the nominalistic thing
language).” I cannot think of any possible evidence that would be regarded as relevant
by both philosophers, and therefore, if actually found, would decide the controversy
or at least make one of the opposite theses more probable than the other. (To construe
the numbers as classes or properties of the second level, according to the Frege-Russell
method, does, of course, not solve the controversy, because the first philosopher
would affirm and the second deny the existence of the system of classes or properties
of the second level.) Therefore I feel compelled to regard the external question as a
pseudo-question, until both parties to the controversy offer a common interpretation
of the question as a cognitive question; this would involve an indication of possible
evidence regarded as relevant by both sides.

There is a particular kind of misinterpretation of the acceptance of abstract entities
in various fields of science and in semantics, that needs to be cleared up. Certain early
British empiricists (e.g., Berkeley and Hume) denied the existence of abstract entities on
the ground that immediate experience presents us only with particulars, not with
universals, e.g., with this red patch, but not with Redness or Color-in-General; with this
scalene triangle, but not with Scalene Triangularity or Triangularity-in-General. Only
entities belonging to a type of which examples were to be found within immediate
experience could be accepted as ultimate constituents of reality. Thus, according to
this way of thinking, the existence of abstract entities could be asserted only if one
could show either that some abstract entities fall within the given, or that abstract
entities can be defined in terms of the types of entity which are given. Since these
empiricists found no abstract entities within the realm of sense-data, they either denied
their existence, or else made a futile attempt to define universals in terms of particulars.
Some contemporary philosophers, especially English philosophers following Bertrand
Russell, think in basically similar terms. They emphasize a distinction between the data
(that which is immediately given in consciousness, e.g., sense-data, immediately past
experiences, etc.) and the constructs based on the data. Existence or reality is ascribed
only to the data; the constructs are not real entities; the corresponding linguistic
expressions are merely ways of speech not actually designating anything (reminiscent
of the nominalists’ flatus vocis). We shall not criticize here this general conception. (As
far as it is principle of accepting certain entities and not accepting others, leaving aside
any ontological, phenomenalistic, and nominalistic pseudo-statements, there cannot be
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any theoretical objection to it.) But if this conception leads to the view that other
philosophers or scientists who accept abstract entities thereby assert or imply their
occurrence as immediate data, then such a view must be rejected as a misinterpretation.
References to space-time points, the electromagnetic field, or electrons in physics, to
real or complex numbers and their functions in mathematics, to the excitatory potential
or unconscious complexes in psychology, to an inflationary trend in economics, and
the like, do not imply the assertion that entities of these kinds occur as immediate
data. And the same holds for references to abstract entities as designata in semantics.
Some of the criticisms by English philosophers against such references give the impres-
sion that, probably due to the misinterpretation just indicated, they accuse the se-
manticist not so much of bad metaphysics (as some nominalists would do) but of bad
psychology. The fact that they regard a semantical method involving abstract entities
not merely as doubtful and perhaps wrong, but as manifestly absurd, preposterous, and
grotesque, and that they show a deep horror and indignation against this method, is
perhaps to be explained by a misinterpretation of the kind described. In fact, of course,
the semanticist does not in the least assert or imply that the abstract entities to which
he refers can be experienced as immediately given either by sensation or by a kind of
rational intuition. An assertion of this kind would indeed be very dubious psychology.
The psychological question as to which kinds of entities do and which do not occur as
immediate data is entirely irrelevant for semantics, just as it is for physics, mathe-
matics, economics, etc., with respect to the examples mentioned above.®

5. Conclusion

For those who want to develop or use semantical methods, the decisive question is
not the alleged ontological question of the existence of abstract entities but rather the
question whether the use of abstract linguistic forms or, in technical terms, the use of
variables beyond those for things (or phenomenal data), is expedient and fruitful for
the purposes for which semantical analyses are made, viz., the analysis, interpretation,
clarification, or construction of languages of communication, especially languages of
science. This question is here neither decided nor even discussed. It is not a question
simply of yes or no, but a matter of degree. Among those philosophers who have
carried out semantical analyses and thought about suitable tools for this work, begin-
ning with Plato and Aristotle and, in a more technical way on the basis of modemn
logic, with C. S. Peirce and Frege, a great majority accepted abstract entities. This does,
of course, not prove the case. After all, semantics in the technical sense is still in the
initial phases of its development, and we must be prepared for possible fundamental
changes in methods. Let us therefore admit that the nominalistic critics may possibly
be right. But if so, they will have to offer better arguments than they have so far.
Appeal to ontological insight will not carry much weight. The critics will have to show
that it is possible to construct a semantical method which avoids all references to
abstract entities and achieves by simpler means essentially the same results as the other
methods.

The acceptance or rejection of abstract linguistic forms, just as the acceptance or
rejection of any other linguistic forms in any branch of science will finally be decided
by their efficiency as instruments, tbe ratio of the results achieved to the amount and
complexity of the efforts required. To decree dogmatic prohibitions of certain linguis-
tic forms instead of testing them by their success or failure in practical use, is worse
than futile it is positively harmful because it may obstruct scientific progress. The
history of science shows examples of such prohibitions based on prejudices deriving
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from religious, mythological, metaphysical, or other irrational sources, which slowed
up the developments for shorter or longer periods of time. Let us learn from the
lessons of history. Let us grant to those who work in any special field of investigation
the freedom to use any form of expression which seems useful to them; the work in
the field will sooner or later lead to the elimination of those forms which have no
useful function. Let us be cautious in making assertions and critical in examining them, but
tolerant in permitting linguistic forms.

Notes

1. The terms “sentence” and “statement” are here used synonymously for declarative (indicative, proposi-
tional) sentences.

2. In my book Meaning and Necessity (Chicago, 1947) I have developed a semantical method which takes
propositions as entities designated by sentences (more specifically, as intensions of sentences). In order
to facilitate the understanding of the systematic development, 1 added some informal, extrasystematic
explanations concerning the nature of propositions. I said that the term “proposition” “is used neither
for a linguistic expression nor for a subjective, mental occurrence, but rather for something objective
that may or may not be exemplified in nature ... . We apply the term ‘proposition’ to any entities of
a certain logical type, namely, those that may be expressed by (declarative) sentences in a language”
{p- 27). After some more detailed discussions concerning the relation between propositions and facts,
and the nature of false propositions, 1 added: “It has been the purpose of the preceding remarks to
facilitate the understanding of our conception of propositions. If, however, a reader should find these
explanations more puzzling than clarifying, or even unacceptable, he may disregard them” (p. 31) (that
is, disregard these extrasystematic explanations, not the whole theory of the propositions as intensions
of sentences, as one reciewer understood). In spite of this warning, it seems that some of those readers
who were puzzled by the explanations, did not disregard them but thought that by raising objections
against them they could refute the theory. This is analogous to the procedure of some laymen who by
(correctly) criticizing the ether picture or other visualizations of physical theories, thought they had
refuted those theories. Perhaps the discussions in the present paper will help in clarifying the role of
the system of linguistic rules for the introduction of a framework for entities on the one hand, and that
of extrasystematic explanations concerning the nature of the entities on the other.

3. W. V. Quine was the first to recognize the importance of the introduction of variables as indicating the
acceptance of entities. “The ontology to which one’s use of language commits him comprises simply
the objects that he treats as falling ... within the range of values of his variables” “Notes on Existence
and Necessity,” Journal of Philosophy, 40 (1943), 118. Compare Quine, “Designation and Existence,”
Journal of Philosophy, 36 (1939), 701-709, and “On Universals,” Journal of Symbolic Logic, 12 (1947),
74—84.

4. For a closely related point of view on these questions see the detailed discussions in Herbert Feigl,
“Existential Hypotheses,” Philosophy of Science, 17 (1950), 35—62.

5. Paul Bernays, “Sur le platonisme dans les mathématiques,” L'Enseignement math., 34 (1935), 52—-69. W.
V. Quine, see previous footnote and a recent paper [“On What There Is,” Review of the Metaphysics, 2
(1948), 21-38.]. Quine does not acknowledge the distinction which I emphasize above, because
according to his general conception there are no sharp boundary lines between logical and factual truth,
between questions of meaning and questions of fact, between the acceptance of a language structure
and the acceptance of an assertion formulated in the language. This conception, which seems to deviate
considerably from customary ways of thinking, will be explained in his article [Semantics]. When Quine
in the article [What] classifies my logicistic conception of mathematics (derived from Frege and Russell)
as “platonic realism” (p. 33), this is meant (according to a personal communication from him) not as
ascribing to me agreement with Plato’s metaphysical doctrine of universals, but merely as referring to
the fact that I accept a language of mathematics containing variables of higher levels. With respect to
the basic attitude to take in choosing a language form (an “ontology” in Quine’s terminology, which
seems to me misleading), there appears now to be agreement between us: “the obvious counsel is
tolerance and an experimental spirit” ([What], p. 38).

6. See Carnap, Scheinprobleme in der Philosophie; das Fremdpsychische und der Realismusstreit, Berlin, 1928.
Moritz Schlick, Positivismus and Realismus, reprinted in Gesammelte Aufsitze, Wien, 1938.

7. See [I; Meaning and Necessity (Chicago, 1947). The distinction I have drawn in the latter book between
the method of the name-relation and the method of intension and extension is not essential for our
present discussion. The term “designation” is used in the present article in a neutral way; it may be
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understood as referring to the name-relation or to the intension-relation or to the extension-relation or
to any similar relations used in other semantical methods.

8. Wilfrid Sellars (“Acquaintance and Description Again,” in Journal of Philos., 46 (1949), 496—504; see
Pp- 502 f) analyzes clearly the roots of the mistake “of taking the designation relation of semantic
theory to be a reconstruction of being present to an experience”.



Chapter 5
Selections from The Logic of Scientific Discovery
Karl Popper

A. SCIENTIFIC METHOD (1934)

The theory to be developed in the following pages stands directly opposed to all
attempts to operate with the ideas of inductive logic. It might be described as the
theory of the deductive method of testing, or as the view that a hypothesis can only be
empirically tested—and only after it has been advanced.

Before 1 can elaborate this view (which might be called ‘deductivism’, in contrast to
‘inductivism’!) I must first make clear the distinction between the psychology of knowl-
edge which deals with empirical facts, and the logic of knowledge which is concerned
only with logical relations. For the belief in inductive logic is largely due to a confusion
of psychological problems with epistemological ones. It may be worth noticing, by the
way, that this confusion spells trouble not only for the logic of knowledge but for its
psychology as well.

1 Elimination of Psychologism

I said above that the work of the scientist consists in putting forward and testing
theories.

The initial stage, the act of conceiving or inventing a theory, seems to me neither
to call for logical analysis nor to be susceptible of it. The question how it happens that
a new idea occurs to a man—whether it is a musical theme, a dramatic conflict, or a
scientific theory—may be of great interest to empirical psychology; but it is irrelevant
to the logical analysis of scientific knowledge. This latter is concerned not with
questions of fact (Kant's quid facti?), but only with questions of justification or validity
(Kant's quid juris?). Its questions are of the following kind. Can a statement be justified?
And if so, how? Is it testable? Is it logically dependent on certain other statements? Or
does it perhaps contradict them? In order that a statement may be logically examined
in this way, it must already have been presented to us. Someone must have formulated
it, and submitted it to logical examination.

Accordingly 1 shall distinguish sharply between the process of conceiving a new
idea, and the methods and results of examining it logically. As to the task of the logic
of knowledge—in contradistinction to the psychology of knowledge—I shall proceed
on the assumption that it consists solely in investigating the methods employed in
those systematic tests to which every new idea must be subjected if it is to be seriously
entertained.

From The Logic of Scientific Discovery, copyright 1959 by Karl Popper. 13th impression 1987 Unwin
Hyman (London). Editorial arrangement by David Miller, Popper Selections (Princeton University Press,
1985), pp. 133—161, copyright 1985 by David Miller for editorial arrangement. Reprinted by permission.
[Ed. note: All internal references in this chapter of the anthology are to Popper Selections.)
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Some might object that it would be more to the purpose to regard it as the business
of epistemology to produce what has been called a ‘rational reconstruction’ of the steps
that have led the scientist to a discovery—to the finding of some new truth. But the
question is: what, precisely, do we want to reconstruct? If it is the processes involved
in the stimulation and release of an inspiration which are to be reconstructed, then I
should refuse to take it as the task of the logic of knowledge. Such processes are the
concern of empirical psychology but hardly of logic. It is another matter if we want to
reconstruct rationally the subsequent tests whereby the inspiration may be discovered
to be a discovery, or become known to be knowledge. In so far as the scientist critically
judges, alters, or rejects his own inspiration we may, if we like, regard the methodo-
logical analysis undertaken here as a kind of ‘rational reconstruction’ of the correspond-
ing thought processes. But this reconstruction would not describe these processes as
they actually happen: it can give only a logical skeleton of the procedure of testing.
Still, this is perhaps all that is meant by those who speak of a ‘rational reconstruction’
of the ways in which we gain knowledge.

It so happens that my arguments here are quite independent of this problem.
However, my view of the matter, for what it is worth, is that there is no such thing as
a logical method of having new ideas, or a logical reconstruction of this process. My
view may be expressed by saying that every discovery contains ‘an irrational element’,
or ‘a creative intuition’, in Bergson’s sense. In a similar way Einstein speaks of the
‘search for those highly universal laws ... from which a picture of the world can be
obtained by pure deduction. There is no logical path’, he says, ‘leading to these ...
laws. They can only be reached by intuition, based upon something like an intellectual
love (‘Einfiihlung’) of the objects of experience.’?

1 Deductive Testing of Theories

According to the view that will be put forward here, the method of critically testing
theories, and selecting them according to the results of tests, always proceeds on the
following lines. From a new idea, put up tentatively, and not yet justified in any way—
an anticipation, a hypothesis, a theoretical system, or what you will—conclusions are
drawn by means of logical deduction. These conclusions are then compared with one
another and with other relevant statements, so as to find what logical relations (such
as equivalence, derivability, compatibility, or incompatibility) exist between them.

We may if we like distinguish four different lines along which the testing of a theory
could be carried out. First there is the logical comparison of the conclusions among
themselves, by which the internal consistency of the system is tested. Secondly, there
is the investigation of the logical form of the theory, with the object of determining
whether it has the character of an empirical or scientific theory, or whether it is, for
example, tautological. Thirdly, there is the comparison with other theories, chiefly with
the aim of determining whether the theory would constitute a scientific advance
should it survive our various tests. And finally, there is the testing of the theory by
way of empirical applications of the conclusions which can be derived from it.

The purpose of this last kind of test is to find out how far the new consequences of
the theory—whatever may be new in what it asserts—stand up to the demands of
practice, whether raised by purely scientific experiments, or by practical technological
applications. Here too the procedure of testing turns out to be deductive. With the
help of other statements, previously accepted, certain singular statements—which we
may call ‘predictions’'—are deduced from the theory; especially predictions that are
easily testable or applicable. From among these statements, those are selected which
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are not derivable from the current theory, and more especially those which the current
theory contradicts. Next we seek a decision as regards these (and other) derived
statements by comparing them with the results of practical applications and experi-
ments. If this decision is positive, that is, if the singular conclusions turn out to be
acceptable, or verified, then the theory has, for the time being, passed its test: we have
found no reason to discard it. But if the decision is negative, or in other words, if the
conclusions have been falsified, then their falsification also falsifies the theory from
which they were logically deduced.

It should be noticed that a positive decision can only temporarily support the
theory, for subsequent negative decisions may always overthrow it. So long as a
theory withstands detailed and severe tests and is not superseded by another theory
in the course of scientific progress, we may say that it has ‘proved its mettle’ or that it
is ‘corroborated’® by past experience.

Nothing resembling inductive logic appears in the procedure here outlined. I never
assume that we can argue from the truth of singular statements to the truth of theories.
I never assume that by force of ‘verified’ conclusions, theories can be established as
‘true’, or even as merely ‘probable’. And a more detailed analysis of the methods of
deductive testing shows that all the problems can be dealt with that are usually called
‘epistemological’. Those problems, more especially, to which inductive logic gives rise,
can be eliminated without creating new ones in their place.

m Why Methodological Decisions Are Indispensable

In accordance with my proposal made above, epistemology, or the logic of scientific
discovery, should be identified with the theory of scientific method. The theory of
method, in so far as it goes beyond the purely logical analysis of the relations between
scientific statements, is concerned with the choice of methods—with decisions about
the way in which scientific statements are to be dealt with. These decisions will of
course depend in their turn upon the aim which we choose from among a number of
possible aims. The decision here proposed for laying down suitable rules for what I call
the ‘empirical method’ is closely connected with my criterion of demarcation [see
selection 8 section 1 above]: I propose to adopt such rules as will ensure the testability
of scientific statements; which is to say, their falsifiability.

What are rules of scientific method, and why do we need them? Can there be a theory
of such rules, a methodology?

The way in which one answers these questions will largely depend upon one’s
attitude to science. Those who, like the positivists, see empirical science as a system of
statements which satisfy certain logical criteria, such as meaningfulness or verifiability,
will give one answer. A very different answer will be given by those who tend to see
(as I do) the distinguishing characteristic of empirical statements in their susceptibility
to revision—in the fact that they can be criticized, and superseded by better ones; and
who regard it as their task to analyse the characteristic ability of science to advance,
and the characteristic manner in which a choice is made, in crucial cases, between
conflicting systems of theories.

I'am quite ready to admit that there is a need for a purely logical analysis of theories,
for an analysis which takes no account of how they change and develop. But this kind
of analysis does not elucidate those aspects of the empirical sciences which I, for one,
so highly prize. A system such as classical mechanics may be ‘scientific’ to any degree
you like; but those who uphold it dogmatically—believing, perhaps, that it is their
business to defend such a successful system against criticism as long as it is not
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conclusively disproved—are adopting the very reverse of that critical attitude which in
my view is the proper one for the scientist. In point of fact, no conclusive disproof of
a theory can ever be produced; for it is always-possible to say that the experimental
results are not reliable, or that the discrepancies which are asserted to exist between
the experimental results and the theory are only apparent and that they will disappear
with the advance of our understanding. (In the struggle against Einstein, both these
arguments were often used in support of Newtonian mechanics, and similar arguments
abound in the field of the social sciences.) If you insist on strict proof (or strict disproof)
in the empirical sciences, you will never benefit from experience, and never learn from
it how wrong you are.

If therefore we characterize empirical science merely by the formal or logical struc-
ture of its statements, we shall not be able to exclude from it that prevalent form of
metaphysics which results from elevating an obsolete scientific theory into an in-
controvertible truth.

Such are my reasons for proposing that empirical science should be characterized by
its methods: by our manner of dealing with scientific systems: by what we do with
them and what we do to them. Thus I shall try to establish the rules, or if you will the
norms, by which the scientist is guided when he is engaged in research or in discovery,
in the sense here understood.

v The Naturalistic Approach to the Theory of Method

The hint I gave in the previous section as to the deepseated difference between my
position and that of the positivists is in need of some amplification.

The positivist dislikes the idea that there should be meaningful problems outside the
field of ‘positive’ empirical science—problems to be dealt with by a genuine philosoph-
ical theory. He dislikes the idea that there should be a genuine theory of knowledge,
an epistemology or a methodology.* He wishes to see in the alleged philosophical
problems mere ‘pseudoproblems’ or ‘puzzles’. Now this wish of his—which, by the
way, he does not express as a wish or a proposal but rather as a statement of fact—can
always be gratified. For nothing is easier than to unmask a problem as ‘meaningless’ or
‘pseudo’. All you have to do is to fix upon a conveniently narrow meaning for ‘mean-
ing’, and you will soon be bound to say of any inconvenient question that you are
unable to detect any meaning in it. Moreover, if you admit as meaningful none except
problems in natural science, any debate about the concept of ‘meaning’ will also turn
out to be meaningless. The dogma of meaning, once enthroned, is elevated forever
above the battle. It can no longer be attacked. It has become (in Wittgenstein’s own
words) ‘unassailable and definitive’.*

The controversial question whether philosophy exists, or has any right to exist, is
almost as old as philosophy itself. Time and again an entirely new philosophical
movement arises which finally unmasks the old philosophical problems as pseudo-
problems, and which confronts the wicked nonsense of philosophy with the good
sense of meaningful, positive, empirical, science. And time and again do the despised
defenders of ‘traditional philosophy’ try to explain to the leaders of the latest posi-
tivistic assault that the main problem of philosophy is the critical analysis of the appeal
to the authority of ‘experience’®—precisely that ‘experience’ which every latest dis-
coverer of positivism is, as ever, artlessly taking for granted. To such objections,
however, the positivist only replies with a shrug: they mean nothing to him, since they
do not belong to empirical science, which alone is meaningful. ‘Experience’ for him is
a programme, not a problem (unless it is studied by empirical psychology).
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I do not think positivists are likely to respond any differently to my own attempts
to analyse ‘experience’ which I interpret as the method of empirical science. For only
two kinds of statement exist for them: logical tautologies and empirical statements. If
methodology is not logic, then, they will conclude, it must be a branch of some
empirical science—the science, say, of the behaviour of scientists at work.

This view, according to which methodology is an empirical science in its turn—a
study of the actual behaviour of scientists, or of the actual procedure of ‘science’—may
be described as ‘naturalistic. A naturalistic methodology (sometimes called an ‘induc-
tive theory of science’”) has its value, no doubt. A student of the logic of science may
well take an interest in it, and learn from it. But what I call ‘methodology’ should not be
taken for an empirical science. I do not believe that it is possible to decide, by using
the methods of an empirical science, such controversial questions as whether science
actually uses a principle of induction or not. And my doubts increase when I remember
that what is to be called a ‘science’ and who is to be called a ‘scientist’ must always
remain a matter of convention or decision.

I believe that questions of this kind should be treated in a different way. For
example, we may consider and compare two different systems of methodological rules;
one with, and one without, a principle of induction. And we may then examine
whether such a principle, once introduced, can be applied without giving rise to
inconsistencies; whether it helps us; and whether we really need it. It is this type of
inquiry which leads me to dispense with the principle of induction: not because such a
principle is as a matter of fact never used in science, but because I think that it is not
needed; that it does not help us; and that it even gives rise to inconsistencies.

Thus I reject the naturalistic view. It is uncritical. Its upholders fail to notice that
whenever they believe themselves to have discovered a fact, they have only proposed
a convention.®? Hence the convention is liable to turn into a dogma. This criticism of
the naturalistic view applies not only to its criterion of meaning, but also to its idea of

science, and consequently to its idea of empirical method.
-

v Methodological Rules as Conventions

Methodological rules are here regarded as conventions. They might be described as
the rules of the game of empirical science. They differ from the rules of pure logic
rather as do the rules of chess, which few would regard as part of pure logic: seeing
that the rules of pure logic govern transformations of linguistic formulae, the result of
an inquiry into the rules of chess could perhaps be entitled ‘The Logic of Chess’, but
hardly ‘Logic’ pure and simple. (Similarly, the result of an inquiry into the rules of the
game of science—that is, of scientific discovery—may be entitled "The Logic of
Scientific Discovery’.)

Two simple examples of methodological rules may be given. They will suffice to
show that it would be hardly suitable to place an inquiry into method on the same
level as a purely logical—inquiry.

(1) The game of science is, in principle, without end. He who decides one day
that scientific statements do not call for any further test, and that they can be
regarded as finally verified, retires from the game.

(2) Once a hypothesis has been proposed and tested, and has proved its mettle,
it may not be allowed to drop out without ‘good reason’. A ‘good reason’ may
be, for instance: replacement of the hypothesis by another which is better
testable; or the falsification of one of the consequences of the hypothesis.”
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These two examples show what methodological rules look like. Clearly they are
very different from the rules usually called ‘logical’. Although logic may perhaps set up
criteria for deciding whether a statement is testable, it certainly is not concerned with
the question whether anyone exerts himself to test it.

[In selection 8] I tried to define empirical science with the help of the criterion of
falsifiability; but as 1 was obliged to admit the justice of certain objections, I provided
a methodological supplement to my definition. Just as chess might be defined by the
rules proper to it, so empirical science may be defined by means of its methodological
rules. In establishing these rules we may proceed systematically. First a supreme rule is
laid down which serves as a kind of norm for deciding upon the remaining rules, and
which is thus a rule of a higher type. It is the rule which says that the other rules of
scientific procedure must be designed in such a way that they do not protect any
statement in science against falsification.

Methodological rules are thus closely connected both with other methodologi-
cal rules and with our criterion of demarcation. But the connection is not a strictly
deductive or logical one.!? It results, rather, from the fact that the rules are constructed
with the aim of ensuring the applicability of our criterion of demarcation; thus their
formulation and acceptance proceed according to a practical rule of a higher type. An
example of this has been given above (rule 1): theories which we decide not to submit
to any further test would no longer be falsifiable. It is this systematic connection pe-
tween the rules which makes it appropriate to speak of a theory of method. Admittedly
the pronouncements of this theory are, as our examples show, for the most part
conventions of a fairly obvious kind. Profound truths are not to be expected of
methodology.!! Nevertheless it may help us in many cases to clarify the logical
situation, and even to solve some far-reaching problems which have hitherto proved
intractable. One of these, for example, is the problem of deciding whether a probability
statement should be accepted or rejected.!?

It has often been doubted whether the various problems of the theory of knowledge
stand in any systematic relation to one another, and also whether they can be treated
systematically. I hope to show that these doubts are unjustified. The point is of some
importance. My only reason for proposing my criterion of demarcation is that it is
fruitful: that a great many points can be clarified and explained with its help. ‘Defini-
tions are dogmas; only the conclusions drawn from them can afford us any new
insight’, says Menger.!? This is certainly true of the definition of the concept ‘science’.
It is only from the consequences of my definition of empirical science, and from the
methodological decisions which depend upon this definition, that the scientist will be
able to see how far it conforms to his intuitive idea of the goal of his endeavours. [See
also selection 12 below.]

The philosopher too will accept my definition as useful only if he can accept its
consequences. We must satisfy him that these consequences enable us to detect in-
consistencies and inadequacies in older theories of knowledge, and to trace these back
to the fundamental assumptions and conventions from which they spring. But we must
also satisfy him that our own proposals are not threatened by the same kind of
difficulties. This method of detecting and resolving contradictions is applied also
within science itself, but it is of particular importance in the theory of knowledge. It is
by this method, if by any, that methodological conventions might be justified, and
might prove their value.!*

Whether philosophers will regard these methodological investigations as belonging
to philosophy is, I fear, very doubtful, but this does not really matter much. Yet it may
be worth mentioning in this connection that not a few doctrines which are metaphysical,
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and thus certainly philosophical, could be interpreted as typical hypostatizations of
methodological rules. An example of this is what is called ‘the principle of causality’.!®
Another example is the problem of objectivity. For the requirement of scientific
objectivity can also be interpreted as a methodological rule: the rule that only such
statements may be introduced into science as are intersubjectively testable [see selec-
tion 10, section 11, selection 11, section 1, and selection 30]. It might indeed be said that
the majority of the problems of theoretical philosophy, and the most interesting ones,
can be reinterpreted in this way as problems of method.
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have tried to take the critical path; and I have tried to show that the problems of both the classical
and the modern theory of knowledge (from Hume via Kant to Russell and Whitehead) can be traced
back to the problem of demarcation, that is to the problem of finding the criterion of the empirical
character of science.

15. See The Logic of Scientific Discovery, sections 12 and 79.

B. FALSIFICATIONISM VERSUS CONVENTIONALISM (1934)

The question whether there is such a thing as a falsifiable singular statement (or a ‘basic
statement’) will be examined later. Here I shall assume a positive answer to this
question; and I shall examine how far my criterion of demarcation is applicable to
theoretical systems—if it is applicable at all. A critical discussion of a position usually
called ‘conventionalism’ will raise first some problems of method, to be met by taking
certain methodological decisions. Next I shall try to characterize the logical properties of
those systems of theories which are falsifiable—falsifiable, that is, if our methodologi-
cal proposals are adopted.

1 Some Conventionalist Objections .

Objections are bound to be raised against my proposal to adopt falsifiability as our
criterion for deciding whether or not a theoretical system belongs to empirical science.
They will be raised, for example, by those who are influenced by the school of thought
known as ‘conventionalism’.! Some of these objections have already been touched
upon [in section v of the previous selection] they will now be considered a littie more
closely.

The source of the conventionalist philosophy would seem to be wonder at the
austerely beautiful simplicity of the world as revealed in the laws of physics. Conven-
tionalists seem to feel that this simplicity would be incomprehensible, and indeed
miraculous, if we were bound to believe, with the realists, that the laws of nature reveal
to us an inner, a structural, simplicity of our world beneath its outer appearance of
lavish variety. Kant's idealism sought to explain this simplicity by saying that it is our
own intellect which imposes its laws upon nature. Similarly, but even more boldly, the
conventionalist treats this simplicity as our own creation. For him, however, it is not
the effect of the laws of our intellect imposing themselves upon nature, thus making
nature simple; for he does not believe that nature is simple. Only the ‘laws of nature
are simple; and these, the conventionalist holds, are our own free creations; our
inventions; our arbitrary decisions and conventions. For the conventionalist, theoreti-
cal natural science is not a picture of nature but merely a logical construction. It is not
the properties of the world which determine this construction; on the contrary it is this
construction which determines the properties of an artificial world: a world of concepts
implicitly defined by the natural laws which we have chosen. It is only this world of
which science speaks.

According to this conventionalist point of view, laws of nature are not falsifiable by
observation; for they are needed to determine what an observation and, more espe-
cially, what a scientific measurement is. It is these laws, laid down by us, which form
the indispensable basis for the regulation of our clocks and the correction of our
so-called ‘rigid’ measuring rods. A clock is called ‘accurate’ and a measuring rod ‘rigid’
only if the movements measured with the help of these instruments satisfy the axioms
of mechanics which we have decided to adopt.?
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The philosophy of conventionalism deserves great credit for the way it has helped
to clarify the relations between theory and experiment. It recognized the importance,
so little noticed by inductivists, of the part played by our actions and operations,
planned in accordance with conventions and deductive reasoning, in conducting and
interpreting our scientific experiments. I regard conventionalism as a system which is
self-contained and defensible. Attempts to detect inconsistencies in it are not likely to
succeed. Yet in spite of all this I find it quite unacceptable. Underlying it is an idea of
science, of its aims and purposes, which is entirely different from mine. Whilst I do not
demand any final certainty from science (and consequently do not get it), the con-
ventionalist seeks in science ‘a system of knowledge based upon ultimate grounds’, to
use a phrase of Dingler’s. This goal is attainable; for it is possible to interpret any given
scientific system as a system of implicit definitions. And periods when science develops
slowly will give little occasion for conflict—unless purely academic—to arise between
scientists inclined towards conventionalism and others who may favour a view like the
one | advocate. It will be quite otherwise in a time of crisis. Whenever the ‘classical’
system of the day is threatened by the results of new experiments which might be
interpreted as falsifications according to my point of view, the system will appear
unshaken to the conventionalist. He will explain away the inconsistencies which may
have arisen; perhaps by blaming our inadequate mastery of the system. Or he will
eliminate them by suggesting ad hoc the adoption of certain auxiliary hypotheses, or
perhaps of certain corrections to our measuring instruments.

In such times of crisis this conflict over the aims of science will become acute. We,
and those who share our attitude, will hope to make new discoveries; and we shall
hope to be helped in this by a newly erected scientific system. Thus we shall take the
greatest interest in the falsifying experiment. We shall hail it as a success, for it has
opened up new vistas into a world of new experiences. And we shall hail it even if
these new experiences should furnish us with new arguments against our own most
recent theories. But the newly rising structure, the boldness of which we admire, is
seen by the conventionalist as a monument to the ‘total collapse of science’, as Dingler
puts it. In the eyes of the conventionalist one principle only can help us to select a
system as the chosen one from among all other possible systems: it is the principle of
selecting the simplest system—the simplest system of implicit definitions; which of
course means in practice the ‘classical’ system of the day.3

Thus my conflict with the conventionalists is not one that can be ultimately settled
merely by a detached theoretical discussion. And yet it is possible I think to extract
from the conventionalist mode of thought certain interesting arguments against my
criterion of demarcation; for instance the following. I admit, a conventionalist might
say, that the theoretical systems of the natural sciences are not verifiable, but I assert
that they are not falsifiable either. For there is always the possibility of ‘... attaining,
for any chosen axiomatic system, what is called its “correspondence with reality”’;*
and this can be done in a number of ways (some of which have been suggested above).
Thus we may introduce ad hoc hypotheses. Or we may modify the so-called ‘ostensive
definitions’ (or the ‘explicit definitions’ which may replace them). Or we may adopt a
sceptical attitude as to the reliability of the experimenter whose observations, which
threaten our system, we may exclude from science on the ground that they are
insufficiently supported, unscientific, or not objective, or even on the ground that the
experimenter was a liar. (This is the sort of attitude which the physicist may sometimes
quite rightly adopt towards alleged occult phenomena.) In the last resort we can
always cast doubt on the acumen of the theoretician (for example if he does not
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believe, as does Dingler, that the theory of electricity will one day be derived from
Newton’s theory of gravitation).

Thus, according to the conventionalist view, it is not possible to divide systems of
theories into falsifiable and non-falsifiable ones; or rather, such a distinction will be
ambiguous. As a consequence, our criterion of falsifiability must turn out to be useless
as a criterion of demarcation.

11 Methodological Rules

These objections of an imaginary conventionalist seem to me incontestable, just like
the conventionalist philosophy itself. I admit that my criterion of falsifiability does not
lead to an unambiguous classification. Indeed, it is impossible to decide, by analysing
its logical form, whether a system of statements is a conventional system of irrefutable
implicit definitions, or whether it is a system which is empirical in my sense; that is, a
refutable system. Yet this only shows that my criterion of demarcation cannot be
applied immediately to a system of statements—a fact 1 have already pointed out [in
selection 8, section 11, and selection 9, section v)]. The question whether a given system
should as such be regarded as a conventionalist or an empirical one is therefore
misconceived. Only with reference to the methods applied to a theoretical system is it at
all possible to ask whether we are dealing with a conventionalist or an empirical
theory. The only way to avoid conventionalism is by taking a decision: the decision not
to apply its methods. We decide that if our system is threatened we will never save it
by any kind of conventionalist stratagem. Thus we shall guard against exploiting the
ever open possibility just mentioned of ‘... attaining, for any chosen ... system, what
is called its “correspondence with reality””’

A clear appreciation of what may be gained (and lost) by conventionalist methods
was expressed, a hundred years before Poincaré, by Black who wrote: ‘A nice adapta-
tion of conditions will make almost any hypothesis agree with the phenomena. This
will please the imagination but does not advance our knowledge.”®

In order to formulate methodological rules which prevent the adoption of con-
ventionalist stratagems, we should have to acquaint ourselves with the various forms
these stratagems may take, so as to meet each with the appropriate anticonventionalist
countermove. Moreover we should agree that, whenever we find that a system has
been rescued by a conventionalist stratagem, we shall test it afresh, and reject it, as
circumstances may require.

The four main conventionalist stratagems have already been listed at the end of the
previous section. The list makes no claim to completeness: it must be left to the
investigator, especially in the fields of sociology and psychology (the physicist may
hardly need the warning) to guard constantly against the temptation to employ new
conventionalist stratagems—a temptation to which psychoanalysts, for example, of-
ten succumb.

As regards auxiliary hypotheses we propose to lay down the rule that only those are
acceptable whose introduction does not diminish the degree of falsifiability or test-
ability of the system in question, but, on the contrary, increases it.® If the degree of
falsifiability is increased, then introducing the hypothesis has actually strengthened the
theory: the system now rules out more than it did previously: it prohibits more. We
can also put it like this. The introduction of an auxiliary hypothesis should always be
regarded as an attempt to construct a new system; and this new system should then
always be judged on the issue of whether it would, if adopted, constitute a real
advance in our knowledge of the world. An example of an auxiliary hypothesis which
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is eminently acceptable in this sense is Pauli’s exclusion principle. An example of an
unsatisfactory auxiliary hypothesis would be the contraction hypothesis of Fitzgerald
and Lorentz which had no falsifiable consequences but merely” served to restore the
agreement between theory and experiment—mainly the findings of Michelson and
Morley. An advance was here achieved only by the theory of relativity which pre-
dicted new consequences, new physical effects, and thereby opened up new possibili-
ties for testing, and for falsifying, the theory. Our methodological rule may be qualified
by the remark that we need not reject, as conventionalistic, every auxiliary hypothesis
that fails to satisfy these standards. In particular, there are singular statements which do
not really belong to the theoretical system at all. They are sometimes called ‘auxiliary
hypotheses’, and although they are introduced to assist the theory, they are quite
harmless. (An example would be the assumption that a certain observation or mea-
surement which cannot be repeated may have been due to error. [See selection 11,
section 1L.])

Changes in explicit definitions, whereby the concepts of an axiom system are given a
meaning in terms of a system of lower level universality, are permissible if useful; but
they must be regarded as modifications of the system, which thereafter has to be
re-examined as if it were new. As regards undefined universal names, two possibilities
must be distinguished. (1) There are some undefined concepts which only appear in
statements of the highest level of universality, and whose use is established by the fact
that we know in what logical relation other concepts stand to them. They can be
eliminated in the course of deduction (an example is ‘energy’)’.® (2) There are other
undefined concepts which occur in statements of lower levels of universality also, and
whose meaning is established by usage (e.g. ‘movement’, ‘mass point’, ‘position’). In
connection with these, we shall forbid surreptitious alterations of usage, and otherwise
proceed in conformity with our methodological decisions, as before.

As to the two remaining points (which concern the competence of the experimenter
or theoretician) we shall adopt similar rules. Intersubjectively testable experiments are
either to be accepted, or to be rejected in the light of counterexperiments. The bare
appeal to logical derivations to be discovered in the future can be disregarded.

m Logical Investigation of Falsifiability

Only in the case of systems which would be falsifiable if treated in accordance with our
rules of empirical method is there any need to guard against conventionalist strate-
gems. Let us assume that we have successfully banned these stratagems by our rules:
we may now ask for a logical characterization of such falsifiable systems. We shall
attempt to characterize the falsifiability of a theory by the logical relations holding
between the theory and the class of basic statements.

The character of the singular statements which I call ‘basic statements’ will be
discussed more fully [in the next selection), and also the question whether they, in their
turn, are falsifiable. Here we shall assume that falsifiable basic statements exist. It
should be borne in mind that when I speak of ‘basic statements’, I am not referring to
a system of accepted statements. The system of basic statements, as I use the term, is to
include, rather, all self-consistent singular statements of a certain logical form—all con-
ceivable singular statements of fact, as it were. Thus the system of all basic statements
will contain many statements which are mutually incompatible.

As a first attempt one might perhaps try calling a theory ‘empirical’ whenever
singular statements can be deduced from it. This attempt fails, however, because in
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order to deduce singular statements from a theory, we always need other singular
statements—the initial conditions that tell us what to substitute for the variables in the
theory. As a second attempt, one might try calling a theory ‘empirical’ if singular
statements are derivable with the help of other singular statements serving as initial
conditions. But this will not do either; for even a nonempirical theory’ for example
a tautological one, would allow us to derive some singular statements from other
singular statements. (According to the rules of logic we can for example say: from the
conjunction of ‘Twice two is four’ and ‘Here is a black raven’ there follows, among
other things, ‘Here is a raven’.) It would not even be enough to demand that from the
theory together with some initial conditions we should be able to deduce more than
we could deduce from those initial conditions alone. This demand would indeed
exclude tautological theories, but it would not exclude synthetic metaphysical state-
ments. (For example from ‘Every occurrence has a cause’ and ‘A catastrophe is occur-
ring here’, we can deduce ‘This catastrophe has a cause’.)

In this way we are led to the demand that the theory should allow us to deduce,
roughly speaking, more empirical singular statements than we can deduce from the
initial conditions alone.® This means that we must base our definition upon a particular
class of singular statements; and this is the purpose for which we need the basic
statements. Seeing that it would not be very easy to say in detail how a complicated
theoretical system helps in the deduction of singular or basic statements, I propose the
following definition. A theory is to be called ‘empirical’ or “falsifiable’ if it divides the
class of all possible basic statements unambiguously into the following two nonempty
subclasses. First, the class of all those basic statements with which it is inconsistent (or
which it rules out, or prohibits): we call this the class of the potential falsifers of the
theory; and secondly, the class of those basic statements which it does not contradict
(or which it ‘permits’). We can put this more briefly by saying: a theory is falsifiable if
the class of its potential falsifiers is not empty.

It may be added that a theory makes assertions only about its potential falsifiers. (It
asserts their falsity.) About the ‘permitted’ basic statements it says nothing. In particu-
lar, it does not say that they are true.'®

v Falsifiability and Falsification

We must clearly distinguish between falsifiability and falsification. We have introduced
falsifiability solely as a criterion for the empirical character of a system of statements.
As to falsification, special rules must be introduced which will determine under what
conditions a system is to be regarded as falsified.

We say that a theory is falsified only if we have accepted basic statements which
contradict it. [See selection 9, section v.] This condition is necessary, but not sufficient;
for non-reproducible single occurrences are of no significance to science. Thus a few
stray basic statements contradicting a theory will hardly induce us to reject it as
falsified. We shall take it as falsified only if we discover a reproducible effect which
refutes the theory. In other words, we only accept the falsification if a low-level
empirical hypothesis which describes such an effect is proposed and corroborated. This
kind of hypothesis may be called a falsifying hypothesis. The requirement that the
falsifying hypothesis must be empirical, and so falsifiable, only means that it must stand
in a certain logical relationship to possible basic statements; thus this requirement only
concerns the logical form of the hypothesis. The rider that the hypothesis should be
corroborated refers to tests which it ought to have passed—tests which confront it
with accepted basic statements.*
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Thus the basic statements play two different roles. On the one hand, we have used
the system of all logically possible basic statements in order to obtain with its help the
logical characterization for which we were looking—that of the form of empirical
statements. On the other hand, the accepted basic statements are the basis for the
corroboration of hypotheses. If accepted basic statements contradict a theory, then we
take them as providing sufficient grounds for its falsification only if they corroborate a
falsifying hypothesis at the same time.

Notes

1. The chief representatives of the school are Poincaré and Duhem (The Aim and Structure of Physical
Theory, 1906; English translation, 1954). A recent adherent is H. Dingler (among his numerous works
may be mentioned: Das Experiment, and Der Zusammenbruch der Wissenschaft und das Primat der
Philosophie, 1926). The German Hugo Dingler should not be confused with the Englishman Herbert
Dingle. The chief representative of conventionalism in the English-speaking world is Eddington. It
may be mentioned here that Duhem denies (p. 188) the possibility of crucial experiments, because he
thinks of them as verifications, while I assert the possibility of crucial falsifying experiments. See
Conjectures and Refutations, chapter 3, especially section v.

2. This view can also be regarded as an attempt to solve the problem of induction; for the problem
would vanish if natural laws were definitions, and therefore tautologies. Thus according to the views
of H. Comnelius, ‘Zur Kritik der Wissenschaftlichen Grundbegriffe’, Erkenntnis 2, 1931, pp. 191-218,
the statement ‘The melting point of lead is about 335°C’ is part of the definition of the concept ‘lead’
(suggested by inductive experience) and cannot therefore be refuted. A substance otherwise re-
sembling lead but with a different melting point would simply not be lead. But according to my view
the statement of the melting point of lead is, gua scientific statement, synthetic. It asserts, among other
things, that an element with a given atomic structure (atomic number 82) always has this melting
point, whatever name we may give to this element.

K. Ajdukiewicz appears to agree with Comelius (see ‘Sprache und Sinn', Erkenntnis 4, 1934,
pp. 100-38, as well as the work there announced, ‘Das Weltbild und die Begriffsapparatur’, ibid.,
pp- 259~-87); he calls his standpoint ‘radical conventionalism’.

3. For the problem of simplicity see The Logic of Scientific Discovery, chapter VII, especially section 46.

4. R. Camap, ‘Uber die Aufgabe der Physik und die Anwendung des Grundsatzes der Einfachtsheit’,
Kant-Studien 28, 1923, pp. 90—107, especially p. 100.

5. See p. 193 of J. Black, Lectures on the Elements of Chemistry, volume 1, 1803.

6. How degrees of falsifiability are to be estimated is explained in The Logic of Scientific Discovery, chapter
V1

7. This is a mistake, as pointed out by A. Griinbaum, ‘The Falsifiability of the Lorentz-Fitzgerald
Contraction Hypothesis’, British Journal for the Philosophy of Science 10, 1959, pp. 48—50. Yet as this
hypothesis is less testable than special relativity, it may illustrate degrees of adhocness.

8. See, for instance, pp. 22ff. of H . Hahn, Logik, Mathetmatik, und Naturerkennen (Einheitswissenschaft 2),
1933. In this connection, I only wish to say that in my view ‘constituable’ (i.e. empirically definable)
terms do not exist at all. I am using in their place undefinable universal names which are established
only by linguistic usage. [See also p. 97 above, and the end of section 1 of selection 11.]

9. Formulations equivalent to the one given here have been put forward as criteria of the meaningfulness
of sentences (rather than as criteria of demarcation applicable to theoretical systems) again and again
after the publication of my book, even by critics who pooh-poohed my criterion of falsifiability. But
it is easily seen that, if used as a criterion of demarcation, our present formulation is equivalent to
falsifiability. For if the basic statement b, does not follow from b;, but follows from b, in conjunction
with the theory ¢ (this is the present formulation) then this amounts to saying that the conjunction of
b, with the negation of b, contradicts the theory t. But the conjunction of b,, with the negation of b,
is a basic statement [see section 11 of the next selection]. Thus our criterion demands the existence of
a faisifying basic statement, i.e. it demands falsifiability in precisely my sense.

As a criterion of meaning (or of ‘weak verifiability’) it breaks down, however, for various reasons.
First, because the negations of some meaningful statements would become meaningless, according to
this criterion. Secondly, because the conjunction of a meaningful statement and a ‘meaningless
pseudosentence’ would become meaningful—which is equally absurd.

If we now try to apply these two criticisms to our criterion of demarcation, they both prove
harmless. As to the first, see The Logic of Scietnific Discovery, section 15, especially note *2 (and Realism
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and the Aim of Science, Part |, section 22) As to the second, empirical theories (such as Newton’s) may
contain ‘metaphysical’ elements. But these cannot be eliminated by a hard and fast rule; though if we
succeed in so presenting the theory that it becomes a conjunction of a testable and a non-testable part,
we know, of course, that we can now eliminate one of its metaphysical components.

The preceding paragraph of this note may be taken as illustrating another rule of method: that after
having produced some criticism of a rival theory, we should always make a serious attempt to apply
this or a similar criticism to our own theory.

10. In fact, many of the ‘permitted basic statements will, in the presence of the theory, contradict each
other. For example, the universal law ‘All planets move in circles’ (i.e, ‘Any set of positions of one
planet is co-circular’) is trivially ‘instantiated’ by any set of no more than three positions of one planet;
but two such ‘instances’ together will in most cases contradict the law.

11. The falsifying hypothesis can be of a very low level of universality (obtained, as it were, by
generalizing the individual coordinates of a result of observation). Even though it is to be intersubjec-
tively testable, it need not in fact be a strictly universal statement. Thus to falsify the statement ‘All
ravens are black’ the intersubjectively testable statement that there is a family of white ravens in the
zoo at New York would suffice. All this shows the urgency of replacing a falsifled hypothesis by a
better one. In most cases we have, before falsifying a hypothesis, another one up our sleeves; for the
falsifying experiment is usually a crucial experiment designed to decide between the two. That is to say,
it is suggested by the fact that the two hypotheses differ in some respect; and it makes use of this
difference to refute (at least) one of them.

The reference to accepted basic statements may seem to contain the seeds of an infinite regress. For
our problem here is this. Since a hypothesis is falsified by accepting a basic statement, we need
methodological rules for the acceptance of basic statements. Now if these rules in their turn refer to accepted
basic statements, we may get involved in an infinite regress. To this I reply that the rules we need are
merely rules for accepting basic statements that falsify a well-tested and so far successful hypothesis;
and the accepted basic statements to which the rule has recourse need not be of this character.
Moreover, the rule formulated in the text is far from exhaustive; it only mentions an important aspect
of the acceptance of basic statements that falsify an otherwise successful hypothesis, and it will be
expanded [in the next selection (especially section v)].

Professor ]. H. Woodger, in a personal communication, has raised the question: how often has an
effect to be actually reproduced in order to be a ‘reproducible effect’ (or a ‘discovery’)? The answer is: in
some cases not even once. If I assert that there is a family of white ravens in the New York zoo, then
I assert something which can be tested in principle. If somebody wishes to test it and is informed, upon
arrival, that the family has died, or that it has never been heard of, it is left to him to accept or reject
my falsifying basic statement. As a rule, he will have means for forming an opinion by examining
wilnesses, documents, etc; that is to say, by appealing to other intersubjectively testable and
reproducible facts.

C. THE EMPIRICAL BASIS (1934)

We have now reduced the question of the falsifiability of theories to that of the
falsifiability of those singular statements which I have called basic statements. But what
kind of singular statements are these basic statements? How can they be falsified? To
the practical research worker, these questions may be of little concern. But the obscuri-
ties and misunderstandings which surround the problem make it advisable to discuss it
here in some detail.

1 Perceptual Experiences as Empirical Basis: Psychologism

The doctrine that the empirical sciences are reducible to sense perceptions, and thus to
our experiences, is one which many accept as obvious beyond all question. However,
this doctrine stands or falls with inductive logic, and is here rejected along with it. I do
not wish to deny that there is a grain of truth in the view that mathematics and logic
are based on thinking, and the factual sciences on sense perceptions. But what is true
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in this view has little bearing on the epistemological problem. And indeed, there is
hardly a problem in epistemology which has suffered more severely from the confusion
of psychology with logic than this problem of the basis of statements of experience.

The problem of the basis of experience has troubled few thinkers so deeply as Fries.
He taught that, if the statements of science are not to be accepted dogmatically, we
must be able to justify them. If we demand justification by reasoned argument, in the
logical sense, then we are committed to the view that statements can be justified only
statements. The demand that all statements are to be logically justified (described by
Fries as a ‘predilection for proofs’) is therefore bound to lead to an infinife regress. Now,
if we wish to avoid the danger of dogmatism as well as an infinite regress, then it
seems as if we could only have recourse to psychologism, i.e. the doctrine that state-
ments can be justified not only by statements but also by perceptual experience. Faced
with this frilemma—dogmatism vs. infinite regress vs. psychologism—Fries, and with
him almost all epistemologists who wished to account for our empirical knowledge,
opted for psychologism. In sense experience, he taught, we have ‘immediate knowl-
edge’:? by this immediate knowledge, we may justify our ‘mediate knowledge'—
knowledge expressed in the symbolism of some language. And this mediate knowl-
edge includes, of course, the statements of science.

Usually the problem is not explored as far as this. In the epistemologies of sensa-
tionalism and positivism it is taken for granted that empirical scientific statements
‘speak of our experiences’.® For how could we ever reach any knowledge of facts if not
through sense perception? Merely by taking thought a man cannot add an iota to his
knowledge of the world of facts . Thus perceptual experience must be the sole ‘source
of knowledge’ of all the empirical sciences. All we know about the world of facts must
therefore be expressible in the form of statements about our experiences. Whether this
table is red or blue can be found out only by consulting our sense experience. By the
immediate feeling of conviction which it conveys, we can distinguish the true state-
ment, the one whose terms agree with experience, from the false statement, whose
terms do not agree with it. Science is merely an attempt to classify and describe this
perceptual knowledge, these immediate experiences whose truth we cannot doubt; it
is the systematic presentation of our immediate convictions.

This doctrine founders in my opinion on the problems of induction and of uni-
versals. For we can utter no scientific statement that does not go far beyond what can
be known with certainty ‘on the basis of immediate experience’. (This fact may be
referred to as the ‘transcendence inherent in any description’.) Every description uses
universal names (or symbols, or ideas); every statement has the character of a theory,
of a hypothesis. The statement, ‘Here is a glass of water’ cannot be verified by any
observational experience. The reason is that the universals which appear in it cannot
be correlated with any specific sense experience. (An ‘immediate experience’ is only
once ‘immediately given’; it is unique.) By the word ‘glass’, for example, we denote
physical bodies which exhibit a certain lawlike behaviour, and the same holds for the
word ‘water’. Universals cannot be reduced to classes of experiences; they cannot be
‘constituted’.*

1 The Objectivity of the Empirical Basis

I propose to look at science in a way which is slightly different from that favoured by
the various psychologistic schools: 1 wish to distinguish sharply between objective science
on the one hand, and ‘our knowledge’' on the other.
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I readily admit that only observation can give us ‘knowledge concerning facts’, and
that we can (as Hahn says) ‘become aware of facts only by observation’. But this
awareness, this knowledge of ours, does not justify or establish the truth of any
statement. I do not believe, therefore, that the question which epistemology must ask
is, “... on what does our knowledge rest? ... or more exactly, how can I, having had the
experience S, justify my description of it, and defend it against doubt?’® This will not do,
even if we change the term ‘experience’ into ‘protocol sentence’. In my view, what
epistemology has to ask is, rather: how do we test scientific statements by their
deductive consequences? (Or, more generally: how can we best criticize our theories
(our hypotheses, our guesses), rather than defend them against doubt?) [See also
selection 3, section 11.]) And what kind of consequences can we select for thus purpose
if they in their turn are to be intersubjectively testable?

By now, this kind of objective and non-psychological approach is pretty generally
accepted where logical or tautological statements are concerned. Yet not so long ago
it was held that logic was a science dealing with mental processes and their laws—the
laws of our thought. On this view there was no other justification to be found for logic
than the alleged fact that we just could not think in any other way. A logical inference
seemed to be justified because it was experienced as a necessity of thought, as a feeling
of being compelled to think along certain lines. In the field of logic, this kind of
psychologism is now perhaps a thing of the past. Nobody would dream of justifying
the validity of a logical inference, or of defending it against doubts, by writing beside
it in the margin the following protocol sentence. Protocol: In checking this chain of
inferences today, I experienced an acute feeling of conviction.’

The position is very different when we come to empirical statements of science. Here
everybody believes that these are grounded on experiences such as perceptions; or in
the formal mode of speech, on protocol sentences. Most people would see that any
attempt to base logical statements on protocol sentences is a case of psychologism. But
curiously enough, when it comes to empirical statements, the same kind of thing goes
today by the name of ‘physicalism’. Yet whether statements of logic are in question or
statements of empirical science, I think the answer is the same: our knowledge, which
may be described vaguely as a system of dispositions, and which may be of concern to
psychology, may be in both cases linked with feelings of belief or of conviction: in the
one case, perhaps, with the feeling of being compelled to think in a certain way; in the
other with that of ‘perceptual assurance’. But all this interests only the psychologists.
It does not even touch upon problems like those of the logical connections between
scientific statements, which alone interest the epistemologist.

(There is a widespread belief that the statement ‘I see that this table here is white’,
possesses some profound advantage over the statement ‘This table here is white’, from
the point of view of epistemology. But from the point of view of evaluating its
possible objective tests, the first statement, in speaking about me, does not appear
more secure than the second statement, which speaks about the table here.)

There is only one way to make sure of the validity of a chain of logical reasoning.
This is to put it in the form in which it is most easily testable: we break it up into many
small steps, each easy to check by anybody who has learnt the mathematical or logical
technique of transforming sentences. If after this anybody still raises doubts then we
can only beg him to point out an error in the steps of the proof, or to think the matter
over again. In the case of the empirical sciences, the situation is much the same. Any
empirical scientific statement can be presented (by describing experimental arrange-
ments, etc.) in such a way that anyone who has learnt the relevant technique can test
it. If, as a result, he rejects the statement, then it will not satisfy us if he tells us all about
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his feelings of doubt or about his feelings of conviction as to his perceptions. What he
must do is to formulate an assertion which contradicts our own, and give us his
instructions for testing it. If he fails to do this we can only ask him to take another and
perhaps a more careful look at our experiment, and think again.

An assertion which owing to its logical form is not testable can at best operate,
within science, as a stimulus: it can suggest a problem. In the field of logic and
mathematics, this may be exemplified by Fermat’s problem, and in the field of natural
history, say, by reports about seaserpents. In such cases science does not say that the
reports are unfounded; that Fermat was in error or that all the records of observed
seaserpents are lies. Instead, it suspends judgement.

Science can be viewed from various standpoints, not only from that of epistemology;
for example, we can look at it as a biological or as a sociological phenomenon. As such
it might be described as a tool, or an instrument, comparable perhaps to some of our
industrial machinery. Science may be regarded as a means of production—as the last
word in ‘roundabout production’.® Even from this point of view science is no more
closely connected with ‘our experience’ than other instruments or means of production.
And even if we look at it as gratifying our intellectual needs, its connection with our
experiences does not differ in principle from that of any other objective structure.
Admittedly it is not incorrect to say that science is ‘... an instrument’ whose purpose
is “... to predict from immediate or given experiences later experiences, and even as
far as possible to control them’.” But I do not think that this talk about experiences
contributes to clarity. It has hardly more point than, say, the not incorrect characteriza-
tion of an oil derrick by the assertion that its purpose is to give us certain experiences:
not oil, but rather the sight and smell of oil; not money, but rather the feeling of having
money.

u Basic Statements

It has already been briefly indicated what role the basic statements play within the
epistemological theory I advocate. We need them in order to decide whether a theory
is to be called falsifiable, i.e. empirical. And we also need them for the corroboration of
falsifying hypotheses, and thus for the falsification of theories. [See selection 10,
scctions 11 and v respectively.]

Basic statements must therefore satisfy the following conditions. (1) From a uni-
versal statement without initial conditions, no basic statement can be deduced.? On the
other hand, (2) a universal statement and a basic statement can contradict each other.
Condition (2) can only be satisfied if it is possible to derive the negation of a basic
statement from the theory which it contradicts. From this and condition (1) it follows
that a basic statement must have a logical form such that its negation cannot be a basic
statement in its turn.

There is a familiar example of statements whose logical form is different from that
of their negations. These are universal statements and existential statements: they are
negations of one another, and they differ in their logical form. Singular statements can
be constructed in an analogous way. The statement: ‘There is a raven in the spacetime
region k' may be said to be different in its logical form—and not only in its linguistic
form—from the statement ‘There is no raven in the spacetime region k. A statement
of the form ‘There is a so-and-so in the region k' or ‘Such-and-such an event is
occurring in the region k' may be called a ‘singular existential statement’ or a ‘singular
there-is statement’. And the statement which results from negating it, i.e. There is no
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so-and-so in the region k' or ‘No event of such-and-such a kind is occurring in the
region k', may be called a ‘singular nonexistence statement’, or a ‘singular there-is-not
statement’”.

We may now lay down the following rule concerning basic statements: basic state-
ments have the form of singular existential statements. This rule means that basic state-
ments will satisfy condition (1), since a singular existential statement can never be
deduced from a strictly universal statement, i.e. from a strict nonexistence statement.
They will also satisfy condition (2), as can be seen from the fact that from every
singular existential statement a purely existential statement can be derived simply by
omitting any reference to any individual spacetime region; and as we have seen, a
purely existential statement may indeed contradict a theory.

It should be noticed that the conjunction of two basic statements, 4 and r, which do
not contradict each other, is in turn a basic statement. Sometimes we may even obtain
a basic statement by joining one basic statement to another statement which is not
basic. For example, we may form the conjunction of the basic statement, r, There is a
pointer at the place k’ with the singular non-existence statement p, ‘There is no pointer
in motion at the place k'. For clearly, the conjunction r-p (‘r-and-non-p’) of the two
statements is equivalent to the singular existential statement ‘There is a pointer at rest
at the place k'. This has the consequence that, if we are given a theory f and the initial
conditions 7, from which we deduce the prediction p, then the statement r-p will be a
falsifier of the theory, and so a basic statement. (On the other hand, the conditional
statement ‘r — p’ i.e. ‘If r then p’, is no more basic than the negation p, since it is
equivalent to the negation of a basic statement, viz. to the negation of r-p.)

These are the formal requirements for basic statements; they are satisfied by all
singular existential statements . In addition to these, a basic statement must also satisfy
a material requirement—a requirement concerning the event which, as the basic
statement tells us, is occurring at the place k. This event must be an ‘observable’ event;
that is to say, basic statements must be testable, intersubjectively, by ‘observation’.
Since they are singular statements, this requirement can of course only refer to ob-
servers who are suitably placed in space and time (a point which I shall not elaborate).

No doubt it will now seem as though in demanding observability, I have, after all,
allowed psychologism to slip back quietly into my theory. But this is not so. Admit-
tedly, it is possible to interpret the concept of an observable event in a psychologistic
sense. But | am using it in such a sense that it might just as well be replaced by ‘an
event involving position and movement of macroscopic physical bodies’. Or we might
lay it down, more precisely, that every basic statement either must be itself a statement
about relative positions of physical bodies, or must be equivalent to some basic
statement of this ‘mechanistic’ or ‘materialistic’ kind. (That this stipulation is practicable
is connected with the fact that a theory which is intersubjectively testable will also be
intersensually® testable. This is to say that tests involving the perception of one of our
senses can, in principle, be replaced by tests involving other senses.) Thus the charge
that, in appealing to observability, I have stealthily re-admitted psychologism would
have no more force than the charge that I have admitted mechanism or materialism.
This shows that my theory is really quite neutral and that neither of these labels should
be pinned to it. I say all this only so as to save the term ‘observable’, as I use it, from
the stigma of psychologism. (Observations and perceptions may be psychological but
observability is not.) I have no intention of defining the term ‘observable’ or ‘observable
event’, though I am quite ready to elucidate it by means of either psychologistic or
mechanistic examples. I think that it should be introduced as an undefined term which
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becomes sufficiently precise in use: as a primitive concept whose use the epistemolo-
gist has to learn, much as he has to leamn the use of the term ‘symbol’, or as the
physicist has to learn the use of the term ‘mass point’.

Basic statements are therefore—in the material mode of speech—statements assert-
ing that an observable event is occurring in a certain individual region of space and
time.

v The Relativity of Basic Statements: Resolution of Fries's Trilemma

Every test of a theory, whether resulting in its corroboration or falsification, must stop
at some basic statement or other which we decide to accept. If we do not come to any
decision, and do not accept some basic statement or other, then the test will have led
nowhere. But considered from a logical point of view, the situation is never such that
it compels us to stop at this particular basic statement rather than at that, or else give
up the test altogether. For any basic statement can again in its turn be subjected to
tests, using as a touchstone any of the basic statements which can be deduced from it
with the help of some theory, either the one under test, or another. This procedure has
no natural end. Thus if the test is to lead us anywhere, nothing remains but to stop at
some point or other and say that we are satisfied, for the time being.

It is fairly easy to see that we arrive in this way at a procedure according to which
we stop only at a kind of statement that is especially easy to test. For it means that we
are stopping at statements about whose acceptance or rejection the various investi-
gators are likely to reach agreement. And if they do not agree, they will simply
continue with the tests, or else start them all over again. If this too leads to no result,
then we might say that the statements in question were not intersubjectively testable,
or that we were not, after all, dealing with observable events. If some day it should no
longer be possible for scientific observers to reach agreement about basic statements
this would amount to a failure of language as a means of universal communication. It
would amount to a new ‘Babel of Tongues’: scientific discovery would be reduced to
absurdity. In this new Babel, the soaring edifice of science would soon lie in ruins.

Just as a logical proof has reached a satisfactory shape when the difficult work is
over, and everything can be easily checked, so, after science has done its work of
deduction or explanation, we stop at basic statements which are easily testable. State-
ments about personal experiences—i.e., protocol sentences—are clearly not of this
kind; thus they will not be very suitable to serve as statements at which we stop. We
do of course make use of records or protocols, such as certificates of tests issued by a
department of scientific and industrial research. These, if the need arises, can be
re-examined. Thus it may become necessary, for example, to test the reaction times of
the experts who carry out the tests (i.e. to determine their personal equations). But in

general, and especially ‘... in critical cases’ we do stop at easily testable statements,
and not, as Carnap recommends, at perception or protocol sentences; i.e., we do not
. stop just at these ... because the intersubjective’ testing of statements about

perceptions ... is relatively complicated and difficult’.?®

‘What is our position now in regard to Fries’s trilemma, the choice between dogma-
tism, infinite regress, and psychologism? [See section I above.] The basic statements at
which we stop, which we decide to accept as satisfactory, and as sufficiently tested,
have admittedly the character of dogmas, but only in so far as we may desist from
justifying them by further arguments (or by further tests). But this kind of dogmatism
is innocuous since, should the need arise, these statements can easily be tested further.
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I admit that this too makes the chain of deduction in principle infinite. But this kind of
'infinite regress’ is also innocuous since in our theory there is no question of trying to
prove any statements by means of it. And finally, as to psychologism: 1 admit, again,
that the decision to accept a basic statement, and to be satisfied with it, is causally
connected with our experiences—especially with our perceptual experiences. But we do
not attempt to justify basic statements by these experiences. Experiences can motivate
a decision, perhaps decisively, and hence an acceptance or a rejection of a statement, but
a basic statement cannot be justifed by them—no more than by thumping the table.!*

Notes
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. The first two quotations are from pp. 19 and 24 of H. Hahn, Logik, Mathematik, und Naturerkennen
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J. F. Fries, Neue oder anthropologische Kritik der Vernunft, 1828-31.

See, for example, pp. 102f. of J. Kraft, Von Husserl zu Heidegger. 1932; 2nd edition, 1957, pp. 108f.

I am following here almost word for word the expositions of P. Frank and H. Hahn (see notes 7 and
5 below).

[See note 8 of the previous selection.] ‘Constituted’ is Camap’s term.

(Einheitswissenschaft 2), 1933. The third is from p. 15 of R. Carnap, Pseudoproblems of Philosophy,
1928; English translation, 1967, p. 314 (the italics are not in the original).

. The expression is BShm-Bawerk’s (‘Produktionsumweg’).
. See p. 1 of P. Frank, Das Kausalgesetz und seine Grenzen, 1932. For instrumentalism, see Conjectures and

Refutations, chapter 3, and Realism and the Aim of Science, Part 1, sections 12~14.

. When writing this, I believed that it was plain enough that from Newton’s theory alone, without

initial conditions, nothing of the nature of an observation statement can be deducible (and therefore
certainly no basic statements). Unfortunately, it turned out that this fact, and its consequences for the
problem of observation statements or ‘basic statements’, were not appreciated by some of the critics
of The Logic of Scientific Discovery. | may therefore add here a few remarks.

First, nothing observable follows from any pure allstatement—'All swans are white’, say. This is
easily seen if we contemplate the fact that ‘All swans are white’ and ‘All swans are black’ do not, of
course, contradict each other, but together merely imply that there are no swans—clearly not an
observation statement, and not even one that can be ‘verified’. (A unilaterally falsifiable statement like
‘All swans are white’, by the way, has the same logical form as There are no swans’, for it is
equivalent to There are no non-white swans'.)

Now if this is admitted, it will be seen at once that the singular statements which can be deduced
from purely universal statements cannot be basic statements. I have in mind statements of the form:
‘If there is a swan at the place k, then there is a white swan at the place k.’ (Or, ‘At k, there is either
no swan or a white swan.) We see now at once why these ‘instantial statements’ (as they may be
called) are not basic statements. The reason is that these instantial statements cannot play the role of test
statements (or of potential falsifiers) which is precisely the role which basic statements are supposed to
play. If we were to accept instantial statements as test statements, we should obtain for any theory
(and thus both for 'All swans are white’ and for ‘All swans are black’) an overwhelming number of
verifications—indeed, an infinite number, once we accept as a fact that the overwhelming part of the
world is empty of swans.

Since ‘instantial statements’ are derivable from universal ones, their negations must be potential
falsifiers, and may therefore be basic statements (if the conditions stated below in the text are
satisfied). Instantial statements, vice versa, will then be of the form of negated basic statements. It is
interesting to note that basic statements (which are too strong to be derivable from universal Laws
alone) will have a greater informative content than their instantial negations; which means that the
content of basic statements exceeds their logical probability (since it must exceed 1/2).

These were some of the considerations underlying my theory of the logical form of basic state-
ments. (See Conjectures and Refutations, pp. 386f.)

. See p. 445 of R. Carnap, ‘Die physikalische Sprsche als Universalsprache der Wissenschaft’, Erkennmis

2, 1932, pp. 432—65; translated into English as The Unity of Science, 1934.

See p. 224 of R. Camnap, ‘Uber Protokollsétze’, Erkenntnis 3, 1932, pp. 215—28. This paper of Carnap’s
contained the first published report of my theory of tests; and the View here quoted from it was there
erroneously attributed to me.

It seems to me that the view here upheld is closer to that of the ‘critical’ (Kantian) school of
philosophy (perhaps in the form represented by Fries) than to positivism. Fries in his theory of our
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‘predilection for proofs’ emphasizes that the (logical) relations holding between statements are quite
different from the relation between statements and sense experiences; positivism on the other hand
always tries to abolish the distinction: either all science is made part of my knowing, ‘my’ sense
experience (monism of sense data); or sense experiences are made part of the objective scientific
network of arguments in the form of protocol statements (monism of statements).



Chapter 6
The ‘Corroboration’ of Theories

Hilary Putnam

Sir Karl Popper is a philosopher whose work has influenced and stimulated that of
virtually every student in the philosophy of science. In part this influence is explainable
on the basis of the healthy-mindedness of some of Sir Karl's fundamental attitudes:
‘There is no method peculiar to philosophy’. ‘The growth of knowledge can be studied
best by studying the growth of scientific knowledge.’

Philosophers should not be specialists. For myself, | am interested in science and
in philosophy only because 1 want to learn something about the riddle of the
world in which we live, and the riddle of man’s knowledge of that world. And 1
believe that only a revival of interest in these riddles can save the sciences and
philosophy from an obscurantist faith in the expert’s special skill and in his
personal knowledge and authority.

These attitudes are perhaps a little narrow (can the growth of knowledge be studied
without also studying nonscientific knowledge? Are the problems Popper mentions of
merely theoretical interest—ijust ‘riddles’?), but much less narrow than those of many
philosophers, and the ‘obscurantist faith’ Popper warns against is a real danger. In part
this influence stems from Popper’s realism, his refusal to accept the peculiar meaning-
theories of the positivists, and his separation of the problems of scientific methodology
from the various problems about the ‘interpretation of scientific theories” which are
internal to the meaning-theories of the positivists and which positivistic philosophers
of science have continued to wrangle about.’

In this paper 1 want to examine his views about scientific methodology—about
what is generally called ‘induction’, although Popper rejects the concept—and, in
particular, to criticize assumptions that Popper has in common with received philo-
sophy of science, rather than assumptions that are peculiar to Popper. For I think that
there are a number of such common assumptions, and that they represent a mistaken
way of looking at science.

1. Popper's View of ‘Induction’

Popper himself uses the term ‘induction’ to refer to any method for verifying or
showing to be true (or even probable) general laws on the basis of observational or
experimental data (what he calls ‘basic statements’). His views are radically Humean: no
such method exists or can exist. A principle of induction would have to be either

Reprinted from The Library of Living Philosophers, Vol. XIV, The Philosophy of Karl Popper, edited by Paul
A. Schilpp, by permission of the author and the publisher (LaSalle, IL: Open Court Publishing Company,
1974), pp. 221-240; the postscript is reprinted from Philosophy As It Is, ed. T. Honderich and M. Burnyeat,
by permission of the author and the publisher (New York: Penguin Books, 1978), pp. 377-380.
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synthetic a priori (a possibility that Popper rejects) or justified by a higher-level
principle. But the latter course necessarily leads to an infinite regress.

What is novel is that Popper concludes neither that empirical science is impossible
nor that empirical science rests upon principles that are themselves incapable of
justification. Rather, his position is that empirical science does not really rely upon a
principle of induction!

Popper does not deny that scientists state general laws, nor that they test these
general laws against observational data. What he say is that when a scientist ‘corrobo-
rates’ a general law, that scientist does not thereby assert that law to be true or even
probable. ‘I have corroborated this law to a high degree’ only means ‘T have subjected
this law to severe tests and it has withstood them'. Scientific laws are falsifiable, not
verifiable. Since scientists are not even trying to verify laws, but only to falsify them,
Hume’s problem does not arise for empirical scientists.

2. A Brief Criticism of Popper’s View

It is a remarkable fact about Popper's book, The Logic of Scientific Discovery that it
contains but a half-dozen brief references to the application of scientific theories and
laws; and then all that is said is that application is yet another fest of the laws. 'My view
is that ... the theorist is interested in explanations as such, that is to say, in testable
explanatory theories: applications and predictions interest him only for theoretical
reasons—because they may be used as fests of theories’ (Logic of Scientific Discovery,
p- 59).

When a scientist accepts a law, he is recommending to other men that they rely on
it—rely on it, often, in practical contexts. Only by wrenching science altogether out
of the context in which it really arises—the context of men trying to change and
control the world—can Popper even put forward his peculiar view on induction. Ideas
are not just ideas; they are guides to action. Our notions of ‘knowledge’, ‘probability’,
‘certainty’, etc., are all linked to and frequently used in contexts in which action is at
issue: may I confidently rely upon a certain idea? Shall I rely upon it tentatively, with
a certain caution? Is it neccssary to check on it?

If ‘this law is highly corroborated’, ‘this lIaw is scientifically accepted’, and like
locutions merely meant ‘this law has withstood severe tests’—and there were no
suggestion at all that a law which has to withstood severe tests is likely to withstand
further tests, such as the tests involved in an application or attempted application, then
Popper would be right; but then science would be a wholly unimportant activity. It
would be practically unimportant, because scientists would never tell us that any law
or theory is safe to rely upon for practical purposes; and it would be unimportant for
the purpose of understanding, since on Popper’s view, scientists never tell us that any
law or theory is true or even probable. Knowing that certain ‘conjectures’ (according
to Popper all scientific laws are ‘provisional conjectures’) have not yet been refuted is
not understanding anything.

Since the application of scientific laws does involve the anticipation of future
successes, Popper is not right in maintaining that induction is unnccessary. Even if
scientists do not inductively anticipate the future (and, of course, they do), men who
apply scientific laws and theories do so. And ‘don’t make inductions’ is hardly reason-
able advice to give these men.

The advice to regard all knowledge as ‘provisional conjectures’ is also not reason-
able. Consider men striking against sweat-shop conditions. Should they say ‘it is only
a provisional conjecture that the boss is a bastard. Let us call off our strike and try
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appealing to his better nature’. The distinction between knowledge and conjecture does
real work in our lives; Popper can maintain his extreme skepticism only because of his
extreme tendency to regard theory as an end for itself.

3. Popper's View of Corroboration

Although scientists, on Popper’s view, do not make inductions, they do ‘corroborate’
scientific theories. And although the statement that a theory is highly corroborated
does not mean, according to Popper, that the theory may be accepted as true, or even
as approximately true,? or even as probably approximately true, still, there is no doubt
that most readers of Popper read his account of corroboration as an account of
something like the verification of theories, in spite of his protests. In this sense, Popper
has, contre lui a theory of induction. And it is this theory, or certain presuppositions of
this theory, that I shall criticize in the body of this paper.
Popper’s reaction to this way of reading him is as follows:

My reaction to this reply would be regret at my continued failure to explain my
main point with sufficient clarity. For the sole purpose of the elimination advo-
cated by all these inductivists was to establish as firmly as possible the surviving
theory which, they thought, must be the true one (or, perhaps, only a highly
probable one, in so far as we may not have fully succeeded in eliminating every
theory except the true one).

As against this, I do not think that we can ever seriously reduce by elimina-
tion, the number of the competing theories, since this number remains always
infinite. What we do—or should do—is to hold on, for the time being, to the most
improbable of the surviving theories or, more precisely, to the one that can be most
severely tested. We tentatively ‘accept’ this theory—but only in the sense that
we select it as worthy to be subjected to further criticism, and to the severest
tests we can design.

On the positive side, we may be entitled to add that the surviving theory is
the best theory—and the best tested theory—of which we know. (Logic of
Scientific Discovery, p. 419)

If we leave out the last sentence, we have the doctrine we have been criticizing in
pure form: when a scientist “accepts’ a theory, he does not assert that it is probable. In
fact, he “selects’ it as most improbable! In the last sentence, however, am I mistaken, or
do I detect an inductivist quaver? What does ‘best theory’ mean? Surely Popper cannot

mean ‘most likely’?

4. The Scientific Method— The Received Schema

Standard ‘inductivist’ accounts of the confirmation® of scientific theories go somewhat
like this: Theory implies prediction (basic sentence, or observation sentence); if predic-
tion is false, theory is falsified; if sufficiently many predictions are true, theory is
confirmed. For all his attack on inductivism, Popper's schema is not so different: Theory
implies prediction (basic sentence); if prediction is false, theory is falsified; if sufficiently
many predictions are true, and certain further conditions are fulfilled, theory is highly
corroborated.

Moreover, this reading of Popper does have certain support. Popper does say that
the ‘surviving theory’ is accepted—his account is, therefore, an account of the logic of
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accepting theories. We must separate two questions: is Popper right about what the
scientist means—or should mean—when he speaks of a theory as ‘acccpted’; and is
Popper right about the methodology involved in according a theory that status? What
I am urging is that his account of that methodology fits the received schema, even it
his interpretation of the status is very different.

To be sure there are some important conditions that Popper adds. Predictions that
one could have made on the basis of background knowledge do not test a theory; it is
only predictions that are improbable relative to background knowledge that test a
theory. And a theory is not corroborated, according, to Popper, unless we make
sincere attempts to derive false predictions from it. Popper regards these further
conditions as anti-Bayesian;* but this seems to me to be a confusion, at least in part. A
theory which implies an improbable prediction is improbable, that is true, but it may
be the most probable of all theories which imply that prediction. If so, and the
prediction turns out true, then Bayes’s theorem itself explains why the theory receives
a high probability. Popper says that we select the most improbable of the surviving
theories—i.e., the accepted theory is most improbable even after the prediction has
turned out true; but, of course, this depends on using ‘probable’ in a way no other
philosopher of science would accept. And a Bayesian is not committed to the view that
any true prediction significantly confirms a theory. I share Popper’s view that quantita-
tive measures of the probability of theories are not a hopeful venture in the philosophy
of science;® but that does not mean that Bayes’s theorem does not have a certain
gualitative rightness, at least in many situations.

Be all this as it may, the heart of Popper’s schema is the theory-prediction link. It is
because theories imply basic sentences in the sense of ‘imply” associated with deductive
logic—because basic sentences are deducible from theories-—that, according to Popper,
theories and general laws can be falsifiable by basic sentences. And this same link is the
heart of the ‘inductivist’ schema. Both schemes say: look at the predictions that a theory
implies; see if those predictions are true.

My criticism is going to be a criticism of this link, of this one point on which Popper
and the ‘inductivists’ agree. I claim: in a great many important cases, scientific theories
do not imply predictions at all. In the remainder of this paper I want to elaborate this
point, and show its significance for the philosophy of science.

5. The Theory of Universal Gravitation

The theory that I will use to illustrate my points is one that the reader will be familiar
with: it is Newton’s theory of universal gravitation. The theory consists of the law that
every body a exerts on every other body b a force F,, whose direction is towards a
and whose magnitude is a universal constant g times M,M,/d?, together with New-
ton’s three laws. The choice of this particular theory is not essential to my case:
Maxwell’s theory, or Mendel’s, or Darwin’s would have done just as well. But this one
has the advantage of familiarity.

Note that this theory does not imply a single basic sentence! Indeed, any motions
whatsoever are compatible with this theory, since the theory says nothing about what
forces other than gravitations may be present. The forces F,, are not themselves
directly measurable; consequently not a single prediction can be deduced from the
theory.

What do we do, then, when we apply this theory to an astronomical situation?
Typically we make certain simplifying assumptions. For example, if we are deducing
the orbit of the earth we might assume as a first approximation:
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(I) No bodies exist except the sun and the earth.
(I) The sun and the earth exist in a hard vacuum.

(III) The sun and the earth are subject to no forces except mutually induced
gravitational forces.

From the conjunction of the theory of universal gravitation (U.G.) and these aux-
iliary statements (A.S.) we can, indeed, deduce certain predictions—e.g., Kepler's laws.
By making (I), (II), (IIT) more ‘realistic’' —i.e., incorporating further bodies in our model
solar system—we can obtain better predictions. But it is important to note that these
predictions do not come from the theory alone, but from the conjunction of the theory
with A'S. As scientists actually use the term ‘theory’, the statements A.S. are hardly
part of the ‘theory’ of gravitation.

6. Is the Point Terminological?

[ am not interested in making a merely terminological point, however. The point is not
just that scientists don’t use the term ‘theory’ to refer to the conjunction of U.G. with
A.S., but that such a usage would obscure profound methodological issues. A theory,
as the term is actually used, is a set of laws. Laws are statements that we hope to be
true they are supposed to be true by the nature of things, and not just by accident.
None of the statements (I), (II), (III) has this character. We do not really believe that no
bodies except the sun and the earth exist, for example, but only that all other bodies
exert forces small enough to be neglected. This statement is not supposed to be a law,
of nature: it is a statement about the ‘boundary conditions’ which obtain as a matter of
fact in a particular system. To blur the difference between A.S. and U.G. is to blur the
difference between laws and accidental statements, between statements the scientist
wishes to establish as frue (the laws), and statements he already knows to be false (the
oversimplifications (I), (1), (III)).

7. Uranus, Mercury, ‘Dark Companions’

Although the statements A.S. could be more carefully worded to avoid the objection
that they are known to be false, it is striking that they are not in practice. In fact, they
are not ‘worded’ at all. Newton'’s calculation of Kepler's laws makes the assumptions
(D), (), (I1I) without more than a casual indication that this is what is done. One of the
most striking indications of the difference between a theory, (such as U.G.) and a set
of AS. is the great care which scientists use in stating the theory, as contrasted with
the careless way in which they introduce the various assumptions which make up A.S.

The A.S. are also far more subject to revision than the theory. For over two hundred
years the law of universal gravitation was accepted as unquestionably true, and used
as a premise in countless scientific arguments. If the standard kind of A.S. had not had
to successful prediction in that period, they would have been modified, not the theory.
In fact, we have an example of this. When the predictions about the orbit of Uranus
that were made on the basis of the theory of universal gravitation and the assumption
that the known planets were all there were turned out to be wrong, Leverrier in France
and Adams in England simultaneously predicted that there must be another planet. In
fact, this planet was discovered—it was Neptune. Had this modification of the A.S. not
been successful, still others might have been tried—e.g., postulating a medium through
which the planets are moving, instead of a hard vacuum or postulating significant
nongravitational forces.
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It may be argued that it was crucial that the new planet should itself be observable.
But this is not so. Certain stars, for example, exhibit irregular behavior. This has been
explained by postulating companions. When those companions are not visible through
a telescope, this is handled by suggesting, that the stars have dark companions—com-
panions which cannot be seen through a telesope. The fact is that many of the
assumptions made in the sciences cannot be directly tested—there are many ‘dark
companions’ in scientific theory.

Lastly, of course, there is the case of Mercury. The orbit of this planet can almost but
not quite be successfully explained by Newton’s theory. Does this show that Newton’s
theory is wrong? In the light of an alternative theory, say the General Theory of
Relativity, one answers ‘yes’ But, in the absence of such a theory, the orbit of Mercury
is just a slight anomaly, cause: unknown.

What I am urging is that all this is perfectly good scientific practice. The fact that
any of the statements A.S. may be false—indeed, they are false, as stated, and even
more careful and guarded statements might well be false—is important. We do not
know for sure all the bodies in the solar system; we do not know for sure that the
medium through which they move is (to a sufficiently high degree of approximation
in all cases) a hard vacuum; we do not know that nongravitational forces can be
neglected in all cases. Given the over-whelming success of the Law of Universal
Gravitation in almost all cases, one or two anomalies are not reason to reject it. It is
more likely that the AS. are false than that the theory is false, at least when no
alternative theory has seriously been put forward.

8. The Effect on Popper’s Doctrine

The effect of this fact on Popper’s doctrine is immediate. The Law of Universal
Gravitation is not strongly falsifiable at all; yet it is surely a paradigm of a scientific
theory. Scientists for over two hundred years did not derive predictions from U.G. in
order to falsify U.G.; they derived predictions from U.G. in order to explain various
astronomical facts. If a fact proved recalcitrant to this sort of explanation it was put
aside as an anomaly (the case of Mercury). Popper’s doctrine gives a correct account
of neither the nature of the scientific theory nor of the practice of the scientific
community in this case.

Popper might reply that he is not describing what scientists do, but what they should
do. Should scientists then not have put forward U.G.? Was Newton a bad scientist?
Scientists did not try to falsify U.G. because they could not try to falsify it; laboratory
tests were excluded by the technology of the time and the weakness of the gravita-
tional interactions. Scientists were thus limited to astronomical data for a long time.
And, even in the astronomical cases, the problem arises that one cannot be absolutely
sure that no nongravitational force is relevant in a given situation (or that one has
summed all the gravitational forces). It is for this reason that astronomical data can
support U.G., but they can hardly falsify it. It would have been incorrect to reject U.G.
because of the deviancy of the orbit of Mercury; given that U.G. predicted the other
orbits, to the limits of measurement error, the possibility could not be excluded that
the deviancy in this one case was due to an unknown force, gravitational or non-
gravitational, and in putting the case aside as they could neither explain nor attach
systematic significance to, scientists were acting as they ‘should’.®

So far we have said that (1) theories do not imply predictions; it is only the
conjunction of a theory with certain ‘auxiliary statements’ (A.S.) that, in general,
implies a prediction. (2) The A.S. are frequently suppositions about boundary condi-
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tions (including initial conditions as a special case of ‘boundary conditions’), and highly
risky suppositions at that. (3) Since we are very unsure of the A.S., we cannot regard
a false prediction as definitively falsifying a theory; theories are not strongly falsifiable.

All this is not to deny that scientists do sometimes derive predictions from theories
and A.S. in order to test the theories. If Newton had not been able to derive Kepler's
laws, for example, he would not have even put forward U.G. But even if the predic-
tions Newton had obtained from U.G. had been wildly wrong, U.G. might still have
been true: the A.S. might have been wrong. Thus, even if a theory is knocked out’ by
an experimental test, the theory may still be right, and the theory may come back in
at a later stage when it is discovered the A.S. were not useful approximations to the
true situation. As has previously been pointed out,” falsification in science is no more
conclusive than verification.

All this refutes Popper’s view that what the scientist does is to put forward ‘highly
falsifiable’ theories, derive predictions from them, and then attempt to falsify the
theories by falsifying the predictions. But it does not refute the standard view (what
Popper calls the ‘inductivist’ view) that scientists try to confirm theories and AS. by
deriving predictions from them and verifying the predictions. There is the objection
that (in the case of U.G.) the A.S. were known to be false, so scientists could hardly
have been trying to confirm them; but this could be met by saying that the A.S. could,
in principle, have been formulated in a more guarded way, and would not have been
false if sufficiently guarded® I think that, in fact, there is some truth in the ‘inductivist’
view: scientific theories are shown to be correct be their successes, just as all human
ideas are shown to be correct, to the extent that they are, by their successes in practice.
But the inductivist schema is still inadequate, except as a picture of one aspect of
scientific I procedure. In the next sections, I shall try to show that scientific activity
cannot, in general, be thought of as a matter of deriving predictions from the conjunc-
tion of theories and A.S., whether for the purpose of confirmation or for the purpose
of falsification.

9. Kuhn's View of Science

Recently a number of philosophers have begun to put forward a rather new view of
scientific activity. I believe that | anticipated this view about ten years ago when [
urged that some scientific theories cannot be overthrown by experiments and obser-
atiors alone, but only by alternative theories.” The view is also anticipated by
Hanson,'? but it reaches its sharpest expression in the writings of Thomas Kuhn'! and
Louis Althusser.!? I believe that both of these philosophers commit errors; but I also
believe that the tendency they represent (and that I also represent, for that matter) is a
needed corrective to the deductivism we have been examining. In this section. I shall
present some of Kuhn’s views, and then try to advance on them in the direction of a
sharper formulation.

The heart of Kuhn's account is the notion of a paradigm. Kuhn has been legitimately
criticized for some inconsistencies and unclarities in the use of this notion; but at least
one of his explanations of the notion seems to me to be quite clear and suitable for his
purposes. On this explanation, a paradigm is simply a scientific theory together with
an example of a successful and striking application. It is important that the applica-
tion—say, a successful explanation of some fact, or a successful and novel pre-
diction—Dbe striking; what this means is that the success is sufficiently impressive that
scientists—especially young scientists choosing a career—are led to try to emulate
that success by seeking further explanations, predictions, or whatever on the same
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model. For example, once U.G. had been put forward and one had the example of
Newton’s derivation of Kepler's laws together with the example of the derivation of,
say, a planetary orbit or two, then one had a paradigm. The most important paradigms
are the ones that generate scientific fields; the field generated by the Newtonian
paradigm was, in the first instance, the entire field of celestial mechanies. (Of course,
this field was only a part of the larger field of Newtonian mechanies, and the paradigm
on which celestial mechanics is based is only one of a number of paradigms which
collectively structure Newtonian mechanics.)

Kuln maintains that the paradigm that structures a field is highly immune to falsifica-
tion—in particular, it can only be overthrown by a new paradigm. In one sense, this
is an exaggeration: Newtonian physics would probably have been abandoned, even in
the absence of a new paradigm, if the world had started to act in a markedly non-
Newtonian way. (Although even then—would we have concluded that Newtonian
physics was false, or just that we didn't know what the devil was going, on?) But then
even the old successes, the successes which were paradigmatic for Newtonian physics,
would have ceased to be available. What is true, I believe, is that in the absence of such
a drastic and unprecedented change in the world, and in the absence of its turning out
that the paradigmatic successes had something ‘phony’ about them (e.g., the data were
faked, or there was a mistake in the deductions), a theory which is paradigmatic is not
given up because of observational and experimental results by themselves, but because
and when a better theory is available. ,

Once a paradigm has been set up, and a scientific field has grown around that
paradigm, we get an interval of what Kuhn calls ‘normal science’. The activity of
scientists during such an interval is described by Kuhn as ‘puzzle solving’—a notion I
shall return to.

In general, the interval of normal science continues even though not all the puzzles
of the field can be successfully solved (after all, it is only human experience that some
problems are too hard to solve), and even though some of the solutions may look ad
hoc. What finally terminates the interval is the introduction of a new paradigm which
manages to supersede the old.

Kuhn's most controversial assertions have to do with the process whereby a new
paradigm supplants an older paradigm. Here he tends to be radically subjectivistic
(overly so, in my opinion): data, in the usual sense, cannot establish the superiority of
one paradigm over another because data themselves are perceived through the spec-
tacles of one paradigm or another. Changing from one paradigm to another requires a
‘Gestalt switch’. The history and methodology of science get rewritten when there are
major paradigm changes; so there are no ‘neutral” historical and methodological canons
to which to appeal. Kuhn also holds views on meaning and truth which are relativistic
and, on my view, incorrect; but I do not wish to discuss these here.

What I want to explore is the interval which Kuhn calls ‘normal science’. The term
‘puzzle solving’ is unfortunately trivializing; searching for explanations of phenomena
and for ways to harness nature is too important a part of human life to be demeaned
(here Kuhn shows the same tendency that leads Popper to call the problem of the
nature of knowledge a ‘riddle’). But the term is also striking: clearly, Kuln sees normal
science as neither an activity of trying to falsify one’s paradigm nor as an activity of
trying to confirm it, but as something else. I want to try to advance on Kuhn by
presenting a schema for normal science, or rather for one aspect of normal science; a
schema which may indicate why a major philosopher and historian of science would
use the metaphor of solving puzzles in the way Kuhn does.
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10. Schemata for Scientific Problems
Consider the following two schemata:

SCHEMA 1

THEORY
AUXILIARY STATEMENTS

PREDICTION—TRUE OR FALSE?
SCHEMA II

THEORY
nnmnnmmmn

FACT TO BE EXPLAINED

These are both schemata for scientific problems. In the first type of problem we have
a theory, we have some A.S., we have derived a prediction, and our problem is to see
if the prediction is true or false: the situation emphasized by standard philosophy of
science. The second type of problem is quite different. In this type of problem we have
a theory, we have a fact to be explained, but the A.S. are missing: the problem is to
find A.S., if we can, which are true, or approximately true (i.e., useful oversimplifica-
tions of the truth), and which have to be conjoined to the theory to get an explanation
of the fact.

We might, in passing, mention also a third schema which is neglected by standard
philosophy of science:

SCHEMA 11l

THEORY
AUXILIARY STATEMENTS

nmnmmnm

This represents the type of problem in which we have a theory, we have some AS,,
and we want to know what consequences we can derive. This type of problem is
neglected because the problem is ‘purely mathematical’. But knowing whether a set of
statements has testable consequences at all depends upon the solution to this type of
problem, and the problem is frequently of great difficulty—e.g., little is known to this
day concerning just what the physical consequences of Einstein’s ‘unified field theory’
are, precisely because the mathematical problem of deriving those consequences is too
difficult. Philosophers of science frequently write as if it is clear, given a set of state-
ments, just what consequences those statements do and do not have.

Let us, however, return to Schema II. Given the known facts concerning the orbit of
Uranus, and given the known facts (prior to 1846) concening what bodies make up the
solar system, and the standard A.S. that those bodies are moving in a hard vacuum,
subject only to mutual gravitational forces, etc., it was clear that there was a problem:
the orbit of Uranus could not be successfully calculated if we assumed that Mercury,
Venus, Earth, Mars, Saturn, Jupiter, and Uranus were all the planets there are, and that
these planets together with the sun make up the whole solar system. Let S, be the
conjunction of the various A.S. we just mentioned, including the statement that the
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solar system consists of at least, but not necessarily of only, the bodies mentioned.
Then we have the following problem:

Theory: U.G.
A.S.: Sl
Further A.S..

Explanandum: The orbit of Uranus

Note that the problem is not to find further explanatory laws (although sometimes
it may be, in a problem of the form of Schema II); it is to find further assumptions about
the initial and boundary conditions governing the solar system which, together with
the Law of Universal Gravitation and the other laws which make up U.G. (i.e., the laws
of Newtonian mechanics) will enable one to explain the orbit of Uranus. If one does
not require that the missing statements be true, or approximately true, then there are
an infinite number of solutions, mathematically speaking. Even if one includes in S,
that no nongravitational forces are acting on the planets or the sun, there are still an
infinite number of solutions. But one tries first the simplest assumption, namely:

(S,) There is one and only one planet in the solar system in addition to the planets
mentioned in S; .

Now one considers the following problem:

Theory: U.G.
AS Sl' Sz

Consequence —turns out to be that the unknown
planet must have a certain orbit O.

This problem is a mathematical problem—the one Leverrier and Adams both
solved (an instance of Schema III). Now one considers the following empirical problem:

Theory: U.G.
AS Sl, SZ

Prediction: A planet exists moving
in orbit O—TRUE OR FALSE?

This problem is an instance of Schema I—an instance one would not normally
consider, because one of the A.S., namely the statement S,, is not at all known to be
true S, is, in fact, functioning as a low-level hypothesis which we wish to test. But the
test is not an inductive one in the usual sense, because a verification of the prediction
is also a verification of S,—or rather, of the approximate truth of S,, (which is all that
is of interest in this context). Neptune was not the only planet unknown in 1846; there
was also Pluto to be later discovered. The fact is that we are interested in the above
problem in 1846, because we know that if the prediction turns out to be true, then that
prediction is precisely the statement S; that we need for the following deduction:

Theory: U.G.
A.S.: sl, Sz, S3

Explanandum: the orbit of Uranus

—i.e., the statement S, (that the planet mentioned in S, has precisely the orbit O)*? is
the solution to the problem with which we started. In this case we started with a
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problem of the Schema II type: we introduced the assumption S, as a simplifying
assumption in the hope of solving the original problem thereby more easily; and we
had the good luck to be able to deduce S;—the solution to the original problem—
from U.G. together with S,, S,, and the more important good luck that S, turned out
to be true when the Berlin Observatory looked. Problems of the Schema II-type are
sometimes mentioned by philosophers of science when the missing A.S. are laws; but
the case just examined, in which the missing A.S. was just a further contingent fact
about the particular system, is almost never discussed. I want to suggest that Schema
IT exhibits the logical form of what Kuhn calls a ‘puzzle’.

If we exmine Schema II, we can see why the term ‘puzzle’ is so appropriate. When
one has a problem of this sort, one is looking for something to fill a ‘hole’—often a
thing of rather underspecified sort—and that is a sort of puzzle. Moreover, this sort of
problem is extremely widespread in science. Suppose one wants to explain the fact that
water is a liquid (under the standard conditions), and one is given the laws of physics;
the fact is that the problem is extremely hard. In fact, quantum mechanical laws are
needed. But that does not mean that from classical physics one can deduce that water
is not a liquid; rather the classical physicist would give up this problem at a certain
point as ‘too hard'—i.e., he would conclude that he could not find the right A.S.

The fact that Schema II is the logical form of the ‘puzzles’ of ‘ normal science
explains a number of facts. When one is tackling, a Schema II-type problem, there is no
question of deriving a prediction from U.G. plus given A.S., the whole problem is to
find the A.S. The theory—U.G., or whichever—is unfalsifiable in the context. It is also
not up for ‘confirmation’ any more than for ‘falsification’; it is not function in a hypotheti-
cal role. Failures do not falsify a theory, because the failure is not a false prediction from
a theory together with known and trusted facts, but a failure to find something—in
fact, a failure to find an A.S. Theories, during their tenure of office, are highly immune
to falsification; that tenure of office is ended by the appearance on the scene of a better
theory (or a whole new explanatory technique), not by a basic sentence. And successes
do not ‘confirm’ a theory, once it has become paradigmatic, because the theory is not
a ‘hypothesis’ in need of confirmation, but the basis of a whole explanatory and
predictive technique, and possibly of a technology as well.

To sum up: I have suggested that standard philosophy of science, both ‘Popperian’
and non-Popperian, has fixated on the situation in which we derive predictions from a
theory and test those predictions in order to falsify or confirm the theory —i.e., on the
situation represented by Schema 1. | have suggested that, by way of contrast, we see
the ‘puzzles’ of ‘normal science’ as exhibiting the pattern represented by Schema II, the
pattern in which we take a theory as fixed, take the fact to be explained as fixed, and
seek further facts—frequently contingent!# facts about the particular system-—which
will enable us to fill out the explanation of the particular fact on the basis of the theory.
I suggest that adopting this point of view will enable us better to appreciate both the
relative unfalsifiability of theories which have attained paradigm status, and the fact
that the ‘predictions’ of physical theory are frequently facts which were known before-
hand and not things which are surprising relative to background knowledge.

To take Schema II as describing everything that goes on between the introduction
of a paradigm and its eventual replacement by a better paradigm would be a gross
error in the opposite direction, however. The fact is that normal science exhibits a
dialectic between two conflicting (at any rate, potentially conflicting) but interde-
pendent tendencies, and that it is the conflict of these tendencies that drives normal
science forward. The desire to solve a Schema II-type problem—explain the orbit of
Uranus—1led to a new hypothesis (albeit a very low-level one) namely, S,. Testing S,
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involved deriving S, from it, and testing S5 a Schema I-type situation. S, in turn served
as the solution to the original problem. This illustrates the two tendencies, and also the
way in which they are interdependent and the way in which their interaction drives
science forward.

The tendency represented by Schema I is the critical tendency. Popper is right to
emphasize the importance of this tendency, and doing this is certainly a contribution
on his part—one that has influenced many philosophers. Scientists do want to know
if their ideas are wrong, and they try to find out if their ideas are wrong by deriving
predictions from them and testing those predictions—that is, they do this when they
can. The tendency represented by Schema Il is the explanatory tendency. The element
of conflict arises because in a Schema II-type situation one tends to regard the given
theory as something known, whereas in a Schema I-type situation one tends to regard
it as problematic. The interdependence is obvious: the theory which serves as the major
premise in Schema Il may itself have been the survivor of a Popperian test (although it
need not have been—U.G. was accepted on the basis of its explanatory successes, not
on the basis of its surviving attempted falsifications). And the solution to a Schema
[I-type problem must itself be confirmed, frequently by a Schema I-type test. If the
solution is a general law, rather than a singular statement, that law may itself become
a paradigm, leading to new Schema II-type problems. In short, attempted falsifications
do ‘corroborate’ theories—not just in Popper’s sense, in which this is a tautology, but
in the sense he denies, of showing that they are true, or partly true—and explanations
on the basis of laws which are regarded as known frequently require the introduction
of hypotheses. In this way, the tension between the attitudes of explanation and
criticism drives science to progress.

11. Kuhn versus Popper

As might be expected, there are substantial differences between Kuhn and Popper on
the issue of the falsifiability of scientific theories. Kuhn stresses the way in which a
scientific theory may be immune from falsification, whereas Popper stresses falsifi-
ability as the sine qua non of a scientific theory. Popper’s answers to Kuhn depend upon
two notions which must now be examined: the notion of an auxiliary hypothesis and
the notion of a conventionalist stratagem.

Popper recognizes that the derivation of a prediction from a theory may require the
use of auxiliary hypotheses (though the term ‘hypothesis’ is perhaps misleading, in
suggesting something like putative laws rather than assumptions about, say, boundary
conditions). But he regards these as part of the total ‘system’ under test. A ‘con-
ventionalist stratagem’ is to save a theory from a contrary experimental result by
making an ad hoc change in the auxiliary hypotheses. And Popper takes it as a
fundamental methodological rule of the empirical method to avoid conventionalist
stratagems.

Does this do as a reply to Kuhn's objections? Does it contravene our own objec-
tions, in the first part of this paper? It does not. In the first place, the ‘auxiliary
hypotheses’ A.S. are not fixed, in the case of U.G., but depend upon the context. One
simply cannot think of U.G. as part of a fixed ‘system’ whose other part is a fixed set
of auxiliary hypotheses whose function is to render U.G. ‘highly testable’.

In the second place, an alteration in one’s beliefs, may be ad hoc without being
unreasonable. ‘Ad hoc’ merely means ‘to this specific purpose’. Of course, ‘ad hoc' has
acquired the connotation of ‘unreasonable’—but that is a different thing. The assump-
tion that certain stars have dark companions is ad hoc in the literal sense: the assump-
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tion is made for the specific purpose of accounting for the fact that no companion is
visible. It is also highly reasonable.

It has already been pointed out that the A.S. are not only context-dependent but
highly uncertain, in the case of U.G. and in many other cases. So, changing the A.S.,
or even saying in a particular context ‘we don’t know what the right A.S. are’ may be
ad hoc in the literal sense just noted, but is not ‘ad hoc in the extended sense of
‘unreasonable’.

12. Paradigm Change

How does a paradigm come to be accepted in the first place? Popper’s view is that a
theory becomes corroborated by passing severe tests: a prediction (whose truth value
is not antecedently known) must be derived from the theory and the truth or falsity of
that prediction must be ascertained. The severity of the test depends upon the set of
basic sentences excluded by the theory, and also upon the improbability of the
prediction relative to background knowledge. The ideal case is one in which a theory
which rules out a great many basic sentences implies a prediction which is very
improbable relative to background knowledge.

Popper points out that the notion of the number of basic sentences ruled out by a
theory cannot be understood in the sense of cardinality; he proposes rather to measure
it by means of concepts of improbability or content. It does not appear true to me that
improbability (in the sense of logical [im]probability)'® measures fasifiability, in Pop-
per’s sense: U.G. excludes no basic sentences, for example, but has logical probability
zero, on any standard metric. And it certainly is not true that the scientist always selects
‘the most improbable of the surviving hypotheses’ on any measure of probability,
except in the trivial sense that all strictly universal laws have probability zero. But my
concern here is not with the technical details of Popper’s scheme, but with the leading
idea.

To appraise this idea, let us see how U.G. came to be accepted. Newton first derived
Kepler's laws from U.G. and the A.S. we mentioned at the outset: this was not a ‘test’
in Popper's sense, because Kepler's laws were already known to be true. Then he
showed that U.G. would account for the tides on the basis of the gravitational pull of
the moon: this also was not a ‘test’, in Popper’s sense, because the tides were already
known. Then he spent many years showing that small perturbations (which were
already known) in the orbits of the planets could be accounted for by U.G. By this time
the whole civilized world had accepted—and, indeed, acclaimed—U.G.; but it had not
been ‘corroborated’ at all in Popper’s sense!

If we look for a Popperian ‘test’ of U.G.—a derivation of a new prediction, one risky
relative to background knowledge—we do not get one until the Cavendish experi-
ment of 1787, roughly a hundred years after the theory had been introduced! The
prediction of S (the orbit of Neptune) from U.G. and the auxiliary statements S, and
S, can also be regarded as a confirmation of U.G. (in 1846!); although it is difficult to
regard it as a severe test of U.G. in view of the fact that the assumption S, had a more
tentative status than U.G.

It is easy to see what has gone wrong. A theory is not accepted unless it has real
explanatory successes. Although a theory may legitimately be preserved by changes
in the A.S. which are, in a sense, ‘ad hoc’ (although not unreasonable), its successes must
not be ad hoc. Popper requires that the predictions of a theory must not be ante-
cedently known to be true in order to rule out ad hoc ‘successes’; but the condition is
too strong.
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Popper is right in thinking that a theory runs a risk during the period of its
establishment. In the case of U.G., the risk was not a risk of definite falsification; it was
the risk that Newton would not find reasonable A.S. with the aid of which he could
obtain real (non-ad hoc) explanatory successes for U.G. A failure to explain the tides by
the gravitational pull of the moon alone would not, for example, have falsified U.G;
but the success did strongly support U.G.

In sum, a theory is only accepted if the theory has substantial, non-ad hoc, explana-
tory successes. This is in accordance with Popper; unfortunately, it is in even better
accordance with the ‘inductivist’ accounts that Popper rejects, since these stress support
rather than falsification.

13. On Practice

Popper’s mistake here is no small isolated failing. What Popper consistently fails to see
is that practice is primary: ideas are not just an end in themselves (although they are
partly an end in themselves), nor is the selection of ideas to ‘criticize’ just an end in
itself. The primary importance of ideas is that they guide practice, that they structure
whole forms of life. Scientific ideas guide practice in science, in technology, and
sometimes in public and private life. We are concerned in science with trying to
discover correct ideas: Popper to the contrary, this is not obscurantism but responsibility.
We obtain our ideas—our correct ones, and many of our incorrect ones—by close
study of the world. Popper denies that the accumulation of perceptual experience leads
to theories: he is right that it does not lead to theories in a mechanical or algorithmic
sense; but it does lead to theories in the sense that it is a regularity of methodological
significance that (1) lack of experience with phenomena and with previous knowledge
about phenomena decreases the probability of correct ideas in a marked fashion; and
(2) extensive experience increases the probability of correct, or partially correct, ideas
in a marked fashion. ‘There is no logic of discovery’—in that sense, there is no logic
of testing, either; all the formal algorithms proposed for testing, by Carnap, by Popper,
by Chomsky, etc., are, to speak impolitely, ridiculous; if you don't believe this, program
a computer to employ one of these algorithms and see how well it does at testing
theories! There are maxims for discovery and maxims for testing: the idea that correct
ideas just come from the sky, while the methods for testing them are highly rigid and
predetermined, is one of the worst legacies of the Vienna Circle.

But the correctness of an idea is not certified by the fact that it came from close and
concrete study of the relevant aspects of the world; in this sense, Popper is right. We
judge the correctness of our ideas by applying them and seeing if they succeed; in
general, and in the long run, correct ideas lead to success, and ideas lead to failures
where and insofar as they are incorrect. Failure to see the importance of practice leads
directly to failure to see the importance of success.

Failure to see the primacy of practice also leads Popper to the idea of a sharp
‘demarcation’ between science, on the one hand, and political, philosophical, and
ethical ideas, on the other. This ‘demarcation’ is pernicious, in my view; fundamentally,
it corresponds to Popper’s separation of theory from practice, and his related separa-
tion of the critical tendency in science from the explanatory tendency in science.
Finally, the failure to see the primacy of practice leads Popper to some rather reac-
tionary political conclusions. Marxists believe that there are laws of society; that these
laws can be known; and that men can and should act on this knowledge. It is not my
purpose here to argue that this Marxist view is correct; but surely any view that rules
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this out a priori is reactionary. Yet this is precisely what Popper does—and in the name
of an anti-a priori philosophy of knowledge!

In general, and in the long run, true ideas are the ones that succeed—how do we
know this? This statement too is a statement about the world; a statement we have
come to from experience of the world; and we believe in the practice to which this idea
corresponds, and in the idea as informing that kind of practice, on the basis that we
believe in any good idea—it has proved successful! In this sense ‘induction is circular’.
But of course it is! Induction has no deductive justification; induction is not deduction.
Circular justifications need not be totally self-protecting nor need they be totally
uninformative:'® the past success of ‘induction’ increases our confidence in it, and its
past failure tempers that confidence. The fact that a justification is circular only means
that that justification has no power to serve as a reason, unless the person to whom it
is given as a reason already has some propensity to accept the conclusion. We do have
a propensity—an a priori propensity, if you like—to reason ‘inductively’, and the past
success of ‘induction’ increases that propensity.

The method of testing ideas in practice and relying on the ones that prove success-
ful (for that is what ‘induction’ is) is not unjustified. That is an empirical statement. The
method does not have a ‘justification’—if by a justification is meant a proof from
eternal and formal principles that justifies reliance on the method. But then, nothing
does—not even, in my opinion, pure mathematics and formal logic. Practice is

primary.

Notes

1. I have discussed positivistic meaning theory in “What Theories Are Not,” published in Logic,
Methodology, and Philosophy of Science, ed. by A. Tarski, E. Nagel, and P. Suppes (Stanford: Stanford
University Press, 1962), pp. 240—51, and also in “How Not to Talk about Meaning,” published in
Boston Studies in the Philosophy of Science, Vol. 11, ed. by R. S. Coehn and M. W. Wartofsky (New York:
Humanities Press, 1965), pp. 205—2.2.

2. For a discussion of ‘approximate truth’, see the second of the papers mentioned in the preceding note.

3. ‘Confirmation’ is the term in standard use for support a positive experimental or observational result
gives to a hypothesis; Popper uses the term ‘corroboration’ instead, as a rule, because he objects to
the connotations of ‘showing to be true’ (or at least probable) which he sees as attaching to the former
term.

4. Bayes's theorem asserts, roughly, that the probability of a hypothesis H on given evidence E is directly
proportional to the probability of E on the hypothesis H, and also directly proportional to the
antecedent probability of H—i.e., the probability of H if one doesn't know that E. The theorem also
asserts that the probability of H on the evidence E is less, other things being equal, if the probability
of E on the assumption—(not-H) is greater. Today probability theorists are divided between those
who accept the notion of “antecedent probability of a hypothesis,” which is crucial to the theorem,
and those who reject this notion, and therefore the notion of the probability of a hypothesis on given
evidence. The former school are called ‘Bayeseans’; the latter ‘anti-Bayeseans’.

5. Cf. my paper “ ‘Degree of Confirmation” and Inductive Logic,” in The Philosophy of Rudolf Carnap (The
Library of Living Philosophers, Vol. 1), ed. by Paul A. Schilpp (La Salle, Ill.: Open Court Publishing
Co., 1963), pp. 761—84.

6. Popper’s reply to this sort of criticism is discussed below in the section titled “Kuhn versus Popper.”

7. This point is made by many authors. The point that is often missed is that, in case such as the one
discussed, the auxiliary statements are much less certain than the theory under test; without this
remark, the criticism that one might preserve a theory by revising the A.S. looks like a bit of formal
logic, without real relation to scientific practice. (See below, “Kuhn versus Popper.”)

8. I have in mind saying ‘the planets exert forces on each other which are more than .999 (or whatever)
gravitational’, rather than ‘the planets exert no nongravitational forces on each other’. Similar changes
in the other A.S. could presumably turn them into true statements—though it is not methodologic-
ally unimportant that no scientist, to my knowledge, has bothered to calculate exactly what changes
in the A.S. would render them true while preserving their usefulness.
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9. Hilary Putnam, “The Analytic and the Synthetic,” in Minnesota Studies in the Philosophy of Science, Vol.

11, ed. by H. Feigl and G. Maxwell (Minneapolis: University of Minnesota Press, 1962), pp. 358~97.

10. N. R. Nanson, in Patterns of Discovery (Cambridge: Cambridge University Press, 1958).

11. Thomas S. Kuhn, The Structure of Scientific Revolutions, Vol. 11, No. 2 of International Encyclopedia of
Unified Science (Chicago: University of Chicago Press, 1962).

12. Louis Althusser, Pour Marx and Lire le Capital (Paris: Maspero, 1965).

13. T use ‘orbit’ in the sense of space-time trajectory, not just spatial path.

14. By ‘contingent’ I mean not physically necessary.

15. ‘Logical probability’ is probability assigning equal weight (in some sense) to logically possible worlds.

16. This has been emphasized by Professor Max Black in a number of papers: e.g., “Self-supporting
Inductive Arguments,” Joumal of Philosophy 55 (1958), pp. 718—25; reprinted in Richard Swinburne
(ed.), The Justification of Induction (Oxford Readings in Philosophy, Oxford University Press, 1974).

Retrospective Note (1978): A Critic Replies to his Philosopher

Popper’s reply’ to my criticism consists of two main charges: (1) that I misrepresent
him to such an extent that I must not have read his main book, The Logic of Scientific
Discovery; and (2) that I commit an outright logical blunder. Both of these charges are
false and unfounded.

The Charge of Textual Misrepresentation

Thc charge that [ misrepresented Popper’s doctrine itself rests on two claims: that I say
of Popper that he neglects the need for auxiliary statements; and that Popper in fact
talked about auxiliary statements at length (under the name ‘initial conditions’) in The
Logic of Scientific Discovery.

The first claim is false: nowhere in my essay does there appear one sentence which
says Popper denies the existence of, ignores, or neglects auxiliary statements. In fact,
my section on the Kuhn-Popper debate talks explicitly about Popper’s treatment of
auxiliary hypotheses (which is (1) that they are part of ‘the total system’ under test;
and (2) that one must not preserve the total system by adjusting this part—to do so isa
‘conventionalist stratagem’ and bad). What 1 did say is that Popper blurs the distinction
between auxiliary statements and theory, and this, I still maintain, is true.

The second claim is also false. The auxiliary statements 1 was talking about, the
ones | was taking as examples and on which my argument turned, were not ‘initial
conditions’.

‘Initial conditions’, in Popper's sense, are singular statements (as he stresses again and
again in The Logic of Scientific Discovery). Moreover whenever he treats the question of
their testability; he treats them as verifiable (‘true basic statements’, in his terminology).

The auxiliary statements I gave as examples were:

(1) The solar system consists of only the following bodies (list).

(2) No nongravitational forces (or gravitational forces from outside the solar system)
are acting on the solar system (to a certain small ¢ of accuracy).

Both of these statements are universal statements, not singular statements. Neither
can be verified as a basic statement can—indeed, to verify the second one would
already have to know the true theory of gravitation! Popper’s charge of textual
misrepresentation is unfounded, and, in fact, I was very careful to present his doctrine

accurately.”

The Charge of Logical Blunder

What I contended in my criticism is that as scientists actually use the term ‘theory’
(and, as argued, they should use it), Newton's theory of universal gravitation is not
falsifiable: only its conjunction with the two auxiliary statements just listed is falsifiable.
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Popper claims that this is a logical blunder. His proof that this is a logical blunder—
that U.G. is falsifiable without A.S. (auxiliary statements)—is a quotation from me, a
quotation in which I say we would give up U.G. if the world started acting in a
‘markedly non-Newtonian manner’.

Now the logical situation is precisely this: any frajectories whatsoever of all the observed
bodies are compatible with U.G. without A.S. Moreover, this is so for a number of
reasons:

(1) U.G. without A.S. says nothing at all about what nongravitational forces there
might be! By assuming nongravitational forces perturbing the system, we can account
for any trajectories at all, even if U.G. is true.

(2) Even if we assume the system is acted on only by gravitational forces, we can still
account for any trajectories at all, to any finite degree of accuracy, by assuming
gravitational fields in addition to the ones caused by the observed bodies (e.g. there
might be bodies too small and too rapid to be observed which are so massive that they
give rise to significant fields).

Of course, such ad hoc assumptions as would be required to preserve U.G. if the
trajectories did ‘crazy’ things (e.g., if we got square orbits), would be enormously
inductively implausible— which is why we would give up U.G. in such a case. But [ was
not conceding that square orbits (or whatever) would deductively falsify U.G.—which
is what Popper takes me to be conceding. The logical blunder is his, not mine.

Main Point

Since the reader has my article available, 1 do not have to expand on what I actually
said there. The main points are two: that Popper’s prohibition on saving a successful
theory by modifying the A.S. is bad methodological advice (as Imre Lakatos and others
also pointed out); and that successful predictions can confirm a theory plus A.S. even
when they are not potential falsifiers in Popper’s sense. My distinction between a
theory in the canonical sense and AS. is not the same as Popper’s distinction between
theory and initial conditions, as has already been pointed out, but it is closely related
to, if not quite the same as, Lakatos’s distinction between a ‘theory core’ and a
‘protective belt’. The importance of such a distinction has become widely recognized
in recent years.

Notes

1. See "Initial Conditions,” in P. Schilpp, ed., The Philosophy of Karl Popper (La Salle, IlL.: Open Court,
1974).

2. For example, [ say that Popper says that a ‘theory’ implies predictions. ‘Predictions’ is a nontechnical
word which covers what Popper himself calls instantial sentences (conditionals whose antecedent and
consequent are both basic sentences) as well as basic sentences, and the claim that a theory by itself
implies instantial sentences occurs in many places in The Logic of Scientific Discovery. I did, unfortunately,
write ‘basic sentence’ instead of ‘instantial sentence’ in the article in a number of places.



Chapter 7
Scientific Revolutions
Thomas Kuhn

A. THE ESSENTIAL TENSION: TRADITION AND INNOVATION IN SCIENTIFIC
RESEARCH

I am grateful for the invitation to participate in this important conference, and I
interpret it as evidence that students of creativity themselves possess the sensitivity to
divergent approaches that they seek to identify in others. But I am not altogether
sanguine about the outcome of your experiment with me. As most of you already
know, I am no psychologist, but rather an ex-physicist now working in the history of
science. Probably my concemn is no less with creativity than your own, but my goals,
my techniques, and my sources of evidence are so very different from yours that I am
far from sure how much we do, or even should, have to say to each other. These
reservations imply no apology: rather they hint at my central thesis. In the sciences, as
I shall suggest below, it is often better to do one’s best with the tools at hand than to
pause for contemplation of divergent approaches.

If a person of my background and interests has anything relevant to suggest to this
conference, it will not be about your central concerns, the creative personality and its
early identification. But implicit in the numerous working papers distributed to partici-
pants in this conference is an image of the scientific process and of the scientist; that
image almost certainly conditions many of the experiments you try as well as the
conclusions you draw; and about it the physicist-historian may well have something to
say. I shall restrict my attention to one aspect of this image—an aspect epitomized as
follows in one of the working papers: The basic scientist “must lack prejudice to a
degree where he can look at the most ‘self-evident’ facts or concepts without nec-
essarily accepting them, and, conversely, allow his imagination to play with the most
unlikely possibilities” (Selye, 1959). In the more technical language supplied by other
working papers (Getzels and Jackson), this aspect of the image recurs as an emphasis
upon “divergent thinking, the freedom to go off in different directions, ... rejecting the
old solution and striking out in some new direction.”

I do not at all doubt that this description of “divergent thinking” and the con-
comitant search for those able to do it are entirely proper. Some divergence character-
izes all scientific work, and gigantic divergences lie at the core of the most significant
episodes in scientific development. But both my own experience in scientific research
and my reading of the history of sciences lead me to wonder whether flexibility and
open-mindedness have not been too exclusively emphasized as the characteristics
requisite for basic research. I shall therefore suggest below that something like “con-

Reprinted by permission of the author and publisher from (A) The Third (1959) University of Utah Research
Conference on the Identification of Scientific Talent, ed. C. W. Taylor (Salt Lake City: University of Utah Press,
1959), pp. 162—174. Copyright 1959 by the University of Utah Press; (B) The Structure of Scientific
Revolutions 2nd ed. (Chicago: University of Chicago Press, 1970), Chapter IX, pp. 92—110. Copyright
1962, 1970 by the University of Chicago Press.
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vergent thinking” is just as essential to scientific advance as is divergent. Since these
two modes of thought are inevitably in conflict, it will follow that the ability to
support a tension that can occasionally become almost unbearable is one of the prime
requisites for the very best sort of scientific research.

I am elsewhere studying these points more historically, with emphasis on the
importance to scientific development of “revolutions.”! These are episodes—exem-
plified in their most extreme and readily recognized form by the advent of Copernican-
ism, Darwinism, or Einsteinianism—in which a scientific community abandons one
time-honored way of regarding the world and of pursuing science in favor of some
other, usually incompatible, approach to its discipline. I have argued in the draft that
the historian constantly encounters many far smaller but structurally similar revolu-
tionary episodes and that they are central to scientific advance. Contrary to a prevalent
impression, most new discoveries and theories in the sciences are not merely additions
to the existing stockpile of scientific knowledge. To assimilate them the scientist must
usually rearrange the intellectual and manipulative equipment he has previously relied
upon, discarding some elements of his prior belief and practice while finding new
significances in and new relationships between many others. Because the old must be
revalued and reordered when assimilating the new, discovery and invention in the
sciences are usually intrinsically revolutionary. Therefore, they do demand just that
flexibility and open-mindedness that characterize, or indeed define, the divergent
thinker. Let us henceforth take for granted the need for these characteristics. Unless
many scientists possessed them to a marked degree, there would be no scientific
revolutions and very little scientific advance.

Yet flexibility is not enough, and what remains is not obviously compatible with it.
Drawing from various fragments of a project still in progress, I must now emphasize
that revolutions are but one of two complementary aspects of scientific advance.
Almost none of the research undertaken by even the greatest scientists is designed to
be revolutionary, and very little of it has any such effect. On the contrary, normal
research, even the best of it, is a highly convergent activity based firmly upon a settled
consensus acquired from scientific education and reinforced by subsequent life in the
profession. Typically, to be sure, this convergent or consensus-bound research ultima-
tely results in revolution. Then, traditional techniques and beliefs are abandoned and
replaced by new ones. But revolutionary shifts of a scientific tradition are relatively
rare, and extended periods of convergent research are the necessary preliminary to
them. As I shall indicate below, only investigations firmly rooted in the contemporary
scientific tradition are likely to break that tradition and give rise to a new one. That is
why I speak of an ‘essential tension’ implicit in scientific research. To do his job the
scientist must undertake a complex set of intellectual and manipulative commitments.
Yet his claim to fame, if he has the talent and good luck to gain one, may finally rest
upon his ability to abandon this net of commitments in favor of another of his own
invention. Very often the successful scientist must simultaneously display the char-
acteristics of the traditionalist and of the iconoclast.?

The multiple historical examples upon which any full documentation of these points
must depend are prohibited by the time limitations of the conference. But another
approach will introduce you to at least part of what I have in mind—an examination
of the nature of education in the natural sciences. One of the working papers for this
conference (Getzels and Jackson) quotes Guilford’s very apt description of scientific
education as follows: “[It] has emphasized abilities in the areas of convergent thinking
and evaluation, often at the expense of development in the area of divergent thinking.
We have attempted to teach students how to arrive at ‘correct’ answers that our



Scientific Revolutions 141

civilization has taught us are correct.... Outside the arts [and I should include most of
the social sciences] we have generally discouraged the development of divergent-
thinking abilities, unintentionally.” That characterization seems to me eminently just,
but I wonder whether it is equally just to deplore the product that results. Without
defending plain bad teaching, and granting that in this country the trend to convergent
thinking in all education may have proceeded entirely too far, we may nevertheless
recognize that a rigorous training in convergent thought has been intrinsic to the
sciences almost from their origin. I suggest that they could not have achieved their
present state or status without it.

Let me try briefly to epitomize the nature of education in the natural sciences,
ignoring the many significant yet minor differences between the various sciences and
between the approaches of different educational institutions. The single most striking
feature of this education is that, to an extent totally unknown in other creative fields,
it is conducted entirely through textbooks. Typically, undergraduate and graduate
students of chemistry, physics, astronomy, geology, or biology acquire the substance
of their fields from books written especially for students. Until they are ready, or very
nearly ready, to commence work on their own dissertations, they are neither asked to
attempt trial research projects nor exposed to the immediate products of research done
by others, that is, to the professional communications that scientists write for each
other. There are no collections of “readings” in the natural sciences. Nor are science
students encouraged to read the historical classics of their fields—works in which they
might discover other ways of regarding the problems discussed in their textbooks, but
in which they would also meet problems, concepts, and standards of solution that their
future professions have long since discarded and replaced.

In contrast, the various textbooks that the student does encounter display different
subject matters, rather than, as in many of the social sciences, exemplifying different
approaches to a single problem field. Even books that compete for adoption in a single
course differ mainly in level and in pedagogic detail, not in substance or conceptual
structure. Last, but most important of all, is the characteristic technique of textbook
presentation. Except in their occasional introductions, science textbooks do not de-
scribe the sorts of problems that the professional may be asked to solve and the variety
of techniques available for their solution. Rather, these books exhibit concrete problem
solutions that the profession has come to accept as paradigms, and they then ask the
student, either with a pencil and paper or in the laboratory, to solve for himself
problems very closely related in both method and substance to those through which
the textbook or the accompanying lecture has led him. Nothing could be better
calculated to produce “mental sets” or Einstellungen. Only in their most elementary
courses do other academic fields offer as much as a partial parallel.

Even the most faintly liberal educational theory must view this pedagogic technique
as anathema. Students, we would all agree, must begin by learning a good deal of what
is already known, but we also insist that education give them vastly more. They must,
we say, learn to recognize and evaluate problems to which no unequivocal solution has
yet been given; they must be supplied with an arsenal of techniques for approaching
these future problems; and they must learn to judge the relevance of these techniques
and to evaluate the possibly partial solutions which they can provide. In many respects
these attitudes toward education seem to me entirely right, and yet we must recognize
two things about them. First, education in the natural sciences seems to have been
totally unaffected by their existence. It remains a dogmatic initiation in a pre-established
tradition that the student is not equipped to evaluate. Second, at least in the period
when it was followed by a term in an apprenticeship relation, this technique of
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exclusive exposure to a rigid tradition has been immensely productive of the most
consequential sorts of innovations.

I shall shortly inquire about the pattern of scientific practice that grows out of this
educational initiation and will then attempt to say why that pattern proves quite so
successful. But first, an historical excursion will reinforce what has just been said and
prepare the way for what is to follow. I should like to suggest that the various fields
of natural science have not always been characterized by rigid education in exclusive
paradigms, but that each of them acquired something like that technique at precisely
the point when the field began to make rapid and systematic progress. If one asks
about the origin of our contemporary knowledge of chemical composition, of earth-
quakes, of biological reproduction, of motion through space, or of any other subject
matter known to the natural sciences, one immediately encounters a characteristic
pattern that I shall here illustrate with a single example.

Today, physics textbooks tell us that light exhibits some properties of a wave and
some of a particle: both textbook problems and research problems are designed
accordingly. But both this view and these textbooks are products of an early twen-
tieth-century revolution. (One characteristic of scientific revolutions is that they call for
the rewriting of science textbooks.) For more than half a century before 1900, the
books employed in scientific education had been equally unequivocal in stating that
light was wave motion. Under those circumstances scientists worked on somewhat
different problems and often embraced rather different sorts of solutions to them. The
nineteenth-century textbook tradition does not, however, mark the beginning of our
subject matter. Throughout the eighteenth century and into the early nineteenth,
Newton's Opticks and the other books from which men learned science taught almost
all students that light was particles, and research guided by this tradition was again
different from that which succeeded it. Ignoring a variety of subsidiary changes within
these three successive traditions, we may therefore say that our views derive historic-
ally from Newton’s views by way of two revolutions in optical thought, each of which
replaced one tradition of convergent research with another. If we make appropriate
allowances for changes in the locus and materials of scientific education, we may say
that each of these three traditions was embodied in the sort of education by exposure
to unequivocal paradigms that 1 briefly epitomized above. Since Newton, education
and research in physical optics have normally been highly convergent.

The history of theories of light does not, however, begin with Newton. If we ask
about knowledge in the field before his time, we encounter a significantly different
pattern—a pattern still familiar in the arts and in some social sciences, but one which
has largely disappeared in the natural sciences. From remote antiquity until the end of
the seventeenth century there was no single set of paradigms for the study of physical
optics. Instead, many men advanced a large number of different views about the nature
of light. Some of these views found few adherents, but a number of them gave rise to
continuing schools of optical thought. Although the historian can note the emergence
of new points of view as well as changes in the relative popularity of older ones, there
was never anything resembling consensus. As a result, a new man entering the field
was inevitably exposed to a variety of conflicting viewpoints; he was forced to
examine the evidence for each, and there always was good evidence. The fact that he
made a choice and conducted himself accordingly could not entirely prevent his
awareness of other possibilities. This earlier mode of education was obviously more
suited to produce a scientist without prejudice, alert to novel phenomena, and flexible
in his approach to his field. On the other hand, one can scarcely escape the impression
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that, during the period characterized by this more liberal educational practice, physical
optics made very little progress.*

The preconsensus (we might here call it the divergent) phase in the development of
physical optics is, I believe, duplicated in the history of all other scientific specialties,
excepting only those that were born by the subdivision and recombination of pre-
existing disciplines. In some fields, like mathematics and astronomy, the first firm
consensus is prehistoric. In others, like dynamics, geometric optics, and parts of
physiology, the paradigms that produced a first consensus date from classical antiquity.
Most other natural sciences, though their problems were often discussed in antiquity,
did not achieve a first consensus until after the Renaissance. In physical optics, as we
have seen, the first firm consensus dates only from the end of the seventeenth century;
in electricity, chemistry, and the study of heat, it dates from the eighteenth; while in
geology and the nontaxonomic parts of biology no very real consensus developed
until after the first third of the nineteenth century. This century appears to be char-
acterized by the emergence of a first consensus in parts of a few of the social sciences.

In all the fields named above, important work was done before the achievement of
the maturity produced by consensus. Neither the nature nor the timing of the first
consensus in these fields can be understood without a careful examination of both the
intellectual and the manipulative techniques developed before the existence of unique
paradigms. But the transition to maturity is not less significant because individuals
practiced science before it occurred. On the contrary, history strongly suggests that,
though one can practice science—as one does philosophy or art or political science—
without a firm consensus, this more flexible practice will not produce the pattern of
rapid consequential scientific advance to which recent centuries have accustomed us. In
that pattern, development occurs from one consensus to another, and alternate ap-
proaches are not ordinarily in competition. Except under quite special conditions, the
practitioner of a mature science does not pause to examine divergent modes of
explanation or experimentation.

I shall shortly ask how this can be so—how a firm orientation toward an apparently
unique tradition can be compatible with the practice of the disciplines most noted for
the persistent production of novel ideas and techniques. But it will help first to ask
what the education that so successfully transmits such a tradition leaves to be done.
What can a scientist working within a deeply rooted tradition and little trained in the
perception of significant alternatives hope to do in his professional career? Once again
limits of time force me to drastic simplification, but the following remarks will at least
suggest a position that I am sure can be documented in detail.

In pure or basic science—that somewhat ephemeral category of research under-
taken by men whose most immediate goal is to increase understanding rather than
control of nature—the characteristic problems are almost always repetitions, with
minor modifications, of problems that have been undertaken and partially resolved
before. For example, much of the research undertaken within a scientific tradition is an
attempt to adjust existing theory or existing observation in order to bring the two into
closer and closer agreement. The constant examination of atomic and molecular spectra
during the years since the birth of wave mechanics, together with the design of
theoretical approximations for the prediction of complex spectra, provides one impor-
tant instance of this typical sort of work. Another was provided by the remarks about
the eighteenth-century development of Newtonian dynamics in the paper on measure-
ment supplied to you in advance of the conference.* The attempt to make existing
theory and observation conform more closely is not, of course, the only standard sort
of research problem in the basic sciences. The development of chemical thermo-
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dynamics or the continuing attempts to unravel organic structure illustrate another
type—the extension of existing theory to areas that it is expected to cover but in
which it has never before been tried. In addition, to mention a third common sort of
research problem, many scientists constantly collect the concrete data (e.g., atomic
weights, nuclear moments) required for the application and extension of existing
theory.

These are normal research projects in the basic sciences, and they illustrate the sorts
of work on which all scientists, even the greatest, spend most of their professional lives
and on which many spend all. Clearly their pursuit is neither intended nor likely to
produce fundamental discoveries or revolutionary changes in scientific theory. Only if
the validity of the contemporary scientific tradition is assumed do these problems
make much theoretical or any practical sense. The man who suspected the existence of
a totally new type of phenomenon or who had basic doubts about the validity of
existing theory would not think problems so closely modeled on textbook paradigms
worth undertaking. It follows that the man who does undertake a problem of this
sort—and that means all scientists at most times—aims to elucidate the scientific
tradition in which he was raised rather than to change it. Furthermore, the fascination
of his work lies in the difficulties of elucidation rather than in any surprises that the
work is likely to produce. Under normal conditions the research scientist is not an
innovator but a solver of puzzles, and the puzzles upon which he concentrates are just
those which he believes can be both stated and solved within the existing scientific
tradition.

Yet—and this is the point—the ultimate effect of this tradition-bound work has
invariably been to change the tradition. Again and again the continuing attempt to
elucidate a currently received tradition has at last produced one of those shifts in
fundamental theory, in problem field, and in scientific standards to which I previously
referred as scientific revolutions. At least for the scientific community as a whole, work
within a well-defined and deeply ingrained tradition seems more productive of tradi-
tion-shattering novelties than work in which no similarly convergent standards are
involved. How can this be so? I think it is because no other sort of work is nearly so
well suited to isolate for continuing and concentrated attention those loci of trouble or
causes of crisis upon whose recognition the most fundamental advances in basic
science depend.

As [ have indicated in the first of my working papers, new theories and, to an
increasing extent, novel discoveries in the mature sciences are not born de novo. On the
contrary, they emerge from old theories and within a matrix of old beliefs about the
phenomena that the world does and does not contain. Ordinarily such novelties are far
too esoteric and recondite to be noted by the man without a great deal of scientific
training. And even the man with considerable training can seldom afford simply to go
out and look for them, let us say by exploring those areas in which existing data and
theory have failed to produce understanding. Even in a mature science there are always
far too many such areas, areas in which no existing paradigms seem obviously to apply
and for whose exploration few tools and standards are available. More likely than not
the scientist who ventured into them, relying merely upon his receptivity to new
phenomena and his flexibility to new patterns of organization, would get nowhere at
all. He would rather return his science to its preconsensus or natural history phase.

Instead, the practitioner of a mature science, from the beginning of his doctoral
research, continues to work in the regions for which the paradigms derived from his
education and from the research of his contemporaries seem adequate. He tries, that is,
to elucidate topographical detail on a map whose main outlines are available in
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advance, and he hopes—if he is wise enough to recognize the nature of his field—that
he will some day undertake a problem in which the anticipated does not occur, a
problem that goes wrong in ways suggestive of a fundamental weakness in the
paradigm itself. In the mature sciences the prelude to much discovery and to all novel
theory is not ignorance, but the recognition that something has gone wrong with
existing knowledge and beliefs.

What [ have said so far may indicate that it is sufficient for the productive scientist
to adopt existing theory as a lightly held tentative hypothesis, employ it faute de mieux
in order to get a start in his research, and then abandon it as soon as it leads him to a
trouble spot, a point at which something has gone wrong. But though the ability to
recognize trouble when confronted by it is surely a requisite for scientific advance,
trouble must not be too easily recognized. The scientist requires a thoroughgoing
commitment to the tradition with which, if he is fully successful, he will break. In part
this commitment is demanded by the nature of the problems the scientist normally
undertakes. These, as we have seen, are usually esoteric puzzles whose challenge lies
less in the information disclosed by their solutions (all but its details are often known
in advance) than in the difficulties of technique to be surmounted in providing any
solution at all. Problems of this sort are undertaken only by men assured that there is
a solution which ingenuity can disclose, and only current theory could possibly
provide assurance of that sort. That theory alone gives meaning to most of the
problems of normal research. To doubt it is often to doubt that the complex technical
puzzles which constitute normal research have any solutions at all. Who, for example,
would have developed the elaborate mathematical techniques required for the study of
the effects of interplanetary attractions upon basic Keplerian orbits if he had not
assumed that Newtonian dynamics, applied to the planets then known, would explain
the last details of astronomical observation? But without that assurance, how would
Neptune have been discovered and the list of planets changed?

In addition, there are pressing practical reasons for commitment. Every research
problem confronts the scientist with anomalies whose sources he cannot quite identify.
His theories and observations never quite agree; successive observations never yield
quite the same results; his experiments have both theoretical and phenomenological
by-products which it would take another research project to unravel. Each of these
anomalies or incompletely understood phenomena could conceivably be the clue to a
fundamental innovation in scientific theory or technique, but the man who pauses to
examine them one by one never completes his first project. Reports of effective
research repeatedly imply that all but the most striking and central discrepancies could
be taken care of by current theory if only there were time to take them on. The men
who make these reports find most discrepancies trivial or uninteresting, an evaluation
that they can ordinarily base only upon their faith in current theory. Without that faith
their work would be wasteful of time and talent.

Besides, lack of commitment too often results in the scientist’s undertaking problems
that he has little chance of solving. Pursuit of an anomaly is fruitful only if the anomaly
is more than nontrivial. Having discovered it, the scientist’s first efforts and those of
his profession are to do what nuclear physicists are now doing. They strive to gen-
eralize the anomaly, to discover other and more revealing manifestations of the same
effect, to give it structure by examining its complex interrelationships with phenomena
they still feel they understand. Very few anomalies are susceptible to this sort of treat-
ment. To be so they must be in explicit and unequivocal conflict with some structurally
central tenet of current scientific belief. Therefore, their recognition and evaluation
once again depend upon a firm commitment to the contemporary scientific tradition.
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This central role of an elaborate and often esoteric tradition is what I have princip-
ally had in mind when speaking of the essential tension in scientific research. I do not
doubt that the scientist must be, at least potentially, an innovator, that he must possess
mental flexibility, and that he must be prepared to recognize troubles where they exist.
That much of the popular stereotype is surely correct, and it is important accordingly
to search for indices of the corresponding personality characteristics. But what is no
part of our stereotype and what appears to need careful integration with it is the other
face of this same coin. We are, 1 think, more likely fully to exploit our potential
scientific talent if we recognize the extent to which the basic scientist must also be a
firm traditionalist, or, if 1 am using your vocabulary at all correctly, a convergent
thinker. Most important of all, we must seek to understand how these two superficially
discordant modes of problem solving can be reconciled both within the individual and
within the group.

Everything said above needs both elaboration and documentation. Very likely some
of it will change in the process. This paper is a report on work in progress. But, though
I insist that much of it is tentative and all of it incomplete, [ still hope that the paper
has indicated why an educational system best described as an initiation into an
unequivocal tradition should be thoroughly compatible with successful scientific work.
And 1 hope, in addition, to have made plausible the historical thesis that no part of
science has progressed very far or very rapidly before this convergent education and
correspondingly convergent normal practice became possible. Finally, though it is
beyond my competence to derive personality correlates from this view of scientific
development, I hope to have made meaningful the view that the productive scientist
must be a traditionalist who enjoys playing intricate games by pre-established rules in
order to be a successful innovator who discovers new rules and new pieces with which
to play them.

As first planned, my paper was to have ended at this point. But work on it, against the
background supplied by the working papers distributed to conference participants, has
suggested the need for a postscript. Let me therefore briefly try to eliminate a likely
ground of misunderstanding and simultaneously suggest a problem that urgently
needs a great deal of investigation.

Everything said above was intended to apply strictly only to basic science, an
enterprise whose practitioners have ordinarily been relatively free to choose their own
problems. Characteristically, as I have indicated, these problems have been selected in
areas where paradigms were clearly applicable but where exciting puzzles remained
about how to apply them and how to make nature conform to the results of the
application. Clearly the inventor and applied scientist are not generally free to choose
puzzles of this sort. The problems among which they may choose are likely to be
largely determined by social, economic, or military circumstances external to the sci-
ences. Often the decision to seek a cure for a virulent disease, a new source of
household illumination, or an alloy able to withstand the intense heat of rocket engines
must be made with little reference to the state of the relevant science. It is, 1 think, by
no means clear that the personality characteristics requisite for pre-eminence in this
more immediately practical sort of work are altogether the same as those required for a
great achievement in basic science. History indicates that only a few individuals, most
of whom worked in readily demarcated areas, have achieved eminence in both.

I am by no means clear where this suggestion leads us. The troublesome distinctions
between basic research, applied research, and invention need far more investigation.
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Nevertheless, it seems likely, for example, that the applied scientist, to whose problems
no scientific paradigm need be fully relevant, may profit by a far broader and less rigid
education than that to which the pure scientist has characteristically been exposed.
Certainly there are many episodes in the history of technology in which lack of more
than the most rudimentary scientific education has proved to be an immense help. This
group scarcely needs to be reminded that Edison’s electric light was produced in the
face of unanimous scientific opinion that the arc light could not be “subdivided,” and
there are many other episodes of this sort.

This must not suggest, however, that mere differences in education will transform
the applied scientist into a basic scientist or vice versa One could at least argue that
Edison’s personality, ideal for the inventor and perhaps also for the “oddball” in
applied science, barred him from fundamental achievements in the basic sciences. He
himself expressed great scorn for scientists and thought of them as wooly-headed
people to be hired when needed. But this did not prevent his occasionally arriving at
the most sweeping and irresponsible scientific theories of his own. (The pattern recurs
in the early history of electrical technology: both Tesla and Gramme advanced absurd
cosmic schemes that they thought deserved to replace the current scientific knowledge
of their day.) Episodes like this reinforce an impression that the personality requisites
of the pure scientist and of the inventor may be quite different, perhaps with those of
the applied scientist lying somewhere between.’

Is there a further conclusion to be drawn from all this? One speculative thought
forces itself upon me. If I read the working papers correctly, they suggest that most of
you are really in search of the inventive personality, a sort of person who does
emphasize divergent thinking but whom the United States has aleady produced in
abundance. In the process you may be ignoring certain of the essential requisites of the
basic scientist, a rather different sort of person, to whose ranks America’s contributions
have as yet been notoriously sparse. Since most of you are, in fact, Americans, this
correlation may not be entirely coincidental.
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B. THE NATURE AND NECESSITY OF SCIENTIFIC REVOLUTIONS

... What are scientific revolutions, and what is their function in scientific development? ...
[Slcientific revolutions are here taken to be those noncumulative developmental epi-
sodes in which an older paradigm is replaced in whole or in part by an incompatible new
one. There is more to be said, however, and an essential part of it can be introduced by
asking one further question. Why should a change of paradigm be called a revolution?
In the face of the vast and essential differences between political and scientific develop-
ment, what parallelism can justify the metaphor that finds revolutions in both?

One aspect of the parallelism must already be apparent. Political revolutions are
inaugurated by a growing sense, often restricted to a segment of the political commu-
nity, that existing institutions have ceased adequately to meet the problems posed by
an environment that they have in part created. In much the same way, scientific
revolutions are inaugurated by a growing sense, again often restricted to a narrow
subdivision of the scientific community, that an existing paradigm has ceased to
function adequately in the exploration of an aspect of nature to which that paradigm
itself had previously led the way. In both political and scientific development the sense
of malfunction that can lead to crisis is prerequisite to revolution. Furthermore, though
it admittedly strains the metaphor, that parallelism holds not only for the major
paradigm changes, like those attributable to Copernicus and Lavoisier, but also for the
far smaller ones associated with the assimilation of a new sort of phenomenon, like
oxygen or X-rays. Scientific revolutions ... need seem revolutionary only to those
whose paradigms are affected by them. To outsiders they may, like the Balkan revolu-
tions of the early twentieth century, seem normal parts of the developmental process.
Astronomers, for example, could accept X-rays as a mere addition to knowledge, for
their paradigms were unaffected by the existence of the new radiation. But for men like
Kelvin, Crookes, and Roentgen, whose research dealt with radiation theory or with
cathode ray tubes, the emergence of X-rays necessarily violated one paradigm as it
created another. That is why these rays could be discovered only through something’s
first going wrong with normal research.

This genetic aspect of the parallel between political and scientific development
should no longer be open to doubt. The parallel has, however, a second and more
profound aspect upon which the significance of the first depends. Political revolutions
aim to change political institutions in ways that those institutions themselves prohibit.
Their success therefore necessitates the partial relinquishment of one set of institutions
in favor of another, and in the interim, society is not fully governed by institutions at
all. Initially it is crisis alone that attenuates the role of political institutions as we have
already seen it attenuate the role of paradigms. In increasing numbers individuals
become increasingly estranged from political life and behave more and more eccentric-
ally within it. Then, as the crisis deepens, many of these individuals commit themselves
to some concrete proposal for the reconstruction of society in a new institutional
framework. At that point the society is divided into competing camps or parties, one
seeking to defend the old institutional constellation, the others seeking to institute
some new one. And, once that polarization has occurred, political recourse fails. Because
they differ about the institutional matrix within which political change is to be achieved
and evaluated, because they acknowledge no supra-institutional framework for the
adjudication of revolutionary difference, the parties to a revolutionary conflict must
finally resort to the techniques of mass persuasion, often including force. Though
revolutions have had a vital role in the evolution of political institutions, that role
depends upon their being partially extrapolitical or extra-institutional events.
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The remainder of this essay aims to demonstrate that the historical study of para-
digm change reveals very similar characteristics in the evolution of the sciences. Like
the choice between competing political institutions, that between competing para-
digms proves to be a choice between incompatible modes of community life. Because
it has that character, the choice is not and cannot be determined merely by the
evaluative procedures characteristic of normal science, for these depend in part upon a
particular paradigm, and that paradigm is at issue. When paradigms enter, as they
must, into a debate about paradigm choice, their role is necessarily circular. Each group
uses its own paradigm to argue in that paradigm’s defense.

The resulting circularity does not, of course, make the arguments wrong or even
ineffectual. The man who premises a paradigm when arguing in its defense can
nonetheless provide a clear exhibit of what scientific practice will be like for those who
adopt the new view of nature. That exhibit can be immensely persuasive, often
compellingly so. Yet, whatever its force, the status of the circular argument is only that
of persuasion. It cannot be made logically or even probabilistically compelling for
those who refuse to step into the circle. The premises and values shared by the two
parties to a debate over paradigms are not sufficiently extensive for that. As in political
revolutions, so in paradigm choice—there is no standard higher than the assent of the
relevant community. To discover how scientific revolutions are effected, we shall
therefore have to examine not only the impact of nature and of logic, but also the
techniques of persuasive argumentation effective within the quite special groups that
constitute the community of scientists.

To discover why this issue of paradigm choice can never be unequiocally settled by
logic and experiment alone, we must shortly examine the nature of the differences that
separate the proponents of a traditional paradigm from their revolutionary successors.
That examination is the principal object of this section and the next. We have,
however, already noted numerous examples of such differences, and no one will doubt
that history can supply many others. What is more likely to be doubted than their
existence—and what must therefore be considered first—is that such examples provide
essential information about the nature of science. Granting that paradigm rejection has
been a historic fact, does it illuminate more than human credulity and confusion? Are
there intrinsic reasons why the assimilation of either a new sort of phenomenon or a
new scientific theory must demand the rejection of an older paradigm?

First notice that if there are such reasons, they do not derive from the logical
structure of scientific knowledge. In principle, a new phenomenon might emerge
without reflecting destructively upon any part of past scientific practice. Though
discovering life on the moon would today be destructive of existing paradigms (these
tell us things about the moon that seem incompatible with life’s existence there),
discovering life in some less well-known part of the galaxy would not. By the same
token, a new theory does not have to conflict with any of its predecessors. It might
deal exclusively with phenomena not previously known, as the quantum theory deals
(but, significantly, not exclusively) with subatomic phenomena unknown before the
twentieth century. Or again, the new theory might be simply a higher level theory
than those known before, one that linked together a whole group of lower level
theories without substantially changing any. Today, the theory of energy conservation
provides just such links between dynamics, chemistry, electricity, optics, thermal the-
ory, and so on. Still other compatible relationships between old and new theories can
be conceived. Any and all of them might be exemplified by the historical process
through which science has developed. If they were, scientific development would be
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genuinely cumulative. New sorts of phenomena would simply disclose order in an
aspect of nature where none had been seen before. In the evolution of science new
knowledge would replace ignorance rather than replace knowledge of another and
incompatible sort.

Of course, science (or some other enterprise, perhaps less effective) might have
developed in that fully cumulative manner. Many people have believed that it did so,
and most still seem to suppose that cumulation is at least the ideal that historical
development would display if only it had not so often been distorted by human
idiosyncrasy. There are important reasons for that belief ... Nevertheless, despite the
immense plausibility of that ideal image, there is increasing reason to wonder whether
it can possibly be an image of science. After the pre-paradigm period the assimilation
of all new theories and of almost all new sorts of phenomena has in fact demanded
the destruction of a prior paradigm and a consequent conflict between competing
schools of scientific thought. Cumulative acquisition of unanticipated novelties proves
to be an almost nonexistent exception to the rule of scientific development. The man
who takes historic fact seriously must suspect that science does not tend toward the
ideal that our image of its cumulativeness has suggested. Perhaps it is another sort of
enterprise.

If, however, resistant facts can carry us that far, then a second look at the ground we
have already covered may suggest that cumulative acquisition of novelty is not only
rare in fact but improbable in principle. Normal research, which is cumulative, owes its
success to the ability of scientists regularly to select problems that can be solved with
conceptual and instrumental techniques close to those already in existence. (That is
why an excessive concern with useful problems, regardless of their relation to existing
knowledge and technique, can so easily inhibit scientific development.) The man who
is striving to solve a problem defined by existing knowledge and technique is not,
however, just looking around. He knows what he wants to achieve, and he designs his
instruments and directs his thoughts accordingly. Unanticipated novelty, the new
discovery, call emerge only to the extent that his anticipations about nature and his
instruments prove wrong. Often the importance of the resulting discovery will itself
be proportional to the extent and stubbornness of the anomaly that foreshadowed it.
Obviously, then, there must be a conflict between the paradigm that discloses anomaly
and the one that later renders the anomaly law-like ... There is no other effective way
in which discoveries might be generated.

The same argument applies even more clearly to the invention of new theories.
There are, in principle, only three types of phenomena about which a new theory
might be developed. The first consists of phenomena already well explained by
existing paradigms, and these seldom provide either motive or point of departure for
theory construction. When they do, ... the theories that result are seldom accepted,
because nature provides no ground for discrimination. A second class of phenomena
consists of those whose nature is indicated by existing paradigms but whose details
can be understood only through further theory articulation. These are the phenomena
to which scientists direct their research much of the time, but that research aims at the
articulation of existing paradigms rather than at the invention of new ones. Only when
these attempts at articulation fail do scientists encounter the third type of phenomena,
the recognized anomalies whose characteristic feature is their stubborn refusal to be
assimilated to existing paradigms. This type alone gives rise to new theories. Para-
digms provide all phenomena except anomalies with a theory-determined place in the
scientist’s field of vision.
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But if new theories are called forth to resolve anomalies in the relation of an existing
theory to nature, then the successful new theory must somewhere permit predictions
that are different from those derived from its predecessor. That difference could not
occur if the two were logically compatible. In the process of being assimilated, the
second must displace the first. Even a theory like energy conservation, which today
seems a logical superstructure that relates to nature only through independently
established theories, did not develop historically without paradigm destruction. In-
stead, it emerged from a crisis in which an essential ingredient was the incompatibility
between Newtonian dynamics and some recently formulated consequences of the
caloric theory of heat. Only after the caloric theory had been rejected could energy
conservation become part of science.! And only after it had been part of science for
some time could it come to seem a theory of a logically higher type, one not in conflict
with its predecessors. It is hard to see how new theories could arise without these
destructive changes in beliefs about nature. Though logical inclusiveness remains a
permissible view of the relation between successive scientific theories, it is a historical
implausibility.

A century ago it would, [ think, have been possible to let the case for the necessity
of revolutions rest at this point. But today, unfortunately, that cannot be done because
the view of the subject developed above cannot be maintained if the most prevalent
contemporary interpretation of the nature and function of scientific theory is accepted.
That interpretation, closely associated with early logical positivism and not categoric-
ally rejected by its successors, would restrict the range and meaning of an accepted
theory so that it could not possibly conflict with any later theory that made predictions
about some of the same natural phenomena. The best-known and the strongest case
for this restricted conception of a scientific theory emerges in discussions of the
relation between contemporary Einsteinian dynamics and the older dynamical equa-
tions that descend from Newton's Principia. From the viewpoint of this essay these two
theories are fundamentally incompatible in the sense illustrated by the relation of
Copernican to Ptolemaic astronomy: Einstein's theory can be accepted only with the
recognition that Newton's was wrong. Today this remains a minority view.> We must
therefore examine the most prevalent objections to it.

The gist of these objections can be developed as follows. Relativistic dynamics
cannot have shown Newtonian dynamics to be wrong, for Newtonian dynamics is still
used with great success by most engineers and, in selected applications, by many
physicists. Furthermore, the propriety of this use of the older theory can be proved
from the very theory that has, in other applications, replaced it. Einstein’s theory can
be used to show that predictions from Newton's equations will be as good as our
measuring instruments in all applications that satisfy a small number of restrictive
conditions. For example, if Newtonian theory is to provide a good approximate
solution, the relative velocities of the bodies considered must be small compared with
the velocity of light. Subject to this condition and a few others, Newtonian theory
seems to be derivable from Einsteinian, of which it is therefore a special case.

But, the objection continues, no theory can possibly conflict with one of its special
cases. If Einsteinian science seems to make Newtonian dynamics wrong, that is only
because some Newtonians were so incautious as to claim that Newtonian theory
yielded entirely precise results or that it was valid at very high relative velocities. Since
they could not have had any evidence for such claims, they betrayed the standards of
science when they made them. In so far as Newtonian theory was ever a truly scientific
theory supported by valid evidence, it still is. Only extravagant claims for the theory
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—claims that were never properly parts of science—can have been shown by Einstein
to be wrong. Purged of these merely human extravagances, Newtonian theory has
never been challenged and cannot be.

Some variant of this argument is quite sufficient to make any theory ever used by a
significant group of competent scientists immune to attack. The much-maligned phlo-
giston theory, for example, gave order to a large nurnber of physical and chemical
phenomena. It explained why bodies burned—they were rich in phlogiston—and
why metals had so many more properties in common than did their ores. The metals
were all compounded from different elementary earths combined with phlogiston, and
the latter, common to all metals, produced common properties. In addition, the phlo-
giston theory accounted for a number of reactions in which acids were formed by the
combustion of substances like carbon and sulphur. Also, it explained the decrease of
volume when combustion occurs in a confined volume of air—the phlogiston released
by combustion “spoils” the elasticity of the air that absorbed it, just as fire “spoils” the
elasticity of a steel spring.® If these were the only phenomena that the phlogiston
theorists had claimed for their theory, that theory could never have been challenged.
A similar argument will suffice for any theory that has ever been successfully applied
to any range of phenomena at all.

But to save theories in this way, their range of application must be restricted to
those phenomena and to that precision of observation with which the experimental
evidence in hand already deals.* Carried just a step further (and the step can scarcely
be avoided once the first is taken), such a limitation prohibits the scientist from
claiming to speak “scientifically” about any phenomenon not already observed. Even
in its present form the restriction forbids the scientist to rely upon a theory in his own
research whenever that research enters an area or seeks a degree of precision for which
past practice with the theory offers no precedent. These prohibitions are logically
unexceptionable. But the result of accepting them would be the end of the research
through which science may develop further.

By now that point too is virtually a tautology. Without commitment to a paradigm
there could be no normal science. Furthermore, that commitment must extend to areas
and to degrees of precision for which there is no full precedent. If it did not, the
paradigm could provide no puzzles that had not already been solved. Besides, it is not
only normal science that depends upon commitment to a paradigm. If existing theory
binds the scientist only with respect to existing applications, then there can be no
surprises, anomalies, or crises. But these are just the signposts that point the way to
extraordinary, science. If positivistic restrictions on the range of a theory’s legitimate
applicability are taken literally, the mechanism that tells the scientific community what
problems may lead to fundamental change must cease to function. And when that
occurs, the community will inevitably return to something much like its pre-paradigm
state, a condition in which all members practice science but in which their gross
product scarcely resembles science at all. Is it really any wonder that the price of
significant scientific advance is a commitment that runs the risk of being wrong?

More important, there is a revealing logical lacuna in the positivist's argument, one
that will reintroduce us immediately to the nature of revolutionary change. Can
Newtonian dynamics really be derived from relativistic dynamics? What would such a
derivation look like? Imagine a set of statements, E,, E,, ..., E,, which together
embody the laws of relativity theory. These statements contain variables and para-
meters representing spatial position, time, rest mass, etc. From them, together with the
apparatus of logic and mathematics, is deducible a whole set of further statements
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including some that can be checked by observation. To prove the adequacy of New-
tonian dynamics as a special case, we must add to the E’s additional statements, like
(v/c)? « 1, restricting the range of the parameters and variables. This enlarged set of
statements is then manipulated to yield a new set, N,, N,, ... N,,, which is identical in
form with Newton's laws of motion, the law of gravity, and so on. Apparently
Newtonian dynamics has been derived from Einsteinian, subject to a few limiting
conditions.

Yet the derivation is spurious, at least to this point. Though the N;'s are a special
case of the laws of relativistic mechanics, they are not Newton'’s laws. Or at least they
are not unless those laws are reinterpreted in a way that would have been impossible
until after Einstein’s work. The variables and parameters that in the Einsteinian E's
represented spatial position, time, mass, etc,, still occur in the N's; and they there still
represent Einsteinian space, time, and mass. But the physical referents of these Ein-
steinian concepts are by no means identical with those of the Newtonian concepts that
bear the same name. (Newtonian mass is conserved; Einsteinian is convertible with
energy. Only at low relative velocities may the two be measured in the same way, and
even then they must not be conceived to be the same.) Unless we change the
definitions of the variables in the N’s, the statements we have derived are not New-
tonian. If we do change them, we cannot properly be said to have derived Newton's
laws, at least not in any sense of “derive” now generally recognized. Qur argument
has, of course, explained why Newton's laws ever seemed to work. In doing so it has
justified, say, an automobile driver in acting as though he lived in a Newtonian
universe. An argument of the same type is used to justify teaching earth-centered
astronomy to surveyors. But the argument has still not done what it purported to do.
It has not, that is, shown Newton’s laws to be a limiting case of Einstein’s. For in the
passage to the limit it is not only the forms of the laws that have changed. Simultan-
eously we have had to alter the fundamenta! structural elements of which the universe
to which they apply is composed. ‘

This need to change the meaning of established and familiar concepts is central to
the revolutionary impact of Einstein’s theory. Though subtler than the changes from
geocentrism to heliocentrism, from phlogiston to oxygen, or from corpuscles to
waves, the resulting conceptual transformation is no less decisively destructive of a
previously established paradigm. We may even come to see it as a prototype for revo-
lutionary reorientations in the sciences. Just because it did not involve the introduc-
tion of additional objects or concepts, the transition from Newtonian to Einsteinian
mechanics illustrates with particular clarity the scientific revolution as a displacement
of the conceptual network through which scientists view the world.

These remarks should suffice to show what might, in another philosophical climate,
have been taken for granted. At least for scientists, most of the apparent differences
between a discarded scientific theory and its successor are real. Though an out-of-date
theory can always be viewed as a special case of its up-to-date successor, it must be
transformed for the purpose. And the transformation is one that can be undertaken
only with the advantages of hindsight, the explicit guidance of the more recent theory.
Furthermore, even if that transformation were a legitimate device to employ in inter-
preting the older theory, the result of its application would be a theory so restricted
that it could only restate what was already known. Because of its economy, that
restatement would have utility, but it could not suffice for the guidance of research.

Let us, therefore, now take it for granted that the differences between successive
paradigms are both necessary and irreconcilable. Can we then say more explicitly what
sorts of differences these are? The most apparent type has already been illustrated
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sketch, and likewise for such classic theories as those of Weber or even Mill. In short,
the positivist attitude tends to be that social science is science only when and to the
extent that it apes physics. And this for the reason that the mathematical model of a
scientific theory provided by the positivists is thought to clearly fit physical theories.

But, in fact, it fits physical theories very badly, and this for the reason that even
physical theories in the usual sense—e.g., Newton’s theory of universal gravitation,
Maxwell’s theory—lead to no predictions at all without a host of auxiliary assump-
tions, and moreover without auxiliary assumptions that are not at all law-like, but that
are, in fact, assumptions about boundary conditions and initial conditions in the case
of particular systems. Thus, if the claim that the term ‘gravitation’, for example, had a
meaning which depended on the theory were true, and the theory included such
auxiliary assumptions as that “space is a hard vacuum,” and “there is no tenth planet
in the solar system,” then it would follow that discovery that space is not a hard
vacuum or even that there is a tenth planet would change the meaning of ‘gravitation’.
I think one has to be pretty idealistic in one’s intuitions to find this at all plausible! It
is not so implausible that knowledge of the meaning of the term ‘gravitation’ involves
some knowledge of the theory (although I think that this is wrong: the stereotype
associated with ‘gravitation’ is not nearly as strong as a particular theory of gravita-
tion), and this is probably what most readers think of when they encounter the claim
that physical magnitudc terms (usually called “theoretical terms” to prejudge just the
issue this paper discusses) are “theory loaded”; but the actual meaning-dependence
required by positivist meaning theory would be a dependence not just on the laws of
the theory, but on the particular auxiliary assumptions—for, if these are not counted
as part of the theory, then the whole theory-prediction scheme collapses at the outset.

Finally, neglect of the role that auxiliary assumptions actually play in science leads
to a wholly incorrect idea of how a scientific theory is confirmed. Newton’s theory of
gravitation was not confirmed by checking predictions derived from it plus some set
of auxiliary statements fixed in advance; rather the auxiliary assumptions had to be
continually modified and expanded in the history of celestial mechanics. That scientific
problems as often have the form of finding auxiliary hypotheses as they do of finding
and checking predictions is something that has been too much neglected in philosophy
of science.'® This neglect is largely the result of the acceptance of the positivist model
and its uncritical application to actual physical theories.
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Chapter 10
To Save the Phenomena

Bas van Fraassen

After the demise of logical positivism, scientific realism has once more returned as a
major philosophical position. I shall not try here to criticize that position, but rather
attempt to outline a comprehensive alternative.’

I

What exactly is scientific realism? Naively stated, it is the view that the picture science
gives us of the world is true, and the entities postulated really exist. (Historically, it
added that there are real necessities in nature; 1 shall ignore that aspect here.2) But that
statement is too naive; it attributes to the scientific realist the belief that today’s
scientific theories are (essentially) right.

The correct statement, it seems to me, must indeed be in terms of epistemic
attitudes, but not so directly. The aim of science is to give us a literally true story of what
the world is like; and the proper form of acceptance of a theory is to believe that it is
true. This is the statement of scientific realism: “To have good reason to accept a
theory is to have good reason to believe that the entities it postulates are real,” as
Wilfrid Sellars has expressed it. Accordingly, all antirealism is a position according to
which the aims of science can well be served without giving such a literally true story,
and acceptance of a theory may properly involve something less (or other) than belief
that it is true.

The idea of a literally true account has two aspects: the language is to be literally
construed; and, so construed, the account is true. This divides the antirealists into two
sorts. The first sort holds that science is or aims to be true, properly (but not literally)
construed. The second holds that the language of science should be literally construed,
but its theories need not be true to be good. The antirealism I advocate belongs to the
second sort.

I

When Newton wrote his Mathematical Principles of Natural Philosophy and System of the
World, he carefully distinguished the phenomena to be saved from the reality he
postulated. He distinguished the “absolute magnitudes” that appear in his axioms from
their “sensible measures” which are determined experimentally. He discussed carefully
the ways in which, and extent to which, “the true motions of particular bodies [may be
determined] from the apparent,” via the assertion that “the apparent motions . .. are the
differences of true motions.”3

Reprinted by permission of the author and Journal of Philosophy 73, no. 18 (October 21, 1976), pp. 623-32.
Copyright 1976 by Journal of Philosophy.
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models correctly represents the world. Therefore, if we believe of a family of theories
that all are empirically adequate, but each goes beyond the phenomena, then we are
still free to believe that each is false, and hence their common part is false. For that
common part is phrasable as: one of the models of one of those theories correctly
represents the world.

v

It may be objected that theories will seem empirically equivalent only so long as we
do not consider their possible extensions.® The equivalence may generally, or always,
disappear when we consider their implications for some further domain of application.
The usual example is Brownian motion; but this is imperfect, for it was known that
phenomenological and statistical thermodynamics (disagreed even on macroscopic
phenomena over sufficiently long periods of time. But there is a good, fictional example:
the combination of electromagnetism with mechanics, if we ignore the unexpected null
results that led to the replacement of classical mechanics.

Maxwell’s theory was not developed as part of mechanics, but it did have mechanical
models. This follows from a result of Koenig, as detailed by Poincaré in the preface of his
Electricité et Optigue and elsewhere. But the theory had the strange new feature that
velocity itself, not just its derivative, appears in the equations. A spate of thought
experiments was designed to measure absolute velocity, the simplest perhaps that of
Poincaré:

Consider two electrified bodies; though they are both carried along by the motion
of the earth; ... therefore, equivalent to two parallel currents of the same sense
and these two currents should attract each other. In measuring this attraction,
we shall measures the velocity of the earth; not its velocity in relation to the sum
or the fixed stars, but its absolute velocity.®

The null outcome of all experiments of this sort led to the replacement of classical
by relativistic mechanics. But let us imagine that values were found for the absolute
velocities; specifically for that of the center of the solar system. Then, surely, one of the
theories TN(v) would be confirmed and the others falsified?

This reasoning is spurious. Newton made the distinction between true and apparent
motions without presupposing more than the basic mechanics in which Maxwell's
theories had models. Each motion in a model oE TN(v) is isomorphic to one in some
model of TN(v + w), for all constant velocities v and w. Could this assertion Of empir-
ical equivalence possibly be controverted by those nineteenth-century reflections? The
answer is no. The thought experiment, we may imagine, confirmed the theory that
added to TN the hypothesis:

HO. The center of gravity of the solar system is at absolute rest.
EO. Two electrified bodies moving with absolute velocity v attract each other
with force F(v).

This theory has a consequence strictly about appearances:

CON. Two electrified bodies moving with velocity v relative to the center of
gravity of the solar system, attract each other with force F(v).

However, that same consequence can be had by adding to TN the two alternative
hypotheses:



190 Bas van Fraassen

Hw. The center of gravity of the solar system has absolute velocity w.
Ew. Two electrified bodies moving with absolute velocity v + w attract each
other with force F(v).

More generally, for each theory TN(v) there is an electromagnetic theory E(v) such that
E(©) is Maxwell's and all the combined theories TN(v) plus E(v) are empirically
equivalent.

There is no originality in this observation, of which Poincaré discusses the equivalent
immediately after the passage I cited above. Only familiar examples, but rightly stated,
are needed, it seems, to show the feasibility of concepts of empirical adequacy and
equivalence. In the remainder of this paper I shall try to generalize these considerations,
while showing that the attempts to explicate those concepts syntactically had to reduce
them to absurdity.

vV

The idea that theories may have hidden virtues by allowing successful extensions
to new kinds of phenomena, is too pretty to be left. Nor is it a very new idea. In the
first lecture of his Cours de philosophie positive, Comte referred to Fourier's theory of
heat as showing the emptiness of the debate between partisans of calorific matter and
kinetic theory. The illustrations of empirical equivalence have that regrettable tendency
to date; calorifics lost. Federico Enriques seemed to place his finger on the exact reason
when he wrote: “The hypotheses which are indifferent in the limited sphere of the actual
theories acquire significance from the point of view of their possible extension.”” To
evaluate this suggestion, we must ask what exactly is an extension of a theory.
Suppose that experiments really had confirmed the combined theory TN(0) plus
E(0). In that case mechanics would have won a victory. The claim that TN(0) was
empirically adequate would have been borne out by the facts. But such victorious
extensions could never count for a theory as against one of its empirical equivalents.
Therefore, if Enriques’ idea is to be correct, there must be another sort of extension,
which is really a defeat—but qualified. For a theory T may have an easy or obvious
modification which is empirically adequate, while another theory empirically equi-
valent to T does not. One example may be the superiority oE Newton’s celestial
mechanics over the variant produced by Brian Ellis; Ellis himself seems to be of this
opinion.® This is a pragmatic superiority and cannot suggest that theories, empirically
equivalent in the sense explained, can nevertheless have different empirical import.

VI

We still need a general account of empirical adequacy and equivalence. It is here that
the syntactic approach has most conspicuously failed. A theory was conceived as
identifiable with the set of its theorems in a specified language. This language has a
vocabulary, divided into two classes—the observational and theoretical terms. Let the
first class be E; then the empirical import of theory T was said to be its subtheory
T/E—those theorems expressible in that subvocabulary. T and T’ were declared
empirically equivalent if T/E was the same as T'/E.

Obvious questions were raised and settled. Craig showed that, under suitable
conditions, T/E is axiomatizable in the vocabulary E. Logicians attached importance
to questions about restricted vocabularies, and this was apparently enough to make
philosophers think them important too. The distinction between observational and
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theoretical terms was more debatable, and some changed the division into “old” and
“newly introduced” terms.® But all this is mistaken. Empirical import cannot be isolated
in this syntactic fashion. If that could be done, then then T/E would say exactly what
T says about what is observable, and nothing else. But consider: the quantum theory,
Copenhagen version, says that there are things which sometimes have a position in
space and sometimes do not. This consequence I have just stated without using
theoretical terms. Newton's theory TN implies that there is something (to wit, Absolute
Space) which neither has a position nor occupies volume. As long as unobservable
entities differ systemically from observation entities with respect to observable char-
acteristics, T/E will say that there are such if T does.

The reduced theory T/E is not a description of the observable part of the world of
T; rather, it is hobbled and hamstrung version of T’s description of everything. Empirical
equivalence fares as badly. In section 1, TN(0) and TNE must be empirically equivalent,
but the above remark about TN shows that TN(0)/E is not TNE/E. To eliminate such
embarrassments, extensions of theories were considered in attempts to redefine empir-
ical equivalence.'® But these have similar absurd consequences.

The worst consequence of the syntactic approach was surely the way it focused
philosophical attention on irrelevant technical question. The expressions ‘theoretical
object’ and ‘observational predicate’ mark category mistakes. Terms may be theoretical,
but ‘observable’ classifies putative entities. Hence there cannot be a “theoretical/
observable distinction.” It is true surely that elimination of all theory-laden terms would
leave no usable language; also all that ‘observable’ is as vague as ‘bald’. But these facts
imply not at all the ‘observable’ marks on unreal distinction. It refers quite clearly to
our limitations, the limits of observation, which are not incapacitating, but also not
negligible.

vil

The phenomena are saved when they are exhibited as fragments of a larger unity. For
that very reason it would be strange if scientific theories described the phenomena, the
observable part, in different terms from the rest of the world they describe. And so an
attempt to draw the conceptual line between phenomena and the transphenomenal by
means of a distinction of vocabulary, must always have looked too simple to be good.

Not all philosophers who discussed unobservables, by any means, did so in terms of
vocabulary. But there was a common assumption: that the distinction marked is philo-
sophical. Hence it must be drawn, if at all, by philosophical analysis and, if attacked, by
philosophical arguments. This attitude needs a Grand Reversal. If there are limits to
observation, these are empirical, and must be described by empirical science. The
classification marked by “observable” must be of entities in the world of science. And
science, in giving content to the distinction, will reveal how much we believe when
we accept it as empirically adequate.

A future Unified Science may detail the limits of observation exactly; meanwhile,
extant theories are not silent on them. We saw Newton's delineation; for relativity
theory, we have two revealing studies by Clark Glymour. The first shows that local
(hence, I should think, measurable) quantities do not uniquely determine global features
of space-time.'! The second shows that these features also are not uniquely determined
by structures each lying wholly within some absolute past cone—hence, I should think,
by observable structures. It is the theory of relativity itself, after all, that places all
absolute limit on the information we can gather, through the limiting function of the
speed of light.
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In the foundations of quantum mechanics much more attention has been given to
measurement. Much of the discussion is about necessary limitations: the role of noise
in amplification. the distinction between macro- and micro-observables.!? Yet we have
no such clarity as Glymour gave us for relativity theory, concerning the extent to which
macro-structure determines micro-structure. The debate over scientific realism may at
least have the virtue of directing attention to such questions.

Science itself distinguishes the observable that it postulates from the whole it pos-
tulates. The distinction, being in part a function of the limits science discloses on
human observation, is anthropocentric. But, since science places human observers
among the physical systems it means to describe, it also gives itself the task of describing
anthropocentric distinctions. It is in this way that even the scientific realist must observe
a distinction between the phenomena and the transphenomenal in the scientific world

picture.

vl

I have laid some philosophical misfortunes at the door of a mistaken orientation
toward syntax. The alternative is to say that theories are presented directly by
describing their models. But does this really introduce a new element? When you give
the theorems of T, you give the set of models of T—namely, all those structures which
satisfy the theorems. And, if you give the models, you give at least the set of theorems
of T—namely all those sentences which are satisfied in all the models. Does it not
follow that we can as advantageously identify T with its theorems as with its models?

But there is an ellipsis in the argument. It is being assumed that there is a specific
language L which is the one language that belongs to T. And indeed, the theorems
of T in L determine and are determined by the set of model structures of L (that is,
structures in which L is interpreted) in which those theorems are satisfied. However,
the assumption that there is a language L which plays this role for T places important
restrictions on what the set of models of T can like.

A theory provides, among other things, a specification (more or less complete) of the
parts of its models that are to be direct images of the structures described in measure-
ment reports. In the case of Newton’s mechanics, I called those parts motions; in general,
let us call them empirical substructures. The structures described in measurement reports
we may continue to call appearances. A theory is empirically adequate exactly if all appear-
ances are isomorphic to empirical substructures in at least one of its models. Theory T
is empirically no stronger than theory T’ exactly if, for each model M of T, there is a
model M’ of T’ such that all empirical substructures of M are isomorphic to empirical
substructures of M’. Theories T and T’ are empirically equivalent exactly if neither is
empirically stronger than the other. In that case, as an easy corollary, each is empirically
adequate if and only if the other is.

In section v, I distinguished two kinds of extensions, the first a sort of victory and
the second a sort of defeat. Let us call the first a proper extension: this simply narrows
the class of models. We may call a theory empirically minimal if it is not empirically
equivalent to any of its proper extensions. Glymour has convincingly argued, in the
work cited above, that General Relativity is not empirically minimal. The reason is, in
my present terms, that only local properties of space-time enter the descriptions of the
appearances, but models may differ in global properties. This is a further nontrivial
example of empirical equivalence.

The second sort of extension I shall not try to define precisely. The idea is that models
of the theory may differ in structure other than that of the empirical substructures. In
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that case the theory is not empirically minimal, but this may put it in the advantageous
position of offering modeling possibilities when radically new phenomena come to light
An example may yet be offered by hidden-variable theories in quantum mechanics.*?

In terms of the concepts now at our disposal, and the examples given, we can conclude
that there are indeed nontrivial cases of empirical equivalence, non-uniqueness, and
extendability, both proper and improper. Such cases are now seen to be quite possible
even if the formulation of the theory has not a single term that cannot be called observationial,
in some way. And now it should be possible to state the issue of scientific realism, which
concerns our epistemic attitude toward theories rather than their internal structure.

All the results of measurements are not in; they are never all in. Therefore we cannot
know what all the appearances are. We can say that a theory is empirically adequate,
that all the appearances will fit (the empirical substructures of) its models. Though we
cannot know this with certainty, we can reasonably believe it. All this is the case not
only for empirical adequacy but for truth as well. Yet there are two distinct epistemic
attitudes that can be taken: we can accept a theory (accept it as empirically adequate) or
believe the theory (believe it to be true). We can take it to be the aim of science to
produce a literally true story about the world, or simply to produce accounts that are
empirically adequate. This is the issue of scientific realism versus its (divided) opposition.
The intrascientific distinction between the observable and the unobservable is an
anthropocentric distinction; but it is reasonable that the distinction should be drawn in
terms of us, when it is a question of our attitudes toward theories.

Notes

This paper was presented in an APA symposium on Scientific Realism, December 28, 1976. The research
for this paper was supported by Canada Council Grant $74-0590. An earlier version was presented at the
Western Division of the Canadian Philosophical Association (Calgary, October 1975).

I want to acknowledge my debt to Clark Glymour, Princeton University, for the challenge of his
critiques of conventionalism in his dissertation and unpublished manuscripts.

1. For some criticisms, see my “Theoretical Entities: The Five Ways,” Philosophia 4 (1974): 95-109, and
“Wilfrid Sellars on Scientific Realism,” Dialogue, xiv, 4 (December 1975): 606—616.

2. Cf. my “The Only Necessity Is Verbal Necessity,” Journal of Philosophy, Lxxv, 2 (February 1977).

3. F. Cajori, ed. Sir Isaac Newton's Mathematical Principles of Natural Philosophy and His System of the World
(Berkeley: University of California Press, 1960), p. 12.

4. Herbert A. Simon, “The Axiomatization of Classical Mechanics,” Philosophy of Science, xx1, 4 (October
1954): 340-343.

5. See, for example, Richard N. Boyd, “Realism, Undetermination, and a Causal Theory of Evidence,”
Notis, vii, 1 (March 1973): 1-12.

6. Henri Poincaré, The Value of Science, B. Halsted, tr. (New York: Dover, 1958), p. 98.

7. Historical Development of Logic, ]. Rosenthal, tr. (New York: Holt, 1929), p. 230.

8. “The Origins and Nature of Newton's Laws of Motion,” in R. Colodny, ed., Beyond the Edge of
Certainly (Englewood Cliffs, N.J.: Prentice-Hall, 1965), pp. 29-68.

9. For example, David Lewis, “How to Define Theoretical Terms,” Journal of Philosophy, ixvi, 13 (July
9, 1970): 427-446. This paper is not subject to my criticisms here; on the contrary, it provides
independent reasons to conclude that the empirical import of a theory cannot be syntactically
isolated.

10. See note 5, above. We could say that Boyd's paper, like Lewis’s, provides independent evidence that
empirical import cannot be syntactically isolated. But Boyd concludes also that there can be no
distinction between truth and empirical adequacy for scientific theories.

11. Cosmology, Convention, and the Closed Universe,” Synthese, xxiv, 1/2 (July/August 1972): 195-
218; discussed in my “Earman on the Causal Theory of Time,” op. cit., pp. 8795 (referred to therein
by an earlier title).

12. See for example N. D. Cartwright, “Superposition and Macroscopic Observation,” Synthese, xax
(December 1974). 229—242, and references therein.




194 Bas van Fraassen

13. See Stanley Gudder, “Hidden Variables in Quantum Mechanics Reconsidered,” Review of Modern
Physics, x1 (1968): 229—231; and section 1 of my “Semantic Analysis of Quantum Logic,” in C. A.
Hooker, ed., Contemporary Research in the Foundations and Philosophy of Quantum Theory (Dordrecht:
Reidel, 1973), pp. 80—113.



Chapter 11
On the Current Status of Scientific Realism

Richard Boyd

1. Introduction

The aim of this essay is to assess the strengths and weaknesses of the various
“traditional” arguments for and against scientific realism. I conclude that the typical
realist rebuttals to empiricist or constructivist arguments against realism are in important
ways inadequate; I diagnose the source of the inadequacies in these arguments as a
failure to appreciate the extent to which scientific realism requires the abandonment of
central tenets of modern epistemology: and I offer an outline of a defense of scientific
realism which avoids the inadequacies in question.

2. Scientific Realism Defined

By “scientific realism” philosophers typically understand a doctrine which we may
think of as embodying four central theses:

(i) “Theoretical terms” in scientific theories (i.e., nonobservational terms) should be
thought of as putatively referring expressions; scientific theories should be interpreted
“realistically”

(i) Scientific theories, interpreted realistically, are confirmable and in fact often con-
firmed as approximately true by ordinary scientific evidence interpreted in accordance
with ordinary methodological standards.

(iii) The historical progress of mature sciences is largely a matter of successively
more accurate approximations to the truth about both observable and unobservable
phenomena. Later theories typically build upon the (observational and theoretical)
knowledge embodied in previous theories.

(iv) The reality which scientific theories describe is largely independent of our
thoughts or theoretical commitments.

Critics of realism in the empiricist tradition typically deny (i) and (ii), and qualify their
acceptance of (iii) so as to avoid commitment to the possibility of theoretical knowledge
(but van Fraassen 1980 accepts (i)). Antirealists in the constructivist tradition, like Kuhn
(1970) deny (iv); they may well affirm (i)—(iii) on the understanding that the “reality”
which scientific theories describe is somehow a social and intellectual “construct”. As
Kuhn (1970) and Hanson (1958) both argue, a constructivist perspective limits, however,
the scope of application of (iii), since successive theories can be understood as approx-
imating the truth more closely only when they are part of the same general constructive
tradition or “paradigm”.

In any event, the principal challenge to scientific realism arise from quite deep
epistemological criticisms of (i)—(iv). The key antirealist arguments, and standard
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unobservable phenomena; at best, it might be possible to confirm or disconfirm the
claim that each of these theories is a reliable instrument for the prediction of observable
phenomena. Since this construction is possible for any theory T, it follows that scientific
evidence can never decide the question between theories of unobservable phenomena
and knowledge of unobservable phenomena is thus impossible. We may choose the
“simplest” “model” for “pragmatic” reasons, but if evidence in science is experimental
evidence, then pragmatic standards for theory-choice have nothing to do with truth or
knowledge. Scientific realism promises theoretical knowledge of the world, where, at
best, it can deliver only formal elegance, or computational convenience.

As Thave indicated in table 11.1, the empiricist argument we have been considering
depends on the epistemological principle that empirically equivalent theories are evi-
dentially indistinguishable The evidential indistinguishability thesis (whether explicit
or implicit) represents the key epistemological doctrine of contemporary empiricism
and may be thought of as a precise formulation of the traditional empiricist doctrine
(“knowledge empiricism” in the phrase of Bennett 1971) that factual knowledge must
always be grounded in experiences; that there is no a priori factual knowledge. (As I
shall argue in section 6, the evidential indistinguishability thesis is the wrong formula-
tion of the important epistemological truth in that doctrine; still, it represents the way
in which empiricist philosophers of science—and most other empiricists for that
matter—have understood the fundamental doctrine of empiricist epictemology.)

Perhaps the most commonplace rebuttal to verificationist or empiricist arguments
against realism is that the distinction between observable and unobservable phenomena
is not a sharp one, and that the fundamental empiricist antirealist argument therefore
rests upon an arbitrary distinction (see, for example, Maxwell 1962). In assessing this
rebuttal, it is important to distinguish between the question of the truth of the claim
that the distinction between observable and “theoretical” entities is not sharp, and the
question of the appropriateness of this claim as a rebuttal to empiricist antirealism. If
scientific realism has somehow been established, then it may well be evident that the
distinction in question is epistemologically arbitrary: if we are able to confirm theories
of, say, electrons, then we may be able to employ such theories to design electron
detecting instruments whose “readings” may have an epistemological status essentially
like that of ordinary observations. If, on the other hand, it is scientific realism which is
in dispute, then the considerations just presented would be inappropriately circular,
even if their conclusion is ultimately sound. Only a non-question-begging demonstra-
tion that the distinction in question is arbitrary would constitute an adequate rebuttal
to the empiricist’s strong prima facie case that experimental knowledge cannot extend
to the unobservable realm.

If we understand the rebuttal in question in this light, then several responses are
available to the empiricist which indicate its weakness as a response to the central
epistemological principle of empiricism. In the first place, it is by no means clear that
the empiricist need hold that there is a sharp distinction between observable and
unobservable phenomena in order to show that the distinction is epistemologically
nonarbitrary. Suppose that there are entities which represent borderline cases of ob-
servability and suppose that there are cases in which it's not clear whether something
is being observed or not. Then there will be some entities about which our knowledge
will be limited by our capacity to observe them, and there will be cases in which the
evidence is equivocal about whether there are entities of a certain sort at all. But the
empiricist need hardly resist these conclusions: they are independently plausible, and—
provided that there are some clear cases of putative unobservable entities (atoms,
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elementary particles, magnetic fields, etc.)—the antirealist claims of the empiricist are
essentially unaffected.

Moreover, there are at least three ways in which the distinction in question can be
made sharper in an epistemologically motivated way. In the first place, there is nothing
obviously wrong with the traditional empiricist distinction between sense data and
putative external objects. It is often claimed that the failure of logical positivists to
construct a sense-datum language shows that the observation-theory dichotomy cannot
be formulated in such terms, because it would be impossible to say of a theory that
evidence for or against it consists in the confirmation or disconfirmation of observa-
tional (that is, sense datum) predictions which are deduced from the theory. Quite so,
but the fact remains that some experiences are of the sort we expect on the basis of the
acceptance of a given theory, and others are of the sort we would not expect. Whatever
the relation of expectation is between theories and sensory experiences, we may define
empirical equivalence with respect to it, and affirm the empiricist thesis of the evidential
indistinguishability of empirically equivalent theories. The result is the classical empiri-
cist formulation of “knowledge empiricism”.

It is true, of course, that the sense-datum formulation of the evidential indistinguish-
ability thesis leads to phenomenalism (at best) about physical objects and other persons.
As early logical positivists recognized, this consequence makes it difficult to account
for the apparent social and inter-subjective character of scientific knowledge. To be
sure, this difficulty provides a reason to doubt the truth of the evidential indistinguish-
ability thesis in its sense datum formulation. But it does not constitute a satisfactory
rebuttal to that thesis, nor a satisfactory rebuttal to the antirealist argument we are
considering. The sense-datum version of the indistinguishability thesis is, after all, the
obvious precise formulation of the doctrine that factual knowledge is always grounded
in experience. The empiricist argument against realism is a straightforward application
of that thesis. The fact that the thesis in question has inconvenient consequences neither
shows that factual knowledge is not grounded in experience nor that the (sense-datum
version of) the indistinguishability thesis is not the appropriate explication of the
doctrine that factual knowledge is grounded in this way. Considerations about the public
character of science my provide us with reason to think that there must be something
wrong with the phenomenalist’s argument against scientific realism, but they do not
provide us with any plausible account of what is wrong with it. If T am right, the
rebuttal to the sense-datum version of the evidential indistinguishability thesis which
we are considering displays a weakness which is common to all of the rebuttals to
anti-empiricist arguments described in table 11.1. Each of the principal antirealist
arguments raises deep questions in epistemology or semantic theory against scientific
realism The standard rebuttals, insofar as they are effective at all, provide some reason
to think that the antirealist arguments in question are unsound, or that realism is true,
but they do not succeed in diagnosing the error in these arguments, nor do they point
the way to alternative and genuinely realist conceptions of the central issues in
epistemology or semantic theory.

It remains to examine the other two ways in which the dichotomy between observ-
able and unobservable phenomena can be sharpened. On the one hand, phenome-
na might be classed as “observable” if they are quite plainly observable to persons with
normal perceptual abilities. On the other hand, there is the proposal, which seems to
be implicit in Maxwell 1962, that entities which may not be directly observable to the
unaided senses should count as “observable” for the purposes of the epistemology of
science if they can be detected by the senses when the senses have been “aided” by
devices whose reliability can be previously established by procedures which do not
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beg the question between empiricists and scientific realists. Roughly at least, the latter
proposal can be put this way: Let O, be the class of entities which are observable to the
typical unaided senses: for any n, let O, be the class of entities which are detectable by
procedures whose legitimacy can be established on the hasis of theories which can be
established (and can be applied to justify those procedures) without presupposing the
existence of entities not in O,; the union of the sets O, is the class of “observables” in the
sense relevant to the epistemology of science.

Neither of these proposals is without difficulties. Either can be challenged from the
perspective of traditional empiricism by a simple application of the sense-datum version
of the evidential indistinguishability thesis. The proposal that observability should be
defined in terms of what is plainly observable to the unaided senses may be challenged
for failing to account, for example, for “observations” made through a simple light
microscope or telescope. The more generous conception is open to the challenge that
it fails to see the force of the evidential indistinguishability thesis with respect to its
own conception of observability—that it fails, for example, to recognize that there are
infinitely many different and evidentially indistinguishable hypotheses which could
explain the intersubjectively observable images which are the objective data of light
microscopy.

In any event, each of these proposals reflects an important aspect of the intuitive
conception that experimental knowledge is grounded in observation. What is important
for our purposes is that either account of unobservability is sufficient to sustain a
significant antirealist application of the evidential indistinguishability thesis. That this
is true for the less generous conception of observability is obvious. In regard to the
more generous conception, it is important to recognize that what is proposed is not
that one may treat as observable whatever phenomena can be identified by “inductive
inference to the best explanation” (see Harman 1965) as causes of the results of
laboratory “measurement” or “detection”. A general appeal to a principle of inductive
inference to theoretical explanations would beg the question against the empiricist in
this context. Instead, the proposed account of observability depends crucially on the
conception that theories whose confirmation by observations are unproblematical from
an empiricist point of view can be employed to legitimize an additional level of
“observables” and that this process can then be iterated. The example of light micro-
scopy is illustrative here: The idea is that the lens-makers’ equations can be confirmed in a
fashion entirely acceptable to empiricism, and that these equations can then be used to
legitimize interpreting the images observed through a microscope as images of other-
wise unobservable entities.

It is not clear that this approach even gets off the ground as a non-question-begging
account of observability. Arguably, the empiricist will hold that the lens-makers’
equations, for example, are confirmable only insofar as they are understood to apply
to unproblematically observable entities. The application of those equations which
underlies the broader conception of observability requires that they be confirmed even
when they are understood to apply to the very entities whose observability they are
supposed to legitimize. It is by no means clear that objections such as this do not yield
the conclusion that O, = O, ., for all n.

Even if this problem is somehow circumvented, it is still true that the generous
definition of observability is unlikely to legitimize knowledge of the standard “un-
observables” which worry the philosopher of science. The reason is this: the account
of observability we are considering cannot work to legitimize as “observable” putative
entities which are such that the available procedures for (as a realist would say)
measuring and detecting them depend upon explicit theories of those entities them-
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selves, or (worse yet) upon theories of other (putative) entities as well which are
equally “unobservable” in the traditional sense. In such cases only a question-begging
inductive inference to a theoretical explanation of the results of the relevant “measure-
ments” or “detections” would suffice to legitimize the entities in question. But it is
almost certain that the basic unobservable putative features of matter (atoms, their
constituent particles, electrical and magnetic fields, etc) fall into the category of
entities for which legitimization would be question-begging. Therefore the central
claims of antirealist empiricism in the philosophy of science will be sustained even if
the evidential indistinguishability thesis is so understood as not to rule out the use of,
e.g., light microscopes in scientific observations.

We may apparently conclude the following about the rebuttal to empiricist anti-
realist arguments which turns on the claim that the distinction between observable
entities and unobservables ones is not sharp, and that the empiricist argument there-
fore rests upon an epistemologically arbitrary distinction: The distinction in question
need not be sharp in order to be nonarbitrary. Moreover, there are at least three
epistemologically motivated ways of making it sharper. An examination of each of
these refinements of the distinction indicates features which might make it reasonable
to suppose that there is something problematical about the basic empiricist argument
against realism, but none of these considerations provides any diagnosis of the error,
nor do any of them allow us to foresee any alternative to the doctrine of the evidential
indistinguishability of empirically equivalent theories upon which the empiricist argu-
ment depends. The standard rebuttals are inadequate in the face of the serious epis-
temological issues raised by the empiricist position.

I said that we may apparently reach these conclusions because it may seem that I
have overlooked the real force of the rebuttal under consideration. The real force, it
might seem, lies in the following consideration: it has often happened that scientists
have postulated unobservable entities and have developed and confirmed, to their
satisfaction, theories about them, and that they have much later been able, on the basis
of those very theories, to measure or detect those very entities whose existence they
earlier had postulated. Examples may include germs, viruses, atoms, neutrinos, etc.
Surely this shows that the sort of inductive inference to theoretical explanations in
which scientists engage are reliable, whatever empiricists may say.

Taken at face value, this argument is question-begging: it assumes at the outset that
what scientific realists describe as “measurement” and “detection” of the entities in
question are really measurement and detection. But there is an argument for realism
lurking here. It does not turn on the claim that the empiricist has drawn the observable-
unobservable dichotomy arbitrarily; such a reading makes the argument question-
begging. Instead, what we have, is an example of the third anti-empiricist rebuttal
indicated in table 11.1. In general, that rebuttal points to the astonishing predictive
reliability of well-confirmed scientific theories as evidence that they must be approxi-
mately true as descriptions of unobservable entities. The cases of predictive reliability
which make this argument plausible are typically those in which predictions quite
different from the ones which were involved in the initial confirmation of a theory—
and especially predictions which are arrived at by calculations which take the theo-
retical machinery of the theory quite seriously—turn out to be surprisingly accurate.
In such cases it seems that miracles are the only alternative to a realist explanation of
the success of scientific practice. (This may be the argument which Putnam 1978
attributes to Boyd, unpublished (b)). Cases in which what is predicted are the results of
(what a realist would call) “measurement” or “detection” of the postulated unobserv-
able entities are especially clear examples of the cases to which this argument applies.
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This rebuttal to empiricist antirealism has considerable force (indeed it is probably
the argument which reconstructs the reason why most scientific realists are realists).
But it suffers from the same defect which we observed earlier in the case of the first
rebuttal: while it provides good reason to think that there must be something wrong with
the empiricists’ argument, it affords us no diagnosis of what is wrong with it. No rebuttal
to the basic epistemological principle of the empiricist argument (the evidential in-
distinguishability thesis) flows from this rebuttal; nor is there any rebuttal to the
application of that basic principle to the issue of scientific realism. We are provided with
areason to suppose that realism is true, but we are not provided with any epistemology
to go with that conclusion.

There remains one rebuttal among the standard responses to empiricist antirealism
and it does seem to directly challenge the evidential indistinguishability thesis. The
evidential indistinguishability thesis asserts that empirically equivalent theories are
evidentially indistinguishable. But it has been widely recognized by philosophers of
science that this is wrong. It might be right, they would argue, if the only predictions
from a theory which are appropriate to test are those which can be deduced from the
theory in isolation. But it is universally acknowledged that in theory testing we are
permitted to use various well-confirmed theories as “auxiliary hypotheses” in the
derivation of testable predictions. Thus two different theories might be empirically
equivalent—they might have the same consequence about observable phenomena—
but it might be easy to design a crucial experiment for deciding between the theories
if one could find a suitable set of auxiliary hypotheses such that when they were brought
into play as additional premises, the theories (so expanded) are no longer empirically
equivalent.

There is almost no doubt that considerations of this sort rebut any verificationist
attempt to classify individual statements or theories as literally meaningful or literally
meaningless by the criterion of verifiability in principle. But there is no reason to
suppose that the rebuttal based on the role of auxiliary hypotheses is fatal to the basic
claim of the evidential indistinguishability thesis, or to its antirealistic application.
The reason is this: we may reformulate the evidential indistinguishability thesis so that
it applies, not to individual theories, but to “total sciences”. The thesis, so understood.
then asserts that empirically equivalent total sciences are evidentially indistinguish-
able. Since total sciences are self-contained with respect to auxiliary hypotheses, the
rebuttal we have been considering does not apply, and the revised version of the
evidential indistinguishability thesis entails that at no point in the history of science
could we have knowledge that the theoretical claims of the existing total science are true
or approximately true (see Boyd 1982).

One objection which has sometimes been offered against the employment of the
notion of a “total science” is the observation that if, by a total science, one means the
set of well-established theories at a particular time in the history of science, then total
sciences are almost certainly always logically inconsistent and that they have therefore
all possible observational consequences and cannot be experimentally confirmed. In
this case, as in the case of the objection discussed earlier to the sense-datum version of
the evidential indistinguishability thesis, there is an obvious reply. Somehow, scientists
manage to cope with inconsistent total sciences; they have a good idea which tentatively
accepted or merely approximate (as they might say) theories should not be employed
together in making predictions. They have a pretty good idea which predictions not
to trust. All we need to do is to define empirical equivalence with respect to the practice
of scientists. The evidential indistinguishability thesis formulated with respect to total
sciences in this way yields the antirealist conclusion of empiricists, and it certainly
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seems reasonable to hold that some such version of the evidential indistinguishability
thesis represents the obvious interpretation of “knowledge empiricism” once the role
of auxiliary hypotheses is acknowledged. Thus the fact that auxiliary hypotheses play
a crucial role in theory confirmation does not constitute a significant rebuttal to a
sophisticated version of the standard empiricist argument against scientific realism.
There is a point regarding the use of auxiliary hypotheses which can be made the basis
for a very strong defense of scientific realism. The use of auxiliary hypotheses, like
other applications of what positivists called the “unity of science” principle, depends
upon judgments of univocality regarding different occurrences of the same theoretical
terms. It is possible to argue that only a realist conception of the semantics and
epistemology of science can account for the role of such univocality judgments in
contributing to the reliability of scientific methodology (Boyd 1979, 1982, unpub-
lished (b)), but this argument is not anticipated in the standard rebuttals to empiricist
antirealism.

We must conclude that the standard rebuttals to the central empiricist argument
against scientific realism are significantly flawed. Where they do provide reason to
suspect that the empiricist argument is unsound (or, more directly, that realism is true)
they do not provide any effective rebuttal to the main epistemological principle (the
evidential indistinguishability thesis) upon which the empiricist argument depends,
nor do they indicate respects in which the application of that principle to the question
of realism is unwarranted.

4. Constructivist Antirealism

There is a single basic empiricist argument against realism and it is an argument of
striking simplicity and power. In the case of constructivist antirealism the situation is
much more complex. In part, at least, this is so because constructivist philosophers of
science have typically been led to antirealist conclusions by reflections upon the
results of detailed examinations of the history and actual methodological practices of
science as well as by reflections on the psychology of scientific understanding. Differ-
ent philosophers have focused on different aspects of the complex procedures of
actual science as a basis for antirealist conclusions. Nevertheless, it is possible, 1
believe, to identify the common thread in all of these diverse arguments. Roughly, the
constructivist antirealist reasons as follows: The actual methodology of science is
profoundly theory-dependent. What scientists count as an acceptable theory, what
they count as an observation, which experiments they take to be well designed, which
measurement procedures they consider legitimate, what problems they seek to solve,
what sorts of evidence they require before accepting a theory, ... all of these features
of scientific methodology are in practice determined by the theoretical tradition within
which scientists work. What sort of world must there be, the constructivist asks, in
order for this sort of theory-dependent methodology to constitute a vehicle for
gaining knowledge? The answer, according to the constructivist, is that the world
which scientists study must be, in some robust sense, defined or constituted by, or
“constructed” from, the theoretical tradition in which the scientific community in
question works. If the world which scientists study were not partly constituted by
their theoretical tradition then, so the argument goes, there would be no way of
explaining why the theory-dependent methods which scientists use are a way of
finding out what's true.

To this argument, there is typically added another which addresses an apparent
problem with constructivism. The problem is that scientists seem sometimes to be
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forced by new data to abandon important features of their current theories, and to
adopt radically new theories in their place. This phenomenon, it would seem, must
be an example of scientific theories being brought into conformity with a theory-
independent world, rather than an example of the construction of reality within a
theoretical tradition. In response to this problem, constructivism often asserts that
successive theories in science which represent the sort of radical “breaks” in tradition
at issue are “incommensurable” (Kuhn 1970). The idea here is that the standards of
evidence, interpretation, and understanding dictated by the old theory on the one
hand, and by the new theory on the other hand, are so different that the transition
between them cannot be interpreted as having been dictated by any common stan-
dards of rationality. Since there are no significant theory-independent standards of
rationality, it follows that the transition in question is not a matter of rationally
adopting a new conception of (theory-independent) reality in the light of new evi-
dence; instead, what is involved is the adoption of a wholly new conception of
the world, complete with its own distinctive standards of rationality. In its most
influential version (Kuhn 1970) this argument incorporates the claim that the semantics
of the two consecutive theories changes to such an extent that those terms which they
have in common should not be thought of as having the same referents in the two
theories. Thus transitions of the sort we are discussing (“scientific revolutions” in
Kuhn's terminology) involve a total change of theoretical subject matter.

There are two closely related standard rebuttals to these antirealist arguments. In
the first place, against the claim that realism must be abandoned because scientific
methodology is too theory-dependent to constitute a discovery (as opposed to a
construction) procedure, it is often replied that for any two rival scientific theories it is
always possible to find a methodology for testing them which is neutral with respect
to the theories in question. Thus, so it is argued. the choice between rival scientific
theories on the basis of experimental evidence can be rational even though experi-
mental methodology is theory-dependent. The outcome of a “crucial experiment”
which pits one rival theory against another need not be biased, since such an experi-
ment can be conducted on the basis of a methodology which—however theory-
dependent—is not committed to either of the two contesting theories.

Against the incommensurability claim, it is often argued that an account of refer-
ence for theoretical expressions can be provided which makes it possible to describe
scientific revolutions as involving continuity in reference for the theoretical terms
common to the laws of the earlier and later theoretical traditions or “paradigms”.
With such referential continuity comes a kind of continuity of methodology as well,
because (assuming continuity of reference) the actual cases of scientific revolutions
typically result in the preservation of some of the theoretical machinery of the earlier
paradigm in the structure of the new one and this, in turn, guarantees a continuity of
methodology.

Neither of these rebuttals is fully adequate as a response to constructivist anti-
realism. Consider first the claim that for any two rival theories there is a method-
ology for testing them which is neutral with respect to the issues on which they differ
(“pair-wise theory neutrality of method” in table 11.1). It is generally true that—for
theoretical rivalries which arise in actual science—a relevantly neutral testing method-
ology will exist. Indeed, the use of such “neutral” testing methodologies is a routine
part of what Kuhn calls “normal science” (Kuhn 1970). And indeed, the existence of
such methodologies helps to explain how scientists can appeal to common standards
of rationality even when they have theoretical differences of the sort which influence
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methodological judgments. Nevertheless, pair-wise theory neutrality of method does
not provide a reason to reject the antirealist conclusions of the constructivist.

Remember that what the constructivist argues is that a general methodology which
is predicated upon a particular theoretical tradition, and which is theory-determined to
its core, cannot be understood as a methodology for discovering features of a world
which is not in some significant way defined by that tradition. All that the doctrine of
the existence of pair-wise theory neutral methods asserts is that—within the theo-
retical and methodological tradition in question—there are available experimental
procedures which are neutral with respect to quite particular disputes between alterna-
tive ways of modifying or extending that very tradition. There is no suggestion of a
procedure by which scientific methodology can escape from the presuppositions of
the tradition and examine objectively the structure of a theory-independent world.
Insofar as the profound theory-dependence of method raises an epistemological prob-
lem for realism, the pair-wise theory neutrality of methods does not provide an answer
to it.

Perhaps surprisingly, it doesn’t help either to demonstrate that successive para-
digms are commensurable. Suppose that a satisfactory account of referential continuity
for theoretical terms during scientific revolutions is available (see Boyd 1979). Suppose
further (what is not implied by the former claim) that the theoretical continuity thus
established during revolutionary periods is such that the transition between the pre-
revolutionary theory and the postrevolutionary one is governed by a continuously
evolving standard of scientific rationality. If these suppositions are true, then much of
what Kuhn, for example, had claimed about the history of science will be mistaken:
postrevolutionary scientists will (contrary to Kuhn) be building on the theoretical
achievements of their prerevolutionary predecessors; the adoption of new “paradigms”
will be scientifically rational: and it will not involve a “Gestalt shift” in the scientific
community’s understanding of the world, whatever may be the case for some individual
scientists. Buf, the basic constructivist epistemological objection to scientific realism
will still be unrebutted. If the theory-dependence of methodology provides reason to
doubt that scientific inquiry possesses the right sort of “objectivity” for the study of a
theory-independent world, then the sort of historical continuity through scientific
revolutions which we are considering will not address that doubt. Only if the transi-
tional methodology during revolutions were largely theory-neutral would the fact of
methodological and semantic continuity between revolutions provide, by itself, a
rebuttal to the constructivist antirealist; but there is no chance that such theory-
independence could be demonstrated by the sort of rebuttal to incommensurability
we are considering. Indeed, there is no reason of any sort to suppose that such a
theory-neutral method ever prevails.

In the present case, as in the case of the standard rebuttals to empiricist antirealism,
it is by no means true that the standard rebuttals to the constructivist arguments are
irrelevant to the issue of scientific realism. If there were no such phenomenon as
pair-wise theory neutrality of method, then it would be hard to see how there could be
any sort of scientific objectivity, realist or constructivist. If there is no way of defend-
ing the continuity of subject matter and methodology during most of the episodes
which Kuhn calls scientific revolutions, then the realist conception of science is ren-
dered most implausible. The point is that, even though these prorealist rebuttals to
constructivist antirealism do provide some support for aspects of the realist position,
they fail to offer any reason to reject the basic epistemological argument against
realism which the constructivist offers.
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5. Empiricism and Constructivism

Kuhn (1970) presents his constructivist account of science as an alternative to the
tradition of logical empiricism and, indeed, there is much he says with which traditional
positivists would disagree. There are, nevertheless, important similarities between the
constructivist and the empiricist approach to the philosophy of science. Kuhn, for
example, relies on the late positivist “law-cluster” account of the meaning of theo-
retical terms in his famous argument against the semantic commensurability of succes-
sive paradigms (Kuhn 1970, pp. 101-102; see Boyd 1979 for a discussion). Similarly,
Carnap’s mature positivism of the early 1950s has much in common with Kuhn's
views. In particular, Carnap (1950) offers an account of the criteria for the rational
acceptance of a linguistic framework which is surprisingly like a formalized version of
Kuhn's view (see Schlick 1932/33 for an anticipation of Carnap’s later position). We
may say with some precision what the points of similarity between Kuhn and Carnap
are. In the first place, they are agreed that the day-to-day business of the development
and testing of scientific theories is governed by broader and more basic theoretical
principles including the most basic laws and definitions of the relevant sciences.

There is a far deeper point of agreement. Kuhn, and constructivists generally, cannot
consistently accept the principle of the evidential indistinguishability of empirically
equivalent total sciences; they hold, after all, that “facts”—insofar as they are the
subject matter of the sciences—are partly constituted or defined by the adoption of
“paradigms” or theoretical traditions, so that there is a sort of a priori character to the
scientist's knowledge of the fundamental laws in the relevant traditon or paradigm. But
they agree with logical empiricists in holding that any rational constraint on theory
acceptance which is not purely pragmatic and which does not accord with the evi-
dential indistinguishability thesis must be essentially conventional. For Carnap and
other positivists the conventions are essentially linguistic: they amount to the conven-
tional adoption of one set of “L-truths” rather than another. For Kuhn and other
constructivists, the conventions go far deeper: they amount to the social construction
of reality and of experimental “facts”. What neither empiricists nor constructivists
accept is the idea that the regulation of theory acceptance by features (linguistic or
otherwise) of the existing theoretical tradition can be reliable guide to the discovery of
theory-independent matters of fact.

One further point of agreement between empiricists and constructivists is significant
for our purposes. Empiricist philosophers of science deny that knowledge of theoretical
entities is possible. But it is no part of contemporary empiricism to deny that the
scientific method yields objective instrumental knowledge: knowledge of regularities
in the behavior of observable phenomena. It is important to see that this point is not
seriously contested by constructivist philosophers of science. It is true that construc-
tivists insist that observation in science is significantly theory-determined, and that
Kuhn, for example, emphasizes that experimental results which are anomalous in the
light of the prevailing theoretical conceptions are typically ignored if they cannot
readily be assimilated into the received theoretical framework. But no serious con-
structivist maintains that the predictive reliability of theories in mature science or the
reliability of scientific methodology in identifying predictively reliable theories is
largely an artifact of the tendency to ignore anomalous results. Such a view would be
nonsensical in the light of the contributions of pure science to technological advance.

There is one point which, whether it is ultimately compatible with empiricism or
not, is certainly emphasized by constructivists much more than by empiricists, and
which is especially relevant when one considers the role of scientific methodology in
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producing instrumental knowledge. It was early recognized by logical empiricists that
any account of the methodology of science requires some account of the way in
which the “degree of confirmation” of a theory, given a body of observational evi-
dence, is to be determined. More recently, Goodman (1973) has, following Locke,
raised a question which is really a special case of the problem of determining “degree
of confirmation”. Any account of the methodology of science must account for judg-
ments of “projectibility” of predicates or, to put the issue more broadly, it must
provide an account of the standards by which scientists determine which general
conclusions are even real candidates for acceptance given an (always finite) body of
available data (for further discussion of this issue see Quine 1969; Boyd 1979, 1980,
1982). This question is interesting precisely because, given any finite body of data,
there are infinitely many different general theories which are logically consistent with
those data (indeed, there will be infinitely many such theories which are pairwise
empirically in-equivalent, given the existing total science as a source of auxiliary
hypotheses).

What Kuhn and other constructivists insist (correctly, I believe) is that judgments of
projectibility and of degrees of confirmation are quite profoundly dependent upon
the theories which make up the existing theoretical tradition or paradigm. The theo-
retical tradition dictates the terms in which questions are posed and the terms in which
possible answers are articulated. In a similar way, theoretical considerations dictate
the standards for experimental design and for the assessment of the experimental
evidence. Assuming this to be true, and assuming, as reasonable constructivists must,
that the reliability of scientific methodology in producing instrumental knowledge is
not to be explained largely by the tendency to ignore anomalous data, we can see that
an important epistemological issue emerges regarding judgments of projectibility and
of degree of confirmation: why should so theory-dependent a methodology be reliable
at producing knowledge about (largely theory-independent) observable phenomena?

A related question about what we might call the “instrumental reliability” of scien-
tific method should prove challenging both to Kuhn, and to empiricists who share with
Kuhn the “law-cluster” theory of the meaning of theoretical terms. Judgment of uni-
vocality for particular occurrences of (lexicographically) the same theoretical term play
an important epistemological role in scientific methodology. This is evident since
such commonplaces as the use of auxiliary hypotheses in theory-testing, or applica-
tions of the principle of “unity of science” in the derivation of observational predic-
tions from theories which have already been accepted, depend upon prior assessments
of univocality. This means that scientific standards for the assessment of univocality for
token occurrences of theoretical terms must play a crucial epistemological role, and it
must be the business of an adequate account of the language of science to say what
those standards are and why they are such as to render instrumentally reliable the
methodological principles in actual science which depend upon univocality judgments
(see Boyd 1982, unpublished (b) for a discussion).

Unlike earlier positivist theories of meaning for theoretical terms (like operational-
ism for example) the law-cluster theory does not say what it is for two tokens of
orthographically the same theoretical term to occur with the same meaning or refer-
ence. The meaning of a theoretical term is given by the most basic laws in which it
occurs; this may possibly tell us something about diachronic questions about uni-
vocality of theoretical terms. But suppose that t and t' are two tokens of ortho-
graphically the same theoretical term, used at the same time, and that neither ¢ nor '
occurs in a law which is fundamental in the sense relevant to the law-cluster theory.
This latter condition describes the circumstances of almost all tokens of theoretical
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terms in actual scientific usage. Under the circumstances in question, the law-cluster
theory says nothing about the question of whether f and ' have the same meaning or
reference. Only when the synchronic problem of univocality in such cases is pre-
sumed to have already been solved does the law-cluster theory have anything to say
about univocality for theoretical terms. The law-cluster theory is thus entirely with-
out the resources to address the important question of the contribution which judg-
ments of univocality for theoretical terms make to the instrumental reliability of
scientific methodology.

We have thus identified two questions which pose especially sharp challenges to
both empiricist and constructivist conceptions of science: why are theory-dependent
standards for assessing projectibility and degrees of confirmation instrumentally reli-
able? and how do judgments of univocality for theoretical terms contribute to the
instrumental reliability of scientific methodology? I shall argue in the next section that
answers to these challenges provides the basis for a new and more effective defense
of scientific realism

6. Defending Scientific Realism

I have elsewhere (Boyd 1972, 1973, 1979, 1982, unpublished (a), (b)) offered a defense
of scientific realism against empiricist antirealism which proceeds by proposing that a
realistic account of scientific theories is a component in the only scientifically plausible
explanation for the instrumental reliability of scientific methodology. What 1 propose
to do here is to summarize this defense very briefly and to indicate how it also con-
stitutes a defense of scientific realism against constructivist criticisms, and how it
avoids the weaknesses in the traditional rebuttals to antirealist arguments.

The proposal that scientific realism might be required in order to adequately ex-
plain the instrumental reliability of scientific methodology can be motivated by re-
examining the principal constructivist argument against scientific realism (2a in table
11.1). The constructivist asks, “What must the world be like in order that a methodo-
logy so theory-dependent as ours could constitute a way of finding out what's true?”
She answers: “The world would have to be largely defined or constituted by the
theoretical tradition which defines that methodology”. It is clear that another answer
is at least possible: the world might be one in which the laws and theories embodied
in our actual theoretical tradition are approximately true. In that case, the methodology
of science might progress dialectically. Our methodology, based on approximately
true theories, would be a reliable guide to the discovery of new results and the
improvement of older theories. The resulting improvement in our knowledge of the
world would result in a still more reliable methodology leading to still more accurate
theories, and so on (see Boyd 1982).

What I have argued in the works cited above is that this conception of the enterprise
of science provides the only scientifically plausible explanation for the instrumental
reliability of the scientific method. In particular, I argue that the reliability of theory-
dependent judgments of projectibility and degrees of confirmation can only be sa-
tisfactorily explained on the assumption that the theoretical claims embodied in the
background theories which determine those judgments are relevantly approximately
true, and that scientific methodology acts dialectically so as to produce in the long run
an increasingly accurate theoretical picture of the world. Since logical empiricists
accept the instrumental reliability of actual scientific methodology, this defense of
realism represents a cogent challenge to logical empiricist antirealism. It remains to see
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whether it has the weaknesses of more traditional responses to empiricist antirealism.
but let us first examine its relevance to constructivism.

First, it should be observed that the argument for realism which I have indicated is
a direct response to the central constructivist argument against realism. If the argument
for realism is correct, then we can see what is wrong with the central constructivist
argument: the constructivist’s epistemological challenge to scientific realism rests upon
the wrong explanation for the reliability of the scientific method as a guide to truth.

It is equally important to see that there is no answer within a purely constructivist
framework to the question of why the methods of science are instrumentally reliable.
The instrumental reliability of particular scientific theories cannot be an artifact of the
social construction of reality. Even within “pure” science this is acknowledged, for
example by Kuhn. The anomalous observations which (sometimes) give rise to “scien-
tific revolutions” cannot be reflections of a fully paradigm-dependent world: anoma-
lies are defined as observations which are inexplicable within the relevant paradigm. It
is even more evident that theory-dependent technological progress (the most striking
example of the instrumental reliability of scientific methods as well as theories) cannot
be explained by an appeal to social construction of reality. It cannot be that the
explanation for the fact that airplanes, whose design rests upon enormously sophisti-
caled theory, do not often crash is that the paradigm defines the concept of an airplane
in terms of crash-resistance. If the empiricist cannot offer a satisfactory account of the
instrumental realiability of scientific method (as I have argued in the works cited), then
the constructivist—who even more than the empiricist emphasizes the theory de-
pendence of that method-—cannot do so either. Thus, the epistemological thrust of
constructivism is directly challenged by the argument for scientific realism under
consideration.

It is, moreover, clear that if scientific realism is defended in this way, then the more
traditional rebuttals to constructivist antirealism are rendered fully effective. If the
fundamental epistemological thrust of constructivism is mistaken, then (as I indicated
in section 4) the pair-wise theory neutrality of scientific methodology, and the contin-
uity of reference of theoretical terms and methods across “revolutions” are crucial
components in the defense of scientific realism.

Let us tumn now to the question of whether the defense of realism we are consider-
ing has the weakness of the more traditional rebuttals to empiricist antirealism. Those
rebuttals had the defect that, while they provided some reason to believe that scien-
tific realism is true, they offered no insight into the question of what is wrong with
the crucial empiricist argument against realism. Here the argument under consider-
ation succeeds where the more traditional arguments fail. What is wrong with the
fundamental empiricist argument is that the principle that empirically equivalent
total sciences are evidentially indistinguishable is false, and it represents the wrong
reconstruction of the perfectly true doctrine that factual knowledge is grounded in
observation.

The point here is that, if the realist and dialectical conception of scientific methodo-
logy is right, then considerations of the theoretical plausibility of a proposed theory
in the light of the actual (and approximately true) theoretical tradition are evidential
considerations: results of such assessments of plausibility constitute evidence for or
against proposed theories. Indeed, such considerations are a matter of theory-mediated
empirical evidence, since the background theories with respect to which assessments
of plausibility are made are themselves empirically tested (again, in a theory-mediated
way). Theory-mediated evidence of this sort is no less empirical than more “direct”
experimental evidence—Ilargely because the evidential standards which apply to so-
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called direct experimental tests of theories are theory-determined in just the same
way that judgments of plausibility are. In consequence, the actual theoretical traditon
has an epistemically privileged position in the assessment of empirical evidence. Thus,
a “total science” whose theoretical conception is significantly in conflict with the
received theoretical tradition is, for that reason, subject to “indirect” but perfectly real
prima facie disconfirmation relative to an empirically equivalent total science which
reflects the existing tradition. The evidential indistinguishability thesis is therefore
false, and the basic empiricist antirealist argument is fully rebutted. (See Boyd 1979,
1980, 1982, unpublished (a), (b) for discussion of these points.)

It might seem that this realist conception that theoretical considerations in science
are evidential would reflect a weakening of ordinary standards of evidential rigor in
science. After all, on the realist conception, a theory can get evidential support both
from “direct” experimental evidence and from “indirect” theoretical considerations.
Moreover, the realist proposal might seem to make it impossible to disconfirm tradi-
tional theories, treating them as a priori truths in much the same way that the con-
structivist conception does. Neither of these claims proves to be sound. In the first
place, rigorous assessment of experimental evidence in science depends fundamentally
upon just the principle that theoretical considerations are evidential: that is why a
realist conception of theories is necessary to account for the instrumental reliability
of our standards for assessing experimental evidence (Boyd 1972, 1973, 1979, 1982,
forthcoming (a), forthcoming (b)). Secondly, the realist conception of theory-mediated
experimental evidence does not have the consequence that any traditional laws are
immune from refutation. Instead, it provides the explanation of how rigorous testing
of these and oiher laws is possible. The dialectical process of improvement in the
theoretical tradition does not preclude, but instead requires, that particular laws or
principles in the tradition may have to be abandoned in the light of new evidence (see
Boyd 1982, unpublished (a), (b}).

Let us turn now to the second puzzle about the instrumental reliability of scientific
method which was raised at the end of the preceding section: how to account for the
epistemic reliability of judgments of univocality for theoretical terms. The realistic
account of the instrumental reliability of judgments of “projectibility” requires that the
kinds or categories into which features of the world are sorted for the purpose of
inductive inference be determined by theoretical considerations rather than being
fixed by conventional definitions, however abstract (Boyd 1982, see also Quine 1969).
In particular, the law-cluster theory of meaning, understood conventionally, is in-
adequate as an account of the “definitions” of theoretical terms in science. It has been
widely recognized (Feigl 1956, Kripke 1972, Putnam 1975) that if theoretical terms in
science are to refer to entities or kinds whose “essences” are determined by empirical
investigation rather than by stipulation, then the traditional conception of reference
fixing by stipulatory conventions must be abandoned for such terms in favor of some
“causal” or “naturalistic” theory of reference.

Given the distinctly realistic conception of scientific knowledge described previously,
it is possible to offer a naturalistic theory of reference which is especially appropriate
to an understanding of the role of theoretical considerations in scientific reasoning.
Such a theory defines reference in terms of relations of “epistemic access” (Boyd 1979,
1982, unpublished (b)). Roughly, a (type) term f refers to some entity ¢ just in the case
where complex causal interactions between features of the world and human social
practices bring it about that what is said of f is, generally speaking and over time,
reliably regulated by the real properties of e. Because such regulation of what we say
by the real features of the world depends upon the approximate truth of background
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theories, the approximate reliability of measurement and detection procedures, and the
like, the epistemic access account of reference can explain the grains of truth in such
previous accounts of reference as the law-cluster theory, or operationalism (Boyd 1979,
1982).

Consider now the question of univocality for two token occurrences of ortho-
graphically the same theoretical term. Such a pair of terms will be coreferential just in
case the social history of each of their occurrences links them, by the relevant sort of
causal relations, to a situation of reliable belief regulation by the actual properties of
the same feature of the world. Which the relevant sorts of causal relations are is to be
determined by epistemology, construed as an empirical investigation into the mech-
anisms of reliable belief regulation (Boyd 1982). It is thus an empirical question, not a
“conceptual” one, whether two such tokens are univocal.

Because the epistemic access account of reference can account for the grains of truth
in the other theories of reference for theoretical terms which have been advanced to
explain the actual judgments of scientists and historians about issues of univocality
(Boyd 1979, 1982), there is every reason to believe that the epistemic access account-
can explain why the ordinary standards for judging univocality which prevail in
science are reliable indicators of actual coreferentiality. Together uith the realist’s
conception that scientific methodology produces (typically and over time) approxi-
mately true beliefs about theoretical entities, the epistemic access account of reference
provides an explanation of the contribution of univocality judgments to the reliability
of scientific methodology which is fully in accord with the general realist conception
of scientific methodology described here (see Boyd 1982, unpublished (b}).

Finally, the epistemic access account provides a precise formulation of the crucial
realist claim that (perhaps despite changes in law-clusters) there is typically continuity
of reference across “scientific revolutions” (Boyd 1979). Indeed, it permits us to inte-
grate cases of what Field (1973) calls “partial denotation” into a general theory of
reference and thus to treat cases of “denotational refinement” (Field 1973) as establish-
ing referential continuity in the relevant sense (Boyd 1979).

If the dialectical and realistic conception of scientific methodology described here
and the related epistemic access conception of reference are approximately correct,
then together they constitute a rebuttal to both empiricist and constructivist anti-
realism which suffers none of the shortcomings of the more traditional rebuttals, while
at the same time accommodating the insights which the more traditional rebuttals

provide.

7. Scientific Realism and Metaphilosophy

If the conception of scientific knowledge and language which I have described here is
correct, then it has implications for philosophical methodology which are sufficiently
startling that they may help to explain why the dialectical and realist account of the
reliability of scientific methodology was not put forward earlier as the epistemological
foundation for scientific realism. I believe that it is fair to say that scientific realists have
had a conception of their dispute with empiricist and (more recently) with constructiv-
ist antirealists according to which they shared with their opponents a general concep-
tion of the logic and methods of science, and according to which the dispute between
realists and antirealists was over whether that logic and those methods were adequate
to secure theoretical knowledge of a theory-independent reality. It was not anticipated
that a new and distinctly realist general account of the methods of science would be
necessary in order to defend scientific realism. This conception of a shared account of
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the logic and methods of science was advanced explicitly by Nagel, in discussing the
realism-empiricist dispute:

It is difficult to escape the conclusion that when the two opposing views on the
cognitive status of theories are stated with some circumspection, each can assimi-
late into its formuation not only the racts concerning the primary subject matter
explored by experimental inquiry but also the relevant facts concerning the logic
and procedures of science. In brief, the opposition between these views is a
conflict over preferred mode of speech. (Nagel 1961, pp. 151-152)

It is evident that the argument for scientific realism described in the preceding section
departs from this understanding. According to that argument, no empiricist or con-
structivist account of the methods of science can explain the phenomenon of instru-
mental knowledge in science, the very kind of scientific knowledge about which
realists, empiricists, and constructivists largely agree. Only on a distinctly realist
conception of the logic and methods of science—a conception which empiricists and
constructivists cannot share—can instrumental knowledge be explained.

At least since Descartes, the characteristic conception of epistemology in general
has been that the most basic epistemological principles—the basic canons of reasoning
or justification—should be defensible a priori. Thus, for example, almost all empiricists
have thought that the most basic principles of inductive reasoning, whatever they are,
can be defended a priori. What is striking is that, if the distinctly realist account
of scientific knowledge is sound, then the most basic principles of inductive inference
lack any a priori justification. That this is so can be seen by reflecting on what the
scientific realist must say about the history of the scientific method.

According to the distinctly realist account of scientific knowledge, the reliability of
the scientific method as a guide to (approximate) truth is to be explained only on the
assumption that the theoretical tradition which defines our actual methodological
principles reflects an approximately true account of the natural world. On that assump-
tion, scientific methods will lead to successively more accurate theories and to succes-
sively more reliable methodological practices (for a discussion of limitations of this
process of successive approximation see Boyd 1982, fn. 4). If we now inquire how
the theoretical tradition came to embody sufficiently accurate theories in the first place,
the scientific realist cannot appeal to the scientific method as an explanation, because
that method is epistemically reliable only on the assumption that the relevant theoreti-
cal tradition already embodies a sufficiently good approximation to the truth. The
realist, as I have portrayed her, must hold that the reliability of the scientific method
rests upon the logically, epistemically, and historically contingent emergence of suit-
ably approximately true theories. Like the causal theorist of perception or other
“naturalistic” epistemologists, the scientific realist must deny that the most basic
principles of inductive inference or justification are defensible a priori. In a word, the
scientific realist must see epistemology as an empirical science (see Boyd 1982 for a
discussion of the relation between scientific realism and other recent naturalistic trends
in epistemology).

Closely analogous consequences follow from the epistemic access account of refer-
ence when it is applied in the light of scientific realism. The question of whether
two tokens of a theoretical term are coreferential is, for example, a purely empirical
question which cannot be resolved by conceptual analysis. If we think of the “mean-
ing” of a theoretical term as comprising those features of its use in virtue of which it
has whatever referent it in fact has, then meanings of theoretical terms are not given
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by a priori stipulations or social conventions. It is a logically, historically, and epis-
temically contingent matter which features of the use of a given term constitute its
meaning in the sense of meaning relevant to referential semantics. There just are not
going to be any important analytic or conceptual truths about any scientifically
interesting subject matter (Boyd 1982).

If these controversial consequences of a thoroughgoing realist conception of scien-
tific knowledge are sound, then it would be hard to escape a still more controversial
conclusion: philosophy is itself a sort of empirical science. It may well be a normative
science—epistemology, for example, may aim at understanding which belief regula-
ting mechanisms are reliable guides to the truth—but it will be no less an empirical
science for being normative in this way.

8. Issues of Philosophical Method

In this section, I shall discuss two issues of philosophical methodology raised by the
arguments for scientific realism described in section 6. First, I shall discuss at some
length an important challenge raised by Arthur Fine against the basic strategy of those
arguments. I shall then discuss, somewhat more briefly, certain questions about the
ways in which evidence from the history of science bears upon the arguments in
question.

In a recent paper, Fine (1984) raises a number of interesting objections to the
arguments for scientific realism which I have outlined in section 6. Of these objections
one is particularly striking because it challenges not the details of the argument for
realism, but its basic philosophical strategy. I shall now turn my attention to this
objection.

Fine’s objection is extremely simple and elegant. The proposed defense of realism
precedes by an abductive argument: we are encouraged to accept realism because,
realists maintain, realism provides the best explanation of the instrumental reliability
of scientific methodology. Suppose for the sake of argument that this is true. We are
still not justified in believing that realism is true. This is so because the issue between
realists and empiricists is precisely over the question of whether or not abduction is
an epistemologically justifiable inferential principle, especially when, as in the present
case, the explanation postulated involves the operation of unobservable mechanisms.
After all, if abductive inference is justifiable, then there is no epistemological problem
about the theoretical postulation of “unobservables” in the first place. It is precisely
abductive inference to unobservables which the standard empiricist arguments call into
question. Thus, the abductive defense of realism we are considering is viciously
circular.

It is reasonable to think of Fine’s objection in the light of the previous discussion of
the “no miracles” argument for realism discussed in section 3. Against the “no mir-
acles” argument, I argued that, even if realism provides the best explanation for the
predictive reliability of scientific theories, there remains for the realist the problem that
this fact does not constitute a rebuttal to the very powerful epistemological considera-
tions which form the basis for empiricist antirealism. Fine, in effect, presents a gen-
eralized version of this response to the “no miracles” argument. In the first place, Fine’s
version of the response in question applies not only to the “no miracles” argument but
to any argument for realism which adduces realism as (a compon