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Preface

The Economics of the Modern Construction Sector is the companion
volume of The Economics of the Modern Construction Firm, and in many
ways The Economics of the Modern Construction Sector sets the context for
an understanding of the operation of firms within the construction
production process. As economists our particular interest is focused on
the production processes of industrial activity. We are also concerned
with the economic and social environment with which firms interact.

This environment is comprised of the economy as a whole, its con-
struction and other industrial sectors, government and consumers. It is
also determined by the resources available for the production of partic-
ular outputs. These are the labour, materials, both natural and manu-
factured components, and the plant and equipment used. In turn the
productivity of these resources depends on the state of technology and
the methods of production adopted. Finally the behaviour of firms in
the construction sector is also to a large extent determined by the
behaviour of the other firms in the construction sector itself.

We are therefore interested in understanding the economic roles and
relationships within the construction process, in that we wish to
understand how and why production takes place. We also wish to
know who benefits from the system of production and how these
benefits are distributed. The general economic issues raised up to this
point could be applied to any industry or sector of the economy, and
discussion of these and other topics can be found in all introductory
economics texts. However, if the general textbook approach to eco-
nomics is applied to construction several features of the construction
process intervene to invalidate the conclusions. The result can be a
frustration with economic theory and ultimately a rejection of eco-
nomics on the grounds that it is neither realistic nor practical.

In this book we attempt to provide a realistic theoretical economic
framework for understanding the construction sector in particular, in a
particular country, the UK, and at a particular phase of its development,
at the end of the twentieth century. What may be true of the construc-
tion sector here and today, does not necessarily apply to the construc-
tion sector somewhere else and in another period. Armed with this
approach, it should be possible to discuss policies related to construc-
tion and account for the behaviour of firms within the construction
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sector. Nevertheless, the methods of analysis and the general approach
to the economic issues of the construction sector in this book should
be a useful starting point for the analysis of any construction sector or
construction firm working anywhere in the world. This book therefore
provides the necessary background for firms operating in construction
and together with the The Economics of the Modern Construction Firm, it
is hoped that The Economics of the Modern Construction Sector will enable
firms to improve their decision making, strategic thinking and plan-
ning effort.

The four parts of The Economics of the Modern Construction Sector are
entitled Production, Accounting for Production and Assets, The Nature
of the Construction Process, and finally, Construction and the
Economy. In the first chapter we begin by defining the production of
the built environment and then move on to examine the process of
adding value to inputs. The value added approach highlights the
source of wages and profits. In Chapter 2 the industrial relationship
between construction labour and capital is used to show the subsump-
tion of construction labour by capital. In Chapter 3 the argument is
developed to show how labour is used to raise productivity and
produce profits.

In Part II, we are concerned with a meaningful statistical analysis of
the data surrounding construction. We show how data is used to
analyse the national income, the construction industry and firms
within construction. By describing the logic of accounting systems at
all levels, it is possible to draw conclusions and gain insights into the
operations of firms involved in the production of the built environ-
ment. The framework of all accounts is based on stocks and flows and
we use this approach to understand construction in Chapter 5. Chapter
6 provides an analysis of the distribution and ownership of the prop-
erty assets produced by the construction sector in the form of buildings
and land.

Part III describes and accounts for the economic roles of the various
participants in the construction process. These roles combine in differ-
ent ways depending on the nature of the project and the type of client.
The complexity of the production process in construction is explained
further in Chapter 8 on contracting systems. Moreover, many of the
conflicts within construction between constructors and their employ-
ers can be seen in the fragmentation of the production process
described in Chapter 8.

In the fourth and final part of this book, we deal with the wider
issues of construction and its relationship to the rest of the economy.
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In Chapter 9 we look at the economic concepts of the multiplier and
the accelerator in relation to construction and construction firms.
Chapter 10 deals with economic cycles and the construction sector and
discusses the business cycle and the causes and effects of variations in
demand on construction.

Very few books can claim to be the final word on their subject, and
The Economics of the Modern Construction Sector is no exception. Instead
we want the reader to find the contents stimulating and thought pro-
voking. One of the aims of this book is to act as an aid to further
research. We hope therefore that many of the questions raised by the
book will stimulate research into the economic processes involved in
the field of construction economics.

GRAHAM J. IVE

STEPHEN L. GRUNEBERG
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Introduction

An explanation by way of introduction: the value of realism and the realism
of value in economics.

The search for a theory of value in economics is for a ‘unifying grand
theory’ capable, in principle, of explaining the totality of economic
phenomena – a search for a common unit of measurement, to be sure,
but beyond that, the underlying sufficient cause of values, in the plural
(i.e. prices of this and that), and the force capable of yielding a deter-
minate set of economic outcomes from certain non-economic givens –
in short, the idea that both back economics’ claims to be a science, by
giving it a unifying object of study and a method, and at the same time
lays it open to accusations of being no more nor less than metaphysics.
For value is abstract, and not directly visible.

The great arguments in the history of economics have been argu-
ments between theories of value (Cole et al., 1991; Varoufakis, 1998).
Following Cole et al. (and many others) we can call these contending
theories of value the ‘subjective preference’, ‘cost-of-production’ and
‘abstract labour’ theories. Of these, the academically dominant school
of thought, throughout the last century, has been based on the ‘subjec-
tive preference’ theory of value: rational, calculating, self-interested
choice between given alternatives.

Economic debate has got lively and deep whenever this dominance
has come under challenge – and ‘economics’ has stagnated into an
orthodox body of doctrine whenever that challenge has faded. To be
clear: we believe, along with an increasing number of other economists
critical of the orthodoxy, that economics took a profound ‘wrong turn’
when it tied itself, as a ‘reputable science’, to the subjective preference
theory of value in what is known as its ‘neo-classical’ form. We believe
that this mistake has led both to bad theory and a wrong agenda for
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economics – and explains especially the difficulties which arise when it
is attempted to apply economic theory to the interpretation (we will
not say, explanation) of the ‘real world’ of modern industry. Nor, in
our view, is it simply a matter of the ‘wrong’ theory of value having
been chosen, whereas the ‘right’ choice would have solved all prob-
lems. Rather, one source of the difficulty for a practical economics lies
in the drive, perhaps innate in all value-theories, towards an excess of
abstraction, at too great a price in terms of realism and relevance.

However, statements such as those made in the previous paragraph
open up such a range of arguments and issues between economists,
and moreover arguments necessarily conducted in languages more or
less impenetrable to non-economists, that it is certainly not our inten-
tion to develop systematically those statements or claims in the work
that follows, in the sense of conducting an ‘argument’ or critique of
orthodoxy – for to do so would exclude the possibility of this being a
work of utility to students and practitioners in the production of the
built environment. Instead, we hope the work will speak for itself, at
least in respect of the range of issues our approach enables us to cover,
the analytical methods we propose and the agenda of questions (for
research and otherwise) which we raise. We do, however, think it both
useful and necessary to give ‘fair warning’, especially to readers who
have a knowledge of orthodox neo-classical economics – for such
readers will not find in what follows much of what they will expect,
and will find much that they will not expect.

We believe that our approach, as exemplified in the chapters that
follow, is sufficiently consistent and straightforward as to be reasonably
clear in its application to economists and non-economists alike. However,
we also feel we owe a duty to both kinds of reader to explain in this
introduction just what kind of economists we are – that is, what position
we take in the fundamental debates that divide economists today.

The approach of many economists when they come to write ‘practi-
cal’ works on the economics of a particular sector or industry, is to start
with received value theory, expound a version (to a greater or lesser
degree simplified) of that theory, and then to give ‘examples’ of its
application by nominally substituting apparently recognisable phe-
nomena of that industry into the purely formal categories of that
theory. An instance would be a discussion of market price for a com-
modity in terms of the thought-experiment that demonstrates the pos-
sibility of a set of pre-reconciled independent choices made by
possessors of given productive endowments and given consumption
tastes (each with perfect knowledge, and all acting in ‘analytic’ time to
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explore all hypothetical options fully before making actual choices)
leading to an equilibrium of demand and supply; moves on to describe
this imagined market as one of ‘perfect competition’; and then dis-
cusses how the idea of perfect competition can be used, to some extent
or other, to describe and illuminate actual markets for grain, or fish, or
stocks and shares.

Our approach, by contrast, is to start by making a model of the
actual processes by which economic actors arrive at their decisions – in
terms which we hope will be recognised by practitioners as capturing
certain (inevitably, not all) interesting or significant aspects of that
process. We are in a position, since we are concerned here only with
the construction industry, to develop and to prefer ‘local’ or special to
general theory – to adapt our models to capture local circumstances,
even at the cost of loss of ability to generalise about the economy at
large. This we are happy to do.

The substantive content of our theory is to an extent eclectic, formed
by taking and melding together, magpie-like, whatever catches our
interest from a diverse range of sources. However, just as magpies
prefer that which glitters from the array open to them, so we prefer
that which looks to us more ‘realistic’. Our approach often involves
simply relaxing the stays of a pre-existing theoretical corset, by intro-
ducing some added degrees of realism.

All of this courts the danger of over-compensating, to the extent that
any and all classificatory or descriptive coherence is lost – the point
where each instance becomes unique. Naturally, we hope that our
readers will agree with us that we have not gone so far as that.

One powerful inspiration for us, in our quest for a sufficient, minimal
consistency and theoretical coherence, has been the approach to the
treatment of time, uncertainty, surprise, the past and the future. Time,
throughout what follows, is we hope almost always perspective not analytic
time. In perspective time, decisions are made sequentially, not simultane-
ously, and are made using the exercise of economic imagination about
possible futures – that is, under real uncertainty, where what is envi-
sioned ex ante often differs from what is realised ex post. In this, like other
economists of construction (Hillebrandt, 1985; Bon, 1989) we have been
inspired by the writings of G.L.S. Shackle and other ‘Austrian’ economists
– even where we disagree sharply with the political economy of much of
Austrian economics. It is to Shackle, however, that we owe a particular
debt – and Shackle was both an ‘Austrian’ and a post-Keynesian.

The post-Keynesian economists are, of course, best known for their
macroeconomics – and for insisting upon the profound theoretical
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implications of Keynes’ critique of macroeconomic orthodoxy, and
thus resisting the absorption of the Keynesian legacy into a slightly
modified orthodoxy – the so-called Keynesian neo-classical synthesis.
However, there is also a very distinctive and coherent post-Keynesian
microeconomics, and this has often provided us with at least a starting
point or point of reference. We are also indebted to those economists
who have sought to fuse elements of Keynesian and Marxian
economics – the tradition beginning with Kalecki and Robinson, and
carried on today by, inter alia, such inspirations for parts of our work as
Bowles, Weisskopf and Marglin.

Nearly twenty years ago, a book appeared whose publication in our
view (and that of many) deserves to be seen as seminal to the develop-
ment of a truly modern, non-orthodox economics – Nelson and
Winter’s An Evolutionary Theory of Economic Change (1982). The
‘Introduction’ to that work contains an argument about the nature of
the malaise afflicting orthodox microeconomic theory (what is known
to economists as general equilibrium theory), and directions for its
remedy, with which we wholly agree. Indeed we could wish, if acade-
mic convention and copyright law did not forbid us, to reproduce it
more or less entire as our own introduction to the present work.
Among the very many indications therein for positive directions for a
new microeconomics let us cite at least the following:

(1) theory must seek to comprehend, in stylised settings, the unfold-
ing of economic events over (perspective) time; we must escape
from the grasp of a purely ‘analytic’ time, that is really no time at
all.

(2) firms are motivated by profit, seek it and search for ways to
increase it, but ‘firms’ actions will not be assumed to be profit-max-
imising over well-defined and exogenously given choice sets’ (p. 4).

(3) analysis should not focus on hypothetical states of industry equi-
librium, in which all unprofitable firms have left the industry and
the profitable ones are at their desired size.

(4) firms learn; at any given time a firm has limited capabilities, and
habitually uses certain decision-rules: ‘Over time these … are
modified as a result of both deliberate problem solving efforts and
random events.’

Meanwhile, orthodoxy itself has been invaded by the practitioners of
the so-called ‘new institutional economics’, an economics of incom-
plete information, bounded rationality, complex organisations and
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transaction and organisational costs. This we welcome, and use happily
where the only developed alternative is the old orthodoxy – while
recognising that it too is suffering the fate of Keynesian economics – to
be re-absorbed, in somewhat travestied form, into a revised orthodoxy.

This, then, is the kind of economics, and the approach to the use of
economics to study industry and business, that a reader will find
exemplified in what follows. We hope you, the reader, will find it yields
both light and fruit.

Introduction xxv
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1
Construction and Value Added

Introduction

Production is continually changing. Output is always growing or
declining and altering in composition. Products and services are
made in different ways. The uses to which output is put change. The
size and number of providers varies over time. It is therefore difficult
to define the limits of the construction sector without making an
arbitrary cut off at some point. This would apply to any branch of
production, not just construction. Nevertheless, it is clear both theo-
retically and from published statistics that the construction sector is
an important, large, distinct, though not isolated, part of the
economy.

In 1991, out of a total UK population of 57 million people, 
24 million were engaged in paid employment. Of the 24 million in
work, approximately 5 per cent, or around 1.2 million, were
employed directly in construction on building and civil engineering
projects by construction firms. This does not include the self-
employed in the construction industry, nor those employed by
manufacturers of building components and the suppliers of materials
such as aggregates, cement and bricks. Nor does the figure include
professional architects, surveyors and construction engineers and
their office support staff. Many other people also work casually, for
part of the year, in the building sector. Finally, a great many people
carry out work for themselves, improving, maintaining or participat-
ing in self build schemes. The work of all of the above constitutes the
process of production of the built environment. This chapter defines
construction and shows how productive processes involve adding
value to inputs.
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Defining the construction sector of production

The production of the built environment includes any and all of the
activities which contribute to the creation of a certain kind of object,
namely buildings and other fixed structures, such as bridges and dams.
Many of these activities take place before the materials and compo-
nents arrive at the site. Work in situ is only the last stage of the produc-
tion process and, by convention, is said to define the construction part
of the production of the built environment. In situ workers are defined
as the work force of the construction industry.

Construction is a certain kind of production of a certain kind of object
with a certain kind of use. All construction industry output shares a
common characteristic. It is a product, regardless of use, that is fixed in
place to a site. Both buildings and some civil engineering structures, such
as reservoirs, provide bounded spaces. Generally, buildings shelter and
accommodate specific activities, and may therefore be defined by refer-
ence to those activities. Dwellings provide spaces for residential activi-
ties, while commercial activities take place within commercial buildings.
Infrastructure, on the other hand links bounded spaces and facilitates
movement, distribution, or transfer through space. Goods and people are
enabled to move by the infrastructure provided by road, rail and other
transport systems. Electric power, gas and water, for instance, are distrib-
uted through infrastructure systems and information is transferred
through space through the infrastructure of telecommunication systems.

Production includes various activities from conception through
design to execution. Design includes design of components as well as
final products. Execution involves the preparation of the site, move-
ment of materials, working-up of materials, making of sub-assemblies
and final assembly.

The objects of the built environment include buildings and infra-
structure, which in practice are often discussed in terms of their con-
struction elements, such as sub-structure, superstructure, finishes and
services. In general we might also distinguish replacement of buildings
from additional buildings, and alteration from maintenance of existing
buildings.

We will use this framework of production, product and use, to
answer questions like, who consumes buildings?; how are buildings
produced?; when are buildings produced and why? These and other
questions can only be answered in relation to a particular mode of
social organisation. Let us suppose for instance, that we wish to
describe only societies with the following defining characteristics:
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(a) property rights in land, so that we can have the category
landowners

(b) exchange of buildings as commodities, so that we can have
producers, consumers and merchants

(c) borrowing and lending of money at interest, so that we can have
financiers

(d) alienation rights in land, so that we can have buyers and sellers of
land

(e) a horizontal division of labour, so that we have building producers
who are in separate building trades or occupations

(f) property rights in buildings, separable from rights in the land on
which they stand, so that at any one time there may be separate
landowners and building owners

(g) commodification of labour power, so that we can have employers
and employees

(h) separation of design from execution, and, more generally, of mental
and manual labour, so that we have designers and constructors

(i) production directed by and in large organisations, especially firms,
involving managers as well as owners.

These social conditions embrace an enormous range of specific soci-
eties, which are nevertheless each different in important respects. For
example, these characteristics would apply to Britain at every period
since the sixteenth century but that does not mean to say there have
not been many substantial changes even within the last forty years in
the forms, roles and actors constituting the construction process in the
United Kingdom. We shall seek to demonstrate these changes in later
sections of this book. It is within the terms of this set of social relations
that it makes sense to think in terms of consumers of buildings and to
relate these consumers to producers and producers to one another in a
particular way. These social relations provide the context for an under-
standing of the economics of the modern UK construction sector.

We define the construction sector as all production activities con-
tributing to the production of the built environment. In other words,
we first define the final product, the built environment, and then
group together activities contributing at each stage to the transforma-
tion of natural resources into that final product.

The matrix in Figure 1.1 shows the extent of the built environment
sector, the food sector and the car sector in terms of the final goods
and services consumers or households purchase. The final demand 
by consumers is for finished goods and services, which they use
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themselves. Consumers do not in general buy goods with a view to
selling them on at a profit.

Table 1.1 shows industries grouped into three broad categories,
primary, secondary and tertiary, reflecting different stages of produc-
tion. The primary sector is concerned with the direct appropriation of
earth bound natural resources for economic purposes and includes
agriculture, forestry, fishing, mining and quarrying.

In the secondary sector industries use the outputs of the primary
sector and convert or transform them in a series of operations until
they are ready for use by final users. The secondary sector includes all
manufacturing, energy and water industries, as well as construction.
The products of these first two sectors are called goods.

The products of the tertiary sector are called services. It is more mixed
in character than the first two sectors. The service sector includes the
general physical distribution of goods, from their transportation out of
their place of production to their place of sale or consumption. As part
of the distribution process, this sector includes the wholesaling and
retailing of goods. Other services included in the tertiary sector of the
economy include services provided to consumers, such as live music,
restaurant meals and hairdressing, and unlike the tangible goods pro-
duced in the primary and secondary sectors, these services cannot be
stored. It also includes provision of financial services, such as banking.
Financial services are essentially concerned with financial assets and
the legal claims to ownership of physical goods and services.

In addition, this third sector of the economy includes the provision
of business or professional services, such as law and accountancy, to
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Table 1.1 Final demand products and sectors by activities

Built environment Food Cars

Primary sector Quarrying, mining Farming Mining

Secondary sector Material and Food processing Component
component and packing manufacturing, 
manufacturing, assembly
construction

Tertiary sector Plant hire, Catering, Car dealing,
professional services, retailing, food car hiring, 
property letting distributing car servicing



other firms in all sectors. Finally this sector includes all public services
such as health, education, the military, police, judiciary, etc.
Essentially, the tertiary sector consists of the direct production of ser-
vices, plus all the commercial activities of buying and selling com-
modities without producing new commodities, plus the financial
activities of banking institutions, of deposit taking and lending which
create financial assets and liabilities.

As shown in Figure 1.1, the construction industry is part of the
process of producing and maintaining the built environment and may
be classed in the secondary sector because it transforms manufactured
materials into final products. However, the built environment produc-
tion sector also consists of quarries, manufacture of construction
materials and components, and provision of related professional ser-
vices such as design, engineering and cost control. Many other types of
firm are also directly involved from plant hire firms, to estate agents,
developers and property companies. The process of producing the built
environment spans the primary, secondary and tertiary sectors.

In practice, it is not possible to define the construction industry to
make it synonymous with the execution of all construction activity.
The basic way any industry is defined is as a set of firms. The popula-
tion of firms in the economy is divided into industries on the principle
of potential competition. Firms are put in the same industry if they
produce outputs which are similar or reasonably close substitutes for
one another, or if they use similar technology and materials, and are
therefore in competition in the markets to buy these inputs. If these
two criteria conflict, it is the similarity of inputs that is the more
important criterion used to define an industry, whereas similarity of
outputs is used to define a market.

The production of steel and the manufacture of furniture are obvi-
ously regarded as separate industries. However, within an industry
there can be several different markets. From the perspective of markets
for their products, furniture for domestic use might be regarded as one
market, with office furniture another market; whereas from the per-
spective of industries, manufacture of steel furniture might be regarded
as one industry, and manufacture of wooden furniture as another.

The construction sector certainly comprises several industries and
several markets. Its constituent industries comprise sets of firms
engaged in each stage of the process of production of the built environ-
ment. Thus the firms of each stage compete directly (actually or 
potentially) with one another, and thus constitute an industry. The
firms of other stages in the process stand not as competitors but as sup-
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pliers to or buyers from that industry, and therefore are part of other
industries. Many firms involved in the construction process are actu-
ally involved at several different stages. Sometimes this is true of a
firm’s involvement in a single building project so that the same firm,
for example, makes and supplies roadstone and undertakes the road
building contract for the same project. Often, the firm has a range of
construction related businesses each operating separately, so that they
are not even normally found working together on the same projects.
Some construction firms, though not many, also have interests outside
the construction sector altogether.

Now, whilst the brick making industry, for example, clearly falls
within our definition of the construction sector, as virtually all of its
output is used as intermediate input into the production of the built
environment, the same is not true of, say, the glass or steel industries.
Much of their output, perhaps the largest part of it, is indeed used in
buildings, but much of it has other final uses – in the making of auto-
mobiles, for example. Firms in these industries belong to several final
goods or end use sectors, not to one. Accurate figures for the propor-
tion of their output devoted to construction are not available on a
firm-by-firm basis, though this information is available, for example
from Input–Output Tables (p. 19), for each of these industries as a
whole.

In principle, we could set about to identify and define as many
industries within construction as we believe to be appropriate. For
example, we would certainly wish to recognise a built environment
design industry, comprising firms of architects, civil, structural and
building services engineers. However, to be of practical use we need
to be able to measure and obtain data about an industry, and unfor-
tunately, we are often at the mercy of the imperfections of our data
sources. The Standard Industrial Classification (SIC), our main official
source, recognises no such industry as built environment design.
Instead, these activities are grouped with many others having no
direct relation to the construction process, under the heading of
‘Architectural and engineering activities and related technical consult-
ancy’. Fortunately, the SIC is by no means our only data source. Most
industries have trade associations, which publish data collected from
their member firms. There are also trade magazines. Data about parts
of the built environment design industry, for instance, is available
from the RIBA, ICE, and CIBSE, as well as in the pages of ENR,
Building and other journals. Recent work by Construction Forecasting
Research (CFR) for the Construction Industry Council (CIC) will yield
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regular statistics on the built environment design industry for the
first time.

Nevertheless the SIC is a useful starting point for gathering statistics
on any industry. Each establishment of a firm is a statistical unit, which
must be allocated to a particular industry, usually depending on the
main activity of the establishment, which depends on the main type of
output produced. In this way, in principle, diverse statistics on output,
employment and prices can all be related to the same firms, industry or
product. Because new processes and products develop over time, there is
a need to revise the definitions of industries to classify economic activi-
ties in their most appropriate categories. The SIC 80 replaced the SIC 68
of 1968, but in turn it has now been replaced by the SIC 92.

The SIC 92 is the current classification of UK firms used in govern-
ment statistics and is consistent with the industrial categories used
across the European Union. The General Industrial Classification of
Economic Activities within the European Communities, otherwise
known as NACE (Rev1), allows statistics from the different member
states to be compared. In 1989, for the same reason of international
comparability of industrial statistics, the United Nations agreed an
International Standard Industrial Classification of All Economic
Activities, (ISIC Rev 3).

In the SIC 92, industries are divided into 17 sections from A to Q,
and each section is further broken down into groups, which contain
classes and subclasses of firms. Construction industry is section F while
real estate is a group within section K. The SIC 92 classification of firms
involved in the construction sector is given in the appendix to this
chapter. In the appendix there are two lists. The construction sector
comprises the whole output of industries in List A and a large propor-
tion of the output of industries in List B.

A narrow definition of the construction industry includes only those
firms undertaking on-site assembly. Nevertheless, this is the most
important single part of the construction sector, in terms of its share or
contribution to the total value of the production of the built environ-
ment. It has sometimes been argued that even this narrow definition of
the construction industry should be regarded as several separate indus-
tries, and, indeed, the NACE classification attempts to do this.

The SIC 92 attempts to divide construction into various categories
such as:

45.21 General construction of buildings and civil engineering works
45.23 Construction of highways, roads, airfields and sport facilities
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45.31 Installation of electrical wiring and fittings
45.33 Plumbing
45.42 Joinery installation
45.43 Floor and wall covering
45.44 Painting and glazing
45.45 Other building completion.

However, these sub-divisions are rather unsatisfactory. The first 
category of firms, for example, refers to those companies engaged in
general construction of buildings and civil engineering works but this
category is composed of a miscellany of firms whose work covers ‘all
types of buildings’. Moreover, the term ‘general construction of build-
ings and civil engineering works’ also includes civil engineering con-
structions such as bridges, elevated highways and tunnels and clearly
overlaps with the second category of firms engaged in the construction
of highways, roads, airfields and sport facilities.

In any case the Department of the Environment, Transport and the
Regions (DETR), one of the government departments charged with
responsibility for gathering statistics on the construction industry, does
not use these SIC categories in its own surveys of GB firms. The traditional
British approach was to divide the construction industry first into main
and subcontractors and then divide main contractors into builders and
civil engineers. Subcontractors were divided into a long list of trades. The
DETR uses a classification very similar to that, except that it introduces an
element of confusion by referring to main trades and specialist trades, as if
all subcontractors worked in specialist trades, and as if main contractors
themselves still undertook work in certain main or basic trades.

Figure 1.1 illustrates the relationship between the main industries
involved in the production of the built environment. One might call
this a broad definition of the construction sector as it includes many
firms in industries from List B in the Appendix.

In 1980, according to Janssen (1983), the production of the built
environment was equivalent to 18.5 per cent of the West German
national income. If this proportion were reflected in the percentage of
the working population of West Germany in 1980, then approximately
4.6 million people would have been engaged in production of the built
environment. Of the 4.6 million people, it was estimated that only 
28 per cent or 1.3 million were involved as management or labour in
the building assembly process on site.

Using a combination of data published in Economic Trends (1994)
and the Employment Gazette (1995), it is possible to estimate the
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number of people engaged directly and indirectly in the production of
the built environment in the UK. Unfortunately the two sources of
data use different industrial classifications, the former based on 123
industrial groupings and the latter on the SIC 1980 making the figures
not strictly equivalent. Nevertheless the result shown in Table 1.2 is an
approximation which indicates the level of employment generated by
construction activity.

From Table 1.2 almost 2.5 million people out of a workforce of just
over 22.3 million, over 11.2 per cent of employees in employment are
engaged in the production of the built environment. This compares 
with the figure of 4.7 per cent taking the construction industry category
alone.

Is the construction industry really several different
industries?

The argument that construction is not one but several industries rests
on two propositions. The first proposition is that most firms are actu-
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Figure 1.1 Main sectors of production and service contributing to building 
production
Source: Based on Janssen (1983).
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ally specialised in building or civil engineering but not in both.
However, Ball (1988) and Ive (1983) both show that parent companies
commonly own different subsidiary or operating companies within so
called sub-industries. Thus almost all the major firms in construction
have separate divisions operating in civil engineering, building con-
tracting and speculative house building. They move capital, and to a
degree staff, around and between them. At the parent or group level,
therefore, it is mostly not the case that the larger firms are specialised
in either one or another of these activities.

The second proposition is that the resources used in, say, civil engin-
eering are largely different from those used in building, and are there-
fore not even potentially transferable between the two. As a result
firms in these two sub-industries would not be in competition for the
same resources. However, NEDO (1978) showed that in many respects
construction resources, especially labour, are to a degree flexible
between sub-industries.

Thus Ball, Ive and NEDO all hold to the concept of a unified con-
struction industry. Ball (1988) points out that though firms in the con-
struction industry compete with each other directly for the same
customers to a greater or lesser extent, the same could be said of firms
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Table 1.2 Estimate of people engaged directly and indirectly in the
production of the built environment, 1993

Industrial sector Output % going Employment Labour equivalent  
to construction engaged on construction 

related output.

Agriculture 0.02 281,000 66
Energy 1.65 443,000 7,302
Manufacturing 13.12 5,012,000 657,805
Construction 100.00 1,060,000 1,060,000
Distribution 10.43 3,551,000 370,372
Transport 2.09 925,000 19,298
Business services 6.77 3,135,000 212,312
Other services 2.50 6,748,000 168,437
Other sectors 0.0 1,198,000 0
Total 22,353,000 2,495,592

Sources: Economic Trends (1994), Table 2, 1990 domestic use matrix (London: HMSO).
Employment Gazette (1995), Table 1.2, Employees in employment in Great Britain in 1990,
seasonally adjusted (London: HMSO).



in any recognised industry. In other words, the fact that the same firms
do not compete with each other for all their work all the time signifies
only that there are separate markets within construction. These
markets, however, are not the same as sub-industries.

However the opposite can also be argued. Namely, the construction
industry is not a single industry but is composed of a number of separate
sub-industries. Plant, skills and materials used by civil engineering firms
are not the same as those used in building firms. Skills and machinery
also vary between different types of specialist firms, although there is a
great deal of overlap in the kinds of resources firms use. However, when
we define types of resource very narrowly so that there is no overlap, and
resources are truly specialised, then the number of specialisations
becomes very high – too many for each to be treated as a separate indus-
try. The many separate specialist firms simply supply an element in the
building process within a highly fragmented construction industry.

Below, we shall develop the view that it makes sense to regard con-
struction as fundamentally split into just three sub-industries. These
three sub-industries are main contracting of all kinds, subcontracting,
and speculative building. Each of these has certain fundamental and
distinctive business characteristics that make the differences between
them outweigh the differences within them.

Factors of production

Every industrial process is concerned with transforming inputs into
outputs using the resources at the command of each firm. These
resources are land, labour and capital and are known collectively as the
factors of production. That is, annual output depends on the input quan-
tities of these productive factors in the same year. The quantity pro-
duced reflects the productive powers and capacity of present human
knowledge, skill and effort (i.e. labour), the use of accumulated stocks
of means of production, including materials, plant and machinery,
produced in the past and not consumed (i.e. capital), and the use of
stock of natural resources (i.e. land).

This causes several important problems. First, it means we need to
distinguish between the amount of a factor existing at any year, which
we might be able to measure, and the amount of input or use of it
during that year, which is much harder to measure. In the case of
capital, for instance, we need to distinguish between the amount of
capital stock existing (and therefore owned by someone) and the
amount of use made of that stock. If, for example, factories move to
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working their machines for more or less hours per year than previ-
ously, there will be a change in the quantity of the capital factor used,
and hence a corresponding change in the amount of output, without
any change in the amount of capital in existence.

Second, these factor inputs actually exist in diverse, heterogeneous
forms. We can say that there exist so many carpenters and so many
steel erectors and so many architects, for example, and so many
machines of each actual type – but adding them together into a com-
posite quantity of a factor input is difficult. Do all workers, for
example, count as one equal unit of the factor ‘labour’, regardless of
degree of skill, knowledge and training? Can we reduce all machines to
quantities of a common physical unit such as horse power?

In practice, the quantity of labour is most often measured in a
common physical unit, such as the number of workers, or the number
of labour-hours of input used. However, using physical units to quan-
tify inputs ignores quality differences between inputs.

A broad definition of physical capital includes all assets which are 
(or can be converted into) the means of production. It consists of
buildings, infrastructure plant and equipment, and stocks of materials.
Wealth, by contrast, refers to these but also to any real asset, including
domestic housing, private cars or any other consumer durable, which
can be sold or used as collateral for financing production. The value of
these assets depends on their second hand price. A more narrow
definition of capital as a factor of production refers only to the build-
ings, plant and machinery, and the stocks of materials and goods actu-
ally used in the production process. The term ‘capital’ is also used,
confusingly, to refer to the sum of money, and other financial assets.
These, however, are not themselves factors of production, but only
give their owners claims in or over physical capital and output.

Inputs of the factor capital are measured in monetary units. However,
using monetary units introduces a circularity of reasoning. The mon-
etary value of a piece of capital, such as a building or a machine, is most
usually derived from an estimate of the future profit or rent income that
it is expected to yield for its owner. The value is a capitalisation into a
single lump sum, of the expected stream of income receipts over its
remaining economic life. But, this then means that we are not measur-
ing factor inputs independently of measuring incomes. If income
changes (say, if actual or expected profit income increases) then there
will appear to have been a corresponding change in the quantity of the
input of capital, as firms re-evaluate their assets, especially their prop-
erty. When there is an actual increase, say, in profit income, we may
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wish to know whether this is because of an increase in total capital
input, which is an increase in the size of the firm, or because of an
increase in profit per unit of capital input, perhaps because of an
increase in the use of existing plant and machinery.

Alternatively, the value of a piece of capital equipment may be meas-
ured by its original purchase price or historic cost, adjusted for depreci-
ation. If the historic purchase price reflects its cost of production, and
if the cost of production reflects the quantity of factor inputs used to
produce the item, then historic cost may be a tolerable measure of the
quantity of factor inputs embodied in that piece of equipment. Only
under those conditions can historic cost be used as a measure of the
quantity of capital represented by that particular item.

Third, the concept of capital as a factor of production introduces a
serious potential confusion between different meanings of the term
‘capital’. The term is used in its ordinary, business sense, to mean the
ownership of a business, and therefore the ownership of its revenues, and
of whatever net revenues or profits are left after all costs have been met
out of those revenues. Thus capital means ownership of the entirety of a
business, and gives its owners income in the form of profit. However,
capital as a factor of production is something else and has several mean-
ings. For instance, consider fixed capital. Fixed capital consists of the
physical stocks of machines and buildings used in production, and the
contribution their use makes to output, in the sense that the more of
these machines there are, the greater can be the output. This is capital as
the means of production, and as a distinct ‘factor’ of production. This
kind of capital is then said to earn a return, and this is where the heart of
the confusion lies. Keynes called this return the ‘efficiency of capital’, in
an attempt to capture the idea of contribution of capital use to output.

However, it is crucial not to confuse this ‘return’ of capital defined as
a means of production, with the concept of profit as a return on
money capital owned. The two would only be identical if the owners of
a business always captured a share of the output revenues of that busi-
ness that was just equal to the contribution, which the means of pro-
duction made to that output. In other words, it is perfectly possible in
a modern company for the means of production to generate revenues
which the owners, or shareholders, do not receive. Now, it is possible
to construct a theory of output and income distribution on a set of
assumptions such that this identity would, theoretically, occur. This
theory, or rather, this set of axioms, is known as the ‘neoclassical
theory of value and distribution’, and it is in fact offered as ‘the’ 
explanation of profit, interest and wages in most current economics
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textbooks. As will become clear in later chapters, it is not the theoreti-
cal model for this work.

Capital is in fact the most complicated, many-faceted and difficult
concept in the whole of economics. This is not surprising when we
reflect that economics is really all about understanding how a capitalist
economy works. Naturally, the understanding of capital will be at the
core of this whole scientific project.

Land as a factor of production includes the raw materials, such as
minerals and oil, contained within it as well as its natural ability to
grow food produce. The greater the quantity and the better the quality
of natural resources used in production then, other things being equal,
the greater will be the output of an economy. In construction, the
assembly of buildings on site involves land, but this land is usually
owned by the client, rather than the producer. Unlike other forms of
production in which the producer must pay for the land on which pro-
duction takes place, contractors only pay for the land used by them as
their head offices and permanent storage spaces. They do not need to
pay for the land where production takes place.

The role of labour as a factor of production is concerned with the
direct and current human input into the production process. The stock
of physical capital can be usefully regarded as the result of indirect,
past human input or activity. Labour is the contribution of work and
effort necessary for production to take place, and includes both the
physical and mental activities of skilled, semi-skilled and unskilled
workers as well as their managers. It does not, however, include the
activities of owners or shareholders.

Incomes are derived from the sale of one’s labour, the ownership of
capital or the ownership of landed property. Labour incomes are
wages. Incomes deriving from the ownership of capital are profits,
including interest, and incomes from the ownership of landed property
are called rents. The source of these incomes comes from the ability of
firms to add value to material inputs through a production process pro-
ducing and then selling the output with a value greater than that of
the inputs used up in its production.

The structure of value added in the production of the built
environment

Table 1.3 is a model showing both the process of adding value at each
stage in the production process and the distribution of income. To
understand Table 1.3, the process begins with the manufacturers of
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basic materials who sell their output to component manufacturers for
£20,000. We assume the manufacturers of basic materials do not buy
in any raw materials and only have to pay wages. The component
manufacturers sell their output for £30,000 but must deduct the cost of
£20,000 for their inputs in order to calculate their income. The differ-
ence between the value of sales and the cost of bought-in materials is
the value added to the inputs by the component manufacturers. In this
case, the value added is £10,000 and this is, in fact, the source of
income of the owners and workers in each firm.

It should be noted that although the total value of sales receipts is
£130,000, total income is only £45,000. The reason for this difference
is because the value of sales receipts of each firm always includes the
value of each firm’s inputs and the total of all receipts therefore counts
the value of inputs several times, an error economists call double
counting. The value added approach prevents double counting because
it only calculates the contribution to its inputs made by each firm and
not the inputs themselves.

From Table 1.3 it would appear that the construction industry con-
tributed 7.19 per cent of the GDP in 1989 and 5.13 per cent in 1997.
However, as noted above, this figure does not take the manufacture of
building components into account nor the value of the professional
services provided by architects, surveyors and others. Nevertheless
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Table 1.3 Value added by industry, 1989 and 1997 at current basic prices

Industry Value Percentage Value Percentage
added contribution added contribution
(£m ) to GDP in (£m) to GDP in

in 1989 1989 in 1997 1997

Agriculture 9,097 1.98 10,820 1.52
Mining and quarrying 12,491 2.71 18,137 2.55
Manufacturing 110,407 23.97 146,522 20.60
Electricity, gas and water 11,514 2.50 16,227 2.28
Construction 33,117 7.19 36,491 5.13
Wholesale and retail trade and
(non-construction) repair 52,423 11.38 83,316 11.71
Transport and communication 38,818 8.43 59,694 8.39
Business services and property 75,328 16.36 140,078 19.69
Public administration and defence 29,514 6.41 38,940 5.47
Education, health and social work 48,238 10.47 85,129 11.97
Other services 39,589 8.60 75,916 10.67
GDP (all industries) 460,536 100 711,270 1000

Source: United Kingdom National Accounts, 1998 edition, ONS, HMSO.



£36,491m is a measure of the value added by the narrowly defined
construction industry towards the total value of the GDP in 1997.

Of course Table 1.3 describes only one channel of production, a
channel being the progression of a raw material input through to a
finished product or service. Each channel therefore contributes a pro-
portion of the value of the final goods or services. This model does not
include all the channels of production which would be required to
produce a completed building. For instance, there is a similar channel
of production beginning, say, with basic materials manufacturers who
produce the material inputs and components to the manufacturers of
construction plant, who then supply plant hirers, who in turn provide
services to subcontractors, whose clients are the main contractors.

All production is similarly concerned with transforming inputs into
outputs. Primary sector firms which extract raw materials are in basic
industries, such as mining and quarrying. These firms then pass their
output of raw materials on to firms in sub-basic industries, such as the
steel industry. These are classed in the secondary sector. In sub-basic
industries raw materials are processed into usable inputs for manufactur-
ers in the rest of the secondary sector. Construction takes place in the
secondary sector by transforming inputs of materials or components into
finished structures by assembling components and materials on site.

Construction, despite claims to the contrary, remains an industry whose
physicality is very high – i.e. one for which the value of material inputs
and labour input is very large as a percentage of output value. A smaller
number of architects or engineers manage to command fees which bear
no close relation to their costs of material, labour and fixed capital inputs.

Equation 1.1 is a technical input-output ratio showing the quantity
of output derived from a quantity of inputs. Thus

Technical input–output ratio = Oq/Iq (1.1)
where

Oq = quantity of outputs
Iq = quantity of inputs.

This is a physical and technical relationship. Thus, an input–output
ratio of, say, seed corn to harvested corn might be 1:10. The inverse of
the input–output ratio is the input–output coefficient and in this case
it is equal to 10. This coefficient can be used to predict the output from
a given input. In this instance, it shows that for every one unit of input
of corn, 10 units are harvested. This technical concept of input–output
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ratios can be taken further by introducing money values in the form of
prices. Thus;

(Ip ¥ Iq) Æ (Op ¥ Oq) (1.2)
where

Ip = price of inputs
Op = price of outputs

In (1.2) production transforms the quantity of input multiplied by its
price into the quantity of output multiplied by its selling price. If the
technical ratio, Oq/Iq, and the ratio of output prices to input prices,
Op/Ip, remain the same, so will the input-output coefficient. Otherwise,
the coefficient will change in response to changes in technology or
changes in relative prices.

The value added is the difference between the value of inputs
(excluding immediate labour and fixed capital, which are not treated
as inputs) and the value of outputs. During the production process
materials and components may move from one firm to the next as
each firm uses another firm’s output as its inputs and transforms that
input into the next stage in the production of a finished product. In
construction, finished products are classed as capital goods, whether
they are housing, offices and factories or infrastructure, such as roads.
As a final product the output is used, maintained and consumed by
the buyer. For this reason it can be said to derive its price partly from
the value of its use placed on it by the final purchaser, in the sense of
willingness to pay a sum of money to obtain the benefits of that use.
The price of a final product is therefore normally equal to or less than
its use value to the final purchaser.

Input–output analysis and the value added by the
construction sector

Every industry processes inputs supplied by other industries or sectors
of the economy, mainly materials and manufactured components. One
of the uses of input-output analysis is to understand the interdepend-
ency between the construction industry and its suppliers as well as the
industries which it in turn supplies.

As we have noted, economists divide production into production of
intermediate and final outputs. Intermediate outputs are those goods
and services purchased by other firms as inputs to their production of
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further commodities. Its stock of intermediate goods forms part of a
firm’s circulating capital. All chains of production of intermediate
inputs must ultimately end in the production of final outputs. For
instance, manufactured building components are intermediate goods
which are then assembled on site to produce a completed building
which is the final output.

Final outputs include those goods and services purchased by house-
holds and government agencies for consumption. Fixed capital goods,
including buildings, are also deemed to be final goods, because (with
the exception of property speculators), they do not become part of
another firm’s short run circulating capital. However, unlike consump-
tion goods, fixed capital goods have not finally left the sphere of circu-
lation of capital, though they are not part of the current circulation.
Current circulation refers to production for sale within the current
time period. The fixed capital goods, when installed and in use, con-
tribute to capacity to produce and sell commodities in current and
future time periods.

Purchases of final outputs are described as final demand. Demand for
intermediate outputs is a derived demand, that is, it depends upon the
level of final demand. Every industry produces a combination of both
intermediate goods for sale to other firms and final goods for sale to
final users.

The output of each industry may therefore be calculated by summing
the value of its production of final and intermediate goods.
Intermediate goods are the inputs to other industries. To explore these
relationships, input-output analysis was developed by Wassily Leontief
in the 1930s. Input-output analysis measures the value of inputs of each
industry which come from other industries. The distinction between
one industry and another is in practice not clear cut. Firms in any
industry tend to produce a principal product as well as secondary
outputs which ideally would come under another industry. Thus the
problem of defining industries by firms means that some of the output
is registered as a separate commodity, while some of the  output of a
particular commodity is produced by firms in another industry.

Nevertheless, it is possible to use input-output tables to estimate the
value added to inputs by industries. The value added by each industry
is its contribution to the national income. According to the United
Kingdom National Accounts, in 1989, a peak year for construction, and
in 1997, the most recent year for which data were available, the contri-
butions to national income by different industries are shown in 
Table 1.4.
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The value added approach measures the value added by the con-
struction industry to its inputs from other sectors. It is this added value
which forms the source of income of those who own firms or work in
the industry. The question then arises as to how the value added is
shared between the owners of the firms and their employees. This is
not only a question of industrial relations but also an issue related to
the concepts of the economic surplus and of the net product of
economic activity.

From the point of view of the economy as a whole, value added
might be thought to be the objective or purpose of production, and the
target to be maximised. The higher the sum of value added, which is
the GDP, the higher is the net increase in goods and services over and
above what would have existed if production had not taken place. This
increase in the stock of goods and services available to be used is the
net product of economic activity, after deducting from the gross
product of a period, all prior stocks that have been used up as a result
of production in that period. These have to be deducted both in order
to see the effect of present production on income and wealth, and to
see its effect on future capacity to produce.

From Table 1.4 the construction industry contributed 7.2 per cent of
the GDP in 1989 and 5.9 per cent in 1997. However, as noted above, this
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Table 1.4 Value added by industry 1989

Industry Value Percentage Value Percentage
added contribution added contribution
(£m ) to GDP in (£m) to GDP in

in 1989 1989 in 1997 1997

Agriculture 9,097 2.0 10,820 1.5
Mining and quarrying 12,491 2.7 18,137 2.6
Manufacturing 110,407 24.0 146,522 20.6
Electricity, gas and water 11,514 2.5 16,227 2.3
Construction 33,117 7.2 36,491 5.1
Wholesale and retail trade 52,423 11.4 83,316 11.7
and (non-construction) repair
Transport and communication 38,818 8.4 59,694 8.4
Business services and property 75,328 16.4 140,078 19.7
Public administration and defence 29,514 6.4 38,940 5.5
Education, health and social work 48,238 10.5 85,129 12.0
Other services 39,589 8.6 75,916 10.7
GDP (all industries) 460,536 100 711,270 100

Source: United Kingdom National Accounts, 1998 edn, ONS (London: HMSO).



figure does not take the manufacture of building components into
account nor the value of the professional services provided by architects,
surveyors and others. Nevertheless £36,491 million is a measure of the
value added by the narrowly defined construction industry towards the
total value of the GDP in 1997.

If used up stocks are not replaced, then the future productive capac-
ity of the economy will be correspondingly reduced, producing less
gross output in future periods. Likewise, if the money sums necessary
to pay for this replacement are not deducted from gross income, we
will believe that our income is more than is really the case. These prior
stocks were part of wealth. Proceeds from sale of gross output appear to
be income, and therefore available to be spent on consumption. But if
we collectively consume the gross output, we will find that our collec-
tive wealth is now less than before. In effect, we have eaten the seed
corn – transferred a stock of wealth into a flow of current income and
consumption.

The net product, then, is the measure of the benefit from production.
In one sense it is the surplus of what exists after production over what
existed before production. However, not only do stocks of goods have
to be kept intact but so do stocks (populations) of people. Suppose we
regard this year’s necessary consumption to be equal to last year’s actual
consumption because of the ratchet effect establishing expected and
customary standards of living, we can then divide the net product into
the part necessary to maintain that standard of consumption and the
balance, the surplus product. This surplus or increment is then shared
between increased wages and gross profits.

If wages were constant, then the whole of this surplus product would
accrue to owners of firms as their gross profit. However, wages are not
constant. Moreover, the workers in a firm may pitch the wage demands
by looking at the trend in and size of the surplus generated by their
firm’s production. The larger the surplus, the higher the wage
demands. If this is the case, we have an explicit fight between owners
and workers over the division of the surplus between profits and
increased wages. In practice, things become more complicated if firms
are able to respond to wage increases by raising prices and revenues so
as to maintain the value of surplus appropriated as gross profit.

The concept of the economic surplus is a macro-economic one. It has
its reality at the level of the economy as a whole, and the aggregate
division of GDP into profits and wages. By contrast, the concept of
gross profit is a micro-economic concept reflecting the reality as experi-
enced by the owners and managers of a single firm.

22 Production



Gross and net profit

A profit arises for a firm after all production costs have been met. From
the point of view of the owners of a firm, production costs include
materials, labour, energy, as well as the cost of replacement when plant
and machinery wears down. Production costs do not include rent,
interest and profit or taxes. If sales revenues only covered production
costs there would be no funds or surplus available for rent, interest or
net profit. The size of the gross profit therefore depends on the excess
of revenues over production costs.

Materials are bought in competition with other firms in the same
industry as well as other firms in other industries. Glass, for instance,
may be purchased by firms in construction, car production and ship
building. The greater the cost of materials the higher the production
costs and the lower is the gross profit, unless the firm can pass on the
higher cost in higher prices to increase its revenue.

Labour is the major cost facing most construction firms. Just as with
the cost of materials, the greater the amount paid to labour, the less
will be the gross profit. There is therefore a conflict of interest between
labour and the receivers of profit, interest and rent. Net profit of a firm
is its gross profit less its payments of interest and rent.

Net profit can be used to re-invest in a firm for it to expand its pro-
duction by increasing its output, diversifying into new markets or by
research and development of new products. Such re-investment is
mostly funded from retained net profits and is essential for the survival
of firms. The alternative use of net profits is to reward shareholders by
distributing a proportion of the profits in the form of dividend pay-
ments. Without this reward shareholders would not have an incentive
to continue holding shares in a firm. These issues will be dealt with
later in the book.

Concluding remarks

By looking at construction as the total production process involving
the transformation of raw materials into finished buildings and struc-
tures, the sector can be seen as much larger, more complex, and far
more significant economically than much official data would suggest.
This is because official data is usually based on the SIC, which in turn
is based on materials and individual processes. This means that
important production processes within the construction sector are
excluded from construction industry statistics, rather than looking 
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at the resources used altogether in the provision of the built
environment.

As with any production process the construction industry can be
seen as a series of stages. Each stage consists of inputs, starting with the
raw materials extracted from the land, which are then worked on to
produce outputs. These outputs become the inputs of the next stage
and so on until the final product is sold. In this way each stage makes a
contribution to the eventual final product by adding value to the
inputs it buys from the previous stage. Value added at any stage is the
source of both profits and wages.
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Appendix: Standard Industrial Classification, 1992
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Appendix Table 1A Summary of SIC 92 definition of construction and
related activities

Industry name SIC 92 definition and classification

List A Activities

Section F 45.1 Site preparation
Construction 45.11 Demolition and wrecking of buildings; 

earth moving
45.12 Test drilling and boring

45.2 Building of complete constructions or parts 
thereof: civil engineering

45.21 General construction of buildings and civil 
engineering works

45.22 Erection of roof covering and frames
45.23 Construction of highways, roads, airfields and 

sport facilities
45.24 Construction of water projects
45.25 Other construction work involving special trades

45.3 Building installation
45.31 Installation of electrical wiring and fittings
45.32 Insulation work activities
45.33 Plumbing
45.34 Other building installation

45.4 Building completion
45.41 Plastering
45.42 Joinery installation
45.43 Floor and wall covering
45.44 Painting and glazing
45.45 Other building completion

45.5 Renting of construction or demolition equipment 
with operator

45.50 Renting of construction or demolition 
equipment with operator

List B

Section C Mining 14.11 Quarrying of stone for construction
and quarrying 14.12 Quarrying of lime stone, gypsum and chalk
Subsection CB 14.13 Quarrying of slate.
Mining and 14.21 Operation of gravel and sand pits
quarrying except 14.22 Mining of clays and kaolin
energy producing
materials
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Appendix Table 1A Continued

Industry name SIC 92 definition and classification

List B Activities

Section D 17.51 Manufacture of carpets and rugs
Manufacturing
Subsection DB
Manufacture of 
textile and textile 
products

Section D 20.30 Manufacture of builders’ carpentry and joinery
Manufacturing
Subsection DD
Manufacture of 
wood and wood 
products

Section D 25 Manufacture of rubber and plastic products
Manufacturing 25.23/2 Manufacture of other builders’ ware of plastic
Subsection DH
Manufacture of
rubber and plastic 
products

Section D
Manufacturing 26.11 Manufacture of flat glass
Subsection DI 26.12 Shaping and processing of flat glass
Manufacture of 26.22 Manufacture of ceramic sanitary fixtures
other non-metallic 26.30 Manufacture of tiles and flags
mineral products 26.40 Manufacture of bricks, tiles and construction

products, baked in clay
26.51 Manufacture of cement
26.52 Manufacture of lime
26.53 Manufacture of plaster
26.61 Manufacture of concrete products for 

construction purposes
26.62 Manufacture of plaster products for construction 

purposes
26.63 Manufacture of ready-mixed concrete
26.64 Manufacture of mortars
26.65 Manufacture of fibre cement
26.70 Cutting, shaping and finishing in stone

Section D 28.11 Manufacture of metal structures and parts of 
Manufacturing structures

28.12 Manufacture of builders’ carpentry and joinery 
of metal
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Appendix Table 1A Continued

Industry name SIC 92 definition and classification

List B Activities

Subsection DJ 28.22 Manufacture of central heating radiators and 
Manufacture of boilers
basic metal products 28.63 Manufacture of locks and hinges

metals and fabricated

Section D 29.23 Manufacture of non-domestic cooling and 
Manufacturing ventilation equipment
Subsection DK 29.52 Manufacture of machinery for mining, 
Manufacture of quarrying and constructionmachinery and
equipment not 29.52/2 Manufacture of earth moving equipment
elsewhere classified. 29.52/3 Manufacture of equipment for concrete 

crushing and screening and roadworks.

Section D 31.30 Manufacture of insulated wire and cable
Manufacturing 31.50 Manufacture of lighting equipment and 
Subsection DL electric lamps

Section G 51.53 Wholesale of wood, construction materials 
Wholesale and and sanitary equipment
retail trade 51.54 Wholesale of hardware, plumbing and 

heating equipment and supplies.
51.62 Wholesale of construction machinery

Section J 65.12/1 Banks
Financial 65.12/2 Building societies
Intermediation 65.21 Financial leasing

65.22/3 Activities of mortgage finance companies
65.23/5 Activities of venture and development 

capital companies
66.01 Life insurance
66.02 Pension funding

Section K 70.11 Development and selling of real estate
Real estate, 70.12 Buying and selling of own real estate
renting and 70.20 Letting of own property
business activities 70.31 Real estate agencies

70.32 Management of real estate on a fee or contract 
basis

71.32 Renting of construction and civil engineering 
machinery and equipment
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Appendix Table 1A Continued

Industry name SIC 92 definition and classification

List B Activities

Section K 74.20 Architecture and engineering activities and 
Real estate, related technical consultancy
renting and 74.70 Industrial cleaning
business activities
Subheading: Other
business activities



2
The Capitalist Construction
Industry Labour Market

Introduction

While value added is the source of income and wages, labour is the
source of value added. Without work, production could not take place.
We now therefore turn our attention to the organisation of the
construction sector and the labour processes involved.

The construction industry is a labour intensive industry, which has
traditionally made extensive use of migrant labour, unskilled labour
and the informal economy. There is also a high proportion of self-
employed labour in the building industry. In this way firms in the con-
struction industry minimise wage costs, provide minimal conditions of
employment and in the process weaken trade union power. Moreover,
much construction work, especially home improvement, is carried out
by individuals on their own premises for their own use, on a ‘do it
yourself’ basis.

One side effect of all these different methods of conducting con-
struction work is the unreliability of official statistics related to con-
struction. Government figures rely on registrations and reporting by
firms and individuals and as such only cover a proportion of construc-
tion work carried out. The figures used in this book only need to be
read as indicators of trends. The analysis of the data is based on
Housing and Construction Statistics and the United Kingdom National
Accounts, which make use of tables produced by the Department of
Environment, Transport and the Regions, the Scottish Development
Office, The Welsh Office, Department for Education and Employment,
and the Office for National Statistics.

The trends in the labour force of the construction industry over the
1980s and 1990s relate to the patterns of employment and remuneration
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during these decades. Employment patterns over the 1980s and 1990s
show a general deterioration in the terms of employment for a large
proportion of the work force. Remuneration in construction was below
the average of all other industries and services at the beginning of the
1980s. Improvements in pay relative to other industries and services
were only temporary, caused by the growth in construction demand
which climaxed at the end of that decade. Few statistics are kept con-
cerning unemployed building workers. Unemployment can be viewed
as a wasted resource, an aspect of under-utilisation, a broader concept,
which can apply equally to materials, plant and buildings as well as
labour. Labour unemployment refers to those people who are willing
and able to take up paid work but are unable to find any. The measure-
ment of unemployment is dependent on definitions used in data col-
lection usually based on those who are registered as eligible for
unemployment benefit. During the 1980s various changes were intro-
duced which reduced the number of people entitled to register as
unemployed.

In this chapter we examine the relationship between labour and
capital in the production process. Capital is used to increase productiv-
ity over time enabling firms to increase profits, while remaining
competitive.

The technological and social relations of production

Firms generate profits by paying less for all inputs (including labour)
than the gross value of output. Alternatively we may say, that they gen-
erate profits by paying less for labour than the net value of output. In
construction firms, wages and salaries form the major single compo-
nent of their costs. Wages are determined by market forces in the
labour market, while the value of net output is determined by the price
and quantity of the goods or services produced and sold. The quantity
produced in a given period of time is determined by labour productiv-
ity, which itself depends inter alia on the amount and type of plant and
equipment used.

The relationship between people and technology is one of the most
important themes in economics. The technology of production is con-
stantly changing with the introduction of new methods, materials,
plant and machinery. These technological developments bring about
changes in the way people organise themselves in their economic rela-
tions in terms of methods of production and exchange, and social
relations in terms of how individuals behave towards one another. 
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To understand economic and social relationships in the construction
industry we must therefore look at the production process.

Chapter 1 dealt with the technological relationships between quanti-
ties of inputs and outputs of things. Labour inputs too were treated as
if they were things. Labour, however, refers to people, not something
inanimate. Technical relationships in production are between people
and the things that they work on and with. These relationships have a
qualitative aspect such as the knowledge of techniques carried by
workers or by technicians and scientists, and a quantitative one con-
cerned with the number of hours of labour, the number of materials
and the number of machines.

The social relationships in production are between different individ-
uals involved in the production process: workers, who hold technical
knowledge, managers, and employers or owners. These social relation-
ships may be said to be horizontal or vertical. Horizontal relationships
are between the many different workers engaged in the joint produc-
tion of an output. This is dealt with by economics under the heading
of the division of labour. Vertical social relations arise between those
people who do the work of production and those who employ them.
This is dealt with under the heading of the employment relation and
control within the labour process.

The social relations of production in any economy are structured by
market relationships and employment relationships. Production is
undertaken in firms. Within each firm the employment relationship
rules. But production of a final product is also divided up between
many firms. Between firms the market relationship rules. Thus, much
of the horizontal division of labour takes the form of market relation-
ships between firms, buying and selling each other’s outputs to use as
inputs. But within each of these firms we find vertical relationships
implied by concentration and separation of control from the actual
carrying out of the work.

Now, an employer and employee are in a sense engaged in a market
relationship, in that one buys the labour power offered for sale by the
other, but there is far more to the relationship than that. Crucial to it
is that what is being sold is the right to command and direct the labour
power of a worker, for a specified period of time. Moreover, what is
bought is not an actual output or set of goods or service, but rather the
potential to perform directed work that can produce a variable and
open-ended output. It is thus quite unlike the usual relationship of
exchange between the seller and buyer of a given set of goods, which
does not involve a relationship of power and command.
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In other hierarchical production systems, the power of command
can come from monopoly of technical knowledge or from possession
of state authority. But in capitalism it comes essentially from owner-
ship and control of the physical inputs and durable means of produc-
tion such as machinery and buildings.

The price of what is bought in the employment transaction is the
wage per period of time. To the buyer the value or benefit of what is
bought is open and depends on a whole variety of factors. First, how
efficiently can that labour power be utilised within a technological
system of production. The better the technology and its implementa-
tion, the higher will be the physical output per day of labour per-
formed. Secondly, how intensively can that labour power be utilised.
The harder or faster the worker works, and the less the unproductive
time, the greater the physical output per day. Unproductive time is
time that has been bought but in which no output-producing work is
done. Third, the lower the price of non-labour inputs and the higher
the price of outputs the higher will be the value added of any given
amount of physical output.

Labour markets

In markets where goods are bought and sold, ownership is transferred
from the seller to the purchaser. This is distinct from markets where
goods are only hired. In hire markets, transactions are concerned with
the use and services provided by owners. Ownership is not transferred.
Construction industry labour markets are also only concerned with the
hiring of services carried out by people on a variety of tasks, under-
taken in the course of a construction project. This is a wage-in-return-
for-effort bargaining process. Only in slave markets is ownership
transferred. In building and civil engineering, there are labour markets
for the services of different types and levels of skilled and unskilled
workers in different locations. Through the labour market, labour is
distributed to different construction firms and projects.

Conditions of employment and wage packages vary from market to
market within construction. Labour markets can be found on street
corners, on site or in newspaper and journal columns. They may be for
casual unskilled labour, experienced craftsmen and women or for
qualified architects, surveyors or engineers. This diversity of markets
reflects the fragmented nature of the construction industry. Each
market is distinct in its characteristics, and is a function of the supply
of and demand for a particular kind of worker.
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The supply and demand for labour

To avoid confusion it is possible to think of labour markets operating
at four different levels within an economy. At a macro-economic level
aggregate labour supply and demand deals with labour market issues
affecting all labour and all industries. Second, at an industry level
supply and demand for labour deals with labour as a resource shared
by the firms within the industry and moving between firms. At a third
level, there are also markets for specific occupations within a locality,
in which firms with similar requirements compete with each other for
labour with similar skills, knowledge and experience. Finally, labour
markets exist for single employers offering specific types of work and
individuals who are willing to offer job-specific skills, which may be of
significantly less use to another employer.

The effective supply of labour at a certain wage is comprised of those
workers who are willing and able to offer firms the current average (or
even, marginal) productivity of existing workers employed at similar
wages. As well as off-the-job training, this definition also needs to
recognise learning curves for new employees and on-the-job informal
training, especially important in construction. The effective supply of
output is a function of the productivity of the effective supply of
labour (a number of workers) at any given wage rate.

The supply of labour depends on the number of people with a partic-
ular type and level of skill, experience and training, who are willing
and able to offer themselves for hire in return for a given contract of
employment. At any one time, in most industries, most of the relevant
supply will be offered by workers already employed by a firm and plan-
ning to stay there. Imbalances between demand and supply, however,
have to be dealt with by hiring new employees or firing existing
members of staff. 

At the point of negotiating a contract of employment the employer
is uncertain about the competence of the job applicant and the work
effort a new employee may be prepared to make. Simply quantifying
labour in terms of hours to be worked does not take into account
effort, sometimes called work intensity. Work intensity can be viewed as
the ratio of effort to wages. The greater the ratio of effort to wages the
greater the intensity of work. The supply of labour, the quality of
which is uncertain, is a quantity of hours people are willing to work.
The number of hours worked is sometimes referred to as work extensity.

The number of people supplying the labour market in aggregate
depends on demographic factors and the participation rate. The
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participation rate is the percentage of the population offering them-
selves for paid work. The participation rate will therefore depend on
the age and sex distribution in the population, its state of health and
its social conventions. Whether a participant in the labour supply is
employed or unemployed in part depends on an individual’s
confidence in finding work and their reservation wage.

The reservation wage is the minimum weekly rate of pay which is
regarded as just more attractive than continuing unemployment and
searching for a possibly better job. It compensates an individual for
giving up state benefits, if any, plus a margin to make the work effort
worthwhile. This is a subjective rate of pay which the individual
regards as a sufficient reward for giving up unpaid alternative activities,
including leisure. The reservation wage varies from person to person,
reflecting their domestic conditions and their assessment of the proba-
bility of finding a better job than any currently on offer. Individuals
know that the longer they are unemployed, the lower this probability
will become. Thus, a prolonged period of unemployment will reduce
someone’s reservation wage. Social security benefits set a floor to it. In
general, as real wages rise, more currently unemployed people will be
attracted to apply for work as their individual reservation wages are
exceeded.

The demand for labour depends on a combination of several factors.
Firms require labour in response to demand for their output. In this
respect, demand for labour is seen as a derived demand. Labour is not
wanted for its own sake but only in response to demand for the prod-
ucts or services it ultimately provides. The larger the order book, the
greater the need for workers to carry it out.

In orthodox or neo-classical economics, however, the number of
people employed also depends on the technology used and the rate of
pay (including the indirect costs of employment). To explain the rel-
ationship between technology, pay and the demand for labour we need
to use the concept of capital intensity. Capital intensity is the ratio of
capital to labour and shows the volume of plant and machinery per
person employed. The greater the capital intensity of a production
process the less labour is required in order to produce a given output.
When wages are relatively high firms adopt methods of production
that are capital intensive, using plant and equipment to increase the
productivity of labour. An increase in work loads can be met through
the greater use of plant and machinery, rather than by employing
more people. When wages are low the incentive to substitute labour
with capital equipment is reduced and demand for labour is more
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responsive to changes in the work load of firms. In a broad sense, there
is something in this argument, though too much can be made of it, as
we shall explain below.

A change in money wages in the construction sector will have two
effects on demand for labour, one an income effect, the other a price
effect, and these will work in opposite directions. Consider first the
price effect. Since labour costs are the main part of production costs
(especially when we consider that the costs of materials, etc. will them-
selves very quickly be affected by a change in wage costs), then a fall in
money wages will, ceteris paribus, raise firms’ profit margins. However,
it is likely that lower costs will quickly lead to lower prices. Even if
margins rise somewhat, it is unlikely to be by anything like the fall in
costs. Now, lower prices for investment goods, such as the final output
of the construction process, combined with steady or rising profit
margins, ought to stimulate the total volume of demand for such
goods. Thus total real demand for construction output rises and this
requires an increase in construction employment. There is an increased
derived demand for construction labour. When we look at the evi-
dence, we do indeed find that when construction industry wages fall,
this permits, and is accompanied by, a fall in tender prices. The weak
link in the chain is in fact not there, but in the low current price elas-
ticity of construction demand. That is, unless other circumstances are
favourable, a change in construction tender prices (in either direction)
may not be enough to persuade many potential investors in built envir-
onment projects to alter their planned volume of construction orders.

It is important to note that it is relative wages and prices (that is, con-
struction wages and prices relative to other wages and prices in the
economy) that will affect construction demand in volume terms.
However, in an open economy with a large export sector, a general fall
in all wages and prices across that economy (leaving relative prices
within that economy unchanged) may stimilate demand in all sectors,
via its effect on the volume of production in the export sector, and
derived demand resulting from this.

If construction production as a whole is more labour-intensive than
other sectors of final production then a general fall in wages relative to
average prices (i.e. a fall in real wages across the economy) might stim-
ulate construction demand, by causing a relative fall in construction
prices compared to all prices.

Now, assume that in the short run construction labour productivity
is given and unchanging. The labour input required to produce a unit
of output is therefore constant, and the demand for construction
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labour is simply a derived demand function of the demand for con-
struction output. If the demand for construction output is given as Q1

in Figure 2.1, and the demand for labour is E1, then the ratio OX/OY is
the inverse of average construction labour productivity. For example, if
labour productivity is 40 physical units of gross construction output
per worker per year, and the demand is for an annual output of
40 million of final construction output, then demand for construction
labour will be 40m/40 = 1,000,000 jobs. Measuring in millions, Q1 is 40
and E1 is 1, the ratio of OX to OY is a constant 1 to 40.

The effect of wage rates on tender prices (and therefore to some
extent, on construction demand) is the main price effect, in our view.
We should note that neo-classical economists would look mainly for
another kind of price effect. If wage rates change whilst the cost of
owning and using a unit of fixed capital equipment stays unchanged,
then the relative price of labour considered as one input compared to
another rises, and a switching or substitution of production methods,
to economise more on the now dearer input by substituting for it more
of the now cheaper capital input would be predicted.

Budget lines represent the combination of purchases of labour 
and capital which can be purchased with a given sum of money. In
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Figure 2.2, the budget lines Bp0 and Bp1 show the possible combination
of capital and labour before and after an increase in real wages respect-
ively. Each isoquant connects points representing different technical
ways of combining inputs to produce the same quantity of output. The
further an isoquant is from the origin the greater the output it repre-
sents. Hence, the point of tangency between a budget line and an iso-
quant represents the maximum output a combination of inputs on a
budget line can achieve.

However, we would make two main points against this line of rea-
soning as applied to construction. First, the amount of fixed capital
equipment used per worker in this industry (narrow sense of construc-
tion industry) is very low and shows no clear tendency to rise, despite
long periods when construction wages have indeed been rising relative
to the cost of fixed capital equipment. Second, we do not believe that
production techniques are really as flexible or changeable in the short
run (for example, a year) as this neo-classical analysis suggests they are.
Firms are mostly pre-committed to using certain established produc-
tion methods, and will only periodically, and in response to perceived
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long term trends, consider changing these. Thus the very conservatism
of construction firms with regard to production methods works against
the idea of capital–labour substitution (actually construction firms
think of their key input–mix choice much more in terms of the on-site
labour–prefabricated components mix, rather than the labour to
machinery mix).

Now let us consider the income effect on construction demand of a
general change in money wage rates. The basic Keynesian position is
that the demand for consumption goods depends largely upon the
level of wage incomes, whilst the demand for investment goods
depends on the demand for consumption goods (this is called the
accelerator principle and relies on the idea that, as for labour, a certain
quantity of fixed capital input is required in order to produce a certain
quantity of output). Consider the case of a fall in money wages. (The
analysis of the effect of an increase in wages is the mirror image of
this.) There will be a fall in consumption demand in money terms and,
unless prices of consumption goods drop in line with wages (so that
real wages stay the same – i.e. the purchasing power over goods of the
wage paid is unchanged), therefore a fall in the quantity of such goods
sold and, hence, produced. For construction demand, this would be
felt directly mostly in a fall in households’ demand for housing repair,
maintenance and alteration. However, the accelerator effect means
that demand for new construction capital goods would drop sharply,
since industries making and selling consumer goods and services would
have no reason to increase their capacity or stock of buildings faced
with falling volume of production and sales. This would be the indirect
income effect. We would expect the combined strength of the direct
and indirect income-elasticity of demand effects to be quite strong.

The alert reader may at this point feel that they have spotted an incon-
sistency in our analysis. In the preceding paragraph, we have assumed
that the prices of consumption goods and services will not, in general,
change in the same proportion as money wages have changed across the
economy, including the consumer goods making industries. Whereas,
when we were discussing the construction industry we stated explicitly
that such a corresponding change is just what we think would (and
does) happen. Prices in different parts of the economy do in fact behave
quite differently – a point we shall develop in subsequent chapters,
about fixprice versus flexprice. For the moment, we shall simply add that
direct labour costs enter as a much more significant element in construc-
tion firms’ calculations of their full costs than is the case in many other
(capital intensive, high overhead cost) industries.
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Inefficient labour markets and non-clearing labour markets

The efficiency of a market is an idea developed by economists to
describe the extent to which the same good or service always
exchanges at the same price. Moreover for a market to be considered
efficient certain other conditions need to be met. To the extent that a
market is efficient this uniform price must approximate to the market-
clearing price, which is the price that equates the quantities of supply
and demand. The efficiency of a market is also determined insofar as
this price equals the marginal cost of production. Finally, market
efficiency depends on the price of each input or factor used being
equal to its marginal opportunity cost, which is its efficient price in its
next best alternative use. On this basis, out of all markets, it is probable
that labour markets are amongst the least efficient, and that, out of all
labour markets, construction labour markets are almost certainly not
among the most efficient.

The inability of the labour market to operate efficiently in terms of
neo-classical market economics is partly due to imperfect information
on wages. Firms attempt to employ people on the basis of confidential
wage bargaining. Only after a time lag do actual wages paid become
common knowledge and anyone who is offered a rate of pay above an
existing norm within a firm is discouraged from telling others because
of the disruption to work it might cause. Firms do not openly advertise
the actual wages paid. This lack of information on wage rates paid to
existing staff or offered to potential employees by firms is the labour
market equivalent of price discrimination. With the help of confidential-
ity between employers and employees and social barriers between
employees, firms attempt to keep the wages of existing staff below the
recruitment wage. This effect has been particularly important in profes-
sional services in construction, such as architectural firms, and also in
the construction industry, where each gang on a site may be hired or
paid at quite different rates.

There is an inertia in the labour market caused by the preference of
people to remain with a current employer rather than to take on the
risks of moving to a new firm and the costs and disruption of moving
from one location to another. In order to attract labour from one firm
to another, it is necessary to offer a higher wage in order to overcome
the reluctance to move. Of course, this does not apply where employ-
ees are particularly dissatisfied by their conditions at work.

Nevertheless, because of the immobility of people and the fact that
the labour market does not convey price signals in the manner
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described in neo-classical theory, the distribution of labour does not
mirror the needs of employers or employees. Even at the equilibrium
wage, where the number of people willing to work and the number of
jobs available are equal, the number of people actually employed is less
than this. This means that at the equilibrium wage, there are both
unfilled vacancies and unemployed workers.

Negotiations over wages and conditions are rarely carried out by
equal parties. When labour is in short supply, the labour market might
be said to be a sellers’ market and workers will be able to exact rel-
atively high wages and advantageous working conditions. More usual
in the labour market, however, is a buyers’ market, in which employers
can play one worker off against another especially if the labour
required is unskilled and there is unemployment.

However, because of the relatively unskilled and unqualified nature
of labour used in the construction industry (though not in other parts
of the construction sector), and the ease of entry into its labour force,
there are invariably downward pressures on wages from people who
would otherwise be unemployed. Indeed one paradox of the labour
market is that although the theory predicts that more people would
offer their services at higher wages, in fact when unemployment is at
its greatest and wages are driven down there is an increasing supply of
construction workers, made redundant by recession in the rest of the
economy and the number of people looking for construction jobs is at
its greatest.

An important feature of the labour market concerns the time lags
caused by the period of time required to train a workforce even after
wages and therefore recruitment have risen. The period of training and
therefore the responsiveness of the effective supply of labour to chang-
ing wages varies between the different labour markets. Time lags desta-
bilise labour markets. In the short run wages rise because of the
shortage of a particular skill. Higher wages in one period attract people
into training courses in the hope of obtaining employment at the end.
However, by the time training is complete the demand for labour has
often changed. Even if demand remains high, the number of people
entering the labour market is often in excess of demand for the new
skills acquired, as individuals respond independently to the signals
sent out by the high wages advertised in an earlier period.
Consequently, far more people become qualified than are required and
this surplus of labour causes wages offered by firms to new entrants to
decline. This effect is obviously more important in the case of occupa-
tions for which the training period is lengthy, for example, architects,
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surveyors, engineers, and those manual crafts which still have appren-
ticeship-type training.

These effects can be seen in Figure 2.3, which demonstrates an unsta-
ble cobweb effect. Not all cob web effects lead to this type of disequilib-
rium. We simply use Figure 2.3 to illustrate the tendency for wages to
continually rise and fall. Thus, if the wage level is at W3, the number of
people determined to work in this industry in the next period is L3. This
number drives wages down to point B because only at W2 will employ-
ers take on L3 workers. At this low wage rate only L2 workers at C are
willing to enter or stay in the industry, but employers are willing to pay
W4 wages at D as each firm attempts to ensure it has sufficient workers
to complete its obligations to customers. As wages are driven up by
competition between the employers looking for staff, more people enter
the market attracted by the high wages on offer, but training causes a
time lag until they are in a position to take up employment. Indeed at
the new wage rate of W4 so many people are prepared to work that their
number at E exceeds demand from employers and a downward pressure
on wages is repeated. As can be seen in the cobweb effect, therefore,
wages do not necessarily tend to settle at the equilibrium wage.

In simple cobweb analysis, in each time period the supply curve can
be thought of as a vertical line. Supply volume has already been deter-
mined by decisions based on past prices. Prices in this period will be set
at the level where the demand curve meets the vertical line. Higher
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Figure 2.3 Diagram of the unstable cobweb effect
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prices elicit no more supply in the short run, but do fundamentally
affect the supply in the next period. In more realistic versions of the
cobweb effect, there is some short run responsiveness of supply to
price, but this is swamped by the stronger longer run response.

Taking a macro-economic view of the labour market, aggregate
labour supply is relatively wage inelastic, in both the short and long
term. In the short term a general wage rise will not be met by a greatly
increased supply of labour. This is because of the time lag needed to
alter attitudes to work and attract new categories of people into the
labour market. Likewise, a general decline in wage rates may only serve
to make people insecure and more determined to work and meet their
financial obligations. They do not therefore withdraw from the market
in significant numbers in response to a reduction in wages. That is not
to say that unemployment does not change as a consequence. On the
contrary, as noted above, both aggregate demand and total employ-
ment would be reduced by a decline in wages.

However, at an industry level, there is variation between industries
in terms of their relative wage elasticities of demand for labour. In
some industries the labour to capital ratio and the labour to output
ratio are relatively fixed in the short run by the technology. In any
given industry the demand for labour depends on the demand for its
output, and the ability to alter the technology and techniques used in
production.

The dual labour market

The labour market in general has been described as a dual market. Two
separate sets of conditions appear to divide the labour market into two
distinct sectors. The first sector is called the primary labour market and
is characterised by steady employment, often unionised, career struc-
tures including training, promotion, relative job security, employment
rights. In the primary sector remuneration is relatively high, and earn-
ings are based on time, such as weekly or monthly rates of pay. The
other sector is called the secondary labour market in which employees
are employed on a casual basis, with few rights, no long term benefits,
and usually paid on a piece rate or hourly basis.

Labour markets are therefore in fact concerned not only with rates of
pay but also with conditions of employment. One of the weaknesses of
traditional labour market analysis is that it emphasises pay and under-
states the role of conditions or terms of employment. Conditions of
employment can be seen as imposing costs on the employer which
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form a proportion of the total wage package. What matters in financial
terms to the employer is not the amount received by the employee, but
the total cost of employing an individual, which is the wage paid by
the employer plus national insurance contributions, health and safety
provisions, and the cost of other employee benefits.

The extra costs of employing people in the primary sector of the
labour market, however, may be offset by the fact that employees are
given an incentive to ensure the profitability of their employers. Given
permanent employment, employees have a long term commitment to
improving their performance through training and innovation, to
ensure the competitiveness and survival of their firms. Their produc-
tivity is also improved through familiarity with their firm’s methods,
personnel and culture.

There is also a cost of job loss effect. The high cost of job loss for
primary employees results from the fact they are paid a wage higher
than they could readily obtain elsewhere, especially if job loss means
they are forced to find alternative work in the secondary labour
market.

In some labour markets, where labour mobility between employers
within the primary market is very limited (for example, UK banks do
not hire counter staff who have left jobs with one of the other UK
banks), this effect is very strong, and creates real fear of losing one’s
job, which in turn employers use as the implied threat to extract extra
compliance or effort from such employees.

However, in virtually all branches of the UK construction industry
labour market, job turnover and labour mobility between employers
are both high. The main component of cost of job loss then becomes
the loss of wages during the period of unemployment likely to follow
immediately on losing a job. This cost is further increased by employ-
ers’ practices of offering lower recruitment wages to job applicants
known to be currently unemployed.

The fixed costs associated with the employment of permanent staff
impose a degree of inflexibility on firms who may not be able to shed
sufficient labour when orders decline. Moreover, during recessions it
may be possible to hire temporary labour at a cheaper rate than perma-
nently employed staff, thus putting a firm with permanent staff at a
disadvantage to its competitors.

Although casual employment in the secondary labour market
appears mainly to benefit employers, workers themselves often enjoy
the freedom to move to better paid work at short notice. To some
extent they also enjoy the freedom to take breaks and holidays when
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they wish. Finally, many casual workers feel that they benefit from
their treatment as self employed by the tax authorities. Broadly, during
periods of labour shortage, workers may perceive the benefits of casual
employment as greater than its disadvantages. This is reversed in
periods of excess labour supply.

Undoubtedly many people in the construction industry enjoy being
self employed. It is an industry which encourages the free-wheeling
lifestyle of many of its workers and attracts some people for that reason.
The casual work arrangement in construction is not a contract of employ-
ment but a contract for services and as such it tends to deny workers
certain rights to compensation for injuries, and any rights to holiday pay,
sick pay and employer’s national insurance and pension contributions.
Moreover, employers do not have the burden of administering employ-
ees’ tax returns, while casual workers are left to carry out their clerical
duties in their own time. Finally, the cost of periods of unemployment
are borne by the state and casual workers rather than their employers,
who would otherwise be liable for redundancy payments.

It is perhaps still too early to say what effect the 1996 Finance Act has
had on construction firms’ employment strategies. However, several
reports have indicated that firms have begun to re-employ labour
directly. The 1996 Finance Act has raised the threshold for self-employ-
ment and any firm employing a person later deemed not to have been
self-employed, is liable for income tax payments in retrospect.

Construction labour

Statistics of labour in the construction industry are grouped into opera-
tives, including skilled and unskilled labour, and non-manual staff
working in contractors’ or direct labour organisation offices, including
administrative, professional, technical and clerical employees (APTCs).
While APTCs are usually employed in the primary labour market, and
operatives often work in the secondary labour market, there has been a
trend in recent years to casualise APTC work in the construction indus-
try by taking on staff only for the duration of a project. Indeed, similar
and equivalent practices have begun to be implemented in other
sectors of the economy as firms are re-engineered or re-organised so that
fewer people are required to work on a permanent basis, on site, in
offices or in factories and staff are encouraged to work on a freelance
basis, on commission or on a piece rate. These trends, however, may
only be a response of firms to recession and the opportunities provided
by high unemployment.
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According to Department of the Environment figures based on
returns from contractors and public authorities, between 1981 and
1991 total construction industry manpower decreased from 1,606,000
people down to 1,526,000, a decline of 5 per cent. Closer analysis of
the total number of people working in the construction industry
reveals a significant shift to casual employment in construction. More
specifically, construction employment statistics show that while the
number of directly paid employees in the industry declined by 28 per
cent from 1,218,000 people in 1981 to 878,000 in 1991, the number of
self-employed workers increased by 67 per cent from 388,000 in 1981
to 648,000 in 1991. Self-employed workers are not entitled to
minimum wages, holiday pay, redundancy money, sick leave, pension
rights or any of the benefits accruing in theory if not always in practice
to directly employed staff.

This rise in self-employment has probably had the effect of reducing
annual productivity per worker due to the lower number of working
days worked by the self-employed. Although the output of self-
employed labour per day of work tends to be higher than direct labour,
self-employed workers tend to take days off, or days working outside
the industry, as well as needing time to search for work.

One reason for the low number of workers in trades unions on many
building sites is the proportion of the labour force which is subcon-
tracted. Labour only subcontracting is a form of employment com-
monly used in the construction industry. Firms can take on workers on
a self employed basis. In fact, these nominally self-employed are little
more than casual employees. In economic terms the difference between
self employment and casual work is that in self-employment, the
worker provides the materials and controls the equipment used and the
methods adopted. Casual workers on the other hand have little input
apart from their labour though they may own their hand tools.

Labour only subcontractors emerged out of the need of firms to
reduce their direct employment to a minimum. When projects, or
indeed tasks, come to an end, contractors have no legal obligation to
continue employing labour only subcontractors, who are legally and
for tax purposes self-employed. This means that firms do not have to
pay for redundancy. When labour is not required to work on site there
is no burden on the contractors to pay these workers. The labour only
subcontractor must then find work elsewhere. In this way contractors
pass the cost of sporadic working on to the economy as a whole.

Competition between contractors other than at times of boom or
excess demand, means individual contractors cannot charge their
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clients by loading their tender bids to pay for unproductive time. As
the tendering process is usually won on the basis of the lowest price,
any firm with higher than average costs would become uncompetitive
and eventually run the risk of going out of business. Minimising labour
costs, to keep construction costs down to the level of competitors,
helps to reduce the average tender bid price.

The paradox is that during periods of high demand for skilled labour,
the wages of labour only subcontractors can rise beyond the employ-
ment costs of more permanently employed workers. The eventual cost
of construction is then higher than it would have been had all labour
in all contractors been employed directly by contractors in a conven-
tional way. But these higher labour costs of using self-employed labour
only subcontractors are more easily passed on to clients, because at
such times competition is insufficient to prevent this. Since all contrac-
tors are faced with similar problems of finding labour, their competi-
tive prices are then based on controlling their percentage mark up over
these high costs.

In periods of recession the situation is reversed. Labour only subcon-
tractors often then experience disproportionate cuts in their wage
rates, as contractors find they can hire sufficient labour while offering
reduced wages. In other words, labour only subcontracting allows con-
tractors to be flexible and responsive to changes in demand, by helping
firms to satisfy their short term requirements for labour.

Partly as a result of the prevalence of labour only subcontracting for
manual workers, systematic training and apprenticeships have largely
disappeared. The result is a skill shortage in the UK construction indus-
try combined with a subjectively reported reduction in the quality of
the workmanship available on site.

Health and safety considerations are often neglected and result 
in the industry having above average accident rates. It is a dan-
gerous industry providing only a short working life for its labour 
force.

To Braverman (1974) labour only subcontracting systems suffer
from problems of irregularity of production, slowness of manufacture,
lack of uniformity and uncertainty of the quality of the product. But
most of all, he wrote, the use of subcontracted labour inhibited
change in the processes of production. In construction, new technol-
ogy cannot be introduced if the labour needed to apply it has not
been trained, is not known and is not hired on a permanent basis.
Where subcontract firms specialise in new technological advances it is
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difficult to integrate change with traditional firms working on the
same project.

However, in a period of full employment, firms would need to
improve existing terms and conditions of employment as well as wages
in order to keep and attract staff, and in order to be able to implement
labour-saving new technologies. Otherwise they would face high
labour turnover costs and be uninsulated from upward market
pressures on wage rates.

The role of collective bargaining in construction

Industrial relations concern the processes of establishing working prac-
tices, negotiating pay and conditions, and resolving disputes between
firms and their employees. In construction there are a number of
approaches to industrial relations. One of these involves a formal set of
arrangements known as the National Working Rules Agreement,
(NWRA). This agreement between the trade union side and the employ-
ers’ associations, relates to the pay and conditions of site labour and
others on site, and is renegotiated and renewed annually.

However, in spite of these annual negotiations, the NWRA is not
necessarily observed in practice. It is difficult to enforce, especially
during recessions. For a variety of reasons, trade unions in the con-
struction industry are weak. Site labour is difficult to organise.
Individual workers move from site to site. The temporary and dis-
persed nature of sites means that unions cannot keep up with changes
in the number, size and location of work places. The self employed
nature of labour only subcontracting has also weakened the unions in
construction. As a result trade union membership as a proportion of
the total labour force is low. Moreover, there has been a protracted
history of inter-union rivalry in construction as UCATT and the
TGWU have competed with each other for members.

In construction, collective bargaining plays a relatively insignificant
role. Although complicated annual negotiating machinery has been
created, involving construction unions and employers’ associations,
the wages and conditions of employment are scarcely adhered to when
local bargaining takes place. The wage rates agreed nationally appear to
have little bearing on reality. Industrial relations in the construction
sector can be viewed in terms of formal, informal and unformal
agreements between firms and their workers (Druker and White, 1995).
The formal set of arrangements are defined by the National Joint
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Council of the Building Industry and by similar arrangements in civil
engineering and some building trades such as heating and ventilating
engineers. Separate arrangements are also discussed on a formal basis
in Scotland and Northern Ireland.

Informal industrial relations occur in site level individual or group
wage bargaining, where formal agreements are rarely used to determine
wage rates or control conditions of employment. The actual level of
wages and conditions of employment depend on local labour market
conditions. If there is a shortage of labour, firms improve the wages
and conditions offered, but respond to perceived surpluses of labour by
reducing wages.

The third set of conditions found in construction concern arrange-
ments totally outside the legal framework of employer and employee.
This unformal labour sector concerns labour only subcontractors, who
work on building sites as self employed individuals, as far as construc-
tion firms, the individuals and the tax authorities are concerned.

However, labour only subcontractors only enjoy self employed
status in legal and fiscal terms. In fact, an economic analysis reveals
that labour only subcontractors are really employees with no terms
of employment. The distinction between employment and self
employment has to do with the role of labour and capital. Capital
includes machinery and materials. Self employed individuals can, in
economic analysis, be independent producers if they own the means
of production and control the materials used. In this case, they will
be able to produce and sell an output, comprising goods or services,
and will receive the residual after costs of production are deducted
from revenue arising from sale of that output. For instance, a
plumber who owns a van and equipment and provides the materials
needed to carry out a job can be said to be self employed. Employees,
on the other hand, only provide labour and use machinery owned by
their employers to work on materials or components supplied to
them by their employers. In this way employers control the amount
of labour required, the terms of employment and manage the way
work is carried out, determining the methods and activities of the
workforce.

Within any work place there is a balance of power between the
employer and the employee, depending on labour market conditions,
which determine the ease of finding alternative work for the employee
and alternative workers for the employer. The outcome of negotia-
tions is a bargain concerning the wage/effort ratio. Employers and
employees are drawn into a conflict over wages and work intensity.
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Nevertheless, both the employers and long term employees have a
common interest in the efficiency of the firm. Without efficient
working methods, the firm would not survive to pay wages and gener-
ate profits. In any case, there are positive non-wage aspects of work for
workers. These include job satisfaction, self-realisation, sociability and
social definition, all of these being in some degree specific to the par-
ticular job context, and hence dependent on the continuation of their
present employment.

In reality, in spite of the machinery of collective bargaining, wage
negotiations are left to individuals to discuss with their employers. The
actual wage-effort bargaining is done by workers with subcontractors.
Main contractors have largely detached themselves from direct
involvement in wage rates, productivity or unit labour cost. Instead,
they use their market power, when they can, to push subcontractors’
prices down. They then leave it up to subcontractors to pass on lower
prices in the form of lower wages. In this way subcontractors may be
able to maintain some level of profitability out of their operations. At
other times, when market power shifts to the workers, subcontractors’
increased wages and subcontract prices are not then absorbed by the
main contractors but are passed on in the form of high construction
prices to clients.

Construction workers work longer hours on average than their coun-
terparts in all industries and services. In some years wages in construc-
tion can be below the average while in others the rates of pay can be
higher, depending on demand for construction labour. Table 2.1 refers
only to legal employees, excluding labour only subcontractors. The
table compares manual workers in construction to all industries and
services. While the weekly hours including overtime in construction
between 1981 and 1997 were on average 44.9 hours, in all industries
and services it was 44.6. Assuming a year to be 50 weeks, this difference
translates into 14.5 hours a year more than their average counterparts
in the economy, hardly a significant difference. However, this average
figure does not take into account that in some weeks construction
workers may be prevented from working due to weather conditions
and unemployment, which implies that the variability of hours worked
per week may well be greater in construction than in other more
regular forms of employment. In the period 1981 to 1989, wage rates
per week in construction were below average for all industries and ser-
vices. After 1989, in five years out of the next eight construction
weekly wages were above the all-industry average, but so were average
hours worked per week.
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Table 2.2 compares non-manual workers in construction to those in all
industries and services. The salaries paid to non-manual workers in
construction were consistently below those paid on average across the
economy. Indeed the difference in pay between construction and the
average was greater for non-manual than for manual workers. It is
important to note that this data relates only to non-manual (APTC)
employees of firms classed as construction industry contractors.
Unfortunately, we have no equivalent data from the New Earnings
Survey for employees of professional service firms in construction
(virtually all of whom will be APTC staff).

From Table 2.3 it can be seen that wage differentials between non-
manual and manual construction workers based on average gross
weekly earnings rose from 1.28 in the early 1980s to peak at 1.51 in
1992.
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Table 2.1 Full-time male manual workers’ earnings and hours in 
construction and in all industries and services (adult rates, not affected by
absence), 1981–97

Ave. gross weekly earnings Ave. weekly hrs incl. overtime 
(£) hours

April each Construction All industries Construction All industries 
year industry and services industry and services

1981 120.9 121.9 44.4 44.2
1982 131.4 133.8 44.6 44.3
1983 139.8 143.6 43.8 43.9
1984 149.4 152.7 44.3 44.3
1985 156.8 163.6 44.4 44.5
1986 167.2 174.4 44.4 44.5
1987 180.5 185.5 44.6 44.6
1988 195.8 200.6 45.4 45.0
1989 214.2 217.8 46.0 45.3
1990 245.7 237.2 46.0 45.2
1991 257.1 253.1 45.4 44.4
1992 258.9 268.3 43.8 44.5
1993 274.3 274.3 44.7 44.3
1994 277.4 280.7 45.1 44.7
1995 294.7 291.3 45.9 45.2
1996 308.2 301.3 45.8 44.8
1997 324.8 314.3 46.9 45.1

Source: Department of Employment, New Earnings Survey (annual).



Over the period from 1981 to 1997, the difference in the hours worked
by manual construction workers compared to manual workers in the
rest of the economy was, as we have seen, only small. However, the
difference between construction industry manual and non-manual
workers’ hours, was significant, equivalent to working 10 per cent
longer per year.

Supply and demand in labour markets – a theory of
construction wages and employment

We have seen that in any period the supply of labour of a particular
type or skill is the number of people willing and able to offer them-
selves for employment at a given rate of pay and for a given set of con-
ditions of employment. This definition does not consider the quality of
workers, variations in their skills and knowledge or differences in effort
each worker may put into the work. Nevertheless, a vague notion of
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Table 2.2 Full-time male non-manual workers’ earnings and hours in
construction and in all industries and services (adult rates, not affected by
absence)

Ave. gross weekly earnings Ave. weekly hrs incl. overtime 
(£) hours

April each Construction All industries Construction All industries 
year industry and services industry and services

1981 152.0 163.1 39.5 38.4
1982 166.0 178.9 39.3 38.2
1983 184.2 194.9 39.7 38.4
1984 199.2 209.0 39.8 38.5
1985 208.4 225.0 39.8 38.6
1986 229.8 244.9 39.8 38.6
1987 243.9 265.9 39.8 38.7
1988 274.0 294.1 39.8 38.7
1989 312.6 323.6 40.3 38.8
1990 346.8 354.9 40.2 38.7
1991 368.2 375.7 40.0 38.7
1992 390.0 400.4 40.3 38.6
1993 401.0 418.2 40.0 38.6
1994 414.5 428.2 40.3 38.9
1995 431.6 443.3 40.9 39.0
1996 445.8 464.5 40.7 39.1
1997 460.0 483.5 41.3 39.1

Source: Department of Employment, New Earnings Survey (annual).



the supply of labour emerges in terms of a quantity which will vary
depending on the wage offered. This applies in industry-wide labour
markets, as well as to individual firms needing to employ additional
staff and at the occupational level, in which more people with a given
skill will be attracted into a particular line of work depending on the
wages and conditions offered. Assuming all else remains unchanged,
the higher the wage the greater the supply of labour.

The question is, how responsive is the supply of labour to a change
in wages? The answer to this question depends on whether one is
talking about the labour supply to an industry, a firm or a particular
occupation. In general, the wage elasticity of labour supply depends on
how quickly people respond to a change in wages. This depends on the
flexibility of labour over time. Flexibility, in turn depends on the will-
ingness of people to change jobs, their mobility, their level of skill and
the length of training required to meet a given standard of work. It also
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Table 2.3 Full-time male manual and non-manual workers’ earnings and
hours in construction (adult rates, not affected by absence), 1981–97

Average gross weekly earnings Average weekly hours 
£ including overtime

hours

April each Manual Non- Wage Manual Non-
year manual differential manual

1981 120.9 152.0 1.28 44.4 39.5
1982 131.4 166.0 1.26 44.6 39.3
1983 139.8 184.2 1.32 43.8 39.7
1984 149.4 199.2 1.33 44.3 39.8
1985 156.8 208.4 1.33 44.4 39.8
1986 167.2 229.8 1.37 44.4 39.8
1987 180.5 243.9 1.35 44.6 39.8
1988 195.8 274.0 1.40 45.4 39.8
1989 214.2 312.6 1.46 46.0 40.3
1990 245.7 346.8 1.41 46.0 40.2
1991 257.1 368.2 1.43 45.4 40.0
1992 258.9 390.0 1.51 43.8 40.3
1993 274.3 401.0 1.46 44.7 40.0
1994 277.4 414.5 1.49 45.1 40.3
1995 294.7 431.6 1.46 45.9 40.9
1996 308.2 445.8 1.45 45.8 40.7
1997 324.8 460.0 1.41 46.9 41.3

Source: Department of Employment, New Earnings Survey (annual).



depends on the number of people with relevant experience who are
either employed in other occupations or currently unemployed or eco-
nomically inactive. The supply of labour is therefore partly outside the
control of firms, although they are in a position to influence the quan-
tity of labour supply through expenditure on training.

On the other hand, demand for labour in most industries is largely
dependent on the quantity of fixed capital stock, the level of techno-
logy embodied in the plant and machinery, and the level of effective
demand. The quantity of fixed capital requires a certain size of work-
force if the plant and machinery is to operate at its designed efficient
rate of output. The quality of the plant and equipment actually used is
determined by its age and the modernity of the technology. The more
recent the technology used the less labour is required as new technol-
ogy almost invariably substitutes machinery for labour. Thus the quan-
tity of equipment and the quality of the technology used set the upper
limit on the number of people firms would be willing to employ. The
level of effective demand for the goods and services provided by firms
sets the actual level of demand for labour as a percentage of the
maximum possible at full capacity. In the long run, despite the labour
saving bias of new technology and the substitution of machinery for
labour, employment demand can be seen to grow with capital stock.
Those economies with more rapid increases in capital stock tend to
increase their demand for labour at a faster rate than economies with
lower rates of fixed capital stock accumulation. The rates of growth of
employment relative to the growth of capital stock, however, appear to
depend on the extent of the labour saving bias in new technology. This
model works well as an explanation of what determines employment
levels in, say, the building materials industries.

However, it would be misleading to describe firms in the construc-
tion industry, especially builders, as holding large and expensive stocks
of machinery and buildings. Nor are their profits highly sensitive to
their ability to approach full capacity utilisation.

First, just as construction firms draw on a general pool of labour not
permanently employed by them, they also draw on general stocks of
plant and equipment not owned by them. The plant and equipment is
in fact owned by firms in the plant hire industry. Thus, whilst the
capacity of the building industry can be said to be determined jointly
by the size of those industry wide stocks of labour and equipment, it is
not meaningful to think of the maximum output of a construction
firm as being in any sense determined by the size of the stock of capital
equipment that it owns.

The Capitalist Construction Industry Labour Market 53



Secondly, whilst building firms do not have an engineered-in short
run limit to their output and employment, this is much less true at the
level of the construction project, the industry’s nearest equivalent to a
production establishment in other industries. Once a project’s type,
size and duration have been determined, then design becomes the
main influence on the capital and labour inputs required. Moreover,
the type and size of project is invariably determined by the client,
outside the control of the construction industry. Where project
specification is not in the hands of the construction firms (as is still
mostly the case) then input requirements per project can be said to
face the producer firms as given. It is then the number, size and the
mix of project types that determines need for inputs, and hence
demand for labour and plant.

In neo-classical economic theory, employment demand is more sen-
sitive to the relative price of labour compared to the price of equip-
ment than it is to effective demand for the final output. The
neo-classical model considers the substitution of capital for labour as a
set of alternative methods of producing a given output. Relative
increases in wages in construction for instance, would lead firms to
increase the mechanisation of the construction process to reduce their
dependence on labour. Capital intensity in the production process
would increase. Capital intensification has been achieved in building
(as opposed to civil engineering works) only to a limited degree
through improvements in the plant and machinery used on site, but
more significantly by a shift towards prefabricated components, such
as curtain walling and factory produced modularised systems. Thus the
increased use of prefabrication techniques has been the response by
construction firms to the increase in the wages of site labour relative to
site productivity. Moreover, where mechanisation has occurred, its cost
advantages over manual methods are usually far from marginal, and
therefore unlikely to be removed by any feasible shift in relative input
prices.

Civil engineering represents a different case where machine-
for-labour substitution has been a more important process. During the
labour shortages of the late 1980s some leading parts of the building
industry experimented with capital-for-labour substitution, especially
in materials handling. However, overall the construction industry sta-
tistics for the stock of plant and machinery show only relatively slow
increases, possibly because construction plant leasing data, which in
effect is the value of the supply of plant services without operators, is
excluded from construction industry stock.
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Formal and real subsumption of labour by capital

The purpose of discussing the role of labour in the construction
process, in this context, is to understand the nature of the relationship
between labour and employers. Construction can be seen as a labour
process. It is a division of labour into specialised tasks, jobs and occu-
pations, and a set of relationships between workers and managers,
between those who execute tasks and those who define and control
that work.

The separation of the conception of tasks from their execution occu-
pies a central place in the literature of the labour process. Braverman
(1974) and Bowles and Edwards (1993) provide the standard account of
an historical process in which, at first, capitalists employ workers for
wages. For a time, those workers continued to perform their work in
the same way they did when they were independent self-employed
artisans. In this situation, capitalists can be said to have formal author-
ity but not effective power over the labour process. The workers still
have some control over the way they work, what they do, how and at
what pace.

Later, the real power of capital to re-design or re-constitute the
labour process increased with the continuous introduction of new
machinery and the division of the labour of design from that of execu-
tion. Moreover, the growth and concentration of scientific and techn-
ical knowledge about production methods in the hands of managers
and technical staff further increased their control over the labour
process.

The real subsumption of labour is reinforced by the inferior position
of labour in relation to capital in the labour market. Because there is
usually competition for work it is usually possible for employers to play
one worker off against another. Even during periods of full employ-
ment when suitable workers may be difficult to find, alternative
methods of working or imported substitutes are always available.

Capitalists are held to have an interest in re-designing labour
processes in certain ways rather than in others. In particular,
Braverman holds that they have a general interest in deskilling as
much of the workforce as possible, in order to break craft control over
working methods and practices. Deskilling work also maximises the
potential supply of labour and thus minimises wage rates. Capitalists
are also held to favour accentuation of the division of the workforce
into an elite of technicians and designers, on the one hand, and a mass
of unskilled or semi-skilled operatives on the other. This permits a
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combination of two distinct strategies to manage these two parts of the
workforce.

The former group of elite technicians and designers are offered per-
manent positions with career paths within the firm, are given quasi-
managerial status with salaries rather than wages, and various
privileges including some autonomy from direct supervision. They are
also relatively highly paid in return for an expectation of loyalty to the
firm. They are expected to adopt the firm’s goals as their own.

The latter group of operatives are instead managed through the
rough and tumble of the labour market. They can be hired and fired
and work under the constant threat of dismissal. Their wages are linked
to individual output or their pace of work is controlled by direct super-
vision or the machine-pacing of work. In fact, international and inter-
industrial comparative research has tended to reveal a more complex
variety of strategies for the management of labour, on which, see
Littler (1982) and, specifically on construction, Winch (1986).

The use of labour in the construction industry

Because of the temporary nature of employment in the construction
industry, as work comes to an end on one project, labour is often laid
off. From the point of view of labour, any improvements in efficiency
and any increase in effort would therefore only hasten the prospect of
unemployment, although some members of the workforce may be paid
increased wages as a result until completion of their firm’s subcon-
tracted work package.

Subcontractors only stay long enough on site to carry out their own
specialist functions. Building sites are in a continuous state of labour
flux as subcontractors complete their work packages and others come
on to site to start their tasks. Indeed the fluidity of the actual workforce
on many building sites is even greater than simply the changing com-
position of firms operating there, since each subcontractor experiences
its own level of labour turnover. People working for subcontractors
enter and leave work on site, for other jobs for the same subcontractor,
or to work for other subcontractors. Because of the constant churning
of the labour force on construction sites, it is extremely difficult to
control the actual production process on a day to day basis. Often site
managers may not be able to give instructions directly to people
working on site, without a subcontractor’s permission. Problems can
easily arise between one subcontractor and workers working for 
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different subcontractors. Continuity is difficult to achieve as new
people constantly arrive on site to carry out work.

The management of labour in general in modern industry is often
described as Taylorist, Fordist, and post-Fordist. Taylor introduced the
term scientific management to describe an analytical approach to work
in which each task or element of a job a worker carries out is defined
and then accurately timed to see if there are ways the tasks may be
simplified. In this way the work can be deskilled, divided, mechanised
and above all costed and controlled. The Taylorist approach tends to
ignore the contribution of skill and the working conditions of the
workers. The pace of work is determined by managerial analysis, break-
ing down work into its components, and recomposition of tasks by
managerial planning and pre-calculation.

Then, as exemplified in the Ford car plants during the first half of
the twentieth century, the pace of work came to be determined by
technical factors, most usually the pace of the plant and machinery.
Work was broken down into a series of sequential tasks and where pos-
sible a conveyor belt or assembly line type of approach was adopted. In
factories people stood beside conveyor belts and worked on the
product as the product moved by, each person carrying out repetitive
simple tasks until eventually the mass-produced, standardised product
was completed at the end of the assembly line. Fordism on construc-
tion sites has to be imagined as a reverse assembly line, in which
workers move along a line of work stations, whilst the objects being
worked upon remain fixed in space. Examples of machine pacing can
be found in, for example, mechanical pouring of concrete.

By the end of the 1980s, manufacturing processes had been widely
converted using computer aided design, management and manufactur-
ing. The automation of the factory production process has led to an
increased ability by manufacturers to respond flexibly to small batch
production requirements. No longer do economies of scale depend on
mass production techniques. Today manufactured products can fre-
quently be efficiently customised at little or no extra cost of produc-
tion. This post-Fordist form of manufacturing has meant that there is
less need for people to carry out repetitive jobs on assembly lines for
long durations. Instead robots and automated plant can be pro-
grammed to produce a variety of options quickly and cheaply. Labour
is used to supervise plant and machinery rather than to assemble prod-
ucts, though of course many low paid, low skill functions remain.

Thus neither the Fordist nor post-Fordist ‘image’ of production seem
to capture much of what has characterised construction sites as work
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places, or practices of construction management, in the twentieth
century. Nevertheless, the basic idea is that a period of mass produc-
tion, on the largest scale possible and often bringing together very
large workforces under a single firm and at a single place, has given
way to a period in which the tendency is towards greater flexibility,
both in terms of adaptation of the product and in terms of organ-
isation of the production process; and at this basic level the con-
cepts of Fordist and post-Fordist production do seem to apply to
production of the built environment, including the construction
industry

Structure of the construction labour force

Until 1989 figures were kept by CITB relating to 15 categories of
skilled operatives. These showed a marked decline in the number of
skilled craft workers in construction throughout the 1980s. The one
exception to the decline in numbers was the craft of electrician, which
increased between 1981 and 1989 from 35,000 to 38,100 people.
These figures are shown in Table 2.4. The data excludes public author-
ities direct labour and those employed by steel erection firms
(although ‘steel erectors and sheeters’ is one of the categories), but
includes those employed by firms manufacturing wooden industrial
components.

The decline in supply of most types of skilled operatives relative to
demand was sufficiently rapid and severe that serious skill shortages
began to appear in the late 1980s and skill shortages have continued to
be a feature of the construction industry. Several reasons for the
decline have been suggested including a poor training system, demo-
graphic factors, the relative unattractiveness of construction work,
poor career prospects and insecure work with periods of unemploy-
ment. Reasons for the decline in construction skilled labour demand
have been the introduction of new technology and prefabrication.

Although Braverman’s generalisations may be an oversimplification,
the last few decades have witnessed the ending of the old ‘craft’ system
in most of the UK construction industry in five respects. First, the
apprenticeship training system has collapsed. Second, the ladder of
opportunity from craft qualification to site manager no longer oper-
ates, since the influx of graduate trained APTCs. Third, there has been a
growth in the ratio of APTCs to operatives, with the consequent
increase in emphasis on management of the building process. Fourth,
new components, tools and methods of construction have led to a rise
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in ‘fitting’ or assembling tasks on site. Finally, there has been an
increase in specialisation (and implied deskilling) even within occupa-
tions, for example ‘first fix’ carpenters.

Crafts or trades have tended to be transformed into occupations in
which the majority of those working in that ocupation have not under-
gone (or have not completed) any formal process of qualification. In
these new conditions, a construction worker (and thus the total work-
force) can only effectively be identified ex post, as someone who actually
does work in construction. Employers of operatives (mainly subcontrac-
tors) require of a new employee experience, perhaps, but rarely
qualification. This in itself has greatly weakened the construction trade
unions, through one or two craft-based unions (of whom the
Electricians are probably the most important), continue to require
workers on organised sites to be qualified, and exercise thereby some
control over the relevant labour supply.

Concluding remarks

Thus, the overall package of working conditions and pay in the con-
struction industry is somewhat below the average of all those working
in all industries in the economy. This is not to say that construction
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Table 2.4 Operatives (thousand) by craft, 1981 and 1989

1981 1989

Carpenters and joiners 75.0 53.3
Bricklayers 33.2 20.2
Masons 2.3 1.7
Roof slaters and tilers 6.0 6.4
Floor, wall and ceiling tilers 5.2 3.6
Plasterers 8.7 5.2
Painters 36.0 23.9
Plumbers 21.7 16.6
Heating and ventilating engineering workers 13.4 11.8
Glaziers 2.4 2.1
Paviours 1.4 0.4
Steel erectors and sheeters 2.3 1.8
Electricians 35.5 38.1
Mechanical equipment operators 39.5 22.8
Other B and CE crafts and occupations 61.1 60.1

Source: Housing and Construction Statistics, 1981–1991, Table 2.2, from CITB data.



workers are the lowest paid or that they work the longest hours on the
worst terms and conditions. Indeed, for many women, an opportunity
to work in construction would represent an improvement in their
weekly wages, hours of work, and working conditions.

Within construction, as with the rest of the economy, the labour
market is divided between those in the primary sector, who enjoy a
package, consisting of direct employment, career structures, as well as
holiday pay, sickness benefits and pension rights; and the secondary
sector with casual, temporary and insecure employment, often associ-
ated with the duration of specific projects, without most if not all of
the benefits given to those employed in the primary sector. When the
projects, or the specialist contractor’s work packages on a project come
to an end, employment ceases.

However, labour relations consist of more than the contractual
arrangements between firms and their employees. They are concerned
with the way work is organised, with a view to increasing profits over
time. To this end there is a continuous process of replacing labour with
machines and prefabricated components, and deskilling the labour
input at the same time. This not only reduces the number of people
employed on site, but enables firms to lower wage rates below what
they otherwise would be if skilled operatives were needed. For the indi-
vidual the strategy needed to overcome the threat of low pay or redun-
dancy, is retraining and the continuous acquisition of new skills and
knowledge.

On the other hand, both ordinary and labour only subcontracting
tend to reduce the real control of the main contractor over the content
and detailed ‘design’ of the labour process. Firms cannot simply ‘order’
subcontractors to adopt new machinery or skills, or to perform tasks in
new ways, in the same way that they could with direct employees.
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3
Productivity and the Production of
Profits

Introduction

In Chapter 2 labour relations in construction were discussed. Here we
discuss the process of using employed labour to make profits. This is
achieved through the productivity of labour and this will be con-
sidered at both the level of the firm and the industry. The productivity
of labour will be seen to depend of the amount of plant and equip-
ment used as well as the technology embodied in that equipment, but
also upon a wide range of other variables.

Productivity

Productivity refers to the quantity of output per unit of labour in a
given period of work. The output of a firm can be measured in terms of
the physical units produced. However, this becomes rather meaning-
less in construction where each building or project is unique. Therefore
the money value of output is used instead because it is necessary to
find a common measure in order to find the total output in a given
period of time or to make comparisons.

Labour productivity is then defined as the value of output per person
per week or per year. However, prices can rise without any increase in
production. Statistical tables of output frequently use current prices,
which are based on the prices actually charged. These current prices
therefore increase with inflation from year to year. For this reason,
values of output at constant prices, which are based on the prices in
one particular year, are a more accurate measure of annual changes in
production. It is possible in principle to calculate real changes in con-
struction output, using a construction price index to estimate the rise
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in construction prices from one period to the next. Different constant
price deflators can be chosen either to eliminate the effect of general
inflation occurring in the economy, or targeted more specifically to
remove all price effects within construction so as to estimate changes
in the physical volume of output. Eliminating the general effect of
inflation is relevant for the study of firms’ revenues, costs and
profitability, since these are best measured relative to the rest of the
economy. Removing construction price effects, taking account of
specific price changes is relevant for the study of industry capacity util-
isation and physical productivity.

Work on building sites is rarely steady throughout a project. Even on
a day to day basis, labour productivity is reduced by the amount of time
lost through waiting for instructions, breaks in work, discontinuities
caused by late deliveries or preparation of work stations and so on. The
proportion of the day that is wasted we call the porosity of the working
day. The effort and motivation of the workforce and the effectiveness of
management in organising work on site both have a significant
influence on real productivity through their influence on porosity.

In measuring labour value productivity we are really interested in the
average value added by workers to inputs such as raw materials and
components. The value of sales is a measure of a firm’s gross output.
Gross output less the cost of all materials and building component and
industrial services used is the net output or value added. Net output
can be calculated for any firm in the construction sector involved at
any stage in the building process:

GO – M = NO (3.1)
where

GO = gross output
M = cost of all materials and industrial services used

NO = net output.

On a building site, for instance, increasing the use of bought in off-site
manufactured components would not necessarily change the gross
output but it would cause the value added on site to decline.
Prefabricated components bought in could increase the gross value of
output per worker on site, while in fact the net value added by the on-
site labour declined. This can be clearly analysed by reference to the
following formulae.

Productivity can be measured using either gross output or net
output. Productivity per person is found by dividing a firm’s output per
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period of time by its labour-input in time units, measured as the
number in its workforce multiplied by the labour-time per worker. If
we assume a standard time for a working day, then:

GP = GO/L (3.2)
where

GP = gross productivity per person per day
L = number of worker days

or,
NP = NO/L (3.3)
where

NP = net productivity per person per day.

The distinction between gross output and net output in the building
industry is important in understanding the contribution made by firms
and labour on site to the value of the final building price. Productivity
based on gross output per worker on site has increased greatly in recent
years due to the increase in prefabrication and the consequent decline
in the number of workers needed on site. At the same time, the value
added to inputs by firms on site has declined as a proportion of gross
output. Nevertheless, the net productivity of site labour has continued
on balance to rise, partly because of new techniques of construction,
improved site management, and partly because of the introduction of
improved plant and equipment.

Figure 3.1 shows employment and output in the construction indus-
try. Gross construction output is shown at constant 1995 prices. From
Figure 3.1, it can be seen that gross output per manual worker rose
from £34,100 in 1983 to £47,900 in 1997. The rising trend in gross pro-
ductivity continued even after total construction output peaked in
1990 at £58 billion. The number of manual workers employed in the
industry declined from 1.5 million people in 1990 to less than 1.2
million by 1993. Their gross productivity rose by 30 per cent between
1983 and 1993 or by over 40 per cent between 1983 and 1997.
However, the increase in their productivity can in part be accounted
for in terms of an increase in the use of prefabricated components and
changes in the types of building being undertaken compared to work
in the early 1980s.

Wages influence workers’ effort or work intensity, and thus their pro-
ductivity. But the intensity of work depends not only on the balance of
supply and demand in the labour market, but also on several other
factors, which influence matters inside the work place. For example, in
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construction, effort is influenced by management methods such as the
employment planning programme and by re-hiring practices, control-
ling workers’ moves from one project to the next. Motivation is
achieved by linking wages to effort in the short run, and is encouraged
by the residual work ethic of autonomous craft labour of ‘a fair day’s
work for a fair day’s pay’.

Learning curves measure the rate at which output increases per
period of time because people become more proficient with practice at
the same set of tasks and problem solving. Continuity of work creates
learning curves which improve the efficiency of labour. Unfortunately
the one-off design of projects and the high labour turnover found in
the construction industry limit the effect of learning curves. On build-
ing sites it is usual to find different specialist subcontractors in the
same trade, with their own staff, working on site during different
phases of construction. Their staff may be sent to work on other sites
even during a contract or indeed may leave for alternative employ-
ment, so that not only do different firms work on site at different times
but within these firms there is further staff turnover, as new workers
are brought on site to replace those who have left. Moreover, efficiency
gains from learning during a project can hardly ever be carried to the
next project.
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Average net productivity

Turning from the issues of labour productivity on individual sites to
the issues of labour productivity in the construction industry as a
whole, it is still the productivity of individual workers which con-
tributes to the output of the industry. Thus the output of the industry
is equal to the number of people in the workforce multiplied by their
average productivity, as follows:

QI = aLI (3.4)
where

QI = industry net output
a = net productivity per worker

and LI = industry workforce.

a = f(b,(K/L),en,i) (3.5)
where

b = technical knowledge embodied in equipment
K/L = capital stock per worker

en = technical knowledge not embodied in equipment
and

i = work intensity.

From official statistics, it is possible to estimate both the value of net
output of an industry and the number of workers it employs. These
figures can then be used to yield a crude measure of increase in produc-
tivity on average for the industry as a whole.

However, a more refined estimate of productivity would also take
into account the number of hours worked to achieve a given annual
output. Just such an estimate was carried out in a report by NEDO
(1986). Productivity in the building industry was calculated by divid-
ing construction output by the number of people employed in the
industry multiplied by the average hours worked. Table 3.1 reproduces
the relevant finding of that study, in which it can be seen that net pro-
ductivity increased by only 1.2 per cent from 1975 to 1980.

As in other sectors of the economy, productivity (measured as output
per worker per year) in the construction industry has been rising,
though not steadily nor as rapidly. Between 1975 and 1989, the rate of
growth of productivity in construction was approximately 1.4 per cent
per annum, although between 1978 and 1983 productivity actually
fell, because output declined by about 5 per cent while the workforce
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rose by just under 5 per cent. The main rise in productivity occurred in
the period between 1984 and 1989, a period of expansion of total
output.

The productivity increases in the late 1980s may have been partly
due to changes in the type of output, as productivity in the construc-
tion sector is primarily affected by the type of structure and the com-
plexity of the design. The rise in the number and value of private
sector office developments, especially open plan offices, raised produc-
tivity partly because of the high degree of repetition and the simplicity
of core and shell construction. Construction work in public sector pro-
jects tends to be less productive than private sector developments,
building less than civil engineering, and repair and maintenance less
than new construction. The increase in productivity does not necessar-
ily imply improvements in the techniques of production for similar
projects.

While the highest productivity in the construction industry is to be
found in civil engineering, the lowest productivity occurs in those
firms undertaking repair and maintenance. The low productivity found
in repair and maintenance work is partly due to the high porosity of
the working day, which is caused partly by the amount of unavoidable
non-productive time spent waiting, the impossibility of planning tasks
efficiently, lack of repetition and much moving between projects.

Alternative estimates of level and rate of change of
construction productivity

Several methods are available for calculating productivity. Each
method comes from a different source of data. Method 1 uses value
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Table 3.1 Productivity index, 1975 and 1980

1975 1980

Construction output (1975 = 100) 100 96
Employment (million) 1.27 1.23
Average weekly hours worked per person 45.2 44.0
Productivity index1 100 101.2

1Productivity index = O/(E ¥ W) where P = productivity index
O = total construction industry output (1975 = 100)
E = employment (millions)
W = Average weekly hours worked per person.
Source: Construction Industry into 90s (London: HMSO, 1986).



added as found in the Blue Book divided by the Labour Force Survey
workforce, the sources of data being the ONS. Method 2 also adopts a
value added approach, but uses Census of Production data. In this
method COP value added is divided by COP total employment. Three
different measures of productivity can be found using DETR sources.
The first (method 3A) uses output data from HCS Chapters 1 and 2.
This output data is divided by manpower (including both private and
public sectors), also from HCS. Alternatively, method 3B uses the same
output and manpower data but only that pertaining to the private
sector. The third method (method 3C) is taken from HCS Chapter 3,
which contains the Private Contractors’ Census. This census provides
the value of work done and total employment by private contractors
and again the former is divided by the latter.

The latest published COP data at the time of writing was for 1995. It
is therefore for that year that we make the comparisons. All output
data used in Table 3.2 is at 1995 prices.

Thus we have estimates of productivity, all from government statisti-
cal sources for the same year, of which the highest is no less than three
times the magnitude of the lowest. The best concept with which to
measure the ‘output’ numerator in a productivity ratio for purposes of
comparison with productivity in other industries is undoubtedly value
added. Of the two estimates of value added (Blue Book and COP) there
are clear grounds for preferring the Blue Book figure. The COP figure is
not subjected to the cross-checking for consistency with the whole 
set of national accounts undergone for all figures published in the 
Blue Book. Moreover, by its nature, the COP figure is more likely to
underestimate as a result of incomplete coverage – and indeed we see
that the COP estimate for value added is somewhat smaller. It is poss-
ible that the Blue Book seriously understates construction value added –
but we are not aware of any conclusive work showing that it does. The
onus would seem to us to lie on those who would propose the use of
any of the other methods (especially, those based on DETR output
estimates) first to demonstrate, by research, that the Blue Book is
inaccurate.

As for choice of the ‘labour input’ denominator, we consider the
most appropriate choice to be the Labour Force Survey (LFS) – mainly
because it is consistent and comparable with figures from the same
source for other industries. Thus, we recommend, as the statistical con-
sumer’s ‘best buy’ for the purpose of comparing construction produc-
tivity to other industries, the estimate produced by Method 1 – which
happens to give the lowest estimate.

Productivity and the Production of Profits 67



The other main purpose to which productivity figures are put is the
measurement of comparative rates of productivity growth. This is
discussed in the next section.

Rate of increase in productivity: alternative estimates

Table 3.3 shows Blue Book value added/LFS employment using method
1 based on the ONS data. A second method, based on method 3A 
(p. 67) using the DETR data from HCS Chapters 1 and 2 is illustrated in
Table 3.4 showing output at constant 1995 prices/manpower.

Thus, we have alternative estimates showing productivity increased
by 15 per cent or 25 per cent over an 8 year period. Additionally, one
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Table 3.2 Level of productivity, alternative estimates, 1995

Method Output ‘Employment’ ‘Productivity’

£ million 000 £000

1 32,9481 1,7832 18.48
2 22,9493 9684 23.71
3A 52,6435 1,3756 38.29
3B 48,9427 1,2508 39.15
3C 40,7249 75110 54.23

Sources:
ONS (1998) UK National Accounts, 1998 edn.
DETR (1998) Housing and Construction Statistics, 1987–97.
ONS (1998) Business Monitor PA 1002: Production and Construction Inquiries, Summary
Volume 1995.
ONS (1997) Labour Force Survey: Historical Supplement 1997.

1 From Blue Book, Table 2.3, ‘Gross value added at current basic prices: by industry’.
2 Derived by averaging total employment in construction reported in each of 5 quarterly 

surveys covering part of 1995; seasonal differences are very small.
3 ‘Gross value added at factor cost’.
4 Total employment = ‘APTC and operative employees on payroll’ plus working 

proprietors of firms on Inquiry register.
5 From HCS, Table 1.6, ‘Output: output by contractors including estimates of unrecorded 

output by small firms and self-employed workers, and output of public sector DLOs – 
1992 SIC’.

6 From HCS, Table 2.1, ‘All manpower’.
7 From HCS, Table 1.7, ‘Contractors’ output, including estimates of unrecorded output by 

small firms and self-employed workers – 1992 SIC’.
8 From HCS, Table 2.1, ‘All manpower less public authorities’ employees in employment’.
9 From HCS, Table 3.3, ‘Private contractors: work done, 3rd quarter’, multiplied by four 

to convert to annual equivalent.
10 From HCS, Table 3.4, ‘Private contractors: total employment (including working 

proprietors)’.
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Table 3.3 Rate of increase in productivity: method 1, 1989–97

Value added % change 
index Employment Employment Productivity on previous 

Year (1995 = 100) number index index year

1989 108.2 2137 122.9 88.0
1990 111.3 2051 117.9 94.4 +7.2
1991 102.3 1879 108.1 94.6 +0.2
1992 98.3 1738 99.9 98.4 +4.0
1993 97.1 1572 90.4 107.4 +9.1
1994 100.8 1779 102.3 98.5 –8.3
1995 100.0 1739 100.0 100.0 +1.5
1996 101.5 1735 99.8 101.7 +1.7
1997 103.8 1777 102.2 101.6 –0.1

1989–1997 +15.5
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Table 3.4 Rate of increase of productivity: method 3A, 1989–97

Output % change 
index Employment Employment Productivity on previous 

Year (1995 = 100) number index index year

1989 110.4 1806 131.3 84.1
1990 110.9 1832 133.2 83.3 –1.0
1991 102.8 1698 123.5 83.2 –0.1
1992 98.8 1520 110.5 89.4 +7.5
1993 96.8 1410 102.5 94.4 +5.6
1994 100.1 1384 100.7 99.4 +5.3
1995 100.0 1375 100.0 100.0 +0.6
1996 102.3 1370 99.6 102.7 +2.7
1997 105.4 1384 100.7 104.7 +1.9

1989–97 +24.5



might construct various composite indices, at the preference of the
analyst – for instance, one combining ONS value added series and
DETR manpower series. This would show value added falling by 4 per
cent 1989–97 and employment falling by 23 per cent, and a productiv-
ity increase of 25 per cent. One should note that, for the period
1989–97 at least, the two methods used above of measuring output,
though they show very different absolute levels, show broadly compa-
rable rates and year-on-year pattern of output change. As between the
numerator and the denominator in these productivity indices, the
greater difference concerns the changes in the size of the construction
work force.

Finally, by selecting an appropriate price index and using it to deflate
series for output at current prices, one could also construct productiv-
ity indices based on PCC or COP output series. Price indices, however,
are rarely completely accurate themselves, and moreover one faces
another choice between different price indices, which in itself will
yield different resulting measures of productivity change. The con-
stant-price output series published by ONS and DETR are, of course,
themselves derived using price indices – but at least in this case these
are indices devised for this purpose, and therefore perhaps a little more
reliable.

The main point we wish to emphasise is that there is no ‘one best
answer’ to the problem of measurement of construction industry
output, employment or productivity – but beware arguments which
assume that the rates of change or levels of these variables are simple,
well-known facts.

Marginal productivity theory

Marginal product may be defined as an increase in total output due to
employing an additional unit of labour, such as an extra person or
even an additional hour of overtime. Assuming that everything else,
such as plant and machinery, remains the same, the law of diminish-
ing marginal productivity states that, if labour is increased in order to
increase output, eventually the increase in output, per extra unit of
labour employed, will begin to decline.

According to the theory, diminishing marginal productivity occurs
because the quantity of capital is held constant. Bottlenecks arise as the
designed capacity of equipment is approached. Once machinery is
operating at full capacity, output cannot be raised no matter how
many people are employed. The construction site equivalent of this
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occurs when the number of workers is increased relative to the size of a
site, and therefore its capacity to supply work places.

The traditional neo-classical argument derived from the law of
diminishing marginal productivity is that, for profit maximisation, the
wages paid to the last worker employed are equal to the marginal
product. Moreover the theory assumes that the wages paid to the last
worker are the same as the wages paid to other workers. The same is
true in neo-classical theory for all factors of production, land and
capital. For profit maximisation, the marginal product of the last unit
of a factor of production must be equal to its unit cost. Otherwise, the
firm could improve its performance by shifting resources in favour of a
factor whose ratio of marginal product to unit factor cost is the
greatest.

One practical application of the law of diminishing marginal pro-
ductivity concerns the employment of additional labour. The question
to consider is, what difference to total output would occur if one more
person were to be employed? If the value of total output were to rise
more than the cost of extra wages, then it would be economically
viable to employ the extra labour. However if the same expenditure
could purchase machinery which would raise the value of output by
an even greater amount, then resources would be shifted towards the
purchase of equipment.

It is often argued that the marginal productivity of labour is the
determinant of the level of employment and the wage rate, since a
profit maximising firm can afford to pay the last worker (and hence all
other workers employed in the same capacity) an amount equal to the
marginal product. For instance, if the value of the marginal product is
equal to, say £200, then an employer could pay £200 to the last worker
to join the team. If wages were to rise, so the argument goes, then the
value of the marginal product would have to rise and so workers would
be laid off until the value of the marginal product were once again
equal to the new higher wage.

However, Robinson and Eatwell (1973) point out that the marginal
productivity of labour does not explain the level of the wage rate.
Thurow (1990) raises several objections which are of particular rele-
vance to the construction labour process. Apart from the practical
difficulties of calculating marginal productivity, it is not clear, for
instance, if groups of workers as a whole are paid their marginal
product or if it is paid to individual workers in return for their mar-
ginal product. How, for instance, would the marginal product of a gang
of bricklayers on a building site be determined? Different members of
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the gang, such as the hod carrier, perform different tasks. Without
their individual contributions even the project as a whole would be
incomplete and valueless. Indeed in practice, to value the contribution
of the bricklaying gang, the work is put out to tender as a work
package. The job is then let to the gang offering the lowest bid. Their
eventual wage payment is based not on their marginal product but on
competition between workers in the labour market. Similarly, wage dif-
ferentials cannot be explained by marginal productivity theory, which
assumes that all workers in a group receive the same wage.

The production function

The quantity produced depends on the amount of labour and capital
employed as well as the quantity of materials used.

Q = f(L,M,K) (3.6)
where

Q = output in a given period
L = labour employed

M = materials
K = capital employed.

Most important are the ratios of output to labour as a measure of pro-
ductivity and capital to labour, which can be used to compare the
capital intensities of various industries. In this way productivity can be
seen as a function of capital intensity. Thus,

P = Q/L (3.7)
where

P = productivity
and

Q/L = f(K/L)

It would seem obvious that the value of capital stock owned (in a firm
or in an industry) can be calculated by using the historic cost of pur-
chasing the stock of plant and equipment less depreciation. However,
the cost of new machinery can drop. This could make it possible to
increase the amount of machinery without raising the value of capital,
wrongly implying that there would be no improvement in productiv-
ity. In fact, it would be possible for workers working with cheaper
equipment to produce more than workers working with expensive
older plant. This is especially the case with computerised equipment.
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Nevertheless, provided that the age, price and quality of equipment is
taken into account, the value of capital stock owned per employee can
be useful for the purpose of making inter-company comparisons.

The production of profit

The purpose of the production process in capitalist firms is to create an
output and sell it at a profit. Managers continually seek new or
redesigned ways of organising production in order to increase the
profits of their firms. To understand this process overall, we need to
define a set of terms and apply them to a firm. This model of produc-
tion involves investment, output, wages and gross profit. Investment
refers to the capital required for materials, plant and equipment neces-
sary for the smooth running of a firm, planning to produce a certain
target level of output. Output is what is actually produced in any given
time period, measured in monetary terms, and may differ from
planned output. Wages and salaries are paid to all employees, who
spend their time in the service of the firm and receive a payment in
return. The excess of output over the payment for intermediate inputs
(including materials and manufactured components and equipment),
and over wages and salaries and indirect taxes provides the gross
trading surplus or gross operating profit, from which profits are taken.
Thus

S = R – (W + M) (3.8)
where

S = surplus
R = revenues from sales

W = wages
and M = cost of purchases, materials, etc.

Profit does not appear in this equation because profit is part of the
gross surplus derived from the production process. To arrive at the
amount of net profit we must deduct capital consumption or fixed
capital costs, interest payments, rents and administrative overhead
costs. To then get the rate of profit on capital owned we also need to
look at the ratio between this net profit and capital owned, which is
itself a complex variable in relation to capital used. Wages are deter-
mined in one way through the labour market, while the value of
labour productivity is determined in another way, through the market
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for the output, the technology used and so on. Amongst other things,
profit depends on driving wages and average value productivity apart.

Total investment in a firm extends beyond buildings and plant and
machinery. It includes working capital, which itself includes net
current assets, and cash or current bank accounts for the day to day
functioning of a firm. This cash enables the firm to have sufficient
funds to meet its wages and short term liabilities, if not matched by
other current assets, such as the firm’s debtors. The minimum working
capital requirement can be defined as the minimum net current assets
necessary to enable production to take place. Physical assets such as
stocks of finished goods, and financial assets such as claims on clients
for payments due are called current assets because of the reasonable
assumption that they will be turned into cash revenues within a short
period of time.

Unit labour costs and labour and profit shares in output

We are now in a position to build our model of the production process.
Labour costs per unit of output produced are affected by a combination
of labour productivity and wages. Let us begin by assuming that extra
output can be sold without reducing price. If productivity and wages
increase at the same rate, then labour costs per unit of production
would remain the same. A 10 per cent increase in output per hour
would cover a 10 per cent pay rise, without any increase in the labour
cost per unit of output produced. Only when wages rise faster than
increases in productivity do unit labour costs rise. Naturally, it follows
that if labour productivity rises faster than wages, the result is a drop in
unit labour costs.

As labour is a high proportion of the costs of production, any reduc-
tion in the cost of labour per unit of output will tend to reduce costs
significantly and raise gross trading surplus. If productivity has been
increased by investing in more equipment, then the question for the
firm is whether this increase in gross trading profit is also enough to
increase the return on capital employed. The process of increasing the
ratio of capital to labour is known as capital deepening, which
increases the capital intensity of a production method.

Capital intensity is not the only measure of the advancement of an
industry, because the vintage of technology used and the rate of tech-
nical change are also important. Because of the expense of machinery,
high capital to labour ratios are often associated with predictable
demand and monopoly control, since high profit margins and
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minimum risk are needed to undertake, finance and sustain invest-
ment in plant and equipment. Capital intensity is high in utilities such
as gas, water and electricity supply and in the chemical industry, but
relatively low in the clothing industry and construction.

However, it is not only capital intensity which raises productivity
but also the technology embodied in the equipment. New plant 
and machinery will tend to be more productive than older vintages
because of continual research and development. New plant and
equipment incorporates the latest technological developments and
innovations.

Moreover, it is very problematical to measure the value of the use of
machinery or capital equipment by a firm or on a project. This is a very
good reason for not trying to include a figure for capital consumption
in the unit cost of production.

Division of labour in the construction industry

Specialisation of work has come about as a result of the economic
benefits of what Adam Smith called ‘the division of labour’. The divi-
sion of labour describes the segmentation of production into separate
tasks. By working as a team and each one specialising in one stage of a
production process, a team of workers can increase its total output dra-
matically over that achievable by the same number working independ-
ently with each person therefore having to perform all tasks.

First, the amount of unproductive time – time lost in moving from
one task to another, setting-up and closing-down – is thereby reduced.
Second, through repetition and learning, each specialist worker
becomes more adept and expert at their task – finds the ‘one best way’
of doing it, and perhaps discovers new ways. Third, specialisation
permits (makes economical) the making of ‘dedicated’ investments.
That is, investments whose only benefit is to improve efficiency of per-
formance of one specific task. These can either be investments in the
ordinary sense of the word, i.e. purchase of machinery, or investments
in specialist training. Dedicated investment may involve indivisibili-
ties. In this case, its economical use also requires a certain scale. By spe-
cialising, one work establishment can more easily achieve the volume
of work in its specialism required to utilise fully an indivisible and ded-
icated machine or other investment.

But a complex division of labour does not only affect efficiency. The
point is that the division of labour enables an employer to enter the
production process as an organiser and controller of the workforce. By
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co-ordinating the volumes of output of workers engaged on each task
to the requisite proportions, such employers can also minimise the
need to hold idle stocks of unfinished goods or work in progress.

There is indeed an argument that the power of capitalists over the
production process has been boosted by periodic drives to reduce the
cost of holding stock, as much as by drives to raise productivity. An
early example was when largely ‘wet’ methods of construction (which
required part finished buildings to be left to dry) were replaced by ‘dry’
construction, even though this meant replacing cheaper inputs by
dearer ones. For capitalism, time is money.

Even in 1832 Charles Babbage had pointed out in his book, On the
Economy of Machinery and Manufactures, that by dividing detailed work
between individuals, employers could reduce the level of skill needed
and the amount of training given to workers. In this way employers
were able to lower the wage rates they offered. Clearly the interests of
the workforce are in conflict here with those of their employers, in that
excessive division of labour reduces job satisfaction and increases
worker alienation, as well as reducing the chance of autonomous work.

In construction, specialisation has led to the creation of a workforce
with many crafts and professions. Indeed each craft and profession is
itself further subdivided into even more specific tasks or areas of work.
For instance, carpenters may specialise in hanging doors, inserting
windows or fitting kitchens, bathrooms and bedrooms. Surveyors may
specialise in the valuation of property, estimating quantities for
builders or advising clients on building cost.

Specialisation in a single, narrow set of tasks by (the workforce of)
enterprises in construction is carried to its highest level by subcontrac-
tors, and by some manufacturers of components. If the advantages of
specialisation were the dominant force, then the sector would consist
chiefly of firms each specialising in one part of one trade or one step in
a manufacturing process. In fact, as we shall see, there are at least two
other forces at work shaping the range or scope of firms’ activities. One
is the drive to reduce risk by spreading a firm’s activities between
several markets, leading either to a kind of ‘generalism’ (as, say, in
main contractors who tender for almost any kind of construction
regardless of the technology and tasks involved) or to diversification.
The other is the drive to achieve competitive advantage or monopoly
power over rivals, or reduce the costs of inter-firm transactions, by ver-
tical integration. Thus road building contractors find it advantageous
also to control local production of aggregates and roadstone; or estate
developers also to act as house builders.
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Subcontracting may increase the net productivity of those employed
by main contractors, if subcontractors are used to carry out the low
productivity jobs. The overall productivity of all the firms on site may
nevertheless remain unchanged. By subcontracting the low productiv-
ity jobs, main contractors can take an increased share of the value of a
contract per employee.

Concluding remarks

Firms produce a gross trading surplus by selling the output of the firm
at a price greater than the amount paid for material inputs and labour.
This surplus is needed to pay for capital consumption, administrative
overheads, rent and interest. The size of this surplus depends on the
productivity of labour and this in turn depends on the degree of capital
depth of the production process, and the vintage of the technology
used. It also depends to a large extent on how work is organised and
managed, especially in construction where much time can be lost
through disruption and interruption to work in the course of a
working day. Moreover, learning curves and the division of labour also
contribute to improvements in productivity, though the division of
labour may also be used to control and deskill the operatives rather
than only to increase productivity. Profits (after all other costs have
been met) can be seen to result from the increase in output per person
over and above the average wage rate paid to labour.

If productivity is taken to mean the output of a firm per person in a
given period of time, it is necessary to distinguish between gross
output and net output. In the construction industry with its depend-
ence on subcontracting and prefabrication, this is particularly relevant.
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4
The Logic of Accounts

Introduction

In Chapters 1–3, we saw how production processes add value to inputs
using labour productivity to generate surpluses, out of which interest,
rent and profits are paid. In this chapter we discuss how financial
account is taken of the processes involved. We begin by looking at the
accounts of the economy as a whole. These may be divided into per-
sonal, corporate and government sectors. We also make reference to
the international sector.

The logic of national income accounts is reflected in our model of
company accounts. Both use the same structure of production, fol-
lowed by appropriation, followed by capital, and finally financial
accounts. We comment on the income, output and expenditure
methods of calculating national income, in order to place construction
and the property sector in context and to view them in later chapters
in proportion to the rest of the economy.

National accounts and company accounts in part measure the flows
of income, output or expenditure per annum. We conclude this
chapter by examining the relationship between these flows and the
stock of wealth, and consider the relationship between flows and
stocks of the built environment.

The structure of national accounts

Almost all real assets are owned either by households, firms or govern-
ment. These assets represent a grand total of the stock of wealth avail-
able to an economy. Each year that stock of wealth is affected by the
incomes and expenditure of its various owners. For example, when
income exceeds expenditure there is an addition to the stock of wealth.
Investment and saving, the differences between consumption and
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output, and between income and expenditure, are therefore flows into
the stock of a country’s assets. Investment represents additional real
assets. Saving represents ownership of this stock of wealth.

Firms use their assets to produce outputs. When these outputs are
sold the net revenues, distributed as wages and dividends, become the
income of the household sector as well as one source of tax revenue for
government. The government sector also owns real assets and produces
outputs, such as health care, education services and defence. National
Accounts are published annually by central government to provide
information on output, income and expenditure in the whole
economy.

More exactly, the three ownership sectors of the economy, to which
all assets belong, are the personal sector, the corporate sector and the
government sector.

The personal sector comprises households, businesses such as part-
nerships and sole proprietorships that are not corporations, private
non-profit making bodies, such as charities, and finally life assurance
and pension funds. Life assurance and pension funds are treated
officially as part of the personal sector, because they are deemed to be
simply the sum of the savings of their policy holders.

Households are the most important component of this sector.
Unincorporated businesses are included in this sector essentially
because it is impractical to distinguish, in the absence of limited liabil-
ity, between the assets and income of a business and its owner, and
because, unlike corporations, they are not legal economic entities with
a separate existence from that of their owners.

Although life assurance and pension funds are financial institutions,
they are included in the personal sector. Whereas other financial insti-
tutions, like banks, other insurance companies and building societies,
are put in the corporate sector, life assurance and pension funds are
put in the personal sector on the grounds that all their funds come
from persons, their liabilities are to persons, and that, in a sense, they
are merely agents for those persons whose pension contributions and
life assurance premiums they receive. For some purposes, however, a
comprehensive account, which includes life assurance and pension
funds, is made for all financial institutions. As participants in the
development process and property owners, life assurance and pension
funds are of great significance to the construction sector.

The corporate sector is made up of industrial and commercial com-
panies, financial companies and institutions, and public corporations.
Financial institutions are distinguished from other companies because
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their accounts look fundamentally different, as they are not engaged in
trading, which is buying and selling, but in lending and borrowing.

Public corporations comprise nationalised industries, plus the BBC,
the Development Agencies and the like. Privatisation in the UK has
meant the transfer of many large corporations out of the public corpo-
rations sub-sector, which has become rather small, and into the com-
panies sub-sector, without in itself altering the overall size of the
corporate sector.

Companies are all corporations (meaning incorporated businesses)
not owned by the state. They are therefore part of the private rather
than public sector. For certain purposes the whole economy can be
divided into these two sectors. The private sector comprises the per-
sonal sector plus the companies sub-sector, while the public sector
comprises the government sector and the public corporations sub-
sector. Since the size of the public corporations sub-sector has become
insignificant, much of the point of using public/private sector concepts
has been lost, as the public sector has become virtually synonymous
with the government sector.

The government sector contains central government and local
authorities. Central government now consists not only of the various
Ministries (like the Ministry of Defence), but also many agencies or
quangos, to which functions previously performed by Ministries have
been given. Quangos are quasi near government organisations,  whilst
agencies include the Highways Agency, the Training Services Agency,
and so on. Bodies such as Hospital Trusts have a somewhat ambiguous
position. They are still classed as part of the government sector rather
than the personal sector, largely because the services they provide are
sold to government and not to persons. Whether these Trusts own the
assets they control outright, or whether government retains sufficient
rights over those assets to be deemed their ultimate has been rather
moot.

By definition, if an economy is closed off from the rest of the world,
it is called a closed economy. However, all economies are in fact open
to international trade and transactions to a greater or lesser extent.
There is, therefore, a fourth sector in the national income accounts.
This fourth sector, called the international sector, captures transac-
tions between the three domestic sectors and the rest of the world.
Although it is not a sector within the UK economy, it is important in
the UK accounts for two reasons. First, a high proportion of output is
sold abroad in the form of exports and an even higher proportion of
expenditure is spent on imports. Expenditure on imports does not, of
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course, generate incomes in the UK, whilst exports generate UK
income without there being a corresponding expenditure in the UK.
Second, in an economy such as that of the UK, investment may be par-
tially financed by overseas rather than UK savings.

To describe the whole economy as well as the built environment
sector – its outputs, purchases, incomes, its real assets and its workforce –
statistics are provided in a variety of annual and monthly publications.
The most comprehensive source of data on the construction sector is the
Housing and Construction Statistics produced annually by DETR. The
National Income Accounts are also published annually, with figures includ-
ing the contribution and size of the construction industry. Other useful
data are given in the Census of Production, Business Monitor,1 Economic
Trends and the Employment Gazette. Relevant figures can also be found in
non-governmental sources such as Building magazine, the Architects
Journal, and Inter Company Comparisons’, Business Ratio Report. Many
detailed official statistics or production and trade are now published in
CD-ROM form, for example, PACSTAT.

The different types of economic statistics available on the construc-
tion sector follow a logical but disjointed pattern. Some of the data
that would complete the picture are not gathered systematically or
sufficiently reliably, because they are not required by government, or
because of the expense of collection or because of limited usefulness.

Figure 4.1 shows the logical pattern formed by sets of accounts. For
firms, production accounts relate to income generating activities which
then produce net revenues which are equivalent to gross profits. Gross
profits are then distributed between corporate saving and other
claimants in the appropriation accounts. Saving by firms permits
investment in assets and any investment in a firm in the course of a
year’s trading will increase the value of assets in the capital account. As
not all investment is self funded, firms need to borrow both from
financial institutions and other sources. This is accounted for in the
financial accounts.
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The national income accounts also follow this pattern. Production
accounts show the output of the whole economy while the appropria-
tion accounts provide data on government, corporate and household
incomes and current expenditures. The capital accounts measure
investment expenditure and the asset base of the economy. The
financial accounts deal with the monetary provisions needed to ensure
sufficient liquidity in the system to allow it to function, and in the
hands of each purchaser of output, including purchasers of real assets,
to provide them with means of payment.

The logic of national accounts statistics

Government, firms and students of the economy need to know, for
policy and planning purposes, and even the testing of economic theo-
ries, what was produced, how much income it generated and for
whom, and, finally, where the money or income was spent. To answer
these basic questions, there are three methods of calculating national
economic activity, namely the output method, the income method
and the expenditure method.

The output method measures the total produced by an economy,
calculated from the net output (or value added) of all producers. Total
output represents all goods and services produced in a given year. This
can be expressed mathematically as:

Q =I=1 �I=n Vi (4.1)
where

Q =  national output
Vi =  net output or value added in industry i.

The distribution of these goods and services depends on the distribu-
tion of income. The income method calculates total income from all
sources, as shown in (4.2):

Y = W + P (4.2)
where

Y =  national income
W =  total wage income
P =  total profit income.

Taxes are considered as deductions from total wage and total profit
gross incomes. Income is either spent or saved and so total income also
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equals the sum of current expenditure and savings, out of wages,
profits and taxes.

The expenditure method shows how the national income is used
for consumption or investment. Consumption expenditure is concerned
with the purchase of final goods and services, which are used up or
consumed by their purchasers. Investment expenditure is used to pur-
chase capital goods, which in turn eventually produce consumer
goods. This can be expressed mathematically as:

D = C + I (4.3)
where

D =  aggregate expenditure or demand
C =  consumption expenditure or consumption

demand
I =  investment expenditure or investment 

demand.

Savings are actually used to pay for investment expenditure. In the case
of saving by firms, this relationship between saving and investment
expenditure is direct and obvious. A firm’s saving is known as its
retained profit. It is the residual remaining of its profit income after all
current appropriations, such as profit taxes, interest payments, and div-
idends. Retained profit is mostly used to purchase additional fixed
capital or to increase the circulating capital stock of assets. Either of
these uses constitutes investment expenditure.

Savings by households is the excess of household sector income over
its consumption expenditure. These savings are partly used to pay for
household sector investment expenditure, chiefly, the purchase of
additional new dwellings. Most household savings are placed with
financial institutions. These financial institutions then lend the savings
to firms to enable companies to undertake investment in excess of
their own savings. Thus even the part of income that appears at first
sight not to be spent, namely saving, is actually part of total expendi-
ture, so long, that is, as savings are lent to others and not just hoarded.
In any one year therefore, there is a flow of income equal to expendi-
ture, apart from a small amount, that some individuals may hoard
either at home or in safe deposit boxes.

In any given year, the value of what is produced and sold becomes
income for someone, in the form of wages and gross profits. Income is
either consumed or saved. Moreover, savings equals investment.
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Hence, output is equal to income, which is equal to expenditure.
Hence

Q = Y = D (4.4)

By definition, the three sides of the accounts must balance in a closed
economy. Actual modern economies, of course, are very much open to
the rest of the world. This makes it possible for national expenditure to
exceed (or be less than) national income, the excess being accounted
for by international borrowing or using savings made abroad. Later, as
these borrowings have to be repaid, with interest, national expenditure
on consumption and investment will then be less than national
output, because part of that output is remitted abroad as foreign
income.

Income

Firms, households and profit income

Total national income consists, in the first instance, of wages and
salaries, and gross profits, as noted in Equation 4.2. Gross profits of any
one firm are partly distributed as dividends and interest to the owners
of its equity and its debt. These owners may be individuals, in which
case they are part of the household sector or they may be other firms,
in which case they are part of the corporate sector. Taking the corpo-
rate sector as a whole, payments of gross profit income by one firm to
another have no effect on the overall distribution of income between
sectors. We can see that profits are divided into a part retained by the
corporate sector and a part distributed to certain households.
Households that receive significant distributed dividend and interest
income are called rentiers, and the payments themselves are called
rentier income (Robinson and Eatwell, 1973).

Owners of firms and assets are called capitalists, who may be either
active or passive. The former actively own and use real productive
assets to create profits for their firms, while the latter own financial
assets, shares or land and passively receive part of the profits made by
firms. This relationship can be perceived more clearly if, for the
moment, we imagine an economy without any financial institutions.
Without banks, pension funds or insurance companies, equity shares
and debt in firms would all be owned directly either by other firms, or
by individuals.
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For every real asset used by a firm to produce output there is a corre-
sponding financial asset, either an equity share in that company or a
bond of some sort representing a loan to that company. This is so by
definition since any excess of the value of real assets over the debt of a
firm is deemed to belong to the owners of its equity and adds to the
value of this latter class of financial assets.

With the exception of holding companies, which conduct no business
of their own but merely own shares in other companies, any industrial
or commercial firm will mostly own real assets used and controlled by
itself in its own production or trading activity. However, many firms
also own financial assets, such as bonds and shares in other firms,
which yield them interest and dividend income. In company accounts
this is clearly distinguished from their gross trading or operating profit,
which is the profit from their own business activity.

Acquisition of a financial asset is not the same thing at all as invest-
ment or the acquisition of real assets. All it does is transfer the use of a
sum of finance in the form of money or credit to someone else, who
thereby acquires a matching financial liability. This money may be
used by the borrower to finance their own investment, but it may not.
In any case the investment activity would then be theirs and not that
of the acquirer of financial assets.

Actually, of course, in a modern economy ownership is mostly indi-
rect. That is, individuals own stakes in pension funds and insurance
policies and deposit money in banks. These financial institutions then
lend money to firms, or own shares in firms. Distributed rentier-
incomes are mostly directly paid by firms to financial institutions, and
then by these institutions to households. In practice, therefore, the
national accounts divide the corporate sector into two main sub-
divisions. The first consists of industrial and commercial firms, while
the second consists of financial institutions.

Households and wage income

Though, as we have just seen, part of the household sector receives
rentier-income, the greatest part of household sector income is wage
income, which consists of wages and salaries. All wage earners are
members of households, and therefore all wage income is income of
the household sector.

It is worth pausing to reflect upon the economic concepts of the
household and the individual. Although households may consist of fam-
ilies, a household exists as an economic entity whenever income and
expenditure is shared between individuals who also live together, even
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when they are not members of the same family. Economists divide the
population of individuals into the economically active and inactive. The
former directly receive wage incomes, and the latter do not. The pro-
portion of the population who are economically active is an important
economic variable, with effects upon per capita income and living
standards and upon the productive capacity of the economy. It is indi-
viduals who perform wage labour and receive wages as payment 
for the sale of their labour power. However, the peculiar commodity
labour power is, at it were, produced within households. Moreover,
individuals’ incomes are used to sustain and benefit all members 
of their households, including those with no direct income of their
own.

Economic relationships, such as the relationship between buyers and
sellers, are assumed not to exist within a household. Instead, non-eco-
nomic social relationships determine how household income is actu-
ally distributed between individuals, who decides how household
income shall be spent, and by how much each individual benefits from
that expenditure.

It has been suggested by some observers of modern capitalist soci-
eties that in some of them (especially, the USA) these non-economic
social relations within the household, indeed within the family, are
breaking down, to be replaced by explicitly economic ones – contrac-
tual regulation of the distribution of family income and wealth.
Marriage itself, of course, is a legal contract, and can be interpreted by
the courts to specify economic property rights of the individual parties
to the contract. As divorce rates increase and inter-generational familial
bonds weaken, the family becomes a more temporary and contingent
economic entity than the individuals who comprise it.

In other modern capitalist societies, on the other hand (for instance,
most of those of East Asia), the wider family is a very powerful and
important economic unit, providing payments for the education and
health care of its members. In those societies the family performs the
role played by social insurance and social services in welfare state soci-
eties, and by private, individual savings and insurance in societies such
as the USA. In this East Asian model, families may also provide the
basic unit of direction and management of firms.

The concept of the household is of especial interest to students of
the economics of the construction sector, because it is households, and
not individuals, who determine and constitute the demand for
housing, and thus generate the demand for an important part of con-
struction industry output.
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Government and taxation income

Retained profits, then, are the net income of the corporate sector,
while wages, salaries and rentier income are the income of the house-
hold sector. Taxes are the income of the government sector. The major
forms of government revenue are taxes on income, on expenditure or
sales, like Value Added Tax, and on wealth, like death duties.

To understand the economic role of taxation, imagine for the
moment that all government taxes take the form of taxes on income.
Taxes on the income of firms, in the UK called corporation tax, and on
the income of households, called income tax, then provide the govern-
ment with its income. It is clear that these taxes do not create addi-
tional income, but merely redistribute, from firms and households to
government, a pre-existing income derived from shares in the output
and revenue of firms in the form of profits and wages.

Taxes on expenditure, like VAT, can be regarded as making deduc-
tions from the revenue of firms, before gross profit is drawn up. As
such they are like costs of production, from the perspective of the firm.
As economists, however, we need to note that they are actually taxes
on the value added produced in a firm. Value added in the corporate
sector consists of revenue from sales of output to other sectors. Value
added in a single firm consists of revenue from all sales of output by
that firm less the value of purchases of production-inputs from other
firms. This value added is then divided into gross profit, wages and
value-added tax. Finally, corporation tax is a tax on the residual surplus
belonging to firms after all other costs have been deducted from rev-
enues. Firms retain a proportion of net profits after corporation tax and
distribute the rest to shareholders.

National income and the standard of living or economic
welfare

The standard of living is often measured by per capita income, which is
the national income divided by the size of population. Hence,

(4.5)

Calculated annually, this measure compares the rate of growth in
national income to the rate of growth in the population. As a measure
of the standard of living, the major weakness of this approach is that it
omits any reference to the distribution of income between the rich and

Per capita
NY t

t
  income =

 in year 
Population in year 
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poor. Dividing national income by the size of the population implies
that all members of the economy produce and receive an equal share.
Nevertheless, the growth in per capita income over time demonstrates
a potential improvement in economic welfare.

Figure 4.2 illustrates a time series of national income per capita.
Because this is in constant price terms, inflation has been taken out of
the figures. Constant price data can, in principle, be used to represent
change in the purchasing power of income over time. Purchasing
power is the size and content of the basket of goods an income can
buy. From Figure 4.2 it can be seen that purchasing power grew
throughout the period, though not in every year.

Output

Output is a flow of goods and services stemming from the production
process. When the output is sold the cost of inputs is deducted and the
remainder is then distributed as income to the workers, management
and owners. Hence, output can be measured in terms of the value
added to inputs by firms and this valued added is the source of all
income. National income measures output. However, it is important to
bear in mind that not all income is directly related to output. Transfer
income is income received where there is no corresponding output.
Pensions, welfare benefits and gifts are all examples of transfer pay-
ments and these must not be included in measuring the value of the
output of an economy. Transfer payments are a method of distributing
output to those who would otherwise receive a smaller share, in much
the same way as a child’s pocket money paid by a parent does not
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increase the income of a household but only enables the child to spend
some of the family’s income.

As we have seen in Chapter 1, this value added approach can be
adopted to analyse the construction sector. It is possible to follow raw
materials from their extraction from nature, through the production
process, to their finished state. Economists call this transformation a
vertical progression, as each firm adds value to the raw materials at
each stage of production before passing them down the line towards
completion.

Domestic and national product

The total value added or net output of all firms in an economy is called
the Gross Domestic Product (GDP). The GDP estimate is based on the
returns which firms provide. These returns are based on selling prices,
which relate to new goods, which immediately begin to depreciate.
The term gross is used to note that when calculated, no allowance has
been made for this or any other depreciation. The term domestic refers
only to output or product made within the national borders of an
economy.

Gross National Product (GNP), by contrast, includes income made
abroad by firms and individuals who are citizens of a particular
country. However, it also deducts income belonging to foreign citizens
and remitted abroad, although made in that country. These two adjust-
ments to GDP are combined to give a figure called the net property
income from abroad (NPIFA). Thus

GDP + NPIFA = GNP (4.6)

Note that no attempt is made in the UK national accounts to measure
the total net output (value added) of these foreign activities, but only
that part of the output resulting in incomes for UK nationals, the repa-
triated profits and wages. These modifications to the GNP are really
‘income’ and not ‘output’ adjustments. The concepts of ‘national’ and
‘domestic’ income make clear sense.

‘Output’ from real estate

GDP at market prices is equal to total sales receipts at over-the-counter
prices less bought-in inputs. This is equivalent to total value added at
market prices. However, it is also necessary to include the value of the
annual imputed output from buildings, measured in actual rent paid or
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in imputed rent in the case of owner occupation. Jackson (1982) points
out that if the rent for a factory, office or shop is actually paid to a
landlord, then the output of that property is included in ‘property
output’. However, the imputed output of owner occupied buildings,
except for dwellings and farms, is included in the value added of the
industry or sector that owns them.

Measuring GDP (or, measuring economic aggregates)

(a) Current prices or constant prices

When national accounts statistics are gathered firms report their
current expenditures and sales. The growth in the size of national
output as measured by these economic statistics at current prices is
partly due to inflation and partly due to the growth in the size of econ-
omic activity. There is therefore a need to distinguish real or actual
increases from increases caused by higher prices, because only the
former indicate an increase in total economic welfare or well-being. For
some purposes, however, it is the current money value of GDP that 
is relevant. In any case, this is the form in which the figures first 
arrive.

The National Accounts are given in both current and constant prices.
Constant prices are an attempt to remove the effects of price inflation
and provide estimates of the volume or amount of output of all firms.
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Constant prices use the prices in a particular year to calculate over time
the rise in national income caused by inflation. A real increase in
national income occurs if the percentage increase in national income is
greater than the percentage increase in prices.

Figure 4.3 shows how GDP has grown since 1972 in both volume
and money terms. It can be seen that while the monetary valuation of
GDP has grown rapidly in the period, due largely to inflation, the real
growth of output has been considerably slower.

(b) Gross and net product

Economic aggregates such as gross domestic or gross national product
provide values before depreciation has been taken into account. Gross
domestic product is already, in one sense, a measure of net output. It
already removes double counting of the value of inputs of materials
and the like. Gross output minus the value of purchases of inputs of
materials, components, services and energy costs is called net output.
As mentioned earlier in this chapter, the sum of net outputs is called
the gross product. It is ‘gross’ because there is another deduction still to
be made, that for use of fixed capital inputs.

Net product is the value of gross product less the value of inputs of
fixed capital used up, consumed or worn out in the course of produc-
tion. Our main way of measuring this consumption of fixed capital is
through depreciation. It is a cost of using or consuming durable goods
such as vehicles, machinery and buildings and is referred to as ‘capital
consumption’ in the national income accounts.

An accurate measure of the value of output available as income must
take depreciation into account. Deducting the value of depreciation
from the GNP or GDP figures gives the Net National Product (NNP),
and Net Domestic Product (NDP), respectively. Examples of these mea-
sures of national income are given in the Table 4.1.
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Table 4.1 National income, at current factor cost, 1983–93

1983 1988 1993
Measure of national income (£m)

GNP 264055 405852 549182
NNP 227905 353216 484159
GDP 261225 401428 546120
NDP 225075 348792 481097

Source: National Accounts (1994 edn) (London: HMSO).



Accuracy and reliability of the components of the National
Accounts

The national income accounts record figures reported by government,
firms and individuals. Self-employment incomes and incomes from the
‘black economy’ have to be estimated based on assumptions about the
degree of under-reporting of incomes, and the amount of unrecorded
output, factors which have to be noted in judging the accuracy of the
estimates. Similarly, favours and unpaid work including domestic
chores and do-it-yourself repairs are excluded from the estimates of
national income although these activities all contribute to the flow of
goods and services produced in a given year.

Further complicating factors arise, for example, because households
receive important benefits in kind, chiefly, free use of public services,
that are like income but do not appear as part of their money incomes.

The imputed incomes and expenditures are, of course, the items
subject to greatest inaccuracy of measurement. Capital stock values are
also uncertain, because they depend so much on assumptions about
the lifespan of items of capital.

Expenditure

The proportion of expenditure between governments, firms and house-
holds varies from country to country depending on their stage and
pace of development. It is not possible to generalise for all countries or
economies. Once an economy is no longer rapidly industrialising or
urbanising it may be said to have reached a mature phase. As a crude
approximation, in most mature capitalist economies, total expenditure
for recent years divides roughly 60:20:20 between personal consump-
tion, investment and government consumption.

Though investment is only around 20 per cent of aggregate expendi-
ture, we will concentrate most of our attention on this component of
total demand. One general reason for doing this, in any work con-
cerned with the whole economy, is that it is fluctuations in this invest-
ment expenditure that lie behind, and are the immediate cause of,
most of the fluctuations in total demand. Hence fluctuations in invest-
ment demand are the cause of periods of recovery and periods of
recession in the business cycle. There is a further, more specific, reason
for this focus when our concern, as here, is with the construction
sector, viz. that the greater part of all construction demand consists of
investment demand.
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The structure of company accounts

In principle, the national accounts follow a similar overall pattern to
the accounts of a company. This is important, because national
accounts, on the one hand, and company accounts, on the other, are
our two main data sources, as industrial economists. It is important
that we are able to understand the relation between the one and the
other – their fundamental similarities, but also their differences.

Many of the differences arise from the principle of composition. The
national accounts are based upon this principle. They compose or treat
as one all the firms or individuals in an ownership sector or industry.
To give an example, suppose some households (call them Type A) are
savers (income > consumption expenditure), whilst others (Type B) are
borrowers or dissavers (income < consumption expenditure). The
national accounts report a single figure for net household sector
saving, the excess of Type A households’ savings over Type B’s borrow-
ing or dissaving. The implicit assumption is that it is ‘as if’ the B house-
holds borrowed what they needed from the A households.
Transactions within a sector are then disregarded. This is called netting
out. Likewise, if ownership of an asset is transferred from one firm to
another, this is ignored in the sectoral accounts. It is only if all firms,
taken as a whole, buy more assets than they sell to one another that an
item for acquisition of assets will appear in the sectoral accounts. To a
firm, on the other hand, all other entities with whom it engages are
the outside world, and are treated in the same way in the company
accounts, regardless of whether or not they are in the same sector or
industry.

In passing, we should also note the existence of the fallacy of com-
position. This means that it is often an error to reason that what is true
for one individual, household or firm will therefore, by extension, also
be true for all individuals taken as a whole. For example, if one firm
reduces its wage bill whilst leaving the value of its output unchanged,
its profits will increase. However, if all firms reduce their wage bills by
employing fewer workers or paying lower wages, it is by no means the
case that their profits will increase. If all workers have lower incomes,
total consumption spending will fall, and firms collectively will find
themselves with some unsold output as a result. What is true for one
firm acting alone, does not apply if all firms behave in the same way.
As we move to and fro from discussion of micro- to macro-economics,
from the single economic entity to the aggregate and back again, we
will have to be aware continuously of this kind of problem.
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All accounts are either stock or flow accounts. Stock accounts usually
describe stocks of wealth at a moment in time. Flow accounts describe
flows of revenue and outgoings, of income, of saving and investment,
of changes to the stock of ownership of financial assets, over a period
of time, usually one year. In company accounts, the balance sheet is a
stock account, and the profit and loss account and sources and uses of
funds or cash flow statement are flow accounts. Similarly, in the
national accounts, there are stock accounts for capital and for financial
assets, whilst the rest are flow accounts.

We are now in a position to understand the logic of company
accounts as well as national accounts. Both sets of figures consist con-
ceptually of four sets of accounts, concerned with production, expendi-
ture, capital and finance.

The production account

We begin with the value added or production account, which shows
how income is derived. The value of sales is the value of gross output,
from which the purchases from other firms are deducted. The final
item of the account is in theory, therefore, the aggregate value added
in a given year. This fits in with the national income accounts, which
sum value added in each industry to produce the output method GDP.
An industry’s value added is itself the sum of the added values of all
the firms comprising that industry.

In company accounts, at least in the UK, value added is not directly
reported. Instead the production or operating account starts with sales
revenue or turnover and deducts the cost of sales, or all the direct costs
of materials, services and labour used in producing the output sold, to
arrive at the firm’s gross operating profit. From this, ‘other expenses’
(primarily management overheads and depreciation) are deducted to
arrive at net operating profit. Taking figures from the table below, it
can be seen that Tarmac’s2 net operating profit in 1996 was £117.5
million.3 Thus wage payments are included with the cost of purchases
from other firms. Sometimes a note to the accounts states the value of
the wage bill, enabling a figure for value added to be calculated, but
firms are not obliged to provide this information. Tarmac however,
published its total wage cost at £523.1 million, which, added to the net
operating profit, and adding back in depreciation £68.5 million, gives a
figure for gross value added of £708.1 million.

When wage costs are not given it is to some extent possible to over-
come the difficulty of finding value added by turning to the Census of
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Production (COP), which collects data concerned with production
industries. This published data summarises returns made by a sample
of firms in each industry. From it we can see the composition of value
added for each industry, i.e. the ratio of wages to profits. This can be
compared with the income-method breakdown of industry value
added in the national income accounts.4 Each firm surveyed for the
COP reports its gross output, its value of purchases from other firms, its
value added, its wage bill and its gross profits, amongst other things.

The appropriation account

Having derived income from the production set of accounts, the
next step is to account for its distribution. This can be found in the
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Turnover 2,663.8

£m

(2,183.6)

480.2

(362.7)

117.5

(65.0)

52.5

(42.0)

10.5

(2.9)

7.6

(4.0)

3.6

(50.9)

(47.3)

Less cost of sales

Gross operating profit

Less other expenses

Operating profit

Less exceptional non-operating items

Profit before interest

Net interest

Profit before taxation

Less taxation

Profit afetr taxation

Less minority interests

Profit for the financial year

Dividends

Transfer from reserves

Notes to accounts as given in the annual report:

68.5

523.1

From note 12 Depreciation of tangible assets

From note 7 Total wage costs

Extract from Tarmac Group Profit and loss Account for the year ended 31 December 1996

Figure 4.4 Profit and loss account
Source: Tarmac plc Annual Report, 1997.



income and expenditure or appropriation account. This account,
whether in the national income accounts or company accounts,
starts with operating profits. From this, we deduct interest payments,
profit taxes and dividends to arrive at undistributed profit, some-
times referred to as corporate saving. In company accounts this final
figure is called retained profit, while in the national income
accounts, it is called corporate sector saving. The two would be
essentially similar, except for the fact that some interest and divi-
dend payments made by firms are received by other firms. Thus these
payments by some firms to other companies do not appear as a
deduction from the gross profits of the corporate sector in the
national income accounts. However, in the individual company
accounts, these payments to other firms are treated in the same way
as payments of dividends to those outside the sector, such as private
individual shareholders. All interest and dividend payments must be
deducted to arrive at retained profit.

In the Tarmac Group accounts for 1996, profit income consists of
two flows. First, and normally by far the largest for an industrial or
commercial firm, is the operating profit, derived from the production
account at £117.5 million. But additionally there are non-operating
flows of profit income. These income flows stem from the firm’s sec-
ondary rentier role, as a shareholder in other businesses or as a lender to
other firms or to government. In Tarmac’s case, there were losses on
exceptional non-operating items of £65 million, which reduced profits
before interest to £52.5 million. Inter-firm payments of dividends 
and interest appear as deductions from total profit in the com-
pany accounts of one firm and as an inflow or contribution to 
total profit in the company accounts of other firms. These inter-
company flows are included as ‘other income’. Thus some firms’
retained profits are thereby increased by as much as others’ are
reduced, and the flow is netted out in the national income accounts, as
mentioned earlier.

In company accounts, a distinction is always made between interest
and tax payments, on the one hand, and dividend payments on the
other. This is because, at least in principle, the firm belongs to its share-
holders, and the purpose of company accounts is to account to the
shareholders for the use the firm has made of their capital, and to show
how much return shareholders have made on that capital. This share-
holders’ return consists of two elements; the dividend income they
receive (in Tarmac’s case £50.9 million), and the increase in the value of
the net assets of the firm, as a result of investing retained profits to
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expand the assets of the business. Unfortunately in 1996, the value of
the net assets of Tarmac were not increased but reduced by £47.3 million
which was transferred from reserves to cover interest, taxes, losses on
exceptional non-operating items involved in the company’s restructur-
ing and dividends. Net profit is the profit after deducting interest and tax
payments, but before payment of dividends. In 1996, Tarmac’s accounts
show the company made a net profit of £3.6 million. Net profit is there-
fore a measure of the total return to shareholders. While net profit is
vitally important in company accounts, as a concept it plays a negligible
role in the national income accounts.

The capital account

The capital account illustrates in monetary terms changes in the stock
of capital caused by inward flows of net capital additions or outward
flows of capital consumption. The inflow to start this account is
retained profits or, more generally, saving, which is the last item in the
previous appropriation account.

Retained profits appear in the company sector in the national
income accounts, as well as in individual company accounts. Most
investment expenditure is financed from retained profits or company
savings. It is investment which has the effect of increasing the stock of
fixed or circulating capital. Investment is therefore often referred to as
capital formation. Both company and national income accounts are
careful to describe capital formation in some detail, distinguishing
between gross and net capital formation. Gross capital formation is
simply the total of investment expenditure in the year, while net
capital formation is calculated by deducting capital consumption or
depreciation from gross capital formation.

Allowing for depreciation reduces the remaining value of fixed capital
assets as they get older. This provision for depreciation is handled in a
special way in company accounts. It is treated as if it is a cost, and is
deducted from revenue to arrive at operating profit. In Tarmac’s case,
depreciation of fixed assets in 1996 amounted to £68.5 million. This pro-
vision for depreciation reduces a firm’s reported pre-tax profits and
means that payment of tax on profit income is thereby reduced by the
amount of depreciation multiplied by the percentage tax rate.
However, this provision is neither an actual cost nor is it an outgoing.
It is purely notional as no cash payments are made. This part of
revenue remains in the hands of the company. Gross retentions of a
firm equal retained profits plus depreciation provisions.
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Reflecting the restructuring arrangements with Wimpey and con-
tinuing difficult trading conditions in the construction industry in
1996, Tarmac was unable to retain any profits and therefore did not
increase its capital base. On the contrary, in order to meet the income
appropriations as noted above, it was obliged to reduce its reserves by
£47.3 million. The overall picture revealed in the accounts shows that
Tarmac’s retained profits in 1996 were negative, amounting to a loss 
of £47.3 million from reserves. Depreciation provisions were £68.5
million. Thus the final figure for gross retentions for 1996 was a surplus
of £21.2 million. But depreciation reduces the book value of the firm’s
(fixed) assets, and thus net change in the value of assets (capital
employed) was negative.

In this balance sheet, economically the most significant figure is
‘total assets less current liabilities’. This represents the sum of the long
term debt and equity of the group, and is what economists normally
have in mind when they talk about the capital finance of a firm. The
ratio of long term debt to equity is known as the gearing ratio.

The Logic of Accounts 101

Assets employed:

Extract from the Tarmac Group Balance Sheet at 31 December 1996

Total fixed assets

Current assets

Less Creditors (current liabilities)

Net current assets

Total assets less current liabilities

Long term liabilities (due after more than one year)

Net assets

Financed by:

Shareholders funds

Minority interests

Total capital employed.

1440.3

105.0

1543.3

683.0

862.3

862.3

1,163.5

£million

1,058.5

778.7

83.6

£million

Figure 4.5 Balance Sheet
Source: Tarmac plc Annual Report, 1997.



The financial account

Finally, there is the financial account. In everyday speech, no clear dis-
tinction is made between acquisition of real or tangible assets and
financial assets. Both are loosely called investment. In economics,
however, we reserve the term investment for the acquisition of addi-
tional real assets, which add to the total capital stock and productive
capacity of the economy.

If real investment in a sector or a firm does not equal saving, then
there is a corresponding financial surplus or deficit. A financial
surplus results if savings exceed investment. The firm or sector 
can then use the financial surplus either to acquire ownership of
additional financial assets, or reduce its previous financial liabilities.
A financial deficit, on the other hand, means that the sector or firm
has financed part of its investment by issuing new financial liabili-
ties, i.e. by borrowing or, as occurred in Tarmac’s 1996 accounts, by
selling some previously held financial assets, such as shares in
subsidiaries or associate companies. Thus, from the firm’s cash flow
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Extract from the Tarmac Group cash flow statement for the year ended 31 December 1996 

Net cash inflow from operating activities
Net cash outflow from investments and interest
Corporate taxation

Investing activities
Purchase of tangible and fixed assets
Sale of tangible and fixed assets

Exchange of business with George Wimpey plc
Purchase of subsidiary undertakings
Sale of subsidiary undertakings

Net cash inflow from investing activities

Equity dividends paid
Net cash inflow before financing

Financing
Issue of ordinary shares
Short and long term bank loans
Net cash inflow from financing
Increase in cash

£m £m

59.5
(46.3)
2.4

(60.5)

48.0

(49.1)
(46.0)

78.5

32.5

(76.2)
15.7

45.3
(40.9)

43.6

1.1
77.4

Figure 4.6 Cash flow statement
Source: Tarmac plc Annual Report, 1997



statement below, it can be seen that net investment in tangible 
and fixed assets was £60.5 million which was financed by the net
disposal of financial assets in subsidiary undertakings and the
exchange of business with another contractor of £48 million, as well
as issuing shares during the year worth £1.1 million and borrowing 
£77.4 million. This use of external finance enabled Tarmac not only
to pay its shareholders a dividend of £49.1 million, but also left it
with an increase in its cash reserves of £32.5 million at the end of the
year.

One entity’s acquisition of a financial asset is balanced by someone
else’s equal acquisition of a financial liability. The very same piece of
paper, such as a bond, which is an asset to its owner is a liability to its
issuer. This is a reshuffling of claims on national income. Financial
transactions redistribute the immediate use of money wealth from
savers and lenders to borrowers. Debt finance implies a reverse redistri-
bution of income in the future from borrowers to lenders. In the
process of these financial dealings, nothing is done to raise productive
capacity or future national income. Financial assets are merely, in
effect, claims to a share in whatever gross income may be made by the
entity acquiring the financial liability. Should this income prove
insufficient to meet these claims, the owners of financial assets then
usually have the right to the proceeds from the forced disposal of the
real assets of the borrower.

Thus real assets, owned by the borrower, need to underpin the
financial assets owned by the lender. Most lending in a capitalist
economy is to businesses. Therefore, interest is a claim on gross profit
incomes. Consumer credit to wage earners means that credit interest
payments also become a claim on future wage incomes.

The typical form of financial asset and liability is indeed the loan. A
bank balance created by a bank granting a loan adds a corresponding
financial liability into the accounts of the borrower, and a financial
asset into the accounts of the bank. The borrower is liable for the
repayment of the debt. A company depositing money with its bank
involves the reverse – the firm acquires a financial asset, and the bank a
financial liability. In this instance, the bank acquires a debt corre-
sponding to the size of the deposit.

Apart from loans, bonds and other kinds of debt, shares in compa-
nies are another form of financial asset. Although shares are a financial
asset to the share owner, they are not a legal liability to the company
that issued the shares, in the sense that the issuing company has no
liability to repay the nominal value of the shares although there is a
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virtual liability to pay dividends. Hence, in spite of incurring a reduc-
tion in the value of its net assets from £928 million in 1995 to £862
million in 1996, the directors of Tarmac decided that the firm should
pay its shareholders a dividend of £50.9 million.

National accounts again – the composition of national
income

In Table 4.2b, income from self-employment, gross trading profits and
rent are all shown before providing for depreciation (i.e. are gross of
depreciation). NNP, on the other hand, shows what national income
would be after providing for depreciation – that is why it is called ‘net’
national product. Total net income from self-employment, gross profits
and rent would therefore be £ billion £107 billion (i.e. 57 + 62 + 50 – 62);
the sum of incomes to owners of capital less provision for depreciation
(‘consumption’) of that capital.

To measure income gross in Table 4.2b, we have to add back any
income ‘that would be available if no deduction were made for depreci-
ation’. This is already done for companies, in gross profits. The last row
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Table 4.2a National accounts, 1992

£ billion
Sub-totals Totals

GNP at market prices 601
Net property income from abroad 4
GDP at market prices 597
Factor cost adjustment (taxes on expenditure less subsidies) 81
GNP at factor cost 520
Capital consumption 62
NNP at factor cost 458
GDP at factor cost 516

Table 4.2b National accounts, 1992, by type of income

£ billion

Income from employment 343
Income from self-employment 57
Gross trading profits 62
Rent 50
Imputed consumption of non-trading capital 4
GDP at factor cost 516



makes the parallel allowance for the other, ‘non-trading’ sectors, i.e.
government and non-profit making bodies. Note its small size. We
shall have cause to return to the question of the rate of depreciation on
government-sector built stock later, and discuss why the figure shown
above is so low.

The figures in Table 4.2c are the value added figures on the pro-
duction account for each sector. That is, they are the sum of wage
incomes of people working in a sector plus the gross profit, gross
trading surplus, rent and self-employment incomes of businesses and
other organisations in a sector. Thus, for instance, the figure for per-
sonal sector income is not the income that ends up in the personal
sector, but the income generated by production activities regarded 
as taking place within the personal sector, i.e. in unincorporated
businesses or by the self-employed.

Income and expenditure in the corporate sector

In the Blue Book (1993) (Chapter 5 – Companies sector accounts) we
can likewise trace gross profit income through the appropriation and
capital accounts, to arrive at the financial balance.

In Table 4.3 the figure for non-trading income arising in the UK
refers to the whole corporate sector including financial companies. The
profit income of financial companies is viewed as non-trading income.

It is clear, then, that by producing output, firms add value to their
inputs. The value added is then taxed and divided between the
owners of firms, the owners of land and buildings used, the owners
of finance borrowed, and the labour employed by the firms. Their
income net of tax can then be saved or used to purchase goods and
services, while government can use tax revenues for public sector
spending. At the same time, firms use their retained profits and
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Table 4.2c National accounts, 1992, by sector of employment

£ billion

Personal sector income 137
Corporate sector income 294
Government sector income 85
GDP at factor cost 516

Source: National Accounts, 1995 edition, Tables 1.1, 1.4 and 2.6.



106 Accounting for Production and Assets

Table 4.3 Financial balance of the corporate sector, 1992

Sub-totals Totals
Corporate sector £ billion £ billion £ billion

Appropriation account
Gross profit income 147

arising in the UK

gross trading profits made in UK 65
rent arising in UK 5
non-trading income arising in UK 49
sub-total gross income arising in UK 119

arising abroad

profit on direct investments abroad 14
other profit arising abroad 14
sub-total gross income arising abroad 28

appropriation of income (99)

dividends 24
interest payments 53
remitted abroad 5
UK taxes on income 15
Other 1

Balance undistributed profit income 47

Capital account
Gross retentions (receipts)

Undistributed income 47

less provision for stock appreciation –2
less provision for depreciation –36
after providing for stock appreciation  9
and for depreciation

Investment (expenditure) (54)

Gross fixed capital formation 54
of which

replacement of capital consumption 36
net fixed capital formation 17
increase in value of circulating capital 0
Balance financial deficit (gross retentions (6)
less investment expenditure)



borrowing to maintain and increase their productive capacity over 
time.

It is important to distinguish between the mass of profit and the rate
of profit. The mass of profit is the total amount of cash generated
remaining after all other costs have been met. It is the total of all
distributed and retained profits. The rate of profit is the amount of
profit per £1 of capital owned and used. It is therefore quite possible
for a large firm to generate a larger mass of profit than a smaller firm
which generates a higher rate of profit.

The ability of firms to invest depends on the amount of profits they
retain, which is derived from the mass of past profits, and the amount
of money they borrow, which is affected by interest rates and the
climate of business confidence. The last factor is important because
investment is essentially concerned with the future, and the firm’s
expected ability to repay any loans in the future. The confidence firms
have to invest therefore depends on the expected rate of profit needed
to cover the rate of interest and repay a loan.

Retained profits are a major source of internally generated finance.
Moreover, the greater the amount of retained profits, the greater 
the assets of the firm and, as lenders gear their funding to the assets 
of the borrower, the more money the firm can borrow. As an alter-
native to borrowing, firms may issue shares, which enables joint 
stock companies to expand their monetary assets by drawing in 
more shareholders. This dilutes the control of existing share-
holders in the hope that the new funding will allow the firm to
expand.

Investment demand fluctuates from year to year depending on past
performance and expectations about future market trends. As most
major investment decisions involve construction, fluctuations in
demand for construction follow the pattern of investment decisions.
As demand fluctuates so too does construction output. Thus, a kind of
dynamic economic cycle is created. Profit income partially determines
investment expenditure, which in turn determines output, and output
in turn determines profit income. This accounts for fluctuations in
construction output from year to year.

However, taking a longer term perspective, say over decades, these
fluctuations begin to appear as fluctuations in the rate of growth in the
stock of the built environment over time. Investment in buildings is
measured in the national accounts as part of net capital formation. As
this investment is durable, it tends to be cumulative as the new build-
ing work in any one year is additional to the existing stock of buildings
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and infrastructure, after demolition and excess of capital ageing over
repair and maintenance have been taken into account. In this import-
ant sense construction as a part of net capital formation is a major
contributor to the rate of growth in the productive capacity of the
economy.

Stocks and flows of the construction industry

Having looked at the stocks and flows in the accounts of the national
economy and an individual firm, we now turn to the stocks and flows
of the built environment sector. Figure 4.7 shows the relationship
between the stock of the built environment and the flow of construc-
tion activities which cause the stock to increase over time.

In Figure 4.7, t0 represents the start of year 1, and t1 is the end of year
1 and the start of year 2. The flow chart begins with the stock of the
built environment at the start of year 1. This stock provides the poten-
tial services of the built environment, measured in neoclassical eco-
nomics by the sum of rents and imputed rents for the use of all
buildings and the imputed value of the use of all of the built infrastruc-
ture. The potential flow of services depends on the quantity of existing
buildings and infrastructure. Each year a certain number of buildings
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Demolition
in year 1

Deterioration
in year 1

New build
in year 1

Repair and
maintenance
in year 1

BUILT STOCK
at t0

BUILT STOCK
at t1

CAPACITY
Annual flow of
services in year 1

CAPACITY
Annual flow of
services in year 2

Figure 4.7 Stock flow relationships in a world without qualitative economic
change: the gross capital stock



are demolished. While the remaining stock gradually deteriorates with
time, some of it receives spending in the form of repair and mainte-
nance, whereas the rest continues to serve without any intervention by
construction firms. Moreover, each year some new buildings and civil
engineering works are completed and they are added to the built stock.
At the end of the year the total stock of buildings and structures pro-
vides the capacity to produce a flow of services is the following period.
Of course this is a schematic simplification, since stock is continually
changing throughout any year and consequently this alters the capac-
ity of the built environment, continuously, rather than in discrete
annual jumps.

Capacity of the built stock is a measure of the potential of that stock
to provide a flow of services in the form of useful accommodation of
activities. Gross capital stock is a measure of that capacity, in contrast
to net capital stock, which is a measure of the book value of built stock
after depreciation, which is given in the accounts of its owners. In a
simple model of stock replacement, we can begin by assuming no tech-
nical or qualitative demand change. This permits the use of valuation
at replacement cost. Inflation would then be the only reason replace-
ment cost did not equal historic cost. The net value of an item of
capital stock can be computed by combining a measure of replacement
cost with a measure of depreciation, and this may or may not be
approximately equal to its disposal or market value. In company
accounts, firms mostly value capital stocks at historic cost less depreci-
ation. However, this approach begs the question that there is a funda-
mental potential difference between a valuation based on historic or
replacement cost less depreciation and a valuation based on the value
from expected profitability over an asset’s remaining economic life.

This difference explains why both profits and losses arise on disposal
of assets. Disposal value does not equal book value. Market value does
not equal historic cost less depreciation. This is also the reason firms
revalue their assets up or down from time to time. It also creates a fun-
damental difference between the valuations of net fixed assets in
company accounts and the Blue Book’s valuations of net capital stock,
which are put at written down replacement cost. This is done simply so
that annual capital consumption is measured in the same prices as
current transactions, and thus can be sensibly deducted from GDP to
compute NDP or national income (UK National Accounts, Sources and
Methods, 1985 edn, p. 199).

Now, in a world of no qualitative change in demand or technology,
we could make use of the CSO/ONS concept of net capital stock at
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replacement cost. In such a world, retired assets would actually be
replaced by identical equivalents. We could therefore value existing
assets by finding the market value of an identical, new replacement
asset and then deducting depreciation from this, to reflect the fact that
the existing asset is not in fact new, and does not have as many
remaining years of economic life in it as a new identical asset would.

The capital stock could then only change in two dimensions. First it
could grow or shrink in terms of the number of assets of a constant
type in existence. Second, it could age or get younger in terms of the
average age of assets in the existing stock. However, in a world with
qualitative economic change, two things happen to add two more
dimensions to the possibilities for change in the capital stock. Existing
assets can be modified to adapt them to meet new demands or embody
new techniques of production, and new assets are added to the stock
which are not identical equivalents of existing assets. This is the real
world of qualitative economic change that we will try to deal with in
the next chapter.

In Figure 4.8 the total stock consists of all the sub-stocks combined
within the area bounded by the dotted line. Each existing sub-stock
ends the year with a lower value than it had at the start of the year.
This is shown by the depreciation outflows. With straight line depreci-
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Figure 4.8 Stock flow relationships in a world with no qualitative economic
change: the net built capital stock



ation, these are each equal to 1/n th of their initial valuations.
However, if prices of capital goods are rising in current price terms
through time, this fall in value is offset by the appreciation of replace-
ment cost inflows.

Whereas repair and maintenance can be made to fit into a modified
gross capital stock diagram, by making the assumption that there will
be a natural decline in productive capacity of an asset as it ages, and
deteriorates, and that this can be offset or countered by repair and
maintenance activity, it is hard indeed to fit repair and maintenance
activity into a net capital stock model. Really, this can only be done by
allowing the lifespan of an asset to be a variable rather than a predeter-
mined constant. Then the greater the flow of repair and maintenance
the longer the assumed asset lives, the smaller the annual depreciation
and the greater the duration, n, before stock is fully depreciated so that
its value is zero and it makes no contribution to the valuation of the
whole net capital stock. However, the whole net capital stock valuation
method is based on the idea that assets have a predetermined fixed
lifespan. Only thus can the perpetual inventory method be used to
convert data on fixed capital formation into estimates of value of net
capital stock. Remove this assumption and we would need a method of
directly measuring capital consumption per year and no such method
exists.

Concluding remarks

Taking a set of company accounts, one can model the data according
to a logical sequence of events. The first stage is the production phase
and this is measured in company accounts using the operating
account. Analysis of the operating account reveals the value added by
the firm in the course of trading over a year. Having produced added
value in the course of a year’s trading, profits (or losses) are created.
The appropriation of these profits between interest payments, rent,
retained and distributed profits can be seen in the profit and loss
account. The balance sheet can then also be used to show changes in
assets (or capital) reflecting investment decisions in the capital
account. Finally, borrowing and lending is revealed in the financial
account based on the balance sheet and the sources and application of
funds statement of the firm. National accounts can be used to model
the same production, appropriation, capital, and financial accounts at
an aggregate national level.
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If one attempts to apply flow and stock concepts to the built envir-
onment, it is clear that one measure of the built environment would
need to be based on its capacity. Such a method enables aggregation of
the diverse buildings and structures that comprise the built stock.
However, changes are continually occurring to that built stock. This is
the work of the construction industry, like gardeners tending their
plants. As structures are demolished or retired the quantity of the built
environment is reduced, while construction work on existing stock and
new construction maintains and enlarges it.

The next chapter deals entirely with stocks through time. Statistics of
stocks provide information on the quantity of accumulated resources
on any given day. In the real economy, the main economic stocks are
fixed and circulating capital, as well as the workforce, while in the
money economy, the main economic stocks consist of financial assets
and liabilities.

Notes
1. Census of Production and Business Monitor were replaced in 1996 by PACSTAT

CD-ROM, and Census of Production renamed Annual Survey of Production and
Construction.

2. Tarmac plc, one of the UK’s largest construction sector corporations; subse-
quently divided into two corporations, Tarmac and Carillon plc.

3. Firms usually deduct depreciation after stating gross operating profit. That is,
it is included with administration overheads in ‘other expenses’. However, it
can be deducted earlier, as in Tarmac’s case. In any event, we need to
remember that depreciation is not an actual expenditure, and that gross
valued added should be calculated before deducting depreciation.

4. One quirk, that causes much difficulty in analysing the construction indus-
try in particular, is that, in the national accounts, self-employment incomes
are grouped together with profit income. The rationale for this is the idea
that self-employed individuals are in effect petty-capitalists, and that at least
part of their income consists of ‘profits’, whilst the other part consists of the
‘notional wage’ they would have earned as workers had they in fact sold
their labour-power to an employer instead of ‘working for themselves’. Since
this income is, conceptually, a mix of wage and profit, it might as well be
put in the one category as in the other. This is valid for ‘jobbing builders’,
self-employed individuals running businesses and selling their output to cus-
tomers. However, most ‘self-employment incomes’ in construction are not of
this kind, but are the wage incomes of ‘labour-only subcontractors’ (LOSC)
and properly should be transferred to the wage income figure. We are not
able to make this adjustment because we do not have regular data on just
what proportion of all ‘self-employment’ income in construction consists of
LOSC wages.
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5
Value of Stock and Flows of Built
Capital at National Level

Introduction

This chapter deals with the central issue of capital, its definition, and
valuation. We look at the problem of the valuation of land, and discuss
various concepts of capital. Capital is linked to the productive capacity
of an economy, via investment in fixed capital, especially buildings
and infrastructure. The chapter ends by applying the stock and flow
concepts of Chapter 4 to capital and investment in the national
income accounts.

Built structures, whether buildings or civil engineering works, take
substantial time to produce. Once produced they are consumed or
gradually used up over the longest periods of any produced commo-
dity. With certain levels of expenditure on repair and maintenance
they need never be used up at all, in the sense of becoming physically
worn out. However, it is more doubtful whether any level of expendi-
ture on improvement and adaptation of buildings can necessarily
indefinitely postpone the moment when eventually they no longer
meet a need. The land on which built structures sit, on the other 
hand, is not produced at all, nor, in principle, is it ever necessarily used
up.

The valuation of property and real estate

Several alternative methods are commonly used for valuing property.
In one, the capital value of a piece of property depends on the
expected future income it will provide for its owner. This income in
turn depends on the expected revenue from rent less the expected cost
of maintaining and operating the property. The expected revenue of a
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building or land depends upon its expected usefulness to future occu-
pants. This method of valuing property can be applied to buildings
whether or not they are owned by the occupier. Owner-occupiers are
regarded as paying themselves an imputed rent, as if they were their
own landlord. The multiple of next year’s net rent that gives the
capital value is called the years’ purchase. Alternatively, all future years’
net rents can be discounted to their equivalent present value to give a
net present value (NPV) version of capital value (Gruneberg, 1997).

Ownership of the built environment normally takes the form of a
combination of buildings and land. While the built structures them-
selves normally lose their capital value as time passes, the land or site
often gains or appreciates in capital value over time. The combined
capital value of property may rise or fall over time depending on which
process is the stronger – the depreciation of the built structure or the
appreciation of the land.

Not all built structures have capital values derived in the same way as
privately owned property. For instance, many buildings and built struc-
tures are public goods, such as roads and bridges, the use of which is
supplied free of charge to users. The value of any given built structure
as a form of capital does not depend upon its physical characteristics or
type of function or even its value to users. The value of property as a
capital asset depends on who owns it and whether or not the useful-
ness of the structure contributes to an output that is in turn sold or
commodified. Its value also depends on whether or not the land and
the buildings can be sold together or separately without restriction and
whether or not the site or the buildings can be converted to other uses.

If there are no restrictions on its sale, a property is said to be freely
alienable. That is, it is possible to separate the rights to use a property
from the rights of the general public. For example, if land presently
owned by the state and used for a park or a school is alienable and
convertible then it has a potential capital value equivalent to its oppor-
tunity cost, that is, its value in the highest rental paying alternative
use. Since the early 1980s, an increasing proportion of the built 
stock in the UK has been given a capital value in this way, mainly
because of infrastructure and housing privatisation and the increased
alienability of property, which had originally been built to provide
public goods.

For built stock which is not commodified, then, because it has no
realistic rental value and hence cannot have a capital value derived by
capitalising this rent, alternative procedures for valuing property are
used to measure its value in the accounts of its owner. These valuation
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methods are based either on original historic purchase prices or upon
replacement costs, less an allowance for depreciation. These indeed are
the methods used to value the entire built stock in the National
Accounts.

Historic prices and replacement costs can, however, produce valua-
tions that are very different from those based upon expected net
income from the ownership of the property. Indeed, land is not valued
at all in the capital formation and capital consumption parts of the
National Accounts and is not even counted as a part of the national
gross capital stock, because it is neither produced nor destroyed, and
therefore has no historic cost of production or replacement cost.
However, holdings of land do appear as a major part of the value of
assets of companies in company accounts, and do appear in the
Balance Sheets in national accounts, where an attempt is made to
measure sectors’ net worth or wealth. In the Blue Book Balance Sheets,
‘in principle all marketable financial assets and land and buildings [are]
included at market value’. Other assets for which no recognised market
existed, for example, plant and machinery, were included at their
‘most useful’ valuation, in this case replacement cost net of deprecia-
tion (CSO, 1985, p. 202).

The implication of the treatment of land in the Blue Book is that the
productive potential of the land as a factor of production is constant
and therefore it does not have to be measured. However, environmen-
tal economists have recently begun to point out that the productive
capacity of land and natural resources may actually be seriously
depleted through time, if natural resources are used and not replaced,
or if the surface of the land itself is used so intensively or so polluted as
to lose permanently its fertility or usefulness. This stock of what may
be called natural capital has a broad definition and consists of land,
which is owned as property, as well as the air and the sea, which are
not owned in the same sense. To economists, once a natural resource,
such as water in a mineral spring, or natural gas, becomes someone’s
property, and capable of yielding its owner a rent, it becomes ‘land’,
regardless of its physical form. From these simple observations flow
many significant consequences.

The capital stock in the National Accounts

In the relevant chapters of the Blue Book, capital stock is divided into
two main categories in the national accounts. The first is durable
capital stock owned by the government, corporate and personal
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sectors. Durable capital stock consists of machinery, vehicles, dwellings
and ‘other buildings and works’. The second category, referred to
simply as ‘stocks’, is held by the corporate sector only and consists of
the stocks of materials, work in progress and unsold goods. These two
categories correspond, respectively, to economists’ concepts of fixed
and circulating capital. Like all measurements of stocks of any kind,
they refer to the amounts in existence at one moment – in this case, at
the end of the calendar year.

For an idea of the rough relative magnitude of fixed and circulating
capital stocks in the whole economy, we can compare figures in the
national accounts. In 1992 total gross fixed capital stock was £2,531
billions, valued at 1990 replacement cost. The total value of stocks held
was £121 billions, at current (1992) market prices. Because the value of
stocks is relatively so small, most analysis of the capital stock focuses
exclusively on the fixed capital component, and we shall do the same,
until we come to look at the capital assets of construction firms, where
stocks can loom large relative to fixed capital.

Of that gross fixed capital stock of £2,531 billions, £1,791 billion or
71 per cent consisted of built stock, including dwellings and other
buildings and civil engineering works. The remaining 29 per cent
consisted of all the stocks of plant and machinery (25 per cent) and
vehicles (4 per cent) in use in industries throughout the economy.
Unfortunately these figures contain some inconsistencies. Because of
the inclusion of dwellings as part of the built stock, the figures for 
built and other fixed capital stock do not in one sense compare 
like with like. Machinery found within dwellings (kitchen equip-
ment and so on) is not included in the stock of plant and machinery,
nor are cars owned by households included in the stock of vehicles.
Instead these are classed as durable consumption goods, on the grounds
that, unlike dwellings, they have left the circuit of commodity produc-
tion and exchange. They will not be used to produce saleable outputs
or rented out to yield an income. Similarly, one could point out 
that most of the income dwellings will yield to their owners is only 
an imputed income. In an important sense, dwellings are also a
durable consumer good. Yet dwellings are included in the calculation
of capital stock. Once we start measuring imputed income for one 
kind of durable consumption good, why not do so for others, and
impute a charge made by individuals as owners of cars to themselves as
users?

Part of the confusion concerning the definition of capital stock arises
from the different ways of looking at the concept of capital, depending
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on the particular use capital is expected to fulfil. In fact there are three
different concepts of capital, which could conceivably be used to calcu-
late the fixed capital stock. For some purposes, each is valuable as an
idea, but we need to be clear when we shift from one concept of capital
to another.

The first concept is that all durable goods capable of producing a
flow of useful services or benefits in the future, regardless of actual cash
flows, should count as capital. This concept relates capital to a stream of
utility or satisfaction. This is the argument for counting private cars
and household equipment as part of the capital stock, as well as public
goods such as roads.

A second definition of capital is that it is an asset whose ownership
yields an income. This distinguishes capital from mere wealth. For
instance, a car would then be wealth, if owned by a household, but
capital if owned by a car rental or leasing company. Money in a per-
sonal bank account is financial wealth but the same money is financial
capital if it is in the bank account of a business, because the business
will spend it to make profits, an income, whereas an individual will
spend it on personal consumption, which will yield personal satisfac-
tion, but not an income. Therefore this definition of capital emphasises
the significance of a stream of income in valuing assets.

The third idea takes a narrow approach to defining the concept of
capital. Capital is only that wealth which is used to produce outputs of
commodities, goods or services sold to users. In this case, not only
would owner-occupied dwellings not be capital, but also nor would
public buildings and works, including roads, schools, hospitals, etc.,
because this concept of capital views capital in terms of a stream of
production of commodities.

In spite of the problems just discussed concerning the definition of
fixed capital stock, the figures given in the Blue Book show one thing
of particular relevance to the study of the economics of the built envir-
onment. Namely, as mentioned earlier, over 70 per cent, of the total
national stock of fixed capital is comprised of built stock. Anything
which affects the value of the built stock, therefore, will clearly have a
great effect upon the value of the total national capital stock, and,
most probably, vice versa. Since the real capital stock is one of the
factors of production, it is a source of an economy’s productive capac-
ity. The larger this stock the greater will be potential output. Economic
growth is the increase in actual output over time, usually measured by
the rise in GDP, and is limited by the rate of increase in capacity or
potential output.
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Types of fixed capital stock

Capital stock can be defined in a variety of ways depending on the use
of the concept we intend, just as different tools have different appli-
cations. To begin with we need to distinguish between directly produc-
tive and indirectly productive capital stocks.

Directly productive capital stocks are those which are used by industrial
capitalists to produce output that is sold as a commodity on the
market. The capital stock is then directly productive of the exchange
value of that output. Normally, industrial capitalist enterprises will
only add to the stock of fixed capital they own, if they are confident
that they will immediately be able to use it fully in production. An
addition to the stock frequently indicates an addition to the use of that
stock to produce an increase in output.

Indirectly productive capital stocks are those which are used to add to
the productive capacity and output of other enterprises besides their
owner. Thus new roads add to the productive capacity of all enterprises
in a position to use them. However, they do not produce an output 
or an income for their owner, if the owner is in the public sector 
such as the Ministry of Transport. With indirectly productive invest-
ments, the public sector owner has to decide on behalf of users how
much capacity they will require. The choice for government may lie
between excess capacity of, for instance, the Humber Bridge, or
insufficient provision, as can be seen with the congestion on the 
M25 motorway.

It is therefore possible that there will be a provision of indirect
capital stock ahead of demand, for one of three main reasons. The state
may wish to stimulate and encourage increases in private investment
and output and provide new roads or universities or industrial estates
as a way of doing this. We may think of this as ‘you-may-take-a-horse-
to-water-but-you-can’t-make-it-drink’ public investment, which may or
may not achieve its objective. Alternatively, the state is often in a posi-
tion to take a long view and may therefore commission a bridge with
capacity to meet projected demand in twenty years’ time, because it is
technically more efficient overall to do this rather than build a smaller
bridge now and then another in five years’ time, and then another,
and so on. A third reason for the possible excess capacity of public
sector provision of indirect capital stock is because the state may be
simply over-optimistic in its forecasts of public demand. The argument
is that there is likely to be a bias towards over rather than under esti-
mation, because estimates of what is likely, get confused with desirable
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targets in government forecasts of growth in the economy and hence
in demand for these indirectly productive facilities.

It is even more likely, perhaps, though for a quite different kind of
reason, that there will be an under-provision of such infrastructure.
This is likely if the government does not wish to raise taxes or raise its
financial deficit (PSBR). In that case, government is more attentive to
financial market and general taxpayer interests, than to infrastructure
user interests.

The concept of infrastructure is often used to cover both this kind of
indirectly productive investment and capital stocks of a rather different
kind, which do produce a saleable output for their owners but yet have
a general influence on the capacity of the whole economy. Additional
electricity generating capacity is an investment of this latter kind, for,
whilst it does indeed produce a saleable output for electricity com-
panies (and thus is directly productive), it also adds to the total pro-
ductive capacity of the whole economy, in a way that would not be
true of, say, a new shoe factory. Because infrastructure exists in all parts
of a country to a greater or lesser extent, it becomes a major element in
the decision making process of virtually all firms and individuals,
when choosing to locate in a particular area. We propose to use the
concept of spatial infrastructure to cover all capital stocks which have
this kind of effect.

Like other kinds of buildings and works, but unlike the vast majority
of inputs to production, there is no possibility of importing spatial
infrastructure. While the electricity itself may be imported, the infra-
structure by which it is conveyed, the National Grid, must be located
in the country in order to reach potential consumers. The distribution
of the stock of spatial infrastructure therefore places an upper limit on
the potential output of a whole national or regional economy, made
up of all the enterprises and industries in that national or local econ-
omic space. Spatial infrastructure is therefore to be distinguished from
ordinary items of capital stock, which we shall call free-standing. Free-
standing capital stock only affects the capacity of its owner’s firm,
because its outputs, however generally required as inputs to other
industries, can be supplemented by imports.

An intermediate case between directly and indirectly productive
capital consists of industries which, though they produce a saleable
output, operate at a loss because their owners are able to capture, in
the prices they charge, only part of the value of the benefits their
investment produces. Railways, and public transport systems generally,
are a classic example. The general effect is known in economics as that
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of positive externalities. For example, all road users would benefit from
new metro lines, which would reduce road congestion. But road users
in a city cannot be made to pay the owner of the metro for this benefit.
It may be that revenue from fares alone will not cover the costs of a
new line, but that total economic benefits from the line would never-
theless greatly exceed its cost. This, of course, is one of the main argu-
ments in favour of government subsidies for public services.

Just because capital stock exists does not mean that it will be used,
and obviously it is only utilised capital stock that will contribute to
output. We do not actually know whether under-utilisation, taking one
year with another, is more prevalent in one sector of the capital stock
or another. What we do know is that it is a recurrent problem for many
industries and that under-utilised capacity plays an important role in
determining the rate of profit of firms. Bowles and Edwards (1993) for
instance highlight the issue in manufacturing industry. The stock of
buildings is also prone to over-capacity especially during recessions
and the problem of under-utilisation of the built stock may even be a
greater problem than the under-utilisation of plant, machinery and
vehicles.

This is because of the greater planned life of buildings. If the stock of
machines turns out to be in excess of what is needed, one or two years
of non-replacement of machines when they are retired will be
sufficient to achieve a major percentage reduction in that stock. How-
ever, at present rates of actual housing retirement, through demolition
or conversion to non-housing uses, it would take about one hundred
years of non-replacement of retired dwellings to eliminate 10 per cent
of the housing stock. Because of the durability and the spatially fixed
nature of buildings compared to machinery, the nature of the capital
stock invested in the built environment is relatively inflexible in the
long term. Because of the length of time needed to adjust the stock of
buildings, the built environment is prone to over-capacity at certain
times and in particular locations.

Machines and plant are designed to have an engineered capacity
which sets a fixed upper limit to their capacity to produce output. A
pipeline can only carry a certain maximum flow; a machine can only
run at a certain maximum speed. However, economic capacity refers to
the level of utilisation at which the cost of production per unit is at a
minimum, and in many cases this may well be rather less than the
engineered capacity. Beyond the least cost volume of use, costs per
unit may then increase rapidly with further increases in utilisation. If a
firm tries to expand its output in the short term without investing in
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machinery it will eventually hit the steeply upward sloping part of its
cost curve and then it will hit the engineered capacity of its stock of
machines. The main way the engineered capacity can be approached,
and the main alternative therefore to investment, is to work the
machines for more hours per day or per year by, for instance, introduc-
ing overtime or double shifts for the workers.

Buildings are rather more flexible with regard to the maximum use
that can be made of them per hour. Layouts of work stations and
departments can be re-arranged. Home working by staff and desk
sharing can be increased. More workers and more machines can be
squeezed in, albeit at a cost of lost efficiency in the use of labour and
machines. Expansion of university education during the 1980s and
1990s has meant that the same university buildings, for example, are
often being used to teach many more students than they contained
prior to the growth in student numbers. Greater numbers use the
buildings than they were designed to accommodate. This reflects the
flexibility of the capacity of buildings in the short term. It is not possi-
ble to predict what increase in the floor area of the built stock of any
industry would occur over a period even based on accurate forecasts of
its output, without the risk of serious error.

Over the long term, the direction of technological change in many
industries has been to reduce the amount of built stock in terms of
floor area (though probably not in terms of value), that is required to
produce the same output as before. In part this is because built space
has become an increasingly expensive commodity to buy, and there is
always a special incentive to re-design production methods in the long
term to economise on the use of an increasingly expensive input. Thus,
much of the impetus behind new hospital technologies of treatment
has been the desire of the health authorities to reduce the time spent
occupying hospital space by each patient. The result has been that
more operations than before can be performed in fewer hospitals, and
thus demand for hospital building has been reduced below what it
would otherwise have been.

The valuation of fixed capital in the National Accounts

In the national accounts fixed capital is valued in two different ways.
In 1990, the gross value of fixed capital at 1990 replacement cost 
was £2,410 billion, whereas the net value at current replacement cost
was almost £1,000 billion less at £1,547 billion. The value of fixed
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capital therefore depends on the method of valuation and the method
of valuation selected depends on the use to which the valuation will be
put.

Valuation at gross replacement cost is called gross because it takes
no account of depreciation of items of capital stock. Each item is
valued as if it were new. Replacement cost is used to value items just as
with a superior domestic household contents insurance policy, in
which items are valued not at their original cost, but at what it would
now cost to buy replacements. If these items are still being produced
in unchanged form, this is straightforward to calculate. If not, the
replacement is envisaged as an item with the equivalent productive
capability per annum.

The concept of the gross capital stock is useful in measuring the pro-
ductive capacity of the economy. The underlying idea is that a
machine or building continues to yield the same contribution to
output each year regardless of its age, until it reaches the limit of its
useful life, when this contribution falls to zero and it is scrapped. If we
want to measure the capacity of, say, an airline to carry passengers in
the coming year, we would count up all its stock of planes. Each
Boeing 747, or whatever, would have the same capacity whether brand
new or ten years old.

In order to remove the effect of price changes, all items in the gross
capital stock are valued at constant prices, using a common year’s
prices (in this case, those of 1990). The purpose of using constant
prices is to measure changes in the volume of the capital stock from
one year to the next. This shows the rate at which the productive
capacity of the capital stock is increasing.

If, on the other hand, we wish to measure the wealth of a company,
the value of its capital in the sense of what it would be worth to a
buyer of shares in the firm, then we would measure fixed capital at net
value, which takes depreciation into account. Older assets would be
worth less than newer ones, because the stream of income to be
expected over the whole of the remaining lifespan of older plant and
machinery would be less.

In order for depreciation provisions to be sufficient to pay for the
replacement of capital items when they are retired from the stock, the
depreciation should be calculated as a percentage of replacement cost
and not historic cost. Because of inflation, replacement cost will nor-
mally be much greater than historic cost. However there are cases, like
computers, where the effect of rapid technical progress in increasing
the output of computing power obtained from the same real amounts
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of resources required to make the computer, more than offsets the
effect of inflation, so that replacement cost becomes lower than
historic cost.

Net capital stock should be valued at current replacement cost.
Inflation in the replacement cost of capital items will then increase this
valuation, but that is appropriate, because the same inflation will actu-
ally increase the monetary worth of the capital stock. Net capital stock
at current replacement cost shows what fixed capital stock is worth on
a particular day.

Stocks of capital and flows of investment

The value of the capital stock is related to the values of investment and
disinvestment flows. Investment increases the stock of capital while
disinvestment diminishes it. This can be seen in (5.1), which shows
gross capital stock is equal to the gross capital stock in the pre-
vious period plus gross investment (which is called ‘gross fixed capital
formation’ in the Blue Book), less retirements:

GCSt = GCSt-1 + GFCF – RCS (5.1)
where

GCSt = Gross capital stock at time, t
GCSt–1 = Gross capital stock at time, t–1
GFCF = Gross fixed capital formation during the

period t–1 to t.
RCS = Retirements from the capital stock during the

period t–1 to t.

NCSt = NCSt–1 + GFCF – FCC (5.2)
where

NCSt = Net capital stock at time, t
NCSt–1 = Net capital stock at time, t–1

FCC = Fixed capital consumption during the period
t–1 to t.

In (5.2), net capital stock is equal to the net capital stock of the pre-
vious period plus gross fixed capital formation during the period less
fixed capital consumption during the period.

Retirements measure the physical removal of obsolete items from the
capital stock and therefore imply the concept of replacement 
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investment, the amount of investment needed in a year to keep the
gross capital stock, and its productive capacity, at the same level as
before. GFCF in excess of retirements is sometimes called additive
investment, because it adds to total productive capacity.

Capital consumption as a concept is related to depreciation, and
measures the partial loss of worth of items that remain in use as part of
the stock. Thus while a part of the capital stock is retired in any given
year, and therefore then disappears altogether, all of the stock is
subject to depreciation or capital consumption.

The change to the net capital stock is GFCF minus capital consump-
tion and is known as net fixed capital formation (NFCF). NFCF meas-
ures the increase in the net worth of the fixed capital stock and it is the
ownership of fixed capital to which it applies, because it is a measure of
wealth. Equation 5.2 could therefore be written as:

NCSt – NCSt–1 = GFCF – FCC (5.3)
NCSt – NCSt–1 = NFCF (5.4)

where
NFCF = Net fixed capital formation during the period.

In 1992, according to Table 5.1, the government sector owned around
25 per cent by value of the total stock of wealth in the form of fixed
capital, while the corporate sector owned around 40 per cent and the
personal sector owned around 35 per cent. The personal sector’s wealth
is overwhelmingly in the form of dwellings, and much of it therefore
actually yields only imputed incomes, whilst much of the government
sector’s wealth consists of public goods that yield no income at all to
the government, imputed or otherwise.

Buildings and works, including dwellings, at £1,120 billion accounted
for 73 per cent of the total stock of wealth. Even in the corporate
sector, including manufacturing industry, all buildings and works at
£278 billion were only marginally less than the value of plant and
machinery at £297 billion.

If one compares the figures in Table 5.1 with those of a decade
earlier, the most significant change in the period reflects the privatisa-
tion or shift of public corporations and their fixed assets from the
public sector to companies in the private sector. Table 5.2 shows the
percentage of all fixed assets held by public corporations, the private
sector, and local and central government in 1982 and 1992 at current
replacement cost. While the share of private sector holdings of fixed
assets rose from 57 per cent to 75 per cent, the public sector’s share of

124 Accounting for Production and Assets



125

Table 5.1 Net capital stock, by sector and type of asset at current replacement cost, 1992

Type of 
Private sector Public sector

Total
asset Personal sector Corporate sector Government sector

Personal Industrial and Financial Public corps. Central govt. Local 
commercial institutions authorities
companies

£ billion £ billion £ billion £ billion £ billion £ billion £ billion

Vehicles, ships 8.8 38.9 3.9 4.4 0.7 1.4 58.1
and aircraft
Plant and 21.8 285.0 12.5 20.9 12.2 6.2 358.6
machinery
Dwellings 461.9 10.0 - 15.7 4.4 90.8 582.8
Other buildings 36.9 231.6 36.8 42.0 82.2 108.5 538.0
and works
All fixed 529.4 565.5 53.2 83.0 99.5 206.9 1,537.5
assets

Source: National Accounts, (1993 edn).



fixed assets almost halved from 43 per cent down to 25 per cent, partly
because of privatisation and partly because of policy restraints on
public sector fixed capital investment. As a result the public sector as a
whole reduced its percentage share of demand for construction work
but contractors continued to carry out building and civil engineering
work in telecommunications, water, electricity, gas and other utilities,
transferred to the private sector. This shift in work from the public to
the private sector has implications for procurement methods in those
particular construction markets.

Retirements of built stock, life-spans and replacement
demand

When a firm replaces worn out fixed assets it makes a decision to
invest. The cost of this replacement investment has been allowed for in
the provision for depreciation of assets, and (if made) the replacement
enables firms to maintain production at the same level as before. When
firms expand production, the total or gross investment expenditure
also includes additional plant and equipment. Gross investment less
replacement investment is net investment, and it is net investment
which allows for expansion. These relationships between the increase
in the stock of fixed assets, gross and net investment are illustrated in
the equations below:

Ig – Ir = IN (5.4)
where

Ig = gross investment
Ir = replacement investment
IN = net investment
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Table 5.2 Percentage of fixed assets, 1982 and 1992, at current 
replacement cost

Sector 1982 1992
% %

Public corporations 17 5
Public sector other than public corps. 26 20
Private sector 57 75
Total 100 100

Source: National Accounts (1993 edn).



Ig = Ir +IN (5.5)

�FCS = Ir +IN – R (5.6)
where

�FCS = change in fixed capital stock (usually an
increase)

R = retired stock.
Substituting (5.5) into (5.6):

�FCS = Ig – R (5.7)
and transposing terms:

Ig = �FCS + R (5.8)

Thus, gross investment is equivalent to the increase in stock plus retire-
ments. Hence, demand for building and civil engineering work is
related to the existing stock of the built environment. The larger the
existing built stock, the larger the annual volume of replacement
demand. Assume the average life of built stock is 50 years. Then each
year 2 per cent of the built environment would be retired or taken out
of use, and require replacement. In this way after 50 years the whole
built environment would have been replaced. Otherwise, the built
stock would decline and the capital invested in it would have been
consumed. Replacing 2 per cent of the built stock per annum main-
tains the existing quantity. It does not increase the amount of built
stock. In practice, it is rare for buildings to be replaced with identical
uses. When buildings are demolished, it is usual to change the use of
the site or increase the plot ratio, that is the ratio of total floor space
area to the area of the site.

As the number of household units increase and the economy
expands, extra buildings and infrastructure are required. Therefore the
annual demand for construction work is comprised of replacement
investment and net investment for extra buildings and works. If in one
year, following several years of no growth or decline, aggregate
demand in the economy increases by only 1 per cent, then if this were
reflected in extra demand for floor space, there would be a need for
new building work equivalent to 1 per cent of the building stock. As a
result, total demand for construction work would be the 2 per cent of
building stock requiring replacement and, in addition, a further equi-
valent of 1 per cent of the total building stock as extra new work, an
increase in demand for construction of 50 per cent in one year.

This large increase in building work in response to a relatively small
increase in demand in the rest of the economy is known as the 
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accelerator principle, and is discussed in Chapter 9. The accelerator
operates in all durable capital investment markets, when an increase in
consumer demand leads firms to invest in buildings and plant in order
to meet that in demand.

Concluding remarks

Different concepts of capital relate to the purpose to which that capital
is put. The first sees capital as providing a flow of benefits in kind over
time. This concept relates to the real usefulness of buildings and built
structures in providing services. The second concept of capital relates
to its financial characteristics in that the ownership of capital generates
returns in the form of income. The third concept of capital includes
only those buildings and plant which produce commodities for sale.

The first and third concepts of capital are used to determine capacity
in the economy, and this is central to understanding investment and
economic growth. Capital may be directly or indirectly productive.
Directly productive capital, of factories and plant, while indirectly pro-
ductive capital refers to the infrastructure necessary for production to
take place.

In the national accounts, capital appears both as fixed capital stock
and as fixed capital formation. Some 70 per cent of the capital stock
comprises buildings and built structures, whereas new built environ-
ment investment accounted (in the 1990s) for around 50 per cent of all
gross fixed capital formation.

Gross fixed capital formation in all buildings and works (built
environment) each year is of the order of 4–5 per cent of the value of
the net built environment capital stock (valued at current replacement
cost).
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6
Ownership of and Investment in
Built Stock and Land

Introduction

In Chapter 5 we looked at capital and its relation to the stock of the
built environment. In this chapter we deal with the valuation of
capital assets in the accounts of a construction sector firm, and use
Tarmac plc. as an example. 

We then discuss the valuation of property assets and the investment
criteria used to assess building projects from the point of view of the
customers of the construction industry, who are the developers. It is
they, who decide which projects to select, what the risks associated
with any given project may be, and whether or not these risks are
worth taking. We look at the financial and strategic thinking behind
decisions to build or hold property.

The chapter complements the discussion on the derivation of prop-
erty values by concluding with a discussion on the derivation of land
values.

The book value of assets

As we have seen, the value placed on assets is variable and is therefore
to some extent at the discretion of firms themselves. A firm may want
to undervalue its assets to show a high return on capital, or it may
overvalue its assets to show growth in its asset base from one year to
the next. There are, however, certain constraints on firms over- or
under-valuing their assets.

For those public limited companies with widely diffused sharehold-
ers, the danger of undervaluing assets relative to their profit potential
is that a firm specialising in takeovers of other firms will spot this

129



undervaluation and launch an unwanted takeover bid. Such a predator
could offer a price per share that would seem generous to those share-
holders who believed what their company had told them about the
value of its assets. The offer would be worth a premium over the asset
value per share, and yet would enable the predator to acquire those
assets for less than their own valuation of the assets under new
management.

The danger to quoted companies of overvaluing their assets is that,
though it improves the apparent strength of their balance sheet, it
reduces their apparent performance in terms of their return on assets.
The return on assets is one measure of a firm’s profitability. More seri-
ously, it exposes the firm to a forced and large sudden downward
devalorisation when the pretence can no longer credibly be sustained,
and this may destroy shareholders’ confidence in the firm. However,
during economic crises and recessions many firms prefer to use the
opportunity to write down the value of their assets, because it helps
them subsequently to show an early recovery of profitability, (Smith,
1992).

In company accounts fixed capital is referred to as tangible fixed
assets, which are valued in yet another way, using the term, ‘net book
value’. Net book value simply means the value at which assets are
entered in the books or accounts of the company. For instance, accord-
ing to its balance sheet the tangible fixed assets of Tarmac plc at the
end of 1996 were valued at £1,406 million. In notes to the accounts,
the values of tangible fixed assets were broken down into three sub-
headings. These were: mineral reserves valued at £752 million; land
and buildings at £165 million, and plant, machinery and vehicles at
£489 million.

Mineral reserves are part of what economists refer to when they use
the concept of land as a factor of production. In economics, land refers
to all natural non-produced resources. However, in Tarmac’s and other
company accounts, the value of mineral reserves is given separately
from the value of land intended for building development. This is
because minerals are valued by a different method to development
land, and in Tarmac’s case, because they are such a large part of
Tarmac’s total capital stock.

Land and buildings are grouped together by Tarmac. The rationale
for this is based on two possibilities. Both may be intended for sale
together, though not imminently. Otherwise they would comprise cir-
culating capital stock, and would not be included under fixed capital.
Alternatively, both are intended to be retained together and occupied
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by the company or leased to users as rental property. Nonetheless, this
merging of the two serves to conceal some useful information when we
come to the figures for depreciation. Only buildings will be depreci-
ated, but since there is no separate figure for the value of the stock of
buildings, we cannot calculate the rate at which these buildings are, on
average, being depreciated. The average annual rate of depreciation of
building stock would be given by the annual provision for depreciation
of buildings divided by the value of the stock of buildings at the start
of the year, plus or minus any adjustment for acquisition or disposal of
buildings during the year. Nor, perhaps more significantly, is it possible
to see the amount, if any, by which the stock of land has been cal-
culated to have appreciated in value since the end of the previous year.
However, Tarmac did provide figures for the gross book value of land
and buildings at £206 million, and the gross book value of depreciable
assets within that at £131 million.

Tarmac values its plant in its accounts at ‘historic cost less cumula-
tive depreciation’. Thus a machine that cost £1 million when new and
is now seven years through its planned economic life of ten years
might be valued at £0.3 million if accumulated depreciation were 
£0.7 million. The amount of provision for depreciation per year in fact
depends upon the net value of the stock at the start of the year and the
assumed average lifespan of the items comprising that stock. Plant is,
of course, assumed to have a much shorter life than buildings.

Tarmac began 1996 with plant valued, gross of any depreciation and
at historic cost, at £747 million. On this it allowed £63 million for
depreciation during the year, a figure which is consistent with an
assumed average life of around 12 years. However, because of inflation,
annual historic cost depreciation provisions would not actually be
sufficient to pay for the replacement, each year, of one-twelfth of this
stock.

If we look at the accounts of a pure contractor, we can usefully
compare the depreciation cost on plant and machinery owned by the
firm with plant hire charges paid on items used but not owned by the
firm. This would normally demonstrate that contractors obtained by
far the greater part of the stock of plant used by hiring. Plant hiring
strategy is typical of UK construction firms. Plant then disappears 
from the financial accounts of the contractor as an asset, owned by the
contractor, but it still has a hidden presence in the production account
as a factor of production. The magnitude of capital equipment used
can only be measured by adding together depreciation and hire
charges.
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Devalorisation

Buildings are items of fixed capital stock and, like any other pieces of
fixed capital, can lose their value over time in two distinct ways. One is
the steady and expected process of depreciation. The other is the
process we call devalorisation, which means the unexpected, often
sudden, downward revaluation of fixed assets (Harvey, 1982; Smith,
1984). This occurs when there has been a downward reappraisal of the
value of future profits to be expected by the owners of these assets. It
therefore also means a reduction in the total book value of the capital
of the firms that own these assets, and a corresponding loss of market
value of the financial liabilities and equity shares of these firms. Not
only do the shares in firms fall in price, the perception of the quality of
loans to these firms is also revised downwards as the real assets, which
provide security as collateral against borrowing, decline in value. The
devalorisation of assets means that there is a greater risk of default, if
assets need to be sold to repay loans. It therefore becomes more
difficult and expensive for firms to obtain finance.

Devalorisation operates unevenly in different sectors of the
economy, both across the stock and through time. Devalorisation can
be the result of rapid economic restructuring or can be caused by an
economic or political crisis. Moreover, phases of devalorisation of dif-
ferent types of assets are bunched into certain periods, whilst other
periods are relatively free from crisis and restructuring.

Property market crises are classic examples of devalorisation.
Expectations, regarding future rent levels for virtually all of a certain
type of property, such as offices, are suddenly revised downwards.
Confidence and expectations about future rental income affect the
current valuations of property, even when no downward trend in rents
has necessarily begun.

Another important cause of devalorisation involves unforeseen and
rapid technological change. The opening of the Channel Tunnel, for
example, caused a devalorisation of other fixed assets, such as passen-
ger ships and port facilities on the English Channel and led to a crisis
in the cross-channel ferry industry.

A third source of devalorisation, especially of buildings, concerns
geographical restructuring, where competition from rival producers in
other locations undermines the profitability of producers in a certain
type of location. For instance, sudden economic obsolescence resulting
in devalorisation of the fixed assets of existing high street retail prop-
erty can be caused by out-of-town hypermarkets. Similarly, foreign
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textile and clothing producers can devalorise Lancashire textile 
mills.

Finally, general economic slumps, such as those in the UK after 
1929 or 1989, can lead to a general downward revision of profit ex-
pectations for all firms, and hence a general devalorisation of assets.
Devalorisation can also be a phenomenon of financial markets, in rel-
ation to the real assets which financial assets represent. Financial
markets are markets in paper, where transactions concern the price and
transfer of ownership of financial assets, without any change in the
real assets. Devalorisation then occurs in financial markets, following
speculative bubbles, which arise when confidence in short term price
increases fuels the purchase of property or financial assets by raising
their current prices above levels explained by the current profits and
cash flows of the owners of those assets. This last kind of devalorisation
does not depend upon a prior downturn in the real economy.

Speculative bubbles are phenomena of expectations and liquidity. In
periods of great general confidence in the economic future, it is possi-
ble for promoters to market, at ever rising prices, financial assets whose
value is more or less entirely dependent on the continuation of the
economic boom, for they are not as yet backed by substantial current
profit cash flows.

The classic examples in the literature (Kindleberger, 1978; Minsky,
1986) include shares in the South Sea Company, various railway and
mineral shares, pseudo-commercial paper (for example, bills of
exchange issued by merchant banks in excess of the volume required
to finance actual commercial transactions) and speculative bank liabil-
ities. Recent examples would include UK office and house property in
the late 1980s.

So long as these financial liabilities retain holders’ confidence, they
can and do circulate as means of payment. In such booms cash itself is
hardly needed by speculators to settle their obligations. The supply of
credit instruments is expanding fast, credit seems ‘as good as cash’, and
the shortage of actual cash is not felt as an impediment.

Speculators buy financial assets (or property) ‘on margin’, i.e. on
credit. Asset prices rise. Others seek to share in the easy gains to be
made, and thus rising prices and rising demand chase each other up in
an upward spiral.

Then, the bubble bursts. Confidence that various kinds of financial
asset are in fact ‘as good as money’ evaporates, as do expectations of
further rises in asset prices. Holders seek to cash in their gains. The col-
lapse may begin with a bankruptcy of a single large speculator or bank.

Ownership of and Investment in Built Stock 133



Suddenly banks review their lending to other speculators. A chain of
demands for settlement or repayment in cash begins, and thus a scram-
ble to sell financial assets, at any price, to obtain the necessary cash.
But these assets find no cash buyers. Suddenly everyone wants liquid-
ity, and speculative assets transpire to be illiquid, for they have no
buyers. There is a wave of bankruptcies, bad debts, asset write downs
and devalorisations.

As well as occurring in financial markets, devalorisation of capital
assets can also take place in real markets, which are concerned directly
with the production and sale of goods and services. When there is a
larger total stock of fixed capital in an industry than can be fully
utilised, one of two things will happen. All firms and all production
units can share out the excess capacity between them, more or less
equally. Alternatively, competition between firms and rationalisation
of the allocation of output to units within a firm will result in some
firms and units being closed completely. If firms all work at less than
full capacity, then the profit expectations of all firms will fall in about
the same proportion. If, on the other hand, firms decide to compete so
that only the survivors can operate at or near full capacity, then some
assets will lose all their value, except as scrap, whilst others will keep
most of theirs. The surviving assets will not fully maintain their pre-
vious valuations, because in order to force closure of the least
profitable competitors, it may have been necessary to reduce the
general level of prices and profit margins (Brenner, 1998).

Schumpeterian innovation, super-profits and revalorisation

Whilst innovation can force devalorisation in the assets it makes obso-
lete, innovators can themselves expect to make above average profits,
until their innovation is widely imitated or improved upon. The
capital assets of a firm making super normal profits due to an innova-
tive lead it has over its competitors, may be revalued upward in terms
of their net book value, and will also be revalued in the stock market,
to a level far higher than their historic cost. The key point is that an
innovator’s fixed capital assets will immediately have a value that bears
no relation to their cost of production or purchase price.

For most goods, competition ensures that the selling price of a good
bears a fairly close relation to its cost of production plus a mark up for
the normal profit of the producer. This is normally the case too 
for capital goods purchased by innovators, as plant and machinery
suppliers compete with each other to provide these capital goods.
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However, it is not true for the price of goods produced by innovators.
It is possible to explain this is the terms of the neo-classical approach
of a static equilibrium world. We assume in Figure 6.1, that the value
of any good to its marginal or least keen purchaser just equals its
selling price. At the same time other purchasers obtain some con-
sumers’ surplus, the triangle ABC, which is the excess of their valuation
of the good over the price they have to pay for it.

In Figure 6.2, assuming all firms are profit maximisers and incur the
same costs, the marginal revenue from the last unit of output, n1, from
each producer just recoups its marginal cost, while pre-marginal units
yield a surplus of revenue over their cost, represented by area DEF. This
surplus is equivalent to consumers’ surplus in the sense that firms
would be willing and able to pay a higher price than the market
requires for the inputs required to produce this pre-marginal output.
One way of looking at innovation is to say that the innovator obtains
an exceptionally large producer’s surplus, area DGH, from the inputs
they purchase, because innovation shifts costs downwards towards
MC1, and the innovator increases output to n2. The innovative pro-
ducer’s surplus increases by the area EGHF. Eventually, as innovations
are imitated or copied and become widespread, competition drives
output prices down and the marginal revenue curve shifts to MR1.
Consequently, the innovator is forced to reduce output to n3. At the
same time competition to buy the required inputs drives their prices
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up, and the marginal cost curve shifts once more, this time to MC2 and
output moves to n4, at the intersection of MC2 and MR1 at K.

Process innovation enables firms to lower their costs from MC to
MC1, below those of their competitors, without at first affecting their
MR curve. This enables the innovator to capture the area of EGHF in
Figure 6.2 in the form of additional profit. This temporarily increases
the producer’s surplus and the firm’s profits until competitors adopt
the new process and price competition reduces profit margins. In the
meantime, the valuation of the assets of any firm with increased profits
will be raised to reflect the expected duration and extent of these
super-normal profits. However, innovation in the production of the
built environment sector is relatively slow. Consequently, innovators’
super profits are relatively rare for construction firms or for their clients
(Bowley, 1966; Salter, 1969).

Techniques of valuation of buildings

In 1991, the surveying profession was given the task of evaluating the
housing stock in the UK for the purpose of assessing the amount of
property related tax due in Council Tax. The values which buildings
were given were based on assumed market prices in 1991. Market
values are exchange values.
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However, Bon (1989) points out that economic goods have both an
exchange value and a use value to their owners. The use value defined
here as willingness to pay is the value placed on consuming the good by
the purchaser. This distinction between exchange and use values, he
argues, also applies to buildings. Indeed, property speculation is only
possible on the assumption that sooner or later an occupier can be
found, who is willing to pay to use any given building. Property specula-
tion is based on market or exchange values being less than the use values
to potential occupants. It is possible for exchange values to be greater
than use values, but this results in empty property or reductions in price.

Property valuation techniques are used by surveyors and developers
to establish budget requirements for projects, for asset valuation in
company accounts and for tax purposes. Valuing property assets allows
comparisons to be made with alternative financial assets in a
company’s portfolio.

Valuations are either market tested or expert. Shares and most other
financial assets have the advantage, from the point of view of valuing
them, that there is a daily, actual market in which transactions in these
assets occur. Each share in a company is homogeneous with all other
shares of that company, and can reasonably be assumed to command
the same price. Market prices therefore exist, and current market price,
though liable to fluctuate somewhat from day to day, can be known.
Such assets are usually valued in their owner’s books at market value or
acquisition price, whichever is the lower, and this has a clear practical
measurement. Problems only arise where the amount of shares to be
valued is large relative to the total volume of transactions in that share.
In this case, if a large bundle of shares were suddenly to come onto the
market it could depress the market price.

Expert valuers, on the other hand, attempt to estimate what the
market value would be if an asset were to be sold at the date of the
valuation. An estimate is all that is possible, with the risk of over or
under valuation, because items of real estate property always have
characteristics of location, design and state of repair, which make
them unique. Therefore, although some property transactions occur
each day, it is by no means the case that the prices of those transac-
tions can be assumed to apply to any property in question.

Payback period

Payback period is the number of years it takes for extra annual income
resulting from the investment to equal the investment cost of an item
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of real capital. Purchasers of financial assets, like shares, will not
usually think in terms of payback periods – how many years it takes
before the income from the share equals the outlay on purchasing it –
because in this case the resale value of the financial asset will also be
important. Many corporations use a payback period in their invest-
ment decisions, where it can be appropriate when the value of the
asset is expected to decline rapidly through time, so that both resale
value and expected long term profits from the asset are low. This is not
normally the case with building projects, though it may apply to some
construction equipment.

Related to the idea of a payback period used by a decision maker is
the idea of an investor’s time horizon – the idea is that one only takes
account of those things that are within that horizon. The length of
time horizon used will depend upon the lifespan the individual or
institutional investor believes it will have, and also, perhaps, on some
sense that the problems of the near future are so urgent that the more
distant future will have to be ‘left to look after itself’.

Short time horizons work against investment in long-lived buildings
and works, since many of the benefits are completely disregarded on
the grounds that they lie beyond the relevant time horizon. At the
same time, it has proved hard in many cases to find significant current
cost savings by deliberately designing buildings for a shorter life. In
any case, many building and planning regulations are applied as if all
buildings were supposed to be long lived.

Life cycle investment appraisal models

Life cycle models suppose that investors making decisions to build take
into account the costs and benefits of construction projects throughout
their useful existence, including their disposal or demolition. Thus, as
well as estimates of construction cost and the cost of borrowing to pay
for construction, estimates of the costs of maintaining and operating
the built structure are taken into account. Estimates of additional
revenue resulting from the project are extended to cover the whole life
of the building, possibly including revenues and costs from rebuilding
on the same site.

Like Keynes, we argue that all investment is largely ‘irrational’,
because no investor can really ‘know’, even approximately, what the
revenues or operating costs of a project will be even five years into the
future. Given the extent of uncertainty that exists about the future, it
can be in effect irrational (a waste of time and nervous effort) to
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attempt too much ‘rational’ forecasting of the very uncertain distant
future. Attempts to date at very long range forecasting of prices and
costs have more often than not performed no better than would a
simple assumption that ‘the future will be like the present’ (for
example, both 1950s and mid-1970s forecasts of 1990s energy prices).

Another reason investors tend to ignore the more distant future of
their projects is that they choose or are forced to apply high ‘discount
rates’ in their decision making. The present value of a £1 million cost
or benefit occurring in 20 years’ time, with a discount rate of 10 per
cent is only £163,508, and at 15 per cent is £70,265. Nevertheless, life-
cycle economic models of project proposals can be of use in bringing
together the large number of variables involved in any project, ensur-
ing that at least some of the consequences and implications of deci-
sions to build are considered systematically (Gruneberg and Weight,
1990).

Discounting

Discounting involves taking the time value of money into account by
recognising that money payments in the future are worth less than
money payments made in the current period. For an introduction to
the techniques involved in discounting, see Gruneberg (1997). What
determines the discount rate that an investor will use in appraising a
construction project? The current level of ‘real’ (i.e. over-and-above
current inflation) long-term interest rates is one factor. More generally,
we can think either of the ‘cost of raising capital’ to the investor (inter-
est on loans, dividends on issues of share capital) or of the ‘opportu-
nity cost’ of tying-up capital in a project, and therefore having to
forego the ‘opportunity’ of other investment schemes.

In boom periods, which often coincide with monetary regimes of
easy credit, a large supply of loanable funds, and therefore relatively
low real interest rates, the firm’s estimate of its opportunity cost of
capital is likely to be higher than the cost of raising capital, because in
booms firms believe they have many highly profitable possible uses for
capital. The exception will be firms prepared to borrow without limit,
for whom all projects expected to yield more than the rate of interest
can be undertaken simultaneously.

In the last part of booms and the early part of recession periods, on
the other hand, real interest rates may be high – deliberately pushed-
up by central banks to reduce the inflation provoked by the preceding
boom. There will seem to be few good investment opportunities, and
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so the opportunity cost of using finance may fall and the interest rate
becomes the crucial deterrent to investment.

Different investors use different discount rates. From time to time
the Treasury lays down the discount rate to be used by the government
sector to appraise its investment proposals – e.g. for road or hospital
building. There has been an extensive academic debate around the
question of the proper criteria for determining the government sector
discount rate. The argument for a rate set lower than the long-term real
market interest rate revolves around the following points.

First, there is the idea that government investment should consider
future generations equally with the present one, because government is
the only entity which can represent the interests of those as yet unborn.
Low discount rates will encourage investment in general and, more par-
ticularly, in projects whose benefits lie in the distant future. This will be
at the expense of a lower level of current consumption – resources will
be diverted from current consumption to investment intended to
increase consumption in the distant future. Governments may regard it
as their task to correct a bias in private investment towards the presently-
living and towards the short rather than the long term.

Second, the state (though not particular governments) may regard
itself as having an indefinitely long existence. It may therefore be pre-
pared to build for posterity, in a way that not even the most estab-
lished of corporations will.

Third, market interest rates are as high as they are in part because
they contain an element to compensate the lender for the risk that the
borrower will default on the loan. When stable governments of
advanced capitalist economies are the borrowers, this risk hardly exists.
On the other side are those who argue that, if government is allowed
to cost its borrowing at a lower discount rate, this will cause scarce
investible funds to be diverted from more financially viable private
schemes to less financially viable public projects.

Private corporations normally use discount rates substantially higher
than the long-term real rate of interest. If the firm operates in a sector
where it is protected from competition, where demand for their
product is more or less guaranteed to continue and the rate of techno-
logical change or innovation is low (like, for instance, water compa-
nies), then they should, and probably will, use a lower discount rate
and a longer time horizon than firms in fast-changing, competitive
and unstable industries.

This general use of higher discount rates by firms than governments
appears to reflect a shorter-term time horizon among both their man-
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agers and their shareholders. Few of either are prepared to wait for
twenty years or more to see the benefit of an investment in the form of
higher profits and dividends. Nor do stock markets seem to value as
highly shares whose profits lie in the promised distant future as they
do shares with higher short-term profit prospects – in other words,
stock markets reflect a collective strong time-preference for the near
over the distant future amongst shareholders.

The creation of money and credit by financial institutions

We have shown that most purchases of new and existing built structures
are financed by the purchaser’s borrowing from financial institutions.
Financial institutions are divided into banks and others. Put simply,
banks are able to create credit. That is, they can lend-out greater sums
than are deposited with them by savers. Non-bank financial institutions,
like insurance companies and pension funds, essentially act as simple
intermediaries between savers and borrowers. They are only able to lend
as much as savers have chosen to deposit with them.

The nature of bank created credit, which Harvey (1982) calls ‘ficti-
tious capital’, is that purchasing power is created, in the hands of those
who obtain the credit, ahead of any production. Nor is there any corre-
sponding reduction in purchasing power by others, as there is in the
case of savings loaned-onward. It thus breaks the ‘normal’ identity
between output and expenditure.

Because new buildings and works have to be purchased ‘now’ whilst
their contribution to national output will come much later, and be
spread over a long ‘life’, credit is crucial to giving buildings a current
market demand and value. However, if the expected future profits or
rents from the property do not materialise, then the assets that take
the form of credit-loans to property owners can be ‘exposed’ as fic-
titious capital, since the capital has been created on no stronger 
basis than a promise of future profits, rather than out of a saving and
re-investment of profits already made.

Landowners and capitalists in the development process

Having discussed the valuation of property or real estate from the
point of view of developers, it is now appropriate to consider the role
of land and landowners in the development process and that of labour.

Without the intervention of workers, materials and machines would
not produce anything. Sites would lie idle. However, when labour is
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employed and production occurs, the value of what is produced 
is greater than the amount paid to labour and the difference between
what labour is paid and what it produces is what Marx called
exploitation.

To minimise exploitation, labour seeks an increased share of sales
revenues, and management, representing capitalist employers,
attempts to keep those wage pressures under control. If workers suc-
ceeded in eliminating exploitation, then wages would rise and prices
fall until prices were just sufficient to cover wages and other costs,
including the cost of materials and of depreciation or replacement of
fixed capital goods used up in production. (The selling prices, and
hence costs of use, of those materials and fixed capital goods would in
turn just cover wage and other costs, with no margin for profit).

Profit is not a cost, but a surplus (of revenue over cost), and can be
squeezed between upward pressure on wages and downward pressure on
revenue. However, profit in any one sector cannot be squeezed much
below the average or normal rate obtaining elsewhere, because money
capital is mobile, and will simply switch from the lower- to the higher-
profit sectors. This will reduce the intensity of competition between
capitals in the sectors losing capital and increase it in the sectors into
which capital flows, thus tending to equalise rates of profit between
sectors. This mobility is crucial both to the survival of individual
capital fortunes in a context of continuous economic change, and also
to the ‘bargaining power’ of capital as a whole relative to well-organ-
ised labour – if labour threatens to push wages too high, capital can
plausibly threaten to quit that sector or place.

We need here to distinguish between land and other forms of
capital. The non-reproducibility of the natural resources of land and
minerals makes them a special category in contrast to capital which
consists of reproducible real assets. If the aim is to understand the pro-
duction process, then land and its mineral resources exist separately
and apart from the economic analysis of capital. Moreover, the intrin-
sic immobility of land is fundamental in the different determination of
profits and rents.

It was David Ricardo (1973), discussing early nineteenth century
agriculture, who first clearly described the process whereby labour pro-
duced surpluses part of which the capitalist tenant farmers then had to
pay to the landowners in the form of rent. The more fertile the land,
the greater the surpluses produced and the greater the rents paid to 
the landlords, leaving the rate of profit on capital the same on land of
differing fertility.
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The reasoning behind this set of relationships is based on the social
and legal relationships of the participants. The landowners had title to
the land, and in order to farm it, the tenant farmers had to compete
with others in an auction. The highest bidder won the right to farm.
Competition between capitalist farmers for access to land would tend
to force land rents up to a level just consistent with a ‘normal’ rate of
profit for the farmers (i.e. a similar rate to that obtained by capital in
the rest of the economy). The tenant farmers then employed labourers
who also competed for work. In this ‘auction’ for work, it was not the
highest but the lowest bidders who gained employment. This competi-
tion between workers for jobs tended to keep wages consistent with
those in the rest of the economy. Unemployment, more exactly the
existence of a ‘surplus’ reserve of unemployed labour, in this view, is
the main force heightening the intensity with which workers compete
for jobs and thus keeping wages down. Labour mobility also plays a
part, as higher wages in one sector or place may attract labour from
elsewhere, thus increasing competition for jobs in this sector.

Landowners by contrast are only in a very limited sense in competi-
tion with one another. Each owns a unique piece of territory, for
which other land is an imperfect substitute. Moreover, high land prices
and land rents cannot attract an inflow of additional land (cf. capital
and labour). Land is immobile, and cannot be produced or increased in
supply. Greater revenue from production, or lower wage costs, will
simply increase the competitive bid prices capitalists offer for land, and
thus drive up land rents and prices, without setting in motion any
compensatory or corrective force that would eventually reduce them. If
capitalists react to high land prices by trying to economise on the
quantity of land used, i.e. by using some land more intensively, this
will simply drive up the price of that land still further, though it 
may certainly reduce the price of poorer (more distant, less fertile)
land.

Ricardo’s theory was based on an agricultural economy and the rel-
ationship between farm labourers, tenant farmers and landowners. The
relationship between construction labour, contractors and other con-
struction capitalists, and real estate owners is similar but not quite the
same. The key points are: (1) that land owners as well as capitalists
share in the surplus of the value of built environment produced over
and above its cost of production; and (2) that competition between
capitals in the construction sector does not drive the prices of property
down, as would be the case with ‘normal’ industries – instead it merely
drives up land rents whilst property prices remain unaltered. This is
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one of the main explanations for the tendency of property prices to
rise over time relative to prices of commodities in general.

Note, by the way, that in Ricardo’s theory (and in all orthodox econ-
omics to this day) it is not the case that high land prices ‘cause’ high
property prices. Rather, it is the institution of private property in land,
and high property prices, together with low construction prices, that
‘cause’ high land prices. Normally, prices are set on a cost-plus basis.
When the price, and therefore the cost, of inputs used in an industry
rise, this will be passed on as an increase in the prices charged for
outputs of that industry. It might be thought, therefore, that land is an
input to the production of the built environment, and that increased
land prices, appearing as an increased cost to a developer, would be
passed-on to the purchasers of property as higher selling prices. 

However, this is not how things work, in Ricardo’s theory. Most
simply, this is because land rent is not a cost-of-production but instead
is the landowner’s share in the production surplus. If the landowner
did not receive rent,1 in the first instance property prices would be
unchanged but construction capitalists would obtain greatly increased
profits, as all the surplus would accrue to them. Now, a process of capit-
alist competition would start to bring this profit rate down towards the
norm, and this would cause property prices to fall. If land were ‘free’ to
capitalists, the built environment market would be flooded by capital-
ist building developers prepared to sell buildings at a price that just
covered costs of production plus an average rate of profit. We call such
a price the ‘price of production’. Eventually this flood of cheap new
buildings would tend to drive down the price of existing property.
Differences in the attractiveness of, and therefore in the demand for
buildings in, different locations would, in the absence of land rent, be
reflected solely in differing densities of development. The higher unit
cost of building to higher density would provide the limiting force
distributing some demand to less attractive locations.

Marx (1970 edition) divided land rent into differential and absolute.
The former refers to the premium rent that more attractive (better
located; more fertile) land can command over less attractive.
Differential rent I is based on natural differences in quality of land.
Differential rent II is based on man made improvements, such as the
effects of reclamation or of infrastructure. Investments in public infra-
structure, especially in transport, can reduce rent differentials by
increasing the relative attractiveness of previously inaccessible loca-
tions, or can increase differentials if the transport network is concen-
trated upon existing centres of high demand and density. Absolute rent
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is based on the collective monopoly power of the small land owning
class and refers to the general or average level of land rent.

Rent, or the price of land, relates to scarcity of supply relative to
demand. As the area or supply of land is fixed, and will not change as
its price changes, its price (both differential and absolute) is deter-
mined by demand – by the willingness-to-pay of the highest single
bidder for each plot or tract. However, the power of landowners in
general can hold some of the land in existence ‘off the market’ – i.e.
make it unavailable for sale or rental. In this way the supply can be
restricted below its ‘naturally given’ level, and absolute rent on the
land that is still available can be increased. ‘Green belt’ and similar
restrictions on the supply of non-agricultural land have a similar effect.

Rent in everyday speech is the annual amount paid for use of a facil-
ity (farm, office, house). It is important not to confuse rent in this
sense with Ricardo’s rent, also known as ground rent.

Total rent paid is building rent plus ground rent. Building rent is simply
an annualised form or version of a building’s ‘price of production’.

While in Ricardo’s time landowners were a clearly distinct social
class from capitalists (the aristocracy, church and crown owned most
land), today the social distinction is less clear, with much land owned
by capitalist firms, either property companies or owner-occupiers. The
economic distinction between land rent and capital profit survives this
social change, however. Capitalist landowners auction their land to the
highest bidder in order to maximise their rent income in just the same
way as traditional landowners. Indeed if anything they are likely to be
more single minded and more rational in their pursuit of maximum
rent, since they are less interested in non-monetary benefits of land use
and ownership. However, the increasing dominance of the supply side
of the land market by capitalist landowners does explain the shift from
leasing or renting-out land, whilst retaining ownership, to outright sale
of freeholds. Traditional landowners’ sense of status was grounded in
retention of ownership of the land, whilst capitalist firms regard it as
one possible asset to hold, to be compared with others for its returns
(Massey and Catalano, 1978).

Concluding remarks

We began the chapter by looking at how firms assess their asset values.
These asset values reflect the accounting decisions and motives of firms
at least in the short run. Moreover, the actions of others may have
adverse affects on the valuation of a firm’s assets if innovation by other
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firms renders existing plant and property obsolete. The institution of
private property in land means that it is the land or property owners,
collectively, who stand to appropriate much of the economic benefit
that would result from more efficient design and construction of build-
ings. Unless they themselves become property developers, competition
between construction firms is likely both to exclude them from obtain-
ing much of the benefits to be had from innovative construction
(lower cost or more valuable buildings) and, thereby, also to reduce
their incentive to search for such innovations.

Both buildings and land acquire market values and form the assets of
property companies. However, the nature of buildings as assets can be
seen as a function of the expected use to which they will be put until
they are demolished. Buildings therefore have an expected life cycle,
beginning with the cost of construction followed by a period of use
which, though it may be extended and may be uncertain, is finite. This
finite existence of a building is in contrast to land which has no cost of
production and will continue to exist indefinitely. 

Note
1. That is, if we imagine that private property in land has ceased to exist, but

that private property in buildings remains.
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Part III

The Nature of the Construction
Process
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7
Actors and Roles

Introduction

The nature of the construction production process can be charac-
terised as temporary in that temporary organisations are set up to
build projects. Teams of professionals and contractors are assembled
often at relatively short notice. Once a project has been completed,
the architects, quantity surveyors, engineers, contractors and site
labourers move on to other projects on other sites, where they will
usually work with different sets of people and firms. In this respect
there are similarities between the construction sector and, say, the
film industry. However, although the construction process in a given
location may be of a temporary nature, construction production itself
is a permanent process, continually employed in producing and main-
taining the built environment.

In this chapter we examine the characteristics of projects and the
roles of participants, emphasising the temporary nature of project
teams. We discuss the roles of all the participants including those of
developer, designer, builder, owner and user. We conclude this chapter
with an analysis of the work of contractors and their management of
risk by using a portfolio of projects.

The nature of construction as a process

The construction industry is a large and important economic sector of
the economy. As an industry it has several distinct economic features.
Yet most of the individual characteristics of the construction industry
can be found in at least one other sector of the economy. For instance,
in common with agriculture, the timing and progress of work in the
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construction industry is dependent on climatic conditions, and like the
film industry, the construction industry moves from one temporary
project to the next. It is, however, the particular combination of char-
acteristics which makes the construction process unique.

The starting point for an understanding of the economic theory of the
construction and built environment design industries is that they are ori-
entated towards individual projects, whereas the economic theory of
manufacturing focuses on mass produced products. Construction, with
the important exception of housing, is largely concerned with one-off
production. Assembly takes place on site and as each building project is
completed production moves on to new locations. Each construction
project is discrete and temporary. This is the major characteristic of the
construction industry and is in contrast to the greater part of the manu-
facturing and service sectors, which are concerned with the problems of
continuous production of identical or similar standard units of output in
permanent premises, such as factories, offices and shops.

It is thus customary to stress the fact that construction projects are
often unique and discrete in terms of design, use and location, and
that this makes production one-off or small-batch rather than mass or
repetitive. But, even more important than their heterogeneity and
separateness is the fact that each project is an exercise in the expres-
sion of power. The dominant actors in a project will successfully
impose their definition of what constitutes the project upon the other
participants – in effect, they will assert their definition of reality.

The matrix in Table 7.1 shows the variety of project types in the con-
struction industry and the functions of the participants. Each project,
(A to P), acts as a focus for the participants involved and entails a
unique combination of design, production, ownership and use.
Different firms and organisations and different techniques are required
for different types of work, such as building and civil engineering.
While the four roles or functions shown are always present, in all pro-
jects, the identity and economic character of the actors performing
these roles will differ systematically between project types.

The nature of team-working in construction

What is a project and who has power and control over it? The term
project refers in its general-language use to a sustained implementation
of an individual act of will to undertake an activity and achieve a goal,
as in, ‘my project is to climb Mount Everest’. The project begins with
the intention, and persists until achieved or abandoned. It embraces,
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Table 7.1 Project types and functions of participants in the property development process

Project types

Functions of Building Civil Engineering Refurbishment Repair and 
participants maintenance

A B C D E F G H I J K L M N O P
Design
Production
Ownership
Use



from the individual’s point of view, all kinds of instrumental actions
intended ultimately to contribute to the realisation or achievement of
the project (the goal).

Individuals can truly share projects only if they share a common
goal and will. For example, members of a political party might share
the project of making theirs the party of government. Economic life
consists of the intersection of personal and group projects. Person A’s
project may be to climb Everest, B’s may be to become rich, and C’s to
survive and feed himself or herself. B may find ways of achieving his or
her project by employing C to produce some good or service which B
can sell to A for a profit. At the same time, by obtaining paid employ-
ment C has managed to pursue his or her own project.

Now, these different projects have different boundaries in time and
space. It is possible to see A’s project clearly visible, involving in this
case the extraordinary movement within a limited duration, of climb-
ing Everest, but our view of B’s and C’s projects may be thereby
obscured.

Without necessarily realising it, we have become accustomed to
seeing the construction world or construction activity as the set of
projects of one particular type of economic role player, namely the
developer. Developers’ projects are plans to bring into being particular
buildings that will be owned by them, and which they can then either
sell or use. Not even the designer has the developer’s power to impose
a project on others. Designers’ projects are to have their plans and ele-
vations erected in reality, designs which first existed in their minds and
in their drawings. Designers and developers are by no means equal in
power however, for the designer is powerless to achieve a project other
than on terms laid down by a developer. For example, if designers
want their designs to be built they must make sure they design only for
the space owned or ownable by one developer.

It is in the developer’s sense that the term project has been taken
and given an apparently natural and even objective meaning in the
literature of construction. This becomes clearest in the language of
project management, where all other participants in the construction
process are assumed to sublimate their own projects and goals in the
coalition of firms formed to carry out the developer’s scheme. The
goals of the project coalition are supposed to be those of the developer.
Therefore, the goals of the project team involve completion of the
development on terms that the developer judges to be successful.

Suppose, for example, that design of a developer’s project is frag-
mented between a structural engineer, an architect and an interior
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designer. The interior designers may then have as a project, the con-
struction of an interior which successfully realises their intentions and
artistic goals. But they are concerned with the rest of the developer’s
project only insofar as its achievement impinges upon the accomplish-
ment of their project. In reality, not only are the design and construc-
tion of a building normally each fragmented, but each building and
design firm will be working on parts of many developers’ projects
simultaneously, and may believe that their goals are best achieved
through the overall effects of their work on that ensemble or portfolio
of projects.

Insofar as all the parties to the process simply have as their project
the making of profits, then they will take on the developer’s project as
if it were their own, only so long as this is the best way for them to
achieve those profits. Firms of all kinds (contractors, architects, etc.)
will normally have as their project the overall financial success of their
firm, though they may be employing individuals whose personal pro-
jects are partly artistic, technical or professional. The developer’s power
normally derives from their ownership of land and money, which they
use to convert into ownership of the finished building, though it is
true that developers sometimes only control, and do not own, the land
and money with which they develop. Because of the dominant role of
the developer, in the rest of this chapter, we will speak of ‘the develop-
ment process’, rather than ‘the construction process’.

In Table 7.2, the roles of developer, designer and builder are treated as
if they are universal and apply to the production of the built environ-
ment in all economies. However, the identity of the actors in the process
is socially determined, and varies over time and place. Thus an architect
is an actor, and architects are a category of participants, whose role is to
design buildings. However, the building design role in any one project,
and even more so in any society, may be shared between several actors
from different categories of participant. Moreover, the social meaning of
the category architect will change as society changes, for instance, from
‘architect’ meaning an autonomous individual to ‘architect’ being used
today to refer to a corporate entity. Powerful sets of participants in the
development process will struggle to assert the identity of actor and role,
just as architects at times have claimed monopoly over the role of build-
ing design. The state is however, the ultimate repository of power in a
society, and rules or decides on all such claims, using legal devices to
demarcate roles and functions.

We shall use this division between actors and roles in order to dis-
tinguish between the different structures of actors and their roles,
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which co-exist in the contemporary UK. This distinction will also
form a framework for studying recent change in the dominant struc-
ture of participants in the UK construction industry. In addition, it
can be used in order to compare and contrast the organisational struc-
ture of the development process in different countries (Winch and
Campagnac, 1994).

The persistence through time of the social meaning and status of a
category of actor or participant depends upon the exercise of power
and is defined by their relationships with other social actors, above all
their economic relationships. Many but by no means all of these actors
in the development process are firms. In order to participate in any
given project, firms, government departments, organisations and indi-
viduals undertake at least part of one of the roles shown. Different
firms become involved through contractual arrangements. These take
the form of business transactions with at least one other party to the
process. It is conventional to categorise these transactions as main
contracts when they are transactions with the developer directly, or as
subcontracts, when they are with some other party.

The transactors shown in the three matrices below are examples of
firms or organisations which participate in the production, ownership
and consumption of buildings and the built environment. The arrange-
ment of firms is therefore specific in time and place to each project.
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Table 7.2 The roles of participants in the process of providing the built
environment

Actors, participants or transactors Roles

Developers Designers Builders

DLOs1

Speculative builders
Contractors
Construction managers
Building workers
Project managers
Quantity surveyors
Architects
Engineers
Property companies
Owner-occupiers

Note:
1 DLO: Direct Labour Organisations, in-house construction departments used mainly by
local authorities and large property-owning organisations, such as health authorities.



Note that, between versions of the matrix, the roles remain unchanged,
whilst both the types and appropriation of roles of the actors varies.

Of course, there are many more participants involved in the produc-
tion process than are included in Table 7.3a, which only shows those
core roles that relate directly to the role of the developer. Moreover,
the roles in Table 7.3a are those basic roles which are always and neces-
sarily present in any development process, and give power to the actors
concerned. Table 7.3b is a matrix of the same actors on the horizontal
and vertical axes. Reading down each column each cell represents the
type of transaction, which takes place between any two actors, and the
nature of each participant’s role in it, either as buyer or as seller. The
row of actors supplies or provides services for the actors heading
columns of the matrix.

Activities (transactions) in Table 7.3b matrix are described from the
point of view of the purchaser, in each case (the actor at the head of
the column). From the perspective of the seller (the actor at the head
of the row), each ‘purchase’ of course, would appear as a sale by them.
Note that, because the matrix is drawn in terms of purchases, the
columns of the contractors and professional service firms are largely
empty, as neither buys anything from the other actors shown here.

All developers’ projects are either speculative or non-speculative.
From the point of view of a developer, a project is speculative when-
ever production precedes sale to a building owner. Otherwise the
project is non-speculative. However, from the point of view of firms in
the construction industry, projects are either speculative or carried out
to contract. If projects are initiated and developed by construction
firms, the construction industry calls them speculative projects, and the
developer is called a speculative builder, to signify that a construction
firm is acting as a speculative developer as well, presumably, as taking
charge of the construction of the project. If others outside the con-
struction industry initiate and develop projects, then the building work
is carried out to contract. From a construction industry point of view,
it makes no difference whether the outside developer is a speculator 
or an owner-occupier. The construction firms are only involved as
contractors and the contracting system applies.

This would be reasonably clear except for one unfortunate peculiar-
ity in the way the boundary line is drawn in the official statistics
between the construction industry on the one hand and the property
industry on the other. The anomaly is this: all speculative developers
of housing are considered to belong to the construction industry, and
are described as speculative housebuilders, regardless of whether or not

Actors and Roles 155



156Table 7.3a Actors and roles in a private new housing project, suburban England, 1980s

Roles
Actors

(1) Speculative (2) Specialist (3) Former (4) Professional (5) Households
builder contractors landowner service firms

Volume house-builder,  Single trade Agricultural Architect, 
probably part of a contractors or industrial structural and 
DCG.1 landowner civil engineers

Developer Buys land ahead from Obtains
(3). Obtains full outline
planning permit for planning
a scheme design. permit. Sells
Develops site in freehold of
parcels, over several land to (1)
years

Designer Chooses mix of Designs site layout,
dwellings and sizes carries out 
from own set of technical
standard types specification for (1)

Builder Project manages and Work to contract for
pays the specialist (1), either on
(‘trade’) contractors. supply-and-fix or
Buys some materials labour-only contract.
and components Employ building  

workers. Buy some
materials
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Table 7.3a Continued

Roles
Actors

(1) Speculative (2) Specialist (3) Former (4) Professional (5) Households
builder contractors landowner service firms

Volume house-builder,  Single trade Agricultural Architect, 
probably part of a contractors or industrial structural and 
DCG1 landowner civil engineers

Owner Purchases
house on
completion
from (1) and
maintains the 
property

User Consumes the  
property by
dwelling in it

Note:
1 Diversified construction group.
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Table 7.3b Actors and transactions in a private new housing project, suburban England, 1980s

(1) Speculative (2) Specialist (3) Former (4) Professional (5) Households
builder contractors landowner service firms

(1) Speculative builder Purchases houses 
on completion

(2) Specialist contractors Employs trade Employ
firms subcontractors

(3) Former landowner Purchases land

(4) Professional service firms Engages designers, Engages advisers,
obtains cost to help obtain
advice and other planning
management permission
services, employs
selling agents

(5) Households



they actually perform the role of builder or contract it out. Whereas, a
speculative developer of any kind of project other than housing is con-
sidered to belong to the property industry, even if they take a very
active part in the building role. The reason for the anomaly is purely
historical. The earliest big, modern speculative housing developers
were in fact builders, like Laing and Wimpey in the inter-war period,
who as construction firms tended to build the housing projects they
developed. On the other hand, the earliest big, modern developers of
offices were property owning companies, in the sense of being firms
whose primary activity was to own stocks of property and collect
streams of rents

Thus, a project may be speculative from the property developer’s
point of view in that its developer intends to sell it to another owner
but has not sold it before starting construction. However, from the
builder’s point of view the work is not carried out ‘on their own
account’ but on a contract working for a developer. Thus, a project can
come within the scope of the contracting system, rather than the specula-
tive system, even though its developer is acting speculatively – so long as
the developer appoints a contractor to be responsible for construction.

The essence of the contracting system is that it involves separation of
responsibilities for the roles of developer, designer and builder between
three separate actors, called respectively the client, the architect and
the contractor. The alternative system is sometimes called ‘the specula-
tive system’ because, historically it was speculative builders who first
developed it, but more accurately it should be called ‘the integrated
system’. It is an integrated system of building development because, in
it, one actor combines two or more of these roles, as, for instance, a
developer-designer or a developer-builder.

In the fully integrated system, the roles of developer, builder,
designer and building owner are all subsumed within one organisation
or actor. It corresponds to what economists know as vertical integration,
where a firm expands the scope of its activities by taking on the roles
of those firms selling to it or buying from it. The main integrated
actors in the building process have historically been public authorities.
At one time it was commonplace for a UK local authority to combine
all these roles, with its own architects’ and engineers’ departments and
its own building department or direct labour organisation. There are
also some private sector examples of fully integrated systems though
these are unusual in construction projects apart from speculative
housebuilding. Occasionally firms like Wimpey may retain ownership
as rental investments of offices which they developed and built, to
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become developer-builder-owners. Private Finance Initiative (PFI) pro-
jects may provide examples of high integration with the same firm
taking the roles of owner, operator, designer and builder.

Figure 7.1 gives examples of partially integrated production systems,
which are far more common in construction than fully integrated
systems. The triangle shows the separation of the three roles while the
combination of any two is given by the side connecting them. If the
roles of developer and builder are combined, we can call this the ‘spec-
ulative builder’ version of the integrated system, provided the devel-
oper is in fact operating speculatively, and not developing the project
for their own occupation.

If, like the local authority in Table 7.4, the building owner requires
new buildings for their own retention and use sufficiently frequently as
to have set up their own departments to perform the development and
building roles, then the combination of developer builder is more accu-
rately described as a ‘vertically integrated building owner’ (VIBO I). If
the roles of developer and designer are combined, then we have either
the speculative designer case or another version of a ‘vertically integrated
building owner’ (VIBO II). Another version of a partially integrated
production system combines the roles of builder and designer and may
be called the ‘package deal’. However, just to confuse things, this is
now perhaps more commonly referred to as the ‘design-and-build’
variant of the contracting system, especially where the developer acts
as a separate client. This can clearly be seen in Figure 7.1, because the
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Developer

Package deal
Design and build

Designer Builder

Speculative builder
VIBO I

Speculative designer
VIBO II

Figure 7.1 Partially integrated construction systems
Notes:
VIBO I – Vertically integrated building owner version i – developer/builder
VIBO II – Vertically integrated building owner version ii – developer/designer
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Table 7.4 Actors and roles in a typical new public housing project, Inner London, 1950s/1960s

Roles Actors

(1) Local authority (2) Sub- contractors (3) Former (4) Households
landowner

Supplier of social housing. Single-trade Property holder
Internal architects, contractors
QS and DLO 
(building works department)

Developer Buys land ahead. Obtains full Sells freehold of
planning permit for a scheme land to (1).
design. Develops site Compulsory 

purchase used for 
slum clearance

Designer Architects’ Department designs
to meet minimum housing 
standards and policy objectives

Builder DLO project manages the Work to contract for
specialist trade contractors. (1), on supply-and-fix
Employs building workers. contract. Employ
Buys some materials building workers. Buy

some materials

Owner Housing Department maintains 
and operates building on
completion

User Allocated dwelling 
on basis of need; 
rent building on
completion



162Table 7.5 Actors and roles in typical new office project, City of London, 1980s

Roles Actors

1) Property (2) Main (3) Sub- (4) Former (5) Professional (6) Financial 
company contractor contractors landowner service firms or commercial 

firms

Property holder, A management Single-trade Property holder Design firms
e.g. MEPC contractor contractors

Developer Buys land ahead Sells freehold or
from (4); obtains leasehold of land
full planning permit to (1)
for a scheme design. 
Develops site 

Designer Sets design brief; Designs and acts
approves design as agents for (1)
which meets 
investment criteria 

Builder Construction Work to 
management contract for (2),
or Management on supply-and
fee contractor. fix contract.
Selects and Employ building
project manages workers.; buy
the specialist materials
trade contractors
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Table 7.5 Continued

Roles Actors

1) Property (2) Main (3) Sub- (4) Former (5) Professional (6) Financial 
company contractor contractors landowner service firms or commercial 

firms

Property holder, A management Single-trade Property holder Design firms
e.g. MEPC contractor contractors

Owner Has ownership 
rights over the 
property assets

User Rents building
on completion. 
Maintains and 
operates building 
(repairing lease)



combination of only designer and builder excludes the client’s role as
developer.

Systems and their main types of actor

The economic structure of relationships between actors in the building
process is profoundly different when the builder is also the developer.
For this reason, and also because they are the most widespread in prac-
tice, we identify just two main structures of the process, out of the
larger number of possible variants: the speculative and the contracting
systems.

In the speculative system one firm combines the roles of developer
and builder (and perhaps, also, of designer), but not the role of building
owner. Its main application in the UK has been in private speculative
house building, though we also find it in some commercial and light
industrial building. The main actor, obviously, is the speculative builder.

In the contracting system the roles of developer and builder, and
possibly also designer, are separated and performed by different actors.
The main actors are the clients, the main contractors and the profes-
sional service firms, and there is something nearer to a balance of
power between them. Each actor derives power from their role in the
development process.

In the Latham Report (1994), clients are seen as the dominant actors,
first because the others depend upon them for work, and second
because they define the terms of projects. They may also, but do not
always, use their position to lead and lay down the terms under which
the construction process is organised. On the other hand, their posi-
tion is weakened by their remoteness from knowledge of building pro-
duction, and by their inability to specify completely either the product
they require or the process by which it shall be produced. Architects
and design engineers are the most powerful of the professional service
firms, their power arising from their near monopoly over the ability to
turn a client’s rather abstract functional requirements, expressed in
words and numbers, into something concrete and spatial, namely a
design, which can be built. In some countries, such as Spain, this
monopoly power is supported by legislation, because the signature of
an architect is required for planning consent. This power makes them
equally necessary as intermediaries to clients and to contractors.
Contractors’ power comes mainly from their ownership and control of
the means or resources of production, and also from their technical
knowledge of production processes.
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It has been observed that, in the contracting system, the balance of
power shifts as each project proceeds. At first, the client is very power-
ful, especially if their project is a large one, with many competing
architects and contractors keen to win the client’s approval and selec-
tion. However, as the project proceeds and contracts for design and
construction are placed, power shifts, and the appointed architect 
and contractor virtually become temporary monopolists in whose
hands the clients have placed themselves more or less irrevocably
(Hillebrandt, 1984). This is as true whether we measure their power by
the number of competitors, the cost to the client of terminating a con-
tract and reopening competitive selection of a replacement supplier, or
the possession of information about the project. Repeat or recurrent
clients therefore have a special countervailing power, because oppor-
tunism, or abuse of their temporary monopoly of supply by architects
or contractors, can be kept in check by the sanction of exclusion of
those suppliers from future projects.

One way of gaining some insight into relative power within the con-
tracting system is to look at which parties are dominant in which
aspects of the construction production process. The key rules of the
game of the contracting system concern the following points:

1. How are architects and contractors to be selected by clients? In
other words, how is competition to be regulated?

2. How is payment due to each party to be determined?
3. What are the obligations or duties of each party to the contract to

the others, and what sanctions can be applied if they are not met?
4. How are changes or events unforeseen at the time the contracts

were signed to be accommodated into the project?

For building projects, the normal forms of contract, defining the rules
of legal relationship between actors on a project, have for a long time
been those devised and published by the Joint Contracts Tribunal
(JCT). JCT standard contracts cover the relationship between developer
(client) and builder (contractor). The professional bodies, such as the
RIBA, produce standard contracts for the appointment of the designer,
but these are less widely used in practice (especially by commercial
clients) than are the JCT Forms.

In the period up until the 1970s, bodies representing the construc-
tion professions and the contractors had larger and more active repre-
sentation in the JCT than did clients. Public sector clients made little
attempt to dominate or to rewrite the rules, though they were more
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active at the margins of the system in introducing some organisational
innovations (see below). Even the main apparent exception, the
Banwell Committee Report (1964) on ‘the placing and management of
contracts in building and civil engineering’, seems to have been greatly
influenced by representatives of the larger contractors. The standard
form of contract of those years, JCT ‘63, is now widely perceived to
have been biased against the interests of clients (Ive, 1995).

Since the 1970s powerful private clients (both owner-occupiers and
speculative developers) have been somewhat more active in setting the
rules. The British Property Federation developed its own form of con-
tract unilaterally, and many clients now have their own standard
variants or departures from the basic form of JCT contract.

Speculative builders and contractors

Speculative builders have distinct economic features compared to con-
tract builders. To begin with, speculative builders initiate work from
within the construction industry whereas contractors respond to
demand in the form of orders from outside. As a result, speculative
builders take on a commercial risk over and above the risks taken by
contractors, namely the risk of not finding a suitable buyer for the
completed project. On the other hand, it means that speculative
builders are in a better position to plan their immediate future activ-
ity, and can be more pro-active rather than re-active in shaping their
workload.

Speculative builders and contractors are often both subsidiaries of
the same large diversified construction groups. The parent companies
can use their position and size to provide funding and finance for spec-
ulative building projects, and may switch capital between their con-
tracting and speculative subsidiaries. This pattern of ownership can be
found in, for example, John Laing plc, which owns contractors, and a
speculative builder, Laing Homes. Despite this frequent common own-
ership, the internal economic characteristics of contractors and specu-
lative builders are quite different, indeed almost opposites, and for this
reason are they usually run as quite separate business entities.

The contracting system also gives rise to independently owned
professional services firms, including architectural, surveying and
engineering professional practices. These firms can be characterised by
complete confinement to one role, and by a low requirement for
capitalisation relative to the scope and value of the projects on which
they work. As yet, in the UK, these professional service firms are not
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usually subsidiaries of large construction conglomerates, though archi-
tecture departments, employing qualified architects, do exist in a few
of the larger contractors, such as Kyle Stewart (HBG).

Construction as a manufacturing process

Our earlier definition of actors in the development process tends to
downplay the importance of manufacturers of building materials and
components. Because the process is seen as starting with the developer,
then moving through design and construction, the role of the manu-
facturer seems to be a long way downstream and remote from the
project. However, with reference to Chapter 1, p.10 if we define the
process with which we are concerned as the process of production of
the built environment, then off site manufacturing, in one form or
another, will today normally account for well over half of all that
process, measured by value added.

Building can be seen as merely the last, on-site stage of a production
process which links a series of industries. This process begins with the
taking of natural resources, and involves their progressive transforma-
tion by manufacturers into forms, which can then be assembled into
buildings. These manufacturers too must be recognised as part of the
process. There are, of course, as in other sectors, many firms in manu-
facturing who sell some part of their output of goods or services to
construction firms, but for whom this link is not strong enough for
them to be included as an integral part of the construction process. To
some extent the cut off point is arbitrary. A manufacturer can be said
to have an active role in the construction process either if they target,
market and design some of their range of standard products specifically
for use in the construction process, or if they respond to commissions
to produce products specifically for a certain project.

Other roles in the process

Two important features were deliberately omitted from Table 7.2. They
are the roles of merchant and financier, and the various types of actor
who perform these roles. These are now examined in turn.

Intermediaries – merchants and agents

It is sometimes helpful to discuss transactions in terms of principals
and agents. Principals act on their own behalf, while agents act on
account of others. The transactors in Table 7.2 are the principals in the
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development process, whereas the role of the estate agent, say, is that
of an agent acting for a fee on a seller’s behalf. The distinction between
agent and principal is about who bears the risk of standing to lose
capital if things go wrong or of making exceptional profit if things go
well. Many consultants exist in the construction industry, who sell
professional advice to a principal but are themselves not otherwise
engaged as transactors in the process.

The distinction between an intermediary and an actor is that inter-
mediaries merely pass something on unchanged (like merchants)
whereas actors produce or use and thereby transform inputs into
different outputs. Unlike agents, some intermediaries, like builders’
merchants, act on their own account. That is, they buy, hold and sell,
and for a while are owners of the commodities they buy. The role of
intermediary is made possible only because of the space between the
separate actors. For instance, the role of a builder’s merchant would be
excluded from the building process altogether, if a builder chose to
purchase all supplies of materials directly from their producers.

Ball (1988) suggests that it is best to think of the modern building
main contractor as a kind of merchant rather than as a building pro-
ducer. Now a pure merchant role would be a simple intermediary buying
parts of buildings from their actual producers, such as the specialist,
trade or work package contractors, adding a merchant’s mark-up and re-
selling them to building owners or clients. The implied comparison is
with agricultural merchants buying, say, grain, from many farmers
before selling it on in bulk to food manufacturers. The value of mer-
chants’ activities to their customers is that they simplify the process of
buying. Merchants provide one stop shopping with a single point of
responsibility for delivery. Ball was led to this position by observation of
the historical process by which main contractors have increasingly
detached themselves from direct control over production and from direct
employment of productive construction labour. One can see his point.

However, main or management contractors are still, in terms of
their economic role, producers rather than just merchants, insofar as
they retain just sufficient control over how production is carried out
by each specialist contractor and, above all, because they still retain
the role of co-ordination of these separate production activities.
Nevertheless, one could hardly object to Ball’s actual term for them,
‘merchant-producers’.

During the 1980s there occurred a shift in the way clients could
procure buildings. New procurements systems moved away from tradi-
tional methods and introduced, in addition to design-and-build, new
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management oriented procurement systems (Masterman, 1992). Such
management-based systems have variant forms, with the common
feature that all production is divided into ‘work packages’, each under-
taken by a specialist firm.

In the construction management (CM) variant, the CM firm provides
only management services concerned with planning, co-ordination
and the payment of the work-package contractors. Although commu-
nication is always through them, the CM firm is not the customer of
the work-package contractors, whose contracts are directly with the
client. In CM procurement, the CM firm is often introduced at a very
early stage, and can therefore affect design. However, the CM firm,
because it is not a direct party to the work package contracts, reduces
its risk, and project risk lies mainly with the client.

In the management contracting (MC) variant the MC firms offer
similar management services to CM firms, but typically of less scope
because of beginning at a later stage in the project. Again, payment is
in the form of a fee and risk again lies with the client. However,
because all the project cash flows pass through the hands of the MC
firm, they may share with traditional main contractors the characteris-
tic that their business is cash generating and has a negative working
capital requirement.

Construction management and management contracting are particu-
lar procurement methods, whereas project management is a form of
consultancy, not linked to any particular procurement method. Project
managers, acting as agents for their principals, will advise them on
appropriate procurement methods. Nevertheless, it is clear that project
managers, construction managers, and management fee contractors
have increased the number and types of agents already present in the
construction process, such as architects, structural engineers, and
quantity surveyors.

Financiers of the development process

Almost all actors in the development process are either unable or
unwilling to finance all of their activities from their own financial
resources. Therefore they borrow from banks and other financial insti-
tutions. This aspect of the development process has two sides. On the
one side, a significant proportion of all bank lending is made to
finance development, including construction, and, on the other, inter-
est payments on loans absorb a significant part of total development
revenues. Although the role of lender does not by itself imply any
active part in the development process, the presence of lenders is usual
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at every stage. Banks limit or constrain the behaviour of their borrow-
ers, particularly through their rules on collateral. There are two main
forms of financing, corporate finance and project finance, distin-
guished by the nature of the lenders collateral or security.

Corporate finance

All participants in the production process require finance. The funding is
supplied by the financiers to the actors as institutions or firms and not
for their particular roles. Once a loan has been made, it is up to the
actors to decide exactly how the money should be allocated and spent.
The lender, as such, does not stipulate how the money will be spent.
Such stipulations would involve the financier in the management of the
process. Where this indeed occurs, the financial institution becomes a
financier developer. However financier developers in the UK are unusual.
Instead lenders concentrate upon the security or collateral for recovering
their loans should a borrower default on repayments. This security
consists of all the revenues and assets of the borrower corporation.

Project finance

Funding is supplied by financiers earmarked for a particular project.
The developer sets up a company whose sole asset is ownership of the
project (called a Project Company or Special Purpose Company). This
SPC then borrows from the financiers, and incurs financial liabilities.
Loans to the SPC are thus secured only upon the revenues and capital
value of the project itself, for these are the only revenues and assets of
the borrower, the SPC.

Early uses of project finance in the UK included some major North
Sea oil and gas extraction projects, and (a little later) speculative office
developments such as Broadgate. The Channel Tunnel built by
Eurotunnel, which was in effect an SPC, was unusual in that from the
first its new equity was sold through the stock market to the generality
of shareholders. It is more usual for the equity capital of an SPC all to
be held, initially at least, by a small consortium of firms who have
shared the role of developer of the project.

Project finance limits the liability of the borrower-developer to the
value of its equity stake in the SPC. Lenders of project finance will
become deeply involved in appraisal of the project’s projected costs,
revenues and risks. The costs of undertaking this appraisal are re-
imbursed by the borrower.

Unless a project has exceptionally predictable costs and revenues,
project lending is usually riskier, from the perspective of the lender,
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than lending to a well-established corporation, and this risk is reflected
in the interest rates charged. Recent years have seen massive expansion
in the use of project finance. It is central, for example, to the Private
Finance Initiative.

Projects and firms

Projects are temporary and finite whereas the firms that engage in com-
pleting projects are, or at least plan to be, permanent and long-lived.
This section explores the ways projects and construction firms intersect
one another.

The construction industry often produces extremely large units of
output, namely large buildings and works. Indeed, some construction
schemes are amongst the largest projects undertaken by humanity.
Projects can be large in terms of physical scale as well as costly in terms
of money and resources. Consequently production, though finite in
time, can take several years to complete. Moreover, as each project
passes through its stages towards completion, the content of the work
to be done by each firm involved changes. In many cases, specialist
firms may be involved for only short periods during the total produc-
tion phase of a project.

Occasionally construction firms are created specifically to perform on
one project, and then liquidated. Usually these are consortia or joint
ventures between several more permanent firms. Trans Manche Link,
for instance, was an important consortium of major contractors
formed solely to promote and then to construct the Channel Tunnel.

In many ways the project orientated features of the firm are similar
in both the construction industry and in ship building. Because of the
size of construction projects and the relatively few building projects
undertaken by a firm at any one time, each contract will form a re-
latively large proportion of a construction firm’s turnover. Conse-
quently, each contract forms a significant opportunity for the firm to
develop and grow. However, each contract is also a threat to the firm’s
survival, if the project in the agreement were to run over budget.

When construction firms are very small, it is common for them to
obtain all or most of their turnover in any short period from just one
project. As firms grow just a little larger, they tend to do so by running
work on a few projects in parallel, where each involves roughly the
same turnover for the firm as the single projects of the smallest firms.
Sometimes, in the next phase of expansion the firm enlarges its scale of
operations by increasing the volume of work on each project it is
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willing to undertake. It raises the amount of revenue before expenses
per project. In other words it increases the size of its turnover per
project. Instead of increasing the number of small jobs and spreading
management more thinly, firms expand by running the same number
of jobs but larger, with approximately the same number of senior man-
agers. Although it is larger, the firm still depends to a large extent on
the success of each project. Thus growth proceeds, first incrementally,
by adding more contracts of an accustomed size in parallel, then by
quantum leaps to a higher scale of project.

It is noticeable that the biggest contractors, for example, do not seem
to have noticeably more projects under way at any time than firms a
fraction of their size. They are bigger, rather, because their average size
of revenue per project is bigger – and that is either because they work
on projects with a bigger total size or because they take a larger slice of
the projects.

Data on main contractors’ value of contracts per project can be
found in Housing and Construction Statistics. Unfortunately, it is not
possible to link it directly to contractors’ size, i.e. total orders obtained
per firm, but it is possible to see that the size distribution of firms
closely follows the size distribution of new build orders. However, the
conclusions which can be drawn from Figure 7.2 can only be tentative.
While the percentage of the number of orders in each project range
reflects the percentage of firms in each size category, the percentage
distribution of the value of work is almost the reverse, with the largest
firms obtaining over 40 per cent of the work. Figure 7.2 as an example
shows orders for industrial new work. It does not take repair and main-
tenance contracts into account, and maintenance contracts form
almost half the workload of the industry and are predominantly small
in value and undertaken by small firms. If repair and maintenance
projects were to be added to Figure 7.2, we might find a more or less
constant ratio, in each size range, between the proportions of the
number of firms and the number of contracts.

Subcontractors, or direct specialist contractors, on the other hand,
tend to work on many more projects in the same time period than do
main contractors of comparable size. This reduces the exposure to the
risk of bankruptcy of small contractors, because they are less depend-
ent on each project for their survival. For subcontractors, the average
ratio of turnover per project to the firm’s total turnover is much lower
on average than main contractors.

Similarly, amongst professional practices, firms of quantity surveyors
tend to have more projects in hand at any one time than architectural
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firms with comparable annual total turnovers. Quantity surveying
practices have lower revenues per project than architects, reflecting
their lower percentage fees, and consequently they require more jobs
in order to achieve a similar total overall revenue.

Average and median project value varies significantly between differ-
ent project types. In 1988 just prior to the last major recession in the
construction sector, for instance, 47 per cent by value of private com-
mercial construction contracts had an individual value of £5 million or
over, whereas less than 2 per cent by value of housing projects, public
or private, were of this size. This compares to 20 per cent by value of
private industrial projects, and 33 per cent by value of public non-
housing projects. In terms of numbers of projects, of course, the vast
majority in all types are very small, but, by share in total market value,
individual projects of under £0.2 million accounted for only 15 per cent
of private commercial, 18 per cent of public non-housing, 19 per cent
of private industrial and 37 per cent of private housing. In a recession
year the share of large projects is typically somewhat less, at least in
the private sector. All these figures refer to new build only. They
exclude projects classed as repair and maintenance, where project
value is presumably much smaller.

Figure 7.3 shows the distribution of contractors’ new orders in 1997
by project duration. Over 80 per cent of orders take up to 6 months to
complete whereas only a few involve projects lasting one year or more.
This of course is in contrast to the value of these orders, since projects
with longer duration tend to be larger and more valuable than the
shorter jobs. This contrast is illustrated in Figure 7.4, which shows the
distribution of orders by duration and value.

During the 1980s several major projects in the UK received much pub-
licity due to their speed of construction. The management techniques
involved were called ‘fast track’. This is a management system which
enables the construction phase to overlap the architects’ drawings stage,
so that the overall development period could be shortened. This was
achieved by dividing projects into overlapping ‘work-packages’, and by
having regular meetings on site between clients, architects, contractors,
subcontractors and engineers. One notable example of the use of fast
tracking was the Broadgate Centre in the City of London.

If there has been a tendency in recent years towards faster construc-
tion – that is, shorter contract durations for projects of equivalent real
size – it is difficult to measure the effectiveness of the techniques
involved from published data. Nevertheless, faster building has been a
prominent recent concern of major clients.
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If project and contract sizes stay unchanged whilst durations are
reduced, then several outcomes for construction firms are possible. For
example, it could make it harder for construction firms to plan ahead
by predicting future resource requirements from their current order
book (Sugden and Wells, 1977). It could mean that a firm will be
working on fewer projects at any one time than before, but with a
higher monthly value of turnover from each project. If the number of
projects also remains the same, it could mean that following a restruc-
turing period when firms merge or close down, the remaining individ-
ual firms would be able to work on the same number of projects at any
one time as before the ‘speed-up’, with a higher annual turnover. Firms
would then be able to take advantage both of economies of scale and
new computing and communications technologies.

The risks and uncertainty connected with building projects can be
enormous. Contracts are signed before construction begins and thus
before actual costs are known, in contrast to much of manufacturing
industry, where goods are offered for sale only after production has
taken place. A second major source of uncertainty for contractors is
that it is particularly difficult in construction to predict the costs of one
project from past experience of similar projects, because it is hard to
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know in advance just how similar any two projects are going to turn
out to be.

Portfolio risk management costs

Portfolio risk theory has been developed mainly in the theory of
finance. There, it has enabled identification of optimal portfolios of
financial assets, including equities in different companies plus bonds.
It has shown that holders of such portfolios will always be at a consid-
erable advantage over holders of single assets, or less diverse portfolios.
Inter alia, this provides an explanation in efficiency terms of why
modern holding of financial assets is dominated by financial interme-
diaries, such as insurance companies, pension funds and unit trusts,
rather than by direct individual share holding. The value of an opti-
mally composed portfolio of, for example, shares will fluctuate less
than will the value of any other kind of holding. Optimality requires,
simplifying somewhat, that the portfolio not be imbalanced by too
large a holding of any one asset, and that it be composed as far as pos-
sible of assets whose values tend to vary independently of one another.

176 The Nature of the Construction Process

60

50

40

30

20

10

0
0–6 7–12

New public housing

Private industrial

New private housing Infrastructure

Private commercial

13–18

Months

Over 18

P
er

ce
nt

ag
e 

of
 o

rd
er

s 
by

 v
al

ue

Figure 7.4 Contractors’ new orders, by duration and value, 1997
Source: Housing and Construction Statistics, 1987–97, Table 1.5.



For example, they should be shares in companies trading in different
industries and markets.

Now, the same ideas have a clear application to the portfolio of pro-
jects or contracts held at any one time by a construction firm. The
value of the outstanding cashflows from each contract in a firm’s port-
folio of jobs in hand will be prone to vary, in part for reasons specific
to that project and unlikely to affect the value of the other contracts in
the portfolio. Because of the independence of this variation, the larger
the value of the portfolio relative to the value of each single contract in
it, the less will be the mean expected variance in the combined value
of the whole portfolio. Starting with a small portfolio, if we double its
value by doubling its spread in terms of numbers of contracts, we will
observe something much less than a doubling of the absolute size
fluctuation in its combined value, as each project is worked through to
final settlement of accounts.

Now, portfolio theory normally develops its argument in terms of
risks of known probability, rather than in terms of uncertainty or un-
insurable risk. Whatever may be the case for the stock exchange, where
futures markets do permit some hedging of risk, when we consider
portfolios of contracts held by a construction firm, it seems fairly self-
evident that most of the risk involved is not capable of being laid off or
insured, though of course certain specific categories of contract value
risk can be insured, such as the Export Credit Guarantee Scheme,
certain kinds of contract bonding, etc. At any event, even if insurance
might be hypothetically obtainable at some price for the remaining
risks, the judgement of firms seems clearly to be that the premiums
payable would not be good value for money.

Thus construction firms themselves carry the risk that the remaining
value of any contract, C, in their portfolio might become negative with
future cash outflows exceeding cash inflows. They manage this risk not
chiefly by taking out insurance, but rather by holding contingency
reserves of relatively liquid financial assets in their corporate treasuries.

Suppose a firm has a portfolio of 20 contracts, the expected 
ex ante outstanding net cash flows of which range from – £6 million
to + £10 million, and the expected sum of the net cash flows is 
£40 million (note that these are net cash flows, i.e. expected revenues
minus expected outgoings; the gross expected cash inflows, the 
value of the order book in terms of turnover, would be very much
larger).

If each contract were to turn out as expected, the firm would have no
need to inject cash from its treasury into the contracts division – each
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month the positive cash flows from the majority of projects would
more than cover the negative cash flows from the rest.

However, whilst 19 out of 20 contracts may indeed have outcomes
that are within a few million pounds of what was expected, the pro-
blem for the firm is that experience shows that there is a significant
chance that 1 out of the 20 will run into major unexpected problems. –
let us say, for purposes of exposition, a negative cash flow of £40 million
spread over several months.

Now the ordinary monthly inflows from the cash generating projects
will be insufficient to cover the cash outflows in several months, even
though overall the firm is still just about breaking even. The disaster
loss just about offsets the expected sum of net inflows from the whole
portfolio. It is to cope with such disasters that the firm needs its liquid
financial assets contingency reserve.

Experience will indicate to the firm the minimum prudent size of
such reserve that it must hold, in order to feel virtually certain that it
will not be caught unable to pay its creditors in the event of a worst
case scenario on one or more of its projects.

The contingency reserve might take the form of open but undrawn
upon lines of credit with its bankers, or might take the form of readily
encashable holdings of financial assets such as bank deposits, govern-
ment bills or bonds or equities. The cost of having to keep such a
reserve may be the opportunity cost arising from the fact that the 
rate of interest on such holdings will be less than the rate of return 
the firm could make if it could release that money capital for real
investment in its operations, or, if the reserve financial assets have
been financed by long term borrowing it is the actual excess of the cost
of servicing this debt over the interest obtained from short term
deposits.

Now, the size of the worst case scenario negative cash flow from the
portfolio will depend upon the following variables:

• the minimum quality of the individual contracts. Contracts with
some clients are of lower quality considered as financial assets than
others, because attributes of those clients mean they are more likely
to default on payments. Such clients might include highly geared
speculative developers;

• the maximum technical uncertainty of the individual projects
underlying the contracts;

• the extent of liabilities for damages implicit in the value and form
of contract.
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Generally, forms of contract are such that the absolute magnitude of
the worst case negative net cash flow that can be imagined is in fact
directly proportional to the gross value of the contract. Thus, other
things being equal, the larger the absolute value of individual contracts
relative to the size of the firm, the larger the negative cash flow of the
worst case scenario relative to the ordinary net cash flows of the firm,
and therefore the larger the contingency reserve required as a pro-
portion of the firm’s capital employed.

Concluding remarks

There are a great number of separate participants involved in the devel-
opment and construction of any project. While all participants in a
project have their own motives and expectations, it is the developer
who has more power than the others to determine what actually gets
built. In the main the participants or actors belong to separate firms or
organisations. It is perfectly possible for them to be vertically inte-
grated, such that different roles may be combined within the same
organisation.

In many ways projects can be seen as power struggles between partic-
ipants. These power struggles are conditioned by the contractual
arrangements made for the construction and delivery of the project.
The client has the dominant role in this process and can decide how
the rest of the project participants are selected, as well as their terms
and conditions of employment.

In spite of the high degree of uncertainty surrounding any project,
contractors find themselves competing for work on very low profit
margins. They are thus exposed to a high level of risk, albeit not
‘demand’ risk. In order to reduce the risk of bankruptcy, contractors
work on several projects simultaneously. This method of managing
their workload reduces the risk that any one project may cause the
company to fail. A portfolio of projects is used by contractors in much
the same way as a portfolio of financial assets is used to off set losses in
one investment with profits from the others.
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8
The Contracting System

Introduction

To some extent the way that any industry organises itself is a collective
response by the firms of that industry to their economic, social and
political environment. Firms also need to take appropriate measures to
deal with the specific types of inputs, the nature of the technology and
methods used, and the characteristics of their output. For this reason
every industry is peculiar to itself. As industrial economists we seek to
understand the nature of the conditions which determine the behav-
iour of firms. One of the main characteristics of the construction
industry is the division of the production process between separate
professional design practices and construction contractors.

This chapter deals with the implications of that division in terms of
the ability of the industry to introduce improvements and increase
productivity and efficiency. We see how the current contracting system
operates to the detriment of clients as well as of the long term interests
of the industry itself. And yet, given the current terms and conditions
in construction markets, for any one firm to attempt to circumvent the
contracting system on its own would force it to tender at uncompeti-
tive rates and so risk bringing about its own collapse. Those contractors
which operate most effectively use the tendering system to win orders,
while using the subcontracting system in turn in their own interests to
cut costs. This chapter focuses on the relationship between the con-
tracting system and project innovation.

Fragmentation and innovation in the development process

Fragmentation between design and construction reduces efficiency and
raises the costs of production. A result of fragmentation has been the
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low level of investment in research and development within firms in
the construction industry (Ive, 1996).

We have seen how the organisation of construction firms emerges
from the financial and legal constraints operating on companies. The
organisation of the industry itself is also a consequence of historical,
legal and financial developments. Partly because of the uncertain work
flows resulting from the tendering system and partly because of the
low profit margins, in the construction industry the strategy for sur-
vival of firms has led them to cut overhead and fixed costs to a
minimum. This has meant, for example, the growth of a plant hire
market as firms prefer to hire than own the plant and equipment.
Subcontracting also means that specialised skills and equipment are
not a charge to the main contractor firm when they are not required
on a site.

In the professions the sector is represented by a large variety of insti-
tutions including the Royal Institute of British Architects, the Royal
Institute of Chartered Surveyors and the Institution of Civil Engineers.
Each of these professional bodies represents the interests of its
members. This preserves the separate identities of the professions and
means that the professional practices often cater for only one profes-
sion. Design teams have to be set up anew each time a major building
project is planned. At the same time each project requires contractual
arrangements to meet the unique needs of the organisation created to
design and construct the scheme. No universal contract applies.

Ball (1988) accepts that technical change has made it possible to
create buildings in ways that were previously not practical. For Ball, the
issue is why does technical change and development in construction
take the form it does? The best theoretical framework developed to
date to study innovation in the UK’s vertically fragmented construc-
tion process remains that of Marion Bowley (1966). Below we offer our
interpretation of her ideas, and of major subsequent additions to them.

Construction in the UK is dominated by the contracting system. The
twin essences of this system are the separation of the roles of project
initiator, designer and producer and the one-off nature of construction
projects. Each of these is inimical to innovation. The separation of the
roles divides responsibilities between the client, the architect and the
contractor, making the introduction of new techniques, technology
and materials difficult to implement. Construction demand is seen as a
series of one-off projects, each with its unique design, tendered compet-
itively on price, and with its own temporary project coalition. Ball
(1988) and Winch (1989) develop Bowley’s point. Ball argues that
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because each construction project is a one-off and it is not possible to
predict the next project, contractors need to be highly adaptable or
flexible in their ability to respond quickly to the specific requirements
of each contract, rather than focusing upon efficient delivery of the
kind of project currently in hand.

Innovation is to be distinguished from invention, as requiring devel-
opment beyond the prototype or experimental project along a learning
curve and towards routinisation and eventual diffusion through imita-
tion. Innovation, like murder in a properly made ‘whodunit’, requires
the coincidence of means, motive and opportunity in the same party
or set of allies.

Bowley assumes the desire for temporary super-normal profits is the
main motive for innovation, whereas the desire to try out a new idea,
or the search for fame and attention may be the motives for invention.
Normal profits are the rule, but an innovator can obtain super-normal
profits for so long as their lead over competitors lasts, which is until
diffusion becomes widespread, and the innovation becomes the new
norm.

Innovations are of two kinds, product-enhancing or cost-reducing.
The former involves product innovation, the development of what cus-
tomers perceive to be a superior product. The latter involves process
innovation, new ways of making what is perceived to be the same
product. Super-normal profits can arise from the ability of the firm to
use an innovation in order to raise its selling price or expand its
volume of sales. These possibilities result from product enhancing inno-
vation which enable firms to raise prices or to capture market share and
take advantage of economies of scale. The options derived from cost
reducing innovation are to cut prices and thus expand the firm’s volume
or to widen its margins if cost reductions are not passed on to cus-
tomers.

The motive to innovate therefore depends upon there being a sub-
stantial time lag between the introduction of an innovation and it
becoming the new norm, and upon the size of the extra profits to be
made in each year of that lag period. These extra profits depend upon
the percentage difference an innovation makes to cost or price and the
total value of projects on which it can be applied by the innovator.
These concepts are known as the magnitude and the scope of application
of an innovation.

The contracting system, according to Bowley, means that architects
and, especially, contractors only have the opportunity to attempt in-
novation after they have been appointed by a client – they can only be
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re-active, not pro-active. Clients, on the other hand, have this opportu-
nity to innovate from the moment they conceive a need for a project.
It means also that architects and contractors partially lack the motive to
innovate. In both cases, this is because they cannot know in advance
that they will be able to use their innovation on future projects,
because they cannot control what these will be. It is also because
architects have no direct profit to gain from cost reducing inno-
vation within the initial project. Contractors, on the other hand,
have ample direct motive to make cost reducing innovations, though
no real interest in product enhancing ones, but lack the opportunity
to do so, because most process innovation actually requires at least
minor project redesign, which is outside of contractors’ control.
Architecture firms, being under-capitalised and unable to carry 
their own uninsurable risk, also lack the financial means to invest in
innovations.

Whether or not this conceptual framework derived from Bowley is a
sufficient base for thinking about innovation in the modern con-
struction industry depends in our view largely upon two aspects of the
development process. It depends firstly, on the importance we place on
horizontal as opposed to vertical fragmentation in the process, and
second, on the importance we place on following the process back
below the contractor to subcontractors and manufacturers. Let us con-
sider these points in turn.

Bowley’s explanation of the relatively slow rate of innovation by
firms employed in the construction process is meant to hold even if
there is complete horizontal integration of each stage on each project.
Complete horizontal integration would mean only one client, only
one designer and only one contractor. However, it is really impossible
to grasp the forces at work behind recent changes in the contracting
system without reference to horizontal fragmentation in both the
design and building processes, and the consequent rise of co-ordinators.
By this term we mean to encompass all those ‘project management’, ‘con-
struction management’, ‘management contractor’ and ‘design management’
actors whose role is not directly to design or construct, but rather to
manage and co-ordinate the activities of other actors amongst whom
these activities are divided. Management here does not have its normal
meaning, of direct employment of and hierarchical authority over
those being managed. Instead, it means something nearer to procuring
or selecting, monitoring and co-ordinating.

Why has horizontal fragmentation increased? Partly because some
projects have become much more complex and large, and partly
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because of the general economies of specialisation first observed by Adam
Smith. Specialist firms have the ability to carry the division of labour to
a further degree. Most main contractors have followed a policy of mini-
mising their specialisation in terms of client or product markets, in the
sense of confinement to or reliance upon one type of client or one type
of product. They have instead marketed themselves as generalists,
capable of constructing anything for anyone (except perhaps for a
specialisation on projects above a minimum size).

In contrast to main contractors, most subcontractors have followed
the opposite course, and have specialised on one very specific type of
construction activity or trade. Demand for even highly specialist trades,
like suspended ceiling installation or lift installation, may be more
stable than demand for a particular type of building or works, such as
social housing or hospitals. Some main contractors do nonetheless
specialise by product type (tunnelling contractors and motorway
builders, for example) but this is because these markets require very
expensive, specialised technology and equipment for firms to be at all
competitive in them.

Horizontal fragmentation of production between many specialists
reduces clients’ effective direct power over the process, and therefore
their ability to force through innovation, in three ways. First, it results
in extra layers of organisations of designers and builders intervening
between clients and the actual producers. These extra layers extend
lines of communication and reduce contact, knowledge and power to
negotiate. Second, it may make each producer engaged on a client’s
project less dependent on that client. The fragmentation of work
reduces the ratio of any one specialist producer’s contract value to that
producer’s turnover. Moreover, the specialisation of the service pro-
vided reduces the likelihood of repeat work for the same client. Third,
it increases the number of firms with which an innovating client must
establish altered relationships, and hence the time and effort the client
must expend in innovation.

It also means that neither the design or construction co-ordinators
nor the specialist designers and constructors are in a position to
introduce wide ranging innovation on their own initiative. The co-
ordinators may wish to achieve process innovations, but are perhaps
too remote from actual involvement in the practical aspects of produc-
tion methods to do so effectively, other than by exhortation. Whilst a
specialist is able to innovate only if it has no knock on consequences
for technical aspects of the project outside of the boundary of their
own work package.
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We turn now to follow the process back to manufacturers. Where do
we locate manufacturers within a contracting system type of analysis?
Bowley assumed that clients have no direct contact with or knowledge
of manufacturers, and that manufacturers’ relationships are entirely
with designers, specifiers and installers. There is also assumed to be no
vertical integration between manufacturers and builders. Design of
components is seen either as a mass production process undertaken by
manufacturers, or a top-down process led by project architects and
engineers. In the Bowley framework the key distinction is between
manufacture of specials and standards. These ideas pre-date the emer-
gence of flexible manufacturing, assume that standards will always be
much cheaper than specials, and that the batch size needed to exhaust
economies of scale in production is large. All this needs to be updated
in the light of the revolution in manufacturing techniques. As noted
above, production has been transformed to some extent over the last
two decades by an increasing use of robots and programmable
machines in factories.

The role of the client in relation to innovation in the contracting
system depends on whether clients adopt either a strategic or a tactical
approach to their role in the development process. If clients adopt a
strategic approach to their role, they, uniquely, are in a position to
rewrite the rules of the game. At least, they can devise new forms or
variants of the system, which we call procurement routes. If they
choose to adopt a tactical approach to their role, they are then
enmeshed within the given constraints of the system in the same way
as other parties.

Clients may have the motive to achieve product-enhancing inno-
vation, especially if their projects are large or part of a continuing
programme, and they may wish to achieve cost-reducing innovation if
they can be sure to capture some part of that lower cost as a lower con-
tract price. They certainly have the opportunity, in the sense of presence
at the initiation of a project. However, they may lack the means, in
terms of the technological capability to identify viable and feasible
innovation possibilities. They should know, who better, what innova-
tions would be desirable, but may not have sufficient knowledge of
what is achievable. However, it is at least arguable that many clients
only know they want something new when they have it presented to
them (Ive, 1995).

Our discussion of the clients’ role in the process concentrates upon
their role in stimulating or initiating change. Clients can do this if
some clients exist for whom commissioning buildings and works is a
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sufficiently crucial part of their business to give them the incentive to
spend the time, money and effort required to lead both the strategic
redesign of the construction process as well as the tactical process of
project innovation. Thus, whereas the standard textbook treatment of
the client focuses upon a static treatment of the question of what pro-
curement route from among an existing and given repertory the client
should choose, we ask the question, ‘which client led changes to the
rules of the classical version of the contracting system would most
encourage project innovation?’

Their incentive to innovate depends upon the importance or other-
wise for clients, for their own success as organisations, of commission-
ing buildings and works, and this in turn seems to break down into:

1. The value of their expenditure on construction investment and
operation relative to their total investment and to their turnover.
This is largely an industry determined variable, i.e. higher for the
average firm in some industries than in others, but will also vary
significantly within industries, yielding clients who are leaders in
this respect within their industry. Industries with high averages for
building or construction work include retailing, the utilities and
process manufacturing.

2. The absolute value of their construction commissioning over an n-
year period. Expenditure on innovation partakes of the nature of an
indivisible and lumpy fixed cost, only economical if it can be spread
and recouped over a large value of construction programme.

3. The degree of similarity between projects comprising their commis-
sioning programme. The greater the proportion of their programme
to which any successful innovation could be applied, the greater the
return and incentive to spend on innovation.

4. The use of built facilities to give competitive advantage, over rivals
in the same industry or over possible substitutes. One can apply the
standard project trinity of cost, time and quality to break down the
impact of construction on competitiveness. One could distinguish
between clients for whom competitive advantage comes through
cheaper built facilities and those for whom it comes from faster con-
struction times or more timely construction completion or from
better or more reliable quality built facilties.

5. Degree of dissatisfaction with the construction process as it exists.
The Latham Report (1994) discusses client dissatisfaction with con-
struction quality, reliability, and value for money. Major procurers,
including Slough Estates, Lynton, Stanhope and McDonald’s
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Restaurants, are seen as examples of client innovators in the con-
struction process, developing the level of specification, programmes
of work, and the use of standard components and modularisation.

6. Degree of originality and complexity, and hence of risk and un-
certainty, in their project requirements and briefs.

Alongside incentives to innovate we must also consider availability of
the means. Here, this largely refers to the degree of in-house expert
knowledge and the strength of the commissioning function in the
client’s overall management structure. There seem to be enormous
differences between apparently similarly placed clients in this respect.

One theme must be client competition versus client co-operation as
routes to innovation. Innovation by any one firm or organisation may
generate benefits for that firm or organisation but none to any other
party. Such gains are called private returns. In the 1960s, it was recog-
nised that often no one public sector client commissioned enough
similar construction to yield an economical private return on fixed
expenditure of time and effort, as well as direct higher initial costs on
early phase product development innovation. The solution then tried
was co-operation, and the forming of consortia of the commissioning
and design departments of many public authorities.

Currently, the dominant private, corporate clients are less inclined
towards co-operation with other clients, who may be potential rivals.
Nor is government inclined to cajole or push firms into such collabora-
tion. In UK construction, CIRIA represents about the nearest we now
get to co-operative sharing of research and development expenditure
and benefits between firms. Its scope is limited and clients play a
limited role within it. Competition provides a spur to innovation, but
with the caveat that innovation will only be appraised on its internal
returns, which are the private financial returns of the innovator. The
Movement for Innovation (M4I), however, represents an interesting
recent attempt to ‘share’ knowledge of some kinds between innovative
clients and their suppliers.

Given the diagnosis of fragmentation and separation of roles,
responsibilities and knowledge as the roots of the problem of slow
innovation in construction, there are two alternative ways of seeking
to overcome it.

One is vertical integration to bring the organisations performing
separate roles under common ownership, and therefore under a
common set of goals and objectives. Examples would include design-
and-build firms, manufacturers owning the subcontractors who install
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their components, and clients owning their own project management
and design organisations.

Another way to encourage innovation in construction would be to
improve communication and sharing of responsibility between organi-
sations within an overall hierarchy of project control, although the
firms and organisations themselves may remain in separate ownership
(and therefore related only contractually on a project). In this way, any
party to the process, including the client, may seek to extend their
influence beyond the boundaries of their own organisation and its in-
house activities. This is the domain of the construction literature on
‘partnering’ (Barlow et al., 1997).

Client roles in establishing integrated information systems amongst
stable networks of suppliers, or amongst temporary members of a
project coalition, are potentially crucial. The client is uniquely well
placed to lead, and to ‘knock heads together’ when necessary.
Information technology (IT) has the potential to transform the density,
extent and timing of interactions between clients, designers, builders,
and manufacturers.

The contracting system

Since Bowley wrote about the classical form of the contracting system,
it has been replaced, to a large extent, by new procurement routes. In the
traditional or classical system the client began by choosing an
architect, normally without arranging a formal competition between
potential suppliers. The architect was paid a fixed fee, set by the RIBA
as a percentage of the value of the construction contract. The architect
then, having discovered the client’s requirements and budget, devel-
oped a complete design. This was then costed by a quantity surveyor,
also appointed by the client. In other words, the estimated likely price
of construction was checked against the client’s budget before pro-
ceeding to the next stage. Then, the detailed design, together with the
bill of quantities, were sent out to a set of would-be contractors (called
tenderers) to be priced. The opportunity to tender could be open to all
or restricted to a set of contractors chosen by the client’s agents. Each
potential contractor submitted a bid or tender – an offer to complete
the works described in the documents for a lump sum price chosen by
the tenderer. The construction contract was then awarded to the
lowest priced tenderer.

It is clear that if the contracting system works in the way described
above, then the contractor can have no influence upon the design,
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which is completed before they are involved in the project, and like-
wise that the architect can have little involvement in construction,
other than to check the quality and accuracy of the contractor’s work.
The two main advantages of the traditional system to clients are
supposed to be, first, that they obtain the impartial professional advice
of the architect and, second, that they offload all risk concerning cost
and price of construction on to the contractor from the moment the
contract is awarded. In principle, therefore, the clients should know
the out-turn cost of the project before committing themselves to it.

In practice, whether or not it had ever worked like that, the system
certainly did not do so by the 1960s and 1970s. Instead, it had become
commonplace to go out to tender with incomplete designs and
specifications, partly because clients were in a greater hurry, and partly
because of the increased complexity of design and the fragmentation
of design between various specialists. As a consequence, and also
because contractors did not wish to take the risk of forecasting
inflation during the life of the construction project, the tender prices
submitted had become far from invariable fixed prices for the whole
project. Instead, the unit rates attached by the contractor to the items
in the bill of quantities became the basis for a continuous negotiation
over additional payments to the contractor for variation or additions
to the work done from that specified in the tender documents.
Likewise, the tender price had also become merely the base price upon
which would be added extra percentages to compensate the contractor
for general increases in wage rates and materials prices.

Consequently, clients became somewhat disillusioned with the sup-
posed benefits to them of having a ‘lump sum’ tender price agreed in
advance of construction. At the same time, clients were increasingly
aware that more effective design solutions could affect the total price
of a project more than a system that relied on the competitive reduc-
tion of contractors’ mark ups on pre-determined designs. Developers
were therefore willing to listen to contractors’ wishes to be more
involved in design decisions. Two main families of solutions evolved –
‘management’ contracting, in its broadest sense, and ‘design-and-build’
contracting (Masterman, 1992).

In management contracting, the client appoints a ‘managing’
contractor or ‘construction manager’ and pays them a percentage,
formula-based or lump sum fee. This contractor then acts on behalf of
the client, to select, and agree tender prices with, specialist trade con-
tractors. In some versions, contracts with specialist contractors are
made with the client, and in others the contracts are with the manag-
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ing contractor. The client pays the managing contractor as work pro-
ceeds, and the managing contractor then pays the trade or work
package contractors. Instead of a firm price the managing contractor
promises to use their expertise to obtain the best price for their client,
given the usual trade-offs between price, speed and quality of work. In
most versions, detail design can be run in parallel with construction.
There is no presumption of complete prior design. Construction con-
tracts for parts of the work can be let as and when design of those parts
is completed. Alternatively, parts of the design can be devolved to the
specialist contractors. The managing contractor may also be responsi-
ble for managing the flow of design information from the design spe-
cialists to the construction specialists.

In design and build, the client appoints a representative to help them
develop their ideas for the project to the point where they can be put
out to tender to a competition of design and build contractors. These
tenders will differ from one another not only in price but also in the
proposed design. For a lump sum, the design and build contractor
agrees to provide a building or works to the specifications developed
before the tender. In principle, the client could simply produce a
written performance specification, and leave all design to the design
and build contractor. In practice, normally design is developed quite a
long way before appointing the contractor. In effect the design and
build contractor becomes responsible for detail design. Moreover, the
normal practice is then for the contractor to sub-let the production of
design details to separate firms of architects, and indeed to sub-let con-
struction to specialist trade contractors. It has, indeed, been said that
instead of ‘design-and-build’ contracting, with its implication of inte-
gration, a more realistic term might be ‘manage-and-manage’ contract-
ing, to stress how it remains within a system of fragmentation.

Concluding remarks

Now, each of these relatively recent variants on the contracting system
to some degree reduces the previously complete separation of roles and
responsibilities of design and construction. However, the other aspect
of the contracting system mentioned earlier, that each project is a one
off with its own unique and temporary project coalition of actors,
remains essentially unaffected by whatever procurement route is
chosen. The key question is, are these new procurement systems
merely modifications of the contracting system or do they, and partic-
ularly does design and build contracting, constitute a fundamental
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shift to another system of relationships altogether? Bowley’s proposed
alternative to the contracting system, after all, was a form of design-
and-build or ‘package deal’ (Bowley, 1966). We cannot be sure how
design and build contracting will evolve in the future. However, at
present the weight of evidence is that these have been reforms rather
than revolutions in the system.

In spite of the effort to find a satisfactory procurement method, from
the clients’ point of view the construction process has remained stub-
bornly confrontational, prone to late completions, and poor quality.
Many of the issues confronting the construction industry including
procurement methods, were addressed in the Latham Report (1994).
However, arguments between the participants continue. Main con-
tractors continue to use pay when paid clauses with subcontractors,
causing great contention between the parties to many construction
projects. Litigation is common. The industry remains fragmented with
the protagonists continuing to defend their particular sectional inter-
ests (Gruneberg, 1996). To begin to gain an understanding of the
causes of conflict in the construction process we discuss the transaction
cost approach to market relationships in the companion text, The
Economics of the Modern Construction Firm.
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9
Construction Investment, the 
Multiplier and the Accelerator

Introduction

This chapter discusses construction output and demand in relation to
gross domestic fixed capital formation (GDFCF). This approach views
construction output as investment in the productive capacity of the
economy and hence as a contribution to economic growth. 

The official statistics published in Housing and Construction Statistics
break down demand into markets according to client, activity, product
and region:

• The type of client is divided between purchasers in the public and
private sectors.

• The type of activity involves new construction or repair and 
maintenance.

• The type of product is analysed according to its economic function
such as housing, industrial buildings, commercial buildings, public
buildings, infrastructure. Breakdowns of type of product are fur-
ther disaggregated into sub-types. Commercial output is divided
into offices, shops, garages, entertainment, and private education.
Infrastructure includes roads, harbours, water, sewerage, railways
and airports, gas and electricity. Public buildings comprise schools,
universities, hospitals, health centres, and government offices.
While data on these is available on a quarterly basis, industrial
demand data by individual industry is only available annually,
from the Census of Production for each industry and from the Blue
Book.
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• Finally, national demand, and hence construction output, is divided
into its regional location. It is implicit that variations in output in
turn determine variations in employment.

Unfortunately it is no easy matter to measure changes in construction
workload which indicate changes in demand on resources, even from
data collected by government. Nor can official statistics be relied 
upon to give an accurate picture of the value of contracts in hand.
There are several difficulties in interpreting the statistics. One such
difficulty, as Lewis (1965) has pointed out, is because of the long dura-
tion of building and construction projects, often lasting several years
between start and completion, especially on large schemes. The value
of construction contracts let in a given year may have little bearing on
the amount of work carried out in that year. Similarly, the amount of
work done in a given year may also under or over state the quantity of
construction work in the pipeline (BERU, 1974; Sugden and Wells,
1977).

There are also problems in converting data measuring orders or
demand by value into real data, which measures volume. It is only from
the real data that demand for resources can be calculated. The prob-
lems here mainly concern the reliability of the price indices used and
the possible variability of the technical coefficients linking input and
output quantities.

However, from the point of view of construction firms themselves it
is value rather than volume that provides the prime basis of calcula-
tion. They are in business to make profits, and profits are a monetary
concept concerned with value.

The amount of construction activity varies from year to year and one
of the main difficulties facing firms in the construction industry con-
cerns the timing of changes in anticipated future levels of demand.
Each firm hopes to win a certain share of the expected volume of work
available. If a firm’s market share is stable, then its level of sales will
depend mainly upon fluctuations in the level of demand in its markets.
In some industries, certain firms have significant competitive advan-
tages over their rivals. These advantages enable them to gain market
share, and detach their own level of output from overall market
demand.

However, in the construction industry, this kind of major competi-
tive advantage is quite rare, and most firms rely on benefiting from
market growth to achieve business expansion. Partly as a result, firms
that are ambitious to grow come to stress their ability to identify and
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enter currently relatively fast growing sub-markets, within the overall
or aggregate construction market. Thus a kind of ‘nimbleness’ in shift-
ing between markets comes to take the place of sustainable competitive
advantage in any one market.

Moreover, if the firm is to plan its use of resources, it needs to be able
to predict the level of demand in time to make the necessary invest-
ments or disinvestments. Accurate predictability of demand is in itself
important, quite aside from the importance of the actual level (high or
low) of out-turn demand. If firms cannot or do not attempt to predict
demand, they will instead turn to other strategies involving less invest-
ment and less planning ahead – relying on quick response rather than
on anticipation.

To aid predicting demand for construction it is necessary to examine
the mechanics of the relationship between construction and the rest of
the economy. Economists have found two concepts to be of particular
value in understanding how construction activity is affected by and in
turn affects demand in the rest of the economy. These concepts are the
multiplier effect and the accelerator principle, both of which are dis-
cussed later in this chapter.

Aggregate construction demand

In the long run the UK economy experiences a pattern of growth, with
some years exhibiting higher rates of growth than others. A mild reces-
sion occurs when an economy grows at a slower rate than its average
rate of growth. A strong recession occurs when the economy shrinks,
when GDP is lower than in the previous time period. During recessions
unemployment rises, output growth slows down and firms begin to de-
stock. They reduce their inventories of circulating capital goods. As
business confidence in the market begins to fail, firms also pull back on
investment decisions.

Construction demand comprises a mix of consumer demand and
investment demand. Consumer demand and investment demand both
respond to changes in the economy which they in turn influence, but
in very different ways. It has often been observed that investment
demand of all sorts changes proportionately more from year to year
than does consumption demand. Thus industries producing consump-
tion goods and services face less instability of demand than investment
goods industries, which produce fixed capital goods. Construction,
together with certain engineering industries, makes up the investment
goods branch of industry.
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In the official statistics, it is only new construction which is part of
the investment goods producing branch. Repair and maintenance con-
struction is seen as the production of consumption goods. The differ-
ences between demand for investment and consumer goods are
reflected in the data, which shows greater instability in new than in
repair and maintenance construction demand.

The reasons for this greater short-run variability of investment
demand are complex. However, to some extent the relatively greater
short run variability of investment demand is caused by the fact that
investment decisions are based upon expectations of a more distant
future than are consumption decisions. Such distant expectations are
inherently more uncertain, more unstable, and more likely to be
influenced by such irrational intangibles as the level of investors’
confidence in the future. Another reason is that the motive for corporate
investment is the expected profit return, and expected rates of profit are
one of the more unstable and unpredictable of economic variables.
Moreover, most corporate investment is actually financed out of firms’
retained profits from their recent actual trading activity, and actual or ex
post levels of profit also fluctuate widely. Finally, the accelerator effect in
theory also accounts for the variability of investment demand.

Investment decisions involve both current and future production.
Investment in stocks of finished but unsold goods, or of inputs and
work in progress, is a function of current production and sales.
Investment in fixed capital is a function of expected future sales. These
two kinds of investment are measured in the Blue Book.

Current production is made up of production for sale and additional
production for stock. During periods of business optimism and econ-
omic confidence and growth, the value of output, and the value of the
assets used to make that output, rise. Production increases. If, however,
current sales patterns indicate that a slow down is taking place, firms
respond by cutting production of goods for stock. Indeed, production
can be less than sales if the firm decides to de-stock. As a result, current
production may even begin to decline although the rate of sales
growth, still taking place, has only begun to slow down.

Now, as far as the construction industry is concerned, it is only specu-
lative developers who engage in production for stock. They hold variable
stocks of finished but unsold output, in contrast to contractors, who by
definition only produce to order. In Tables 9.1 and 9.2 partly taken from
the Blue Book, we show a time series of changes in book value of stocks
by industry, and the value of the physical increase in stocks by industry.
The construction industry stock changes series are large in average mag-
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Table 9.1 Investment in fixed and circulating capital, at current market prices, 1985–94, £million.

GDFCF, all fixed Change in book All investment in fixed GFCF as % of all 
assets value of stocks and stock capital investment

Year All inds.1 Constr. Ind. All inds. Constr. Ind. All inds. Constr. Ind. All inds. Constr. Ind.

1985 48,499 626 3,559 1,268 52,058 1,894 93.2 33.1
1986 50,892 609 2,517 1,250 53,409 1,859 95.3 32.8
1987 58,803 763 5,955 2,030 64,758 2,793 90.8 27.3
1988 70,603 1,142 10,708 3,304 81,311 4,446 86.8 25.7
1989 82,455 1,111 9,738 2,757 92,193 3,868 89.4 28.7
1990 86,138 965 4,331 1,298 90,469 2,263 95.2 42.6
1991 79,246 585 –2,917 –156 76,329 429 103.8 136.4
1992 74,908 563 –159 –412 74,749 151 100.2 372.8
1993 75,063 650 2,679 29 77,742 679 96.6 95.7
1994 79,123 727 7,851 766 86,974 1,493 90.1 48.7
1995 86,481 821 9,509 817 95,990 1,638 90.1 50.1
1996 92,085 1165 3,890 44 95,975 1,209 96.0 96.4
All years 884,296 9,727 941,957 22,722 93.9 42.8

Note:
1. All industries represents the whole economy less ownership of dwellings.
Source: National Accounts, (1997 edn), Tables 13.8 and 15.1 (London: HMSO).
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Table 9.2 Total investment and its composition, by industrial sector, at current market prices, 1985–96, £ million

Primary sector (agriculture; mining) Manufacturing sector

Year GFCF Change in New GFCF in GFCF in Change in New GFCF in
in all book value buildings structures all fixed book value buildings structures 
fixed of stocks and works1 as % of assets of stocks and works as % of
assets all GFCF all GFCF

1985 5,149 –423 2,544 49.41 10,283 648 1,207 11.74
1986 4,832 –505 2,179 45.10 10,105 –48 1,203 11.90
1987 4,491 –131 2,171 48.34 11,040 1,713 1,356 12.28
1988 4,956 –38 2,485 50.14 12,415 3,256 1,578 12.71
1989 5,540 265 2,791 50.38 14,248 2,483 1,960 13.76
1990 6,068 33 3,408 56.16 14,227 859 1,907 13.40
1991 7,021 146 4,672 66.54 13,183 –2,688 1,811 13.74
1992 6,813 91 4,522 66.37 12,433 –135 1,454 11.69
1993 6,071 –349 3,965 65.31 12,410 –241 1,315 10.60
1994 4,742 22 3,216 67.82 13,534 3,377 1,517 11.21
1995 5,402 –14 3,591 66.48 15,775 5,152 2,064 13.08
1996 5,749 –415 3,767 65.52 15,388 –17 1,989 12.93
All years 66,834 39,311 58.82 155,041 19,361 12.49
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Table 9.2 Continued

Utilities sector (gas, water, electricity) Trade sector (retail, wholesale, hotels and rents)

Year GFCF Change in New GFCF in GFCF in Change in New GFCF in
in all book value buildings structures all fixed book value buildings structures 
fixed of stocks and works as % of assets of stocks and works as % of
assets all GFCF all GFCF

1985 2,660 396 1,132 42.56 5,739 1,108 1,702 29.66
1986 2,792 62 1,255 44.95 6,269 2,156 2,098 33.47
1987 2,798 –112 1,154 41.24 7,687 2,777 3,125 40.65
1988 3,119 228 1,226 39.31 9,456 3,860 3,726 39.40
1989 3,943 113 1,422 36.06 9,468 3,580 3,932 41.53
1990 4,742 –67 1,786 37.66 9,136 1,675 3,826 41.88
1991 5,608 11 2,412 43.01 8,352 –449 3,524 42.19
1992 6,365 14 2,753 43.25 8,225 1,140 3,456 42.02
1993 5,910 –214 2,449 41.44 7,936 3,395 2,851 35.92
1994 5,221 –619 2,108 40.38 8,263 3,930 2,713 32.83
1995 5,085 –170 1,664 32.72 10,744 3,615 3,787 35.25
1996 4,567 15 1,385 30.33 11,362 2,303 4,346 38.25
All years 52,810 20,746 39.28 102,367 39,086 38.08
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Table 9.2 Continued

Construction All sectors

Year GFCF Change in New GFCF in GFCF in Change in New GFCF in
in all book value buildings structures all fixed book value structures structures 
fixed of stocks and works as % of assets of stocks and works as % of
assets all GFCF all GFCF

1985 626 1,268 65 10.38 60,718 3,559 27,437 45.19
1986 609 1,250 45 7.39 65,032 2,517 30,654 47.14
1987 736 2,030 103 13.99 75,158 5,955 36,229 48.20
1988 1,142 3,304 127 11.12 91,530 10,708 45,721 49.95
1989 1,111 2,757 138 12.42 105,443 9,738 54,356 51.55
1990 965 1,298 176 18.24 107,577 4,331 56,294 52.33
1991 585 –156 112 19.15 97,747 –2,917 50,260 51.42
1992 563 –412 120 21.31 93,642 –159 48,132 51.40
1993 650 29 39 6.00 94,293 2,679 46,253 49.05
1994 727 766 25 3.44 100,252 7,851 47,635 47.52
1995 821 815 88 10.72 108,736 9,509 51,097 46.99
1996 1,165 44 208 17.85 114,623 3,890 54,317 47.39
All years 9,700 1,246 12.85 1,114,751 548,385 49.19

Note:
1. Works include oil rigs and the like. Thus, not all GFCF on new buildings and works constitutes demand for construction industry, as defined in
the SIC.
Source: Blue Book, 1996, 1997, Tables 13.8 and 15.1.



nitude relative to other industries and relative to construction industry
fixed capital formation. They also fluctuate widely.

During the upswing between 1985 and 1990, the construction indus-
try accounted for a high proportion of the total increase in book value
of stocks in the whole economy. This amounted to £11,907 million out
of a total increase in the whole economy of £36,808 million. At the
end of 1990 the construction industry held stocks with a total book
value of £13,730 million. This can be compared with total book value
of stocks in all industries combined of £124,216 million. Then, during
the downswing in 1991 and 1992, the book value of construction
industry stocks fell by £568 million compared to a fall in all-industry
stocks of £3,076 million.

Moreover, whereas for the whole economy increases in the value of
stocks are always small when compared to gross domestic fixed capital
formation, this is not so for the construction industry (see Table 9.1).
This fact has one other significance altogether, which we explore in the
companion volume when we consider the need to finance investment
for growth by construction firms. It means they mainly need short
term finance.

Here our concerns are with the demand for construction and hence
with all investment expenditure by promoters of construction projects.
These promoters as we have seen divide into those external to the 
construction industry on the one hand and speculative builders on the
other.

Table 9.2 shows the proportion of investment in fixed capital which
is invested in buildings and works for different sectors of the
economy. The primary sector requires a smaller proportion to be
invested in plant and equipment than manufacturing. The figures
show a lower proportion of buildings and works in the fixed invest-
ment of manufacturing than in other sectors of the economy. At the
same time, the data appear to show that the primary sector spends a
higher proportion of its total investment on new structures than do
other sectors.

Where there is an external promoter or client, the statistical trace left
by an investment decision has this sequence:

• first, a temporary increase in orders to the construction industry;
• next, a temporary increase in the total physical stocks, and their

book value, held by the construction industry, representing increased
work in progress. This figure is absolutely quite small, because once
monthly instalments have been valued, they no longer appear as
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work in progress in the accounts of the construction industry. Thus,
it is the increase in monthly rather than annual output that appears;

• next, an increase in gross and net output of the construction indus-
try including value added by the output based method of measure-
ment; and

• gross fixed capital formation (GFCF) on new buildings and works
reported for the industry to which the promoter or client belongs;

• finally, a permanent increase in the gross capital stock (GCS) of the
industry of the client.

Where on the other hand the promoter is a speculative construction
industry firm the statistical trace is as follows:

• first, an increase in stocks held by the construction industry, repre-
senting increased stocks of inputs and then work in progress. This is
absolutely large as it represents the whole cost of inputs including
land purchased throughout the development process of the project;

• also an increase in orders to the construction industry (though these
are not, in truth, external orders);

• then, an increase in output and value added of the construction
industry reported as and when the project is sold to an external
buyer;

• at the same time GFCF reported for the industry to which that buyer
belongs, including the ownership of dwellings industry;

• finally, an increase in the GCS of that industry.

In principle GFCF can be measured ex ante, as soon as the decision to
invest has been made. Perhaps in practice this may be measured when
contracts for supply are signed. Alternatively, GFCF can be measured 
ex post, when the investment expenditure has been made and the
investment goods delivered. In practice, as can be seen in Table 9.2,
the Blue Book reports GFCF ex post, so that it corresponds in time to
output rather than orders.

At times, as speculative builders’ sales increase to a level higher than
production, stocks will begin to be depleted. If firms believe the
increase in sales is very temporary, they may allow stock depletion to
act as a buffer, protecting production volumes from short term
changes in sales volumes. But when they become confident that the
increase in sales is more permanent, and simultaneously worried that
they may run out of stocks from which to meet demand, there will be
a deliberate surge in production to raise stocks. The level of produc-
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tion then exceeds the level of sales. Obtaining credit by firms to
expand by holding larger stocks becomes easier as their growing asset
base (which acts as collateral for loans) combined with banking
confidence make it easier for firms to borrow to invest. This was exper-
ienced in the mid-to late 1980s, although over-borrowing and over-
confidence had been a characteristic of previous booms in economic
activity prior to recessions.

In conventional theory concerning the business cycle and circu-
lating capital investment, firms are assumed to produce ahead of
making sales, with output first being stockpiled, and then sales being
met from stocks. This is by definition not true of contract construc-
tion. Holding of unsold stocks and stock adjustment are nevertheless
very important in construction materials production and in specula-
tive development of property, including housebuilding. In house-
building land stocks and work in progress held by developers
fluctuate greatly, in volume and in value. In contracting, though, the
stocks of circulating capital goods held by firms have mostly been
pre-sold. They remain as circulating capital goods, rather than as
cash, simply because though sold they have not yet been paid for. In
contracting firms, such stocks will only fluctuate in proportion to
sales, rather than disproportionately as in the conventional stock-
adjustment model of the business cycle.

The other form of investment concerns the preparations necessary
for production in some future period. These investment decisions
concern the future production capacity of the firm or the industry and
involve a longer term horizon than the current sales period. Capital
investment decisions depend on the confidence of decision makers
that a market for the future output will exist. To undertake production
in the future, investment may be needed in research and development,
new plant and machinery and of course new buildings, such as fac-
tories and offices, as well as the spatial infrastructure.

As we have noted, much of the demand for construction is a derived
demand. Owner-occupier firms do not want buildings for the sake of
owning the buildings but need them for what can be profitably pro-
duced within them. Production will only be profitable if there is an
expected effective demand for future output. The demand for buildings
depends directly on the expected demand for final products or demand
for services.

However, not all demand for construction from speculative property-
holders can properly be called derived demand, as it is based on
expected increases in property prices, resulting from anticipated short-
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ages of property supply. Not only may this kind of speculative demand
be stimulated by supply restrictions as much as by demand increases,
but, unlike derived demand it is not necessarily linked to forecasts of
increased need for space in any one particular industry or activity.

Speculative developers’ expenditure on new buildings is not envis-
aged by them as being a fixed capital investment. Rather, it is an
investment in working capital to finance production. The fixed capital
investment decision is that made by the eventual buyer. Thus specula-
tive developers’ investments in working capital (in the form of stocks
of buildings) are attempts to anticipate the fixed investment demand by
others for fixed capital assets. Nevertheless, fixed capital formation has
in a real sense occurred prior to sale and use of a building – the asset
has been produced, and resources diverted to its production.

We now need to introduce two key concepts used in economic the-
ories of cyclical behaviour of the economy: the multiplier and the
accelerator.

The multiplier

The simplest approach to the multiplier begins by assuming no foreign
trade and no government intervention. Savings depend on income. In
Figure 9.1, savings and investment are measured on the vertical axis,
income along the horizontal.

Hence:
S = f (Y) (9.1)

where
S = savings

and
Y = income.

At Y1,
S = I (9.2)

where
I = investment.

Assume Y1 is an equilibrium value of Y, and point A is the equilibrium
combination of the income co-ordinate and S/I coordinate. National
income depends upon the level of investment. Now suppose that there
is an autonomous change in the level of investment demand, to I2

(here, ‘autonomous’ indicates that the change is caused by reasons
other than a change in national income itself). A rise in I eventually
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increases income, aggregate demand and savings until a new equilib-
rium is reached at B. If at point B, at income level Y2, but not at any
lower level of Y, the existing stock of capital and labour is fully utilised,
then Y2 is called the full-employment income level. If B is also an S/I
equilibrium, because the increase in Y from Y1 to Y2 has caused an
increase in S equal to the increase in I, it is the special case known as
the full-employment equilibrium. If animal spirits lead firms to attempt
an even higher level of I than corresponds to point B, they will find that
output, and thus real income, cannot be increased. Either investment
will increase but only at the expense of a reduction in consumption, or
increased demand for investment goods will only lead to increased
prices for these. In neither case will real income increase, and thus
neither will savings. A higher level of I is unobtainable. However, it is
important to be clear that the ultimate reason for this is not the lack of
sufficient savings to finance the investment, but the lack of under-
utilised productive capacity, which prevents the increase in real output
(and hence incomes) that could otherwise generate extra savings.

The multiplier effect demonstrates the impact a change in invest-
ment can have on the levels of income and employment in an
economy. The investment multiplier is the ratio of the change in
national income to the change in investment which brought it about.

Let
m = �Y/�I (9.3)

where
m = the multiplier

�Y = change in national income
and �I = change in investment.
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The multiplier effect on national income is therefore the change in
investment multiplied by the multiplier. The multiplier effect means
that any change in investment will have a greater effect on the
economy than the change in investment which causes it. For
instance, if the multiplier is equal to 4, then an increase in invest-
ment of £300 million will raise the level of national income by 
£1 200 million. The multiplier magnifies the effect of an investment
by increasing the value of aggregate demand by an amount greater
than the value of the original investment. This short-run effect is
quite independent of the long term contribution which investment
will make to capacity, and would indeed still occur even if the invest-
ment plant or equipment were never used, so long as investment
goods are produced and bought. It works through putting more
people to work in the investment goods branch of production, and
therefore putting more wage-income in their pockets, and more profit
income in the hands of capitalists making investment goods, part of
which they then spend on consumption goods. It only operates if the
economy starts from a position of spare capacity and unemployment.
Otherwise, extra investment demand would merely force up prices of
resource inputs and labour, and at best redistribute some of a given
total of productive resources away from making consumer goods and
towards making investment goods.

In the simplified model, the derivation of the value of the multiplier
is linked to consumption and saving, as follows:

let
m = 1/(1 – mpc) (9.4)

where
m = the value of the multiplier

mpc = marginal propensity to spend additional
income on consumption.

Since additional income must either be spent or saved,
(1 – mpc) = mps (9.5)

where
mps = marginal propensity to save.

Substituting (9.5) in (9.4), the multiplier can also be defined as:
m = 1/mps (9.6)

In the example above, if the mps = 0.25 (25 per cent of any additional
income received will be saved, and 75 per cent spent), then the value
of the investment multiplier must be:

m = 1/0.25 = 4 (9.7)
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Of the initial extra £300 million of income distributed as wages and
profits in the capital goods-making sector as a result of the £300 million
increase in investment, 75 per cent or £225 million must in turn have
been spent, in what is known as the ‘first round’ increase, on additional
consumption. This will have increased output of the consumption
goods industries, and their income, by £225m, distributed as wages and
profits. Of this £225m, 75 per cent or £169m will in turn have been
spent. And so on. Thus we have a mathematical series, in which each
term has 3/4 the value of the preceding term. The sum of the value of
this series is four times the value of the initial term.

Note that, since the mps = 0.25, the increase in savings result-
ing from the multiplied increase in income will be one-quarter of 
£1200 million, or £300 million – just equal to the increase in invest-
ment. Thus S and I remain equal, but at a higher level. If the mps had
been higher than 0.25, the final multiplied increase in income result-
ing from the investment would have been less, but the new S would
still have been equal to the new I.

The accelerator

Let us now turn to the relationship between the demand for consumer
goods and services and the demand for the built environment. Here we
must distinguish between final consumer goods and the means of pro-
duction. Final consumer goods are purchased by consumers for their
own use. Non-durable goods such as food can only be used once,
whereas durable goods can be used many times over a period of time.
Durable consumer goods are generally not resold except at a lower
second hand price, which reflects the fact that they lose some of their
value due to being worn out to a greater or lesser extent through use.

Final consumer goods are bought as an end in themselves to satisfy a
consumer’s requirement. In contrast, the means of production are
required not for their own sake but for the value of the commodities
they can produce. Hence investment in the means of production is
based on the expected sales of the goods to be produced by the addi-
tional plant and machinery in additional buildings. Similarly the
justification for investment in public sector infrastructure is the
improvement to production and distribution, capacity and output,
which new roads, public transport links and the like facilitate.

A small change in the rate of change in demand for consumer goods
and services may cause a large change in the demand for plant and
equipment and buildings, used to produce those goods and services.
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This is demonstrated by the accelerator principle, which is based on
the amount of fixed capital stock required for a given level of output.
This ratio is known as the capital to output ratio and is the key to
understanding the accelerator principle.

For instance, if a firm produces an annual output of £100,000 and
requires a stock of £300,000 of fixed capital for buildings, plant and
machinery in order to do so, its average capital to output ratio is 3.
Assume a constant capital to output ratio so that the marginal ratio is
equal to the average ratio. A planned rise of, say, 10 per cent in output
would therefore require an increase of 10 per cent in the capital stock.
In this example, a £10,000 increase in the flow of annual output would
require a £30,000 once-and-for-all increase in the capital stock.

Every year some plant and machinery and buildings need to be
replaced. They may be worn out or the cost of maintenance may have
become greater than the cost of replacement. Let us assume that a firm
uses 10 machines bought at different times, each with a planned life of
5 years. At the end of 5 years the machines wear out and must be
replaced. Let us also assume that there is no change in the level of
output. Even without a change in the level of output in a given year,
20 per cent of the plant or 2 machines on average would still need to
be replaced annually just to maintain production levels. This then will
be the base level of demand for machines. If demand for the output
produced by the firm were to rise by, say, 20 per cent, then the firm
would need to increase the number of its machines from 10 to 12 to
meet the extra demand with extra production. The amount of total
investment in plant would rise by 100 per cent, because the firm would
not only need to replace 2 worn out machines, but it would also need
2 extra machines.

The demand for the means of production includes the demand for
buildings and the built environment. It is the relationship between
consumer demand and the demand for investment in the means of
production which is relevant for our purposes. If the amount of
increase in consumer demand between years stays constant, this is con-
sistent with a steady positive level of net investment. But, because of
the interplay of accelerator and (lagged) multiplier, the economy will
tend to fluctuate around this rate of growth. Investment grows from
year to year only if output grows at an accelerating rate.

The lifespan of means of production makes an important difference
to the responsiveness of investment demand to changes in consumer
demand. The longer the lifespan the greater the impact of changes in
consumer demand on demand for means of production. This is again
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particularly important in construction because of the very long life of
buildings and infrastructure and partly explains the great variation in
demand which often faces firms involved in the production of the
built environment.

If the lifespan of fixed capital goods is short, changes in consump-
tion demand will have relatively less impact on investment demand
than if life spans are long. This can be demonstrated as follows:

Let
I = annual total investment demand (gross

investment)
R = annual replacement investment demand
K = capital stock

�K = change in capital stock (net investment)
L = lifespan of items of fixed capital goods

then
I = R + �K (9.8)

or
�K = I – R. (9.9)

In a steady state economy, with no growth or decline in demand or
output, there would be no need to change K.
Hence, if

�K = 0 (9.10)
and

L = 5 years, (9.11)
then

R = 20 per cent of K (9.12)
and

R = I. (9.13)
At a rate of replacement of 20 per cent per annum all plant would be
replaced after 5 years in time to meet its lifespan without loss or gain
in the amount of plant.
Thus, if

K = 300 (measured in units of investment
demand) (9.14)

then
R = 60 (9.15)

and
I = 60 (9.16)

But, if
L = 20 years (9.17)
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then
R = 15 (9.18)

and
I = 15 (9.19)

In (9.18), only 15 units of replacement investment would be required
annually to maintain K at 300 instead of 60 units as in (9.15). The
shorter the lifespan the more annual investment is required simply to
replace and maintain the existing capital stock.

Now assume
O = D (9.20)

where
O = output

and
D = consumer demand (measured in units of

output).
Let

D = 100 (9.21)
From (9.20),

O = 100. (9.22)
Let

K:O = capital: output ratio
If

K:O = 3:1 (9.23)
and

O = 100 (9.24)
then

K = 300. (9.25)
Now, let

�D = change in consumer demand
If

�D = 10 per cent of 100 = 10 (9.26)
then

�K = 10 per cent of 300 = 30. (9.27)
Now, if

L = 5 years, (9.11)
substituting (9.15) and (9.27) in (9.8):
then

R + �K = 60 + 30 = 90 (9.28)
But, if

L = 20 years, (9.17)
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substituting (9.18) and (9.27) in (9.8):
then

R + �K = 15 + 30 = 45. (9.29)

From these equations we can see that in response to the 10 per cent
rise in demand and output, if L = 5 years, annual total investment rises
from 60 units (9.16) to 90 units (9.28), an increase of 50 per cent.
Whereas, if L = 20 years, the increase in investment is 200 per cent, up
from 15 (9.19) to 45 units (9.29).

Put another way, the longer the lifespan of fixed capital goods, the
longer it will take for any given percentage increase in the annual
output of capital goods to achieve the desired increase in the capital
stock, caused by the increase in consumption demand. If L = 5, ‘steady
state’ output of capital goods is equivalent to 20 per cent of the fixed
capital stock. Doubling output of investment goods raises K by 20 per
cent per year. It would then take 5 years to double K. Hence, time
taken to double K, assuming output of investment goods can only
increase by a certain percentage over its base level, depends on the
replacement life of K. If L = 20 years, 5 per cent of K will be replaced
each year. Doubling investment raises K by only 5 per cent and it
would take 20 years to double K.

The size of the accelerator coefficient is equal to the incremental
ratio of capital to output. As the capital value of buildings and plant
used in production is greater than the annual value of output, then,
assuming the capital to output ratio is constant, an increase in output
leads to larger increases in capital employed.

Capital output ratio = K (9.30)
O

where 
K = capital required

and
O = annual output

(9.31)

where,
v = accelerator coefficient

�K = change in capital required
�O = change in annual output
Kt = capital required in period t

Kt+1 = capital required in period t+1

v
K

O

Kt Kt
Ot Ot

= = + −

+ −
�

�
1

1
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Ot = annual output in period t
Ot+1 = annual output in period t+1

Transposing from (9.31):
v.�O = �K (9.32)

Equation (9.32) therefore states that a change in the value of planned
annual output multiplied by the accelerator co-efficient provides the
change in capital required to meet expected output.

An example may help to clarify the accelerator principle. In any
given period, the capital and output figures are in a common measure
called units. Assume a constant capital to output ratio of say, 3:1. If
planned output rises from 10 units to 12, then capital required must
rise from 30 units to 36. It follows that an increase of 2 units of output
requires 6 extra units of capital, giving an accelerator co-efficient of 3.
This is illustrated in Table 9.3 and occurs in the third period.

As stated, this example assumes a constant capital output ratio, but
this assumption is unrealistic, especially when applied to the built
environment. We have seen that firms can adopt a variety of strategies
to intensify their use of existing buildings. Often in firms there is
excess capacity or slack, which can be utilised to increase production
without necessarily increasing capital employed. This has the effect of
reducing the incremental capital to output ratio, though not the average
ratio.

In any case new technology invariably alters the capital to output
ratio as more efficient capital replaces worn out assets. Either less
capital is required for a given level of output or more capital is required
but in the process is used as a cheap substitute for expensive labour.
Indeed if this were not the case, firms would not replace their equip-
ment as quickly as they do. Moreover a rise in consumer demand may
be met out of stocks of finished goods without any need to increase
output let alone invest in extra means of production. Indeed unless
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Table 9.3 Simple model of accelerator effect

Period Capital Output Capital: Change in Accelerator Change in 
output output coefficient capital
ratio

1 30 10 3:1 0 0
2 30 10 3:1 0 0
3 36 12 3:1 2 3 6



firms are confident that expansion in demand is likely to be long term,
it is unlikely that increases in demand would call forth extra produc-
tion, still less investment. Extending lead times, creating customer
waiting lists and price increases are alternative responses.

Table 9.4 shows a more elaborate analysis of the accelerator applied
to the built environment. In this model, existing built stock shows the
quantity at the beginning of each period. Assume all exogenous
demand is consumer demand and that output, other than of invest-
ment goods, in any year is equal to that demand. Built stock required is
the quantity of built stock needed to maintain a constant capital
output ratio of 3:1. Retirements are assumed to be at the rate of 2 per
cent per annum (i.e. the average stock lifespan is 50 years).

In particular the two points to note from Table 9.4 are firstly the
greater variability of investment demand compared to consumer
demand and secondly the non-concurrence of consumer and invest-
ment demand even when time lags in production are ignored. While
consumer demand varies by ±1 per cent in the model, investment
demand rises by 50 per cent in year three from 6 to 9 units only to fall
again by 33 per cent from 9 to 6 units in the following period and then
to fall by a further 50 per cent from 6 to 3 units in period 6.

In reality, it should be noted that retirement and replacement of
built stock can often be postponed by firms cautious about the future.
Delays in investing in the built environment in response to increases
in demand would distort the accelerator co-efficient as an accurate
predictor of the behaviour of the economy following increases in con-
sumer demand. Increases in demand may also emanate from the public
sector as part of government policy aimed at stimulating the economy.
However, it is the response of firms to increases in demand based on
their expectations and confidence as well as spare capacity and the
level of holdings of stocks which determine the level of corporate
sector investment. 

Sherman (1991) notes it is relatively straightforward to introduce
time lags into the accelerator principle. Thus, let investment in one
period be determined by the change in demand for output in the
previous period. In algebraic terms:

Nt = v (Ot–1 – Ot–2) (9.33)
where

N = �K
N t = net investment in period t 

Ot–1 = annual output in period t–1
Ot–2 = annual output in period t–2.
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Table 9.4 Accelerator model ignoring time lags, expectations and spare capacity

Period 1 2 3 4 5 6 7 8

Consumer demand = output 100 100 101 101 101 100 100 99
of consumption goods

Change in consumer demand 0 0 1 0 0 –1 0 –1

Existing built stock 300 300 300 303 303 303 300 300

Built stock required 300 300 303 303 303 300 300 297

Change in built stock 0 0 3 0 0 –3 0 –3

Retirements (approx) 6 6 6 6 6 6 6 6

Replacements 6 6 6 6 6 3 6 3

Net investment 0 0 3 0 0 0 0 0

Total investment demand 6 6 9 6 6 3 6 3

Change in total investment 0 0 3 –3 0 –3 3 –3



The actual size of the accelerator co-efficient is largely determined by
the behaviour of firms in response to changes in demand. Output is
not linked technologically to demand, but to the strategies which firms
adopt, their plans and ad hoc decisions. Their investment decisions are
taken on the basis of their assessments of past, current and future
output, as well as their competitive performance and market expecta-
tions. Moreover, the decision to invest not only is concerned with
changes in demand but also considers anticipated costs of production
such as labour, materials and interest rates, which would all affect the
incremental capital to output ratio.

Finally, the decision to invest depends on the level of existing stock
and spare capacity. This is particularly relevant for decisions to invest
in buildings. Several strategies can be suggested which would allow
firms to delay or avoid investment in buildings in response to an
increase in demand. This implies that the relationship between
demand and investment is far more variable than suggested by the
accelerator principle. For instance, before firms need to invest in new
buildings, it may be possible for them to extend the length of the
working day by working overtime. Alternatively, rearranging the plant
and equipment within a building may improve the use of space
without requiring additional floor space.

Change-induced demand for buildings and works

Firms compete by continuously adopting new techniques and tech-
nologies. This process of innovation constantly requires changes to the
built environment in the form of new building types. Moreover,
changes in demographic structures and the migration of populations
from one region to another call for new building and infrastructure to
accommodate the changes. As a result of these and many other
changes the stock of buildings and works is in constant need of adapta-
tion, replacement and modernisation.

These exogenous changes to the required built environment further
complicate the accelerator model which relates only to corporate sector
investment demand as a function of changes in the level of consumer
demand. It is therefore clear that total investment demand for con-
struction services depends on consumer income, public sector demand,
and exogenous economic, social and political factors. Time lags will
also occur as firms postpone investment decisions, and the lead-in
times for planning projects and then carrying out construction mean
that often there is considerable delay before investment projects come
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on stream. These factors can, to some extent, be included in assump-
tions made in the model of the accelerator shown in Table 9.4, for
instance by the addition of a row for public demand and by showing
the timing of capital expenditure in the appropriate cell in the table.

Moreover, the insertion of speculative property developers and
property landlords into the investment process modifies it fundamen-
tally. For much of the built stock it is these developers who actually
take the investment decisions. These are of course still based in part
upon reactions to, and forecasts of, change in demand for the output
of building users (and hence the latter’s demand for built space). But,
necessarily, developers cannot have such close or advance knowledge
of these changes, and deal in the generality of demand rather than
specific demand facing individual firms. Moreover, competition
between developers increases the likelihood that some will fail to find
users (tenants) for their projects.

Concluding remarks

This chapter has shown that construction demand is a key element in
the structure of investment demand. Gross fixed capital investment in
buildings and works varies from just over 10 per cent of all investment
in manufacturing to around 65 per cent in agriculture and mining.
Investment in plant and machinery and vehicles make up the rest of
GDFCF, which is itself normally over 90 per cent of all investment.
From Table 9.2 it can be seen that in absolute terms, more investment
in structures took place in the financial and business services sector
than in any other sector.

As construction demand is such an important component of invest-
ment demand, it plays a major role in stimulating economic activity in
the rest of the economy. This is because demand for construction arises
out of business decisions which depend on confidence and expecta-
tions. These decisions to act in any one period then bring about large
injections of money expenditures and incomes into the economy. If
there were no spare capacity or unemployed resources, the additional
investment expenditure would be inflationary. In principle, given
spare capacity in the economy, investment in structures will have a
multiplier effect, and generation of demand for construction by growth
in the rest of the economy can be seen in the accelerator principle.

Changes in the level of economic activity depend on investment and
investment depends on expectations and confidence concerning the
future. An economic model of the relationship between investment and
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the level of activity has been developed by several economists, includ-
ing Samuelson and Hicks. Their model of the business cycle is based on
the interaction of the multiplier effect and the accelerator principle.

Put simply investment has two effects on economic activity. First it
increases incomes as employment is created. This is the multiplier
effect. Second, it increases capacity, and it is the accelerator principle
which describes the relationship between investment, capacity and
output. Eventually, if the increase in capacity is greater than the
increase in the ability of the economy to absorb the extra production,
the result is stagnation or depression with unemployment and under-
utilised plant and equipment.

We are now in a position to apply the multiplier effect and the accel-
erator principle to the trade cycle. What can be observed with the
accelerator is the inherent instability in any capitalist economic
system. Investment in plant and machinery as well as buildings is
timed differently and yet is dependent on the cycle of demand in the
consumer goods and services sector.

As we have noted, replacement investment is needed to maintain the
building stock at its current level. Total investment less replacement
investment is equal to net investment. Net investment is therefore the
amount of investment over and above the amount of investment
needed to replace worn out stock. It is this distinction between replace-
ment investment and net investment that is important in applying the
accelerator principle to the business trade cycle.

Now, whilst the accelerator effect is an important idea, two of its
assumptions are quite unrealistic: namely, that investment goods have
a predetermined fixed lifespan, and that more output can normally
only be produced by increasing the fixed capital stock by a technically
determined amount.

Actual empirical studies show that, at least in the medium term,
capital-output ratios have variable rather than fixed values. This is
because many industries actually operate most of the time with a
certain amount of spare capacity, and can thus, if demand permits,
extract more output from their given capital stock (Brenner, 1998).
Moreover, to some degree other inputs to production can substitute for
any one type of capital good for which there is no excess stock. In any
case, capacity is a more socially fluid concept than the technically
determined notion suggested by the accelerator theory. For example, it
is usually possible to increase the output of plant by working longer
hours or to increase the capacity of buildings by rearranging work
spaces to fit in more people or machinery.
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Furthermore, and this applies especially to buildings and infrastruc-
ture, capital goods do not disintegrate when their expected useful life
has expired. When demand is high, old fixed capital can be pressed
into extended life. There will be a cost, in higher maintenance and
operating charges. However, owners of capital goods may find this
worth paying, when output prices are high and they can sell all that
they can produce. On the other hand, unexpected technological
change, resulting in competition from superior, new fixed capital
embodying new technology, may result in the premature demise, 
obsolescence, and scrapping of fixed capital well before the end of its
expected life.

Time lags are also important. It takes time for additional demand for
consumption goods to be translated into additional output. More time
will elapse before all the resulting incomes are fully distributed as
wages and profits. Further delay is possible before these incomes are
then spent. All of this will reduce the size of the multiplier effect in the
first year following the injection of investment funds.

In the meantime, as a result of these lags, a savings gap may emerge.
The need to finance the extra investment arises with relatively little
lag, but the source of that extra funding is extra savings. These addi-
tional savings arise out of increased incomes but because of time lags
incomes do not rise sufficiently to produce a sufficient increase in
savings in time to meet demand for increased investment. This may
push up interest rates. Likewise, if demand increases faster than indus-
tries can respond, temporary shortages may emerge, pushing up prices.
If these price rises threaten to turn into a generalised surge in inflation,
the initial increase in investment demand may be reversed, particularly
by government intervention.

Moreover, modern economies are not closed to the rest of the world.
The investment multiplier’s effect on national income is greatly
weakened in an open economy, where a high proportion of any extra
household income will be spent on imported consumption goods.
Moreover, apart from the international trade in goods, there are
significant international flows of lending and borrowing. As a result,
national investment and savings need no longer be identical. For
example, much of the 1980s investment boom in the UK property and
housing market was financed with Japanese and other countries’
savings, lent through the City of London to UK developers.

At first sight this looks as if it removes a potential savings constraint
on the ability of an economy to sustain an investment-led boom.
However, the availability of such saving flows depends inter alia on
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international relativities in interest rates, upon expected relative
movements in exchange rates, and upon the underlying long term
willingness of international financial institutions to increase the size of
their portfolios of financial assets held in the UK. These constraints on
international lending mean that in the longer run, there is a need to
maintain incomes and savings at levels which inspire international
confidence in the ability of the UK economy to repay any loans, whilst
simultaneously maintaining relatively high interest rates and exchange
rates. The greater that long term confidence, the lower the level of
interest rates needed to attract a given inflow of funds.
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10
Business Cycles and Construction

Introduction

Variations in aggregate construction demand follow a cyclical pattern,
as does demand in the economy as a whole. We develop a business
cycle-based explanation of the cycles in construction demand, and
advance a profits-based model of the endogenous operation of the
business cycle.

We survey different methods of measuring trends and cycles in raw
time series data, and apply a method of describing cycles developed by
the US National Bureau of Economic Research. We compare trends and
cycles in GDP with trends and cycles in construction output.

A profit-led model of private sector investment demand and
of business cycles

Because a large part of construction demand, is dependent on invest-
ment demand in the industrial and commercial sectors of the
economy, we are concerned with the total profit of the UK business
sector. To look at factors affecting this, we proceed as if that sector con-
sisted of one giant firm with many departments (‘UK plc’). We ignore
changes in prices at which one part of that ‘firm’ trades with other
parts, and concentrate only upon its external purchases of labour and of
imports and its sales to households, government and exports. Our
theory assumes that total construction demand by the UK business
sector will depend upon its profits and its expectations of profits.

We need to distinguish the terms profit margin, mass of profit, and rate
of profit. Profit margin is the profit per £ of sales or turnover and is best
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expressed as the mass of profit as a percentage of the value of sales.
Mass of profit is the total profit in £s, the profit margin multiplied by
the value of sales. Rate of profit is the mass of profit divided by the
value of capital owned. The rate of profit is also known as ‘profitability’
the return on capital employed (ROCE) and is the multiple of two
ratios. The first of these ratios is the profit margin and the other is the
ratio of the value of sales to the value of capital employed. Thus:

ROCE = (P/T)(T/K) (10.1)
= P/K (10.2)

where
P = Profit
T = Sales or turnover
K = Capital employed

The profit margin per unit of output is, of course, selling price per unit
minus cost per unit.

Costs fall under two main headings, namely fixed capital costs and
direct costs. Fixed capital costs depend for their mass on the amount of
past investment, the size of the capital stock, and the rate at which the
stock is depreciating or becoming obsolete. Expressed per unit of sales,
fixed capital costs per unit tend to rise in recessions, because capital
stock is not fully utilised, and does not fall as fast as output or sales.
Indeed total fixed capital costs may peak during the crisis and early
recession, as investment commitments planned during the boom are
delivered and have to be paid for. Whereas, in early recovery, capital
costs per unit may fall, as spare capacity comes back into use, and
output can rise without requiring any increase in fixed capital stock.
The profit margin is sometimes expressed as the gross margin of selling
price over prime cost, and sometimes the net margin over total cost,
including capital cost, per unit.

Unlike capital costs per unit, direct or prime costs per unit of output
tend to rise towards the end of the growth phase of the cycle because
of high demand for labour and imported materials relative to supply.
This can be observed as a shift in the relative bargaining power
between employers and their employees and measured in terms of
higher real wages and lower labour productivity. Later on in recessions
the opposite happens. Prime costs tend to fall, at any rate when
expressed relative to the selling prices of the corporate sector’s output,
as employers regain their bargaining strength when unemployment
rises. Profit margins will not move in line with the cycle, but will tend

Business Cycles and Construction 223



to lead it somewhat. A recession margin can only help to restore the
profitability, and the margin of profit to turnover, of firms if wages and
capital values are reduced. Lower wages mean higher profits per unit to
the individual firm while lower capital values mean higher returns to
the new owners of shares, while the existing shareholders take the loss
in their capital assets.

Sherman (1991) and Weisskopf (1994) discuss the behaviour of aggre-
gate business profits over time. During periods of expansion prices rise at
first with costs lagging, giving firms an opportunity to increase profit
margins on an increasing turnover. This provides a twofold source of
increased mass of profits. Towards the end of the expansion, however,
profit margins tend to be squeezed. Slower demand growth prevents firms
from passing on all prime cost increases, which reach their maximum
rate at this point, and turnover grows at a reduced rate. As a consequence
the mass of profit tends to stabilise or even fall. In the crisis phase, at the
onset of recession, the mass of profits falls sharply, mainly because of
lower turnover, though also perhaps because prices fall relative to prime
and capital costs. In the recession phase profit margins tend to widen
again, as prime and capital costs fall relative to prices, offsetting the effect
of falling sales on the mass of profit.

The profits squeeze towards the end of the expansion phase causes a
fall in investment and heralds the start of recession. Likewise the early
recovery of profits in the recession causes increased business
confidence and can lead to a revival in investment, bringing the reces-
sion to an end. The effect of profits on investment arises both because
current profits are taken as the best predictor of the likely future
profitability of investment, and because current profits are used to
finance investment. Firms are assumed to be either reluctant or unable
to borrow without limit or without reference to the level of their
internal sources of funds (retained profits). Sherman’s key assumption is
that the business sector as a whole operates cost-plus pricing but with
mark-ups that vary over the stages of the cycle.

The short-run rate of growth of total income depends upon the rate
of investment k, because of its effect on aggregate demand. The rate of
net investment k, is the rate of accumulation of capital stock and
depends on the rate of utilisation of the existing stock and the rate of
profit in the previous time period. That is, the more fully utilised the
capital stock (which implies less spare capacity), and the higher are
recent profits, the higher will be the rate of investment. Now, the rate
of utilisation of existing capital stock will increase if utilised capital
stock is increasing faster than the rate of increase in the total capital
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stock. The rate of increase in the total capital stock is the rate of net
investment. The absolute utilisation of the capital stock will depend
upon the rate at which income is increasing, and on the output to
utilised capital ratio.

The rate of profit depends on technology, the utilisation rate of
capital, monopoly power and the relative bargaining strengths of
participants in the economy. Variable direct costs per unit of output
are assumed to be constant with respect to volume of sales. Prices are
assumed to be set by multiplying costs by (1+ d), where d is an average
mark-up. The size of the mark up in any industry depends upon the
degree of monopoly in that industry. The degree of monopoly power is
measured by the degree of seller concentration, the degree of price col-
lusion and (inversely) the product price elasticity of demand (Cowling,
1982; Kalecki, 1971).

The average degree of monopoly is largely determined by under-
lying, structural features of the economy, but will also be positively
dependent on the rate of utilisation of the capital stock. It is in this
way that, in Cowling, the stage of the business cycle has its effect on
the mark-up. For instance, as an economy begins to expand, and the
rate of utilisation of the capital stock increases, rising consumer
confidence reduces the price elasticity of demand enabling firms to
raise their prices and hence their mark ups. We will depart from this
assumption, by making the average mark up also dependent on the
relative power of capitalists, reflecting the idea of profit margins on
direct costs being squeezed towards the end of booms. 

The influence of technology on the productivity of inputs, is fairly
straightforward. The more superior the technologies becoming avail-
able, the less the direct variable input (labour and imported materials)
cost to firms of a given increase in output volume, and the bigger the
saving in direct cost relative to the capital cost of the technology. It
raises, for example, labour productivity relative to the wage rate.
Booms tend to increase productivity, following Verdoorn’s Law,
according to which productivity growth is a positive function of
output growth, though forces exogenous to the business cycle have a
greater influence.

Relative capitalist power, comprises mainly two elements. Relative
capitalist power firstly depends on the terms of trade between an
economy’s firms and the rest of the world. The terms of trade is the
ratio of the input cost required to produce the number of units of
output needed to exchange for a given unit of imported input. It is the
amount of domestically produced goods or services required in
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exchange for a given quantity of imports. Secondly, the relative power
of capitalists depends on the class relationships between employers
and their employees. This is also partly a matter of the terms of trade for
labour power in the labour market. In this case it is the size of the real
wage, measured as a quantity of goods, relative to the amount of work
done, and hence goods produced, per unit of labour time. We argue
that as the expansion phase of a cycle continues, the relative power of
the capitalists shrinks, whilst recessions restore it.

The business cycle is driven by changes in investment. Investment
depends on profits and the behaviour of profits is cyclical in nature. To
summarise the argument so far, the movement of the rate of profit
over the cycle is a matter of the balance between countervailing forces.
During an early expansion phase of the cycle, lower price elasticities of
demand and higher capital utilisation rates tend to raise the rate of
profit. Productivity tends to increase as long as expansion of the
market absorbs the extra output of additional capacity, thus fulfilling
investment plans. This is in part because of Verdoorn’s Law, which
states that productivity rises with output. Productivity growth is partly
endogenous to the model of the rate of change of output and invest-
ment. The rise in productivity provides an opportunity to raise the rate
of profit. However, if increased capacity is greater than the market can
absorb, productivity will suffer and the decline in productivity and
capital utilisation will be followed by closures and redundancies. At
certain phases of the cycle, such as at the peak, a loss of relative class
bargaining power tends to lower the rate of profit.

Cycles

The idea of cycles in the values of any time series data is an important
one. In its strong form, it implies deterministic cyclical effects of
known duration. That is, the average or normal length of the cycle is
known and fixed, and cycles follow one another, as it were, mechan-
ically. This requires there to be some theorisable force at work dictat-
ing this regularity. Of course, individually cycles might depart from
their predicted length, but these departures would be required to be
relatively small.

On the other hand, in its weak form the idea of cycles simply implies
that, when we remove the long run trend from any set of data, what
we have left displays a cyclical rather than a random pattern. That is, if
one year lies above the trend, it is likely that so too will the next year.
Variance from the trend goes through a cyclical rhythm, accelerating
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and decelerating in a regular and smooth way. These cycles may be of
highly variable length. Indeed a cycle period may be identified and
measured simply by the fact that it is not possible to decompose it into
shorter cycles. Alternatively, we may feel justified in ignoring minor
peaks and troughs and subsuming them within a more dramatic longer
cycle.

Thus (Figure 10.3, p. 244) construction output began a cyclical fall in
1973–4 until 1980–1, a fall which was interrupted for one year only in
1977–8. The data can be interpreted in different ways. For instance,
one analyst might feel justified in ignoring the peak in 1978 even
though it was higher than either the preceding or the following year
and was, therefore, technically a turning point. Such an interpretation
might be justified by adopting a long period view, and using annual
data, seeing the 1978 peak as a random blip effect, and identifying one
long cycle running from a peak in 1973 to a trough in 1981 and then a
peak in 1990. At the same time, another analyst might stand upon
strict definition and see three cycles in the same period, namely 1973
to 1978, 1978 to 1984, and 1984 to 1990.

Trend and cycle

Actual time series data for any variable will show changes from one
year or period to the next. In the search to find a pattern in the data
various methods of statistical analysis are used. First, there is a trend
effect. One method used to find the trend is to take data for a large
number of periods together, plot them on a scatter diagram and then
draw the line of best fit. This produces the linear trend line which min-
imises the variance. Exceptionally the trend could be a zero growth
rate, in which case the trend value would not tend to change from one
year to the next. However, normally, the trend line, drawn thus, will
have either a positive or a negative slope, a positive or negative trend
rate of growth.

Alternatively, using he moving average method to measure the trend,
requires that we first know the normal length of the cycle in the series.
Suppose the cycle to be 15 quarters. One would then construct a 
15-quarter moving average trend as follows. From the first available 15
observations (quarters) one calculates an average. This is then attri-
buted to the 8th quarter when plotted as a graph. Then, the earliest
observation is dropped and the next one added, and a new average
calculated for the 2nd-to-16th quarters. This is then shown against the
9th quarter; and so on. One practical disadvantage with this method is
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that the trend can never be measured right up to the latest date for
which there is data, for reasons which can be immediately seen. How-
ever, one advantage over the straight line of best fit method is that it
allows for changes over time in the slope of the trend. In effect this
moving average method smooths the original data. If there is no cycle
of regular periodicity shown by the data, the moving average method
is inappropriate.

A simple and practical procedure is to fit a straight trend line to the
data and then inspect the variances of the actual observations from the
trend for serial biased error. That is, if, as time passes, the trend so
drawn tends increasingly to lie below the actual observations, so that
the errors are mostly in one direction, we should conclude that the true
slope of the trend factor has in fact increased, as compared with the
earlier period. Because, as well as trend and cycle, there are random
effects, there will always be some errors as measured by differences
between predicted and actual values. If these errors are randomly
distributed, the models used for drawing trend and cycle are acceptable.

Aside from the moving average method, there are three broad types
of statistical strategy for dealing with trends with changing slope over
time. The first simply identifies, by visual inspection of the diagram,
the point at which the trend seems to have shifted, and divides the
total period into two. A separate straight-line trend is then fitted to
each sub-period. This is particularly sensible if one has some good
reason to expect an underlying change in the behaviour of the variable
at about the time of the break between the sub-periods. Many econ-
omists break their time-series in the early 1970s, because historical
knowledge tells us that this marked the end of one economic age and
the start of another. This technique is based on hindsight and has the
disadvantage that quite a long time must pass before one can tell that
the old trend no longer fits the data. This method is of no use for
purposes of prediction.

The next simplest approach is to try to fit a non-linear but mathe-
matically simple and smooth function to the data – for example, an
exponential function. This retains the advantage of the single linear
function of being projectable forward, in a deterministic way, to yield
predictions of future trend values of the variable.

Finally, there are techniques for generating continuously changing
trend curves. These use a statistical filter technique to eliminate
random and cyclical effects from the data, and produce trend curves
which look like (but are generated quite differently from) the n-year
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moving average curves, which they have replaced. These are known as
structural time series models. The trend curves produced using, for
example, the Kalman Filter technique (Harvey and Jaeger, 1993;
Canova, 1993) make no presumption that the future slope of the curve
is known, in the sense of being determined by its past slope. They
smooth the raw data to an extent which depends upon the length of
the data period relative to the length of the cycle period. Ball and
Wood (1994A) apply these methods to long series of data for
construction demand.

Bails and Peppers (1993) provide a clear and straightforward practical
guide to the range of simpler methods, and equips non-mathematical
readers to undertake such analyses themselves.

Business cycles

It is well established that the GDP follows a cyclical pattern of fluctua-
tion about its trend, and so, therefore, do many other economic vari-
ables with which it is linked. These GDP cycles, known as business
cycles, may be rather short, typically around five years in length from
trough to trough (though their length is variable), and of highly vari-
able amplitude. Sometimes they are very weak, but sometimes very
strong. Also, sometimes the downward part of the cycle is dwarfed by
the recovery with many fewer quarters of recession than of expansion,
in each cycle. In other cycles the period of recession may be longer
than or similar in length to the period of recovery. Clearly, if GDP is
cyclical then this alone may be sufficient to explain the existence of a
cycle of similar duration in construction demand. It is therefore with
the business cycle that we must begin our investigation of construction
cycles.

Whilst all economists agree that business cycles occur, they divide
into those who view them as caused essentially by lagged responses to
exogenous shocks, and those who believe the economy has its own
endogenous forces at work that will cause cycles even without exo-
genous shocks. We take the latter position. We therefore use a simpli-
fied version of the trade cycle, which excludes the random exogenous
shocks to the cycle which do indeed cause many of the fluctuations 
in the actual empirical data. These shocks include wars, elections,
industrial unrest and government policies.

In order to keep matters fairly simple, we will also set out the model
as for a closed economy, without imports or exports. Evidently, in
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actual, open economies booms and recessions in other, trading-partner
economies can affect the business cycle in any one national economy.
If different countries’ cycles are synchronised, they will reinforce and
exaggerate each other, whereas if unsynchronised they will dampen
each other.

The 9-stage business cycle: a method of description of
business cycles

Sherman (1991) describes a business cycle as a period of expansion in
economic activity followed by a period of contraction. Economic activ-
ity can be measured using statistical indicators of, for instance, output,
employment and profits. Reference cycles are general cycles relating to
the average of all variables in the whole economy. However, it is often
useful to compare the performance of a specific variable such as the
output of the construction industry or changes in employment to
changes taking place in the rest of the economy. A specific cycle may
produce a lead or lag indicator. For instance, the specific cycle of
profits leads the reference cycle, dropping ahead of the economy as a
whole, while interest rates tend to be a lag cycle, only dropping after
the rest of the economy has entered a decline.

According to Wesley Mitchell, there are four phases in each business
cycle, called in turn, the recovery phase, the period of prosperity phase,
a crisis phase and depression or, if mild, a recession phase, before a
recovery begins the next cycle. Cycles are here measured from trough
to trough.

For the purpose of detailed analysis and comparison of cycles, each
cycle can be further broken down into 9 stages. Beginning in a trough,
stage 1 is the start of the cycle. Stage 5 is the peak and the cycle ends at
stage 9 at the second trough. Stages 2, 3 and 4 are periods of expansion
and are defined to be equal in length and usually last longer than
stages 6, 7 and 8, which are periods of decline.

These cycle stages can then be used in conjunction with cycle rela-
tives. This method, used by the influential US National Bureau of
Economic Research (NBER) works by first identifying cyclical turning
points. With the start and end of a cycle thus defined, a cycle-average
value is calculated, from all the quarters comprising the cycle. Each
quarter’s value is then measured as a cycle relative, or ratio of the actual
value to the cycle-average value. Using cycle relatives, cycles of differ-
ent economic indicators or industries can be compared. For example,
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cycles in interest or profit rates can be compared with cycles in GDP,
not only in their overall amplitude but also in their detailed shape or
sequence. If underlying trends are very powerful relative to cyclical
movements, the cycle-average loses its value as a concept if used with
un-detrended data. However, the method has the merit of being
equally applicable to mild recessionary cycles and strong depressionary
cycles. This is because it does not require an absolute drop in the value
of a variable, for example GDP, to identify a recession. It is sufficient
that the value drops below the cycle-average.

Table 10.1 illustrates the difference between cycle relatives and
trends. Suppose GDP starts a 14-quarter cycle with a trend value of 100
and ends it with a trend value of 198 based on an average compound
growth rate of 5 per cent per quarter. Now, let us imagine two scena-
rios. In one, the actual value at the beginning of the cycle is 90, and
after 6 quarters (i.e. in quarter number 7) growing at approximately 
9 per cent per quarter, GDP reaches a value of 151. This is well above
its trend value of 134, and also above the cycle average of 149 for this
scenario. Thereafter, in this scenario suppose GDP continues to rise but
more slowly, below the trend rate of growth, reaching 180 by the last
quarter. Although there has been a deceleration, there is no absolute
fall in any quarter. Now, in another scenario, suppose growth was
similar but slightly faster, at 10 per cent, up to Qtr. 7, but then as
follows: a continued growth at 10 per cent to, say, 192 in Qtr. 9, before
falling back to 160. In this second scenario we would have a clear
absolute peak turning point and subsequent contraction.

The change in cycle relative from one quarter to the next is the
growth rate. Because cycle relatives are measured relative to their mean
value over the cycle, if there is an underlying growth trend affecting
the variable, cycle relatives will tend to begin each cycle with lower
values than they end it with. In absolute terms, the value at each suc-
cessive trough will tend to be higher than at preceding troughs.

In reality, business cycles usually begin with relatively rapid growth
and decelerate towards the peak after which decline is relatively rapid
for a few quarters, thereafter slowing down until the trough is reached.
The trough is, by definition, followed by recovery.

Finally, the growth and decline which takes place in each cycle can
be measured, using the 9-stage method. Cycle amplitudes measure the
difference between the cycle relatives at stage 1, during the first trough,
and at stage 5, at the peak. The difference is a measure of expansion.
The contraction amplitude is measured by subtracting the cycle rela-
tive at stage 9 from the cycle relative at stage 5.
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Table 10.1 Schematic illustration of trend, differences and cycle relatives

Quarter 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Scenario 12 90 98 107 117 127 138 151 155 159 162 165 168 172 176 180
(+9% then 
slow growth)

Cycle .60 .66 .72 .79 .85 .93 1.01 1.04 1.07 1.09 1.11 1.13 1.15 1.18 1.21
relative
(S. 1)

Difference –10 –7 –3 +1 +5 +10 +17 +14 +11 +7 +2 –3 –8 –13 –18
from trend
(S. 1)

Trend (+5%) 100 105 110 116 122 128 134 141 148 155 163 171 180 189 198

Difference –10 –6 –1 +4 +10 +17 +25 +34 +34 +25 –3 –9 –20 –29 –38
from trend
(S. 2)

Cycle .62 .68 .75 .82 .90 .99 1.09 1.20 1.32 1.16 1.10 1.10 1.10 1.10 1.10
relative
(S. 2)

Scenario 21 90 99 109 120 132 145 159 175 192 170 160 160 160 160 160
(+10% 
then fall)
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Table 10.1 Continued

Cycle average

Scenario 1 (+9% then slow growth) 149
Trend (+5%) 144
Scenario 2 (+10% then fall) 146

Notes:
1. In Scenario 2, the absolute peak turning point is shown in bold. Such a peak will also be the peak in the value of the cycle-relative.
2. In Scenario 1, there is no such turning point, but the point of deceleration (maximum slope of growth curve) is shown in italic. Both absolute 

value and the cycle relative necessarily have maxima, but these are not peaks or turning points, as they are not both preceded and followed by 
lower values. In S.1 presumably Qtr. 16 would show a value above 180. 



This then leaves the question of whether construction output will
fluctuate in time with GDP, or in a leading or lagging relationship.
Note that the accelerator-multiplier model of the business cycle, as out-
lined above, does not really deal in time lags. In fact, production of
new buildings and works takes a relatively long time from the
investor’s decision to spend to the delivery of a finished, useable
product. As a result, investors may try to anticipate increases in con-
sumer demand, rather than wait for them to happen. If they do not do
this, they may find themselves in the position of those UK brick manu-
facturers whose new brick works finally came on stream, ready to start
production, just as the slump in construction output started in 1990.
The brick producers had waited for actually observed building demand
to increase for perhaps two years from its 1985 plateau before deciding
to invest in extra capacity (phase 6). It then took a further two or three
years to go through all the planning, design and construction phases
for the new brick works. Thus, even though five years, 1985–90, was an
exceptionally long upswing in a business cycle, it was still not long
enough as far as those firms were concerned.

This issue of time lags and the need to act on the basis of expectations
is at the centre of a more genuinely Keynesian, or ‘post-Keynesian’,
model of the business cycle, (Chick, 1983; Arestis, Chick and Dow,
1992). The key actors in the construction demand process acting upon
expectations of future demand are the speculative developers.

Construction tender prices are affected by contractors’ expectations
of future direct costs, and even opportunity costs of management
resources. Contractors assume that costs per unit of input will be
affected by the level of demand. It is debatable, though, whether
raising tender prices in anticipation of cost increases serves to choke
off anticipated excess demand. When clients’ other expectations are
still optimistic, it may be that they are not induced to make major
reductions in volume of construction demand in response to tender
price increases. After all, many clients are themselves speculating, and
will not be deterred so long as they expect property prices to increase
faster than construction prices. Many other clients are engaged in
investment decisions for whole projects of which construction will
account for a relatively small part of the total project cost, which
includes the cost of machinery and, more importantly, operating costs.
Realistic project appraisal models reveal that expected returns are often
relatively much less sensitive to changes in expected construction cost
than to changes in expected interest rates or to changes in expected
demand for output, as measured by sales volume and selling prices.
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One key aspect of the post-Keynesian view is that, because future
prices are uncertain, firms can neither bargain nor calculate in real
terms. Every transaction becomes a speculation, in that the purchasing
power of the money to be paid or received cannot be known for certain
at the time. The longer the time lag between, for example, selling some
output and using the proceeds of that sale to purchase production
inputs, the greater the uncertainty. The time lag arises both because
payment is not simultaneous with sale, and because money received
will be held initially in liquid form, prior to any decision on how to
spend it.

On the other hand, it is certainly convenient to theorise as if wages,
in particular, were bargained over and set in real terms. Wage-earners
(and unions) try to predict the real purchasing power of money before
setting their asking wage in money terms, although they may of course
get their predictions wrong. In collective bargaining systems, money
wages may then be fixed until the next bargaining round, or there may
be some form of indexation, guaranteeing purchasing power. In indivi-
dual bargaining systems, with mobile labour, asking-wages may contin-
ually adjust to new information or expectations about prices and hence
purchasing power.

Employers, on the other hand, think of the wages they are prepared
to offer either in money terms, or relative to the expected price of their
own product. Employers have proved much more willing to accept 
ex post or compensatory indexation, in which this year’s wage increase
is tied to last year’s actual rate of price inflation, than ex ante, open
ended indexation, in which wages are increased monthly, or quarterly,
as the latest Retail Price Index figures become known. The former
commits them to a money outlay known in advance, whereas in the
latter it is unknown and uncertain. Tying wages to the previous year’s
profits is, in effect, a way of linking them to last year’s own-product
rate of price increase.

However, if all transactions are based on uncertain expectations, it
follows that, if and when those expectations are falsified by events, all
economic actors will then seek to adjust or alter some of their deci-
sions. These responses to failed expectations can, if shared by enough
important actors, be the engine of disequilibrium, and the cause of
turning points in the trade cycle. Keynes reserved the term speculator
for those who neither make consumption nor production decisions.
Instead, they live by continually adjusting their holdings of assets,
from one type of asset to another, in the light of changes in expecta-
tions, and doing so somewhat before the general run of producers and
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consumers change their expectations. Speculators are, as it were, pro-
fessionals in the expectations business. Whereas, Keynes thought,
most ordinary producers and consumers are more or less continually
taken by surprise by the divergence of actual outcomes from their
expectations, and have to react to this after the event. Hence, for
example, one fundamental difference in the real behaviour of markets
in financial assets compared, to for instance, labour markets or
product markets is that financial markets, but not the others, are 
dominated by speculators.

However, since Keynes wrote, real estate or property has come to be
treated in financial asset markets as if it were in fact a financial asset.
Financial institutions hold property let on long leases as part of their
portfolios, alongside cash, loans and equities, its rents being treated as
equivalent to dividends on equities or interest on loans. For this
reason, the property market, and hence property prices, behaves much
more like a financial asset market than a product market. In the prop-
erty market there is continual speculative portfolio-adjustment in the
light of continuously adjusting expectations. Property demand and
supply cycles result in unexpected and large changes in the rates at
which the building stock is utilised or occupied, and these in turn
cause major unexpected changes in the market values of those build-
ings as assets in the books of their owners. Speculative property
markets can then have their own causal effect on real market demand
for the product of the construction industry, and can be a cause or
determinant of the cycle in construction demand.

These fluctuations in the property cycle have been accounted for as
follows, by Bon (1989). The rate of capital utilisation declines when-
ever there is excess capacity. This occurs because fixed capital assets
such as plant, machinery and buildings are durable and relatively
inflexible in terms of their potential output. As a result the capacity of
fixed assets is relatively unresponsive to changes in output and when
output declines spare capacity is created in the short term, until
sufficient assets are retired. The utilisation of buildings during trade
cycles can be seen not only in terms of fluctuations in occupancy rates
but also in terms of variation in rents.

Even when the rest of the economy had begun to recover, Lewis
(1965) noted, recovery in construction was often hindered because
financial institutions were reluctant to increase the amount of build-
ings and property available before rents and property prices had fully
recovered. Broadly, Lewis’ points remain valid today. Rents, and house
prices, remain downwardly sticky in property market recessions. It is
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not that they do not fall at all, but that they do not or cannot fall to a
market-clearing level, at which any available property is let relatively
easily at a known going rate and rents are firm. Until the property
market recovers, UK financial institutions see construction and prop-
erty development as high risk ventures. Nevertheless, because of the
deregulation and globalisation of financial markets, no group of
lenders can any longer restrict the supply of funds to control property
markets in the UK. However, the same effect can be achieved through
influence on public policy. In the newly restrictive UK town planning
development regime introduced in the 1990s, with respect to out-of-
town retail developments, it may be possible to detect some pressure
from nervous financial institutions heavily tied into existing high
street retail property.

New technology may also reduce expected future space require-
ments. For instance, new computer technology will enable people to
work from home or on the road, without the necessary requirement of
a permanent personally designated office base. Other factors which
influence firms’ decisions about capital investment include the current
and expected rate of interest and foreign penetration of domestic
markets as well as opportunities for exporting future output. Finally
government policies regarding foreign exchange rate, taxation and
spending will all influence business confidence. As a result, building
sector demand will not respond mechanistically to changes in con-
sumer or even total investment demand.

To return to our model, it can be seen that, depending on the rates
of decline and recovery in the economy and the rate of decline in the
built stock, once a trough has been reached, the first phase of recovery
in building demand will come in the form of increased maintenance
and refurbishment. This will be followed, after a time lag, by an
increase in demand for new building work as a point is approached
when the existing stock is about to be fully utilised. The exceptions to
this rule are when the existing stock is not in a desired location or 
the building types available do not conform and cannot be converted
to the requirements of any new uses expanding firms may need – 
i.e. where there has been a fundamental qualitative change in the basis
of demand.

Measurement of construction demand

There are several possible ways of trying to measure aggregate construc-
tion demand. In microeconomics demand refers to a set of possible
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price-quantity combinations. In written usage, the term ‘demand’
tends to be used as shorthand for the quantity that will be bought at a
certain price, as for example in the term price elasticity of demand. In
macroeconomics demand refers to a value of expenditure, found by
multiplying price by quantity. If prices are assumed to be stable, then
demand in this sense comes to refer to the quantity of output that is
actually bought. It is in this way, for instance, that employment is said
to be a function of aggregate demand, since employment is in fact a
function of the quantity of output produced, and not directly a func-
tion of the value of expenditure or value of output.

Now, the nearest thing we have to a statistical measure of expenditure
on construction is the GDFCF series, which does indeed measure the
value of expenditure on fixed capital formation by purchasers of new
capital goods. However, by definition it does not cover or include
expenditure on repair and maintenance of the built stock, and thus
completely misses one significant component of aggregate construc-
tion demand.

For estimates including repair and maintenance demand, in the
absence of timely expenditure statistics, we are forced to use construction
output value as our second possible measure for repair and maintenance
projects; given R & M projects’ short duration, this is perhaps accept-
able, since almost all output will in fact occur in the same short time
period as that in which the decision to undertake expenditure was
made by the customer. However, for new construction projects the time
lags between demand decisions and output may be considerable.

However, as we have pointed out elsewhere, it is a peculiarity of new
construction demand that purchasers have to largely commit them-
selves to the decision to purchase a certain quantity of output before
they know what the price will be. They may well have access to a price
prediction, of course. But a tender price can only be found after:

• a design has been commissioned (at considerable expense to the
purchaser), and

• an invitation to submit tenders has been issued.

An invitation to tender typically implies a commitment to accept the
lowest tender, regardless of its absolute value. If a regular client fre-
quently breaks this implied commitment they will find it difficult to
persuade firms to incur costs of tender preparation and to tender at
competitive prices. Nevertheless, if would-be clients are unpleasantly
surprised by actual tender prices they may cancel or postpone. Only to
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the extent that this is so is output volume a reasonable proxy for the
volume that clients wish to buy at the actually prevailing level of con-
struction prices, and thus a proxy for the concept of demand volume.

The third set of statistics sometimes used to measure construction
demand is the orders series. These measure the value of new contracts
placed with construction firms by clients in a period. Deflated for price
changes, the orders series can be used as a proxy for change in the
volume or quantity of construction that customers wish to buy at the
prevailing level of prices. It has the advantage over output of not
lagging so much behind the actual decision to spend, but the dis-
advantage that orders data are only available for non-repair and main-
tenance construction. The main advantage of orders over GDFCF data
is that the former are published more quickly and are disaggregated by
location and type of construction product ordered rather than as is the
case with GDFCF by sector or industry of origin of the demand. They
are thus much used by construction firms trying to observe demand
changes for their particular product market.

The approaches to measuring demand given here are based on ONS
expenditure data in the national accounts, DETR construction orders
or DETR contractors’ output. Each method provides answers to differ-
ent questions regarding demand for construction.

In principle the most all encompassing measure of construction
demand is the total value in current prices of actual expenditure on
purchasing the products of the construction industry including all new
buildings and works as well as all work to existing structures. Because
this is an expenditure based measure it includes professional fee
charges. It is the sum of GDFCF expenditure on net acquisition of new
buildings and works, and consumption expenditure (by all sectors) on
repair and maintenance. This is a composite measure, requiring figures
for personal, government and corporate sectors’ consumption expendi-
ture on construction repair and maintenance to be identified, and
added to GDFCF figures from the Blue Book. Repair and maintenance
figures can be found in the output data of Housing and Construction
Statistics published by the DETR, and for the household sector only, 
R & M expenditure can be found in the Blue Book.

Any of the approximate measures of aggregate construction demand
can be converted to constant prices using the implied GDP deflator. The
implied GDP deflator is the inverse of the index of average price
changes for the whole economy. Measuring construction demand this
way, though not a volume measure in the direct sense, has the advan-
tage of showing the amount by which construction demand and output
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have increased in volume terms relative to other sectors of the
economy. Alternatively to the implied GDP deflator, construction price
indices can be used to deflate construction demand into constant prices
and thus produce a quasi-volume measure.

A narrower definition of demand, shown in Figure 10.1, looks at the
value in current prices of GDFCF on new buildings and works only,
ignoring the consumption expenditure on repair and maintenance.
This measure has the practical advantage of being immediately avail-
able for each year in the Blue Book.

Because this measure can be found in the national accounts, there
are corresponding ONS implied deflators for construction and it can
therefore be converted to constant prices. This is also illustrated in
Figure 10.1. These deflators relate to prices of dwellings and all other
buildings and works. They have the advantage that they can disaggre-
gate constant price demand for dwellings and other buildings and
works whereas the implied deflator based on the DETR construction
output price index for all new construction can only be used for con-
struction output as a whole. This can be used as a comparison to the
aggregate of the ONS deflators, because in principle both ONS and
DETR implied deflators are attempting to measure more or less the
same thing. If they diverge, one set of data must be chosen as more
accurate than the other.
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Sources: United Kingdom National Accounts, 1992, Tables 1.7 and 13.4. 



The following measures of demand are based on construction orders
rather than expenditure or output. The first is the gross value in
current prices of orders for new construction won by construction
industry firms and is shown in Figure 10.2. (Orders data are not avail-
able for repair and maintenance work.) In principle this should equal
the value of the net construction element of GDFCF, that is, after
deduction of professional fees paid directly by clients. This is because
there is in theory no time lag between ex ante expenditure and order.
They are the two sides of the same transaction, so long as customers
report the whole value of their investment expenditure on a construc-
tion project in the year in which the contract is signed, and report it at
contract rather than final account price. In practice, as we have seen,
they do neither, so GDFCF corresponds in time to output, and even
lags it slightly. In principle, though, GDFCF should mirror orders albeit
with a lag, because GDFCF measures the purchase and orders measure
the sales side of the same transaction or contract.

In practice GDFCF and lagged orders are still not equal, partly
because of incompleteness in the censuses of construction firms and of
projects from which the orders data are drawn, and partly because
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some investment expenditure on new structures is not directed as
demand to the construction industry at all. Some part of this demand
for structures is met by industries other than construction (for
instance, process plant engineering). Moreover, of the part of GDFCF
(structures) that is demand for the kind of final products produced by
the construction industry, some of this work is undertaken by the con-
struction departments of the same organisations that generate the
demand, or it is carried out and not recorded in the informal, black
economy, or it is done by individuals as self-build. Thus, for example
in 1991, according to the Blue Book, the structures element in GDFCF
was £31.8 billion at market prices, while the gross value in current
prices of orders for new construction won by construction firms was
only £19.5 billion.

The incompleteness of the orders data has been demonstrated for
earlier years, the 1970s, by Ball (1988). Looked at over a period of
years to exclude cyclical effects, he showed that orders data systemati-
cally fell short of reported construction industry gross output data,
even when both were expressed in constant prices. Figure 10.4 below
shows that this is still the case, and DETR orders and output data are
still not comparable.

Figure 10.3 shows the annual value of orders won by contractors at
constant 1990 prices and total output including repair and mainte-
nance of all firms in construction including DLOs.
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In Figure 10.4 the value of contractors’ orders, and the value of new
work by contractors are plotted. This shows the relationship between
orders and output of private contractors. Orders are lagged by one
year to take the period between orders and production into account.
The figures shown in, say, 1989 represent output in 1989 and orders
won in 1988. The lagged figures provide a close match, both rising
and falling at similar rates and peaking in 1990.

Fixed price contracts include terms under which the contractor
includes an estimate of inflation in the initial contract price, and bears
this risk. When most contracts, measured according to value, are set in
fixed price terms, then in principle, after a time lag, a certain money
value of orders ought to turn into the same money value of output or
work done. When most contracts contain ‘fluctuation of price’ clauses,
so that the customer bears the risk of inflation, this will not be so.
With normally positive rates of inflation, values of projects measured
at completion or as paid for will then exceed initial contract values.
Such fluctuating price contracts were common in the 1970s, but are no
longer widely used.

A further reason for differences between orders and output figures
lies in the strongly upward effect on out-turn prices, compared to

Business Cycles and Construction 243

32,000

30,000

28,000

26,000

24,000

22,000

20,000

18,000

16,000
1987 1988 1989 1990 1991 1992

Contractors’ orders lagged 1 year Output by contractors

1993 1994 1995 1996 1997 1998

£m

Figure 10.4 Orders lagged by one year and contractors’ output, 1987–97, all
new work at current prices
Source: Housing and Construction Statistics, 1987–97, Tables 1.1 and 1.6.



60,000

£m

55,000

50,000

45,000

40,000

35,000

30,000

25,000

1982 1984 1986 1988

Output at current prices Output at 1995 prices

1990 1992 1994 1996 1998

Figure 10.5 Construction output, 1983–1997, output-based measures of
construction demand
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tender prices, of variation orders arising from variations in the techni-
cal content of work to be done, announced after the date of tender
award. These raise the value of contractors’ output without affecting
the value of orders, measured at tender price. The increase in final
building costs due to variation orders cannot be dealt with even in
principle by an output price index. Nevertheless, output series can be
deflated using output price indices to express output in constant
prices. This has the effect of eliminating ‘variation of price’ clauses,
and is therefore in principle comparable with series for orders. See
‘Appendix: Notes and Definitions’ to Housing and Construction Statistics
for an account of how this is done.

An alternative measure of demand, using constant prices, is the gross
value of orders for new construction won by construction firms,
deflated using tender price indices. This is also illustrated in Figure 10.2
but this measure of demand possibly suffers from the non-representa-
tiveness of the DETR tender price indices, which relate only to public
sector contracts.

Figure 10.5 shows two measures of construction demand based on
DETR data on contractors’ output. Firstly, construction demand may
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be seen as equivalent to the gross value at current prices of output,
known as work done, in the period by main contractors or house-
builders. This should be the same as the value of work done by all
firms, net of the value of work done for them by construction industry
subcontractors. The former method is used in the project-based and
the latter in the firm-based estimates of output. Where these estimates
differ, in practice the DETR relies upon the project-based enquiry to
estimate industry output. Value of output is here defined as the
amount chargeable to customers for work done in the relevant period.
It is not clarified whether this includes or excludes contractors’ own
estimates of the value of work done in a period but for which no valu-
ation certificate has yet been issued on behalf of the client.

The gross value of contractors’ output at constant prices shown in
Figure 10.5 is found by deflating the current price of new build work
using output price indices and deflating repair and maintenance at
current prices using cost indices.

GDP and aggregate construction demand

Figure 10.6 shows that total construction output rose steadily until
around 1968. Although 1973 is usually seen as the peak year for con-
struction output. The rate of growth appears to have slowed down
well before 1973. Certainly, after 1973, construction output began to
fluctuate, falling erratically until the beginning of the 1980s, after
when it rose until 1990. More understanding of the trend can be
found by analysing the data in terms of new build and repair and
maintenance. In the period between 1955 and 1968, the rise in con-
struction output was mainly driven by new build, with repair and
maintenance only growing moderately. After 1968 the picture
changes to a period of fluctuating output, when both new build and
repair and maintenance can be seen to fluctuate more than in the
earlier period, with the decline in construction output being caused
by the decline in new build work. Since 1969 growth in total construc-
tion output has been due to the rise in repair and maintenance work
rather than new build. Indeed, Figure 10.6 shows clearly that from
1969 until the 1990s, new build construction actually fell slightly in
real terms while repair and maintenance continued to rise in spite of
periods of recession. These graphs support our view that following a
period of growth, ending in the late 1960s, construction industry
output of new build projects has fluctuated without showing a pattern
of longer term growth.
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Analysis of the linear trends in Figure 10.7 over the period confirms
that total construction growth from 1955 to 1993 is similar to the
growth of repair and maintenance.

In fact the linear trend of new build construction is even clearer
when split between the periods 1955–68 and 1969–93. In Figure 10.8,
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Source: calcalated from data in Housing and Construction Statistics.
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we see that growth in construction new build due to housing pro-
grammes and other urban developments was sustained up to 1968. The
rate of growth of construction was so rapid that if the trend had contin-
ued at the same rate, total construction output would have reached £80
billion by 1992, instead of the £45 billion actually achieved. In fact, in
Figure 10.9, the linear trend for the period since 1969 shows a much
lower rate of growth in overall construction output and even a slight
decline in new build output. It does not, of course, follow that new
build construction will continue to decline ad infinitum.

Using all the above techniques applied to the construction industry
and GDP, the performance of the construction industry can be seen
relative to the rest of the economy and also over time. If the low-
growth fluctuating description of contemporary construction demand
is correct, then we would expect to find most of the following:

• comparing cycles between 1950 and 1973 with those since 1973,
contraction and expansion amplitudes in the construction sector
would both have grown. Moreover, the size of contractions would
have grown relative to the amplitude of expansions. The result of
these changes would therefore be greater fluctuations together with
a low growth trend, or historical ‘stagnation’.

• comparing construction with GDP, construction cycles would have
the greater amplitude. 
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Figure 10.10 shows the relative size and growth patterns of construc-
tion and GDP. From 1971 up to 1993, relatively little change in con-
struction output was sufficient to support growth in the rest of the
economy.

However, Figure 10.11 shows that when construction output is mag-
nified 10 times to make it visually comparable with GDP, it can be
seen to vary far more than the economy as a whole. This is not alto-
gether surprising. GDP being the sum of its component industrial
parts, the whole is always likely to fluctuate less than any one of its
parts, because those parts are not likely to be 100 per cent synchro-
nised in their fluctuations. A kind of smoothing out occurs in their
summation.

Nevertheless, during the years 1973–75, 1979–81 and again from
1989–93, when the economy was in recession, decline in construction
was more rapid than for the economy in general. The oil crisis, uncertain-
ty, lack of confidence and high interest rates appear to have depressed
construction between 1975 and 1977 although the economy itself
managed to grow slowly. However, during the periods of economic
expansion from 1977 to 1979 and 1981 to 1989, especially from 1986 to
1989, construction output grew far more rapidly than did GDP. These
expansions in construction were more rapid than the rest of the economy
as a whole and for this reason the increase in construction output had to
be absorbed, perhaps with difficulty, by the rest of the economy.
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Another issue is not so much the amplitude of variation in construc-
tion output compared to the GDP but the amplitude of variation of
construction output compared to the output of other similarly-sized
industry components of GDP.
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Figure 10.10 Construction output and GDP, 1971–93, at constant 1990 prices
Source: calculated from data in Housing and Construction Statistics.
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We expect to find a lower trend rate of growth and greater fluctua-
tion in GDP in the post-1970 period than earlier, and hence a lower
growth and more instability in the derived demand for construction.
We also find, as we would expect, a lower trend rate of growth for con-
struction than GDP. Figure 10.12 illustrates that between 1971 and
1993 the long term growth rate of construction was lower than the
economy as a whole.

The slower growth rate in construction over such a long period of
time has resulted in a tendency for the share of construction in GDP to
fall, as shown in Figure 10.13.

Product cycles and the trend rate of change in aggregate
construction demand

To understand what causes demand for goods and service to vary over
the long run, one recent approach is to consider a model in which
changes in fashion and technology lead to markets for new products
emerging and growing while older products become obsolete and their
markets stagnate and then decline. Considered over time then, each
product will show a profile of initial fast growth in output, followed by
a slowing down, then stagnation and eventual decline.

It might be thought that construction, since in one sense it caters to
an eternal human need, for shelter, is immune from this process.
However, it can be shown that this is not the case. Demand is not for
abstract shelter but for specific categories of building or works, which
we shall call building types, each based on a combination of function,
form, technology and property type. Thus, transportation, in the
abstract, is a need as old as large scale human society. However, that
does not mean that new demand for a particular transport built type,
such as railways or motorways, does not follow a product cycle.

In aggregate, construction demand will tend to fall over the very
long run if there are not enough major new constructed product
types emerging to replace those for which demand is stagnating or
falling.

Government statisticians capture this process by from time to time
recognising, and beginning the separate measurement of, the produc-
tion of new building types. One recent example was the production of
off-shore structures (for oil and gas exploration and extraction).
However sometimes the new product type is simply concealed within
a more aggregated category containing several building types. For
example, purpose-built housing for the elderly could be considered a

250 Construction and the Economy



new product type, but it is not yet recognised as such in the statistics
for private housing output.

For long period analysis the official statistics are the only 
possible source, and so we will have to use them. The Housing and
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Construction Statistics data breaks construction output down into 
five types of new work and three types of repair and maintenance
work:

New work
Public housing
Private housing
Public other
Private industrial
Private commercial

Repair and maintenance work
Housing
Public other
Private other

In 1980, infrastructure was introduced as a new statistical category,
and in 1984 public sector housing repair and maintenance was sep-

252 Construction and the Economy

12000

10000

8000

6000

4000

2000

0
1954 1958 1962 1966 1970 1974 1978 1982 1986 1990 1994

Year

Public sector housing

Infrastructure

Private industrial

Private sector housing

Public sector other new work

Private commercial

£m

Figure 10.14 Contractors’ output (new build), 1955 –93, at constant 1990
prices
Source: Housing and Construction Statistics, 1994, Table 1.7.



arated from private sector housing repair and maintenance. In practice
data availability restricts the time series to starting in 1955.

Each of the categories shown in Figures 10.14 and 10.15 is of course,
in our terms, a collection of several, perhaps many, product types.
However, if we compare data for the post-war ‘golden age’ for con-
struction demand with the last twenty years or so, we find that almost
all of these eight categories of work showed clear trend towards growth
in output in the period from 1955 to 1973, whereas in the 1974–92
period many had moved into showing a declining or stagnant trend.

The variety of patterns and the extreme variation within given time
series of the different categories of work demonstrate the diverse nature
of the construction market. Each time series can be analysed in its own
terms. Different causes and effects influence each type of construction
demand. It is not possible to predict accurately the behaviour of one
type by inferring from another.
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Economic development and the trend in construction
demand

Rostow (1971) describes separate stages in economic growth. The first
is the traditional stage, which is characterised by an unchanging rural
economy, based on subsistence agriculture. This is followed by the
establishment of preconditions for take-off through the dismantling of
the traditional system. A take-off in agricultural output leads to a rise
in living standards, which in turn leads to increased demand for indus-
trial products. The economy then grows until the rate of growth slows
down as the economy approaches maturity. The last stage of economic
growth is characterised by high mass consumption.

The stages of economic growth can also be distinguished in terms of
economic structure. Development can be characterised as a shift of
resources, mainly in the form of people moving from farming the land
to manufacturing in the towns and cities, the transformation of a rural
agricultural economy into an urban industrial economy and then into
an urban service economy. Development is a process of structural
change.

Many economic historians do think in terms of a succession of
determinate stages of economic growth, of which the latest phase is
described as ‘maturity’. Implicit behind the use of this concept is the
idea that all fundamental shifts leading to the full development of a
completely modern economy have now occurred, in countries such as
the UK, with the implication of less dramatic economic change, and
probably lower growth, in the future. However, it is always tempting,
for those fundamentally content with the status quo, to believe that
one’s own generation is living, uniquely, ‘at the end of history’. It
almost certainly is not the case. It is just that we cannot at the moment
clearly foresee what dramatic future shifts there will be.

Related to this notion of maturity is the idea that, as the economy
shifts from being developing to being mature its relative need for invest-
ment in additional built stock, compared to other things, will decline,
thus reducing construction’s share of GDP. Indeed such a trend in the
UK was noted earlier in this chapter.

There is a body of literature reviewed most recently in Bon and
Crosthwaite (2000) which purports to detect such an inevitable 
eventual decline in the share of construction in GDP, as economies
get wealthier and more mature. It is indeed observable that countries
undergoing successful development show shares of total investment in
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GDP as high as 40 per cent, whilst the ‘most developed and mature
economies’ of today, such as the US and much of Western Europe,
show ratios less than half that. Thus, even if construction’s share of
total investment were a constant, its share in GDP would still fall by
half as economies pass from ‘development’ to maturity. One problem
with this reasoning is that there is no evidence to support the idea
that the investment share of GDP in the US or UK or similar
economies when they were first developing (in the nineteenth
century) was ever anything like as high as the 30–40 per cent of GDP
shown recently by countries such as Japan and South Korea.
Moreover, in the 1950s to 1970s, the countries with the highest shares
of investment in GDP included Poland, the USSR and much of the rest
of eastern Europe (Drewer, 1980).

In this chapter our argument has been that construction demand,
especially but not only in the UK, has passed from a long period,
roughly, from the end of World War II until around 1970, when the
trend was steadily and markedly upward. Since the early 1970s the long
run trend has been one of negligible growth in construction. Some
major components of construction demand have even experienced
decline in the period. These trends have been shown in the graphs.

Building cycles

In addition to building cycles arising as part of the short business cycle,
and with its same short duration, many economists have also asserted
the existence of somewhat longer cycles in construction demand. To
avoid confusion, we propose to call the kind of short cycle we have
been discussing up to now construction business cycles, and reserve the
term building cycles for these hypothesised longer cycles. Building
cycles are often in effect analysed as specifically housebuilding cycles,
and must be thought of as superimposed on, and not an alternative to,
shorter construction business cycles.

One postulated kind of building cycle appears to have a duration of
around eighteen years. This is usually referred to as the Kuznets cycle.
Kuznets himself only found evidence of such cycles in the period
before 1940. He could not find such a cycle in the post-1940 
US data. Nevertheless, to Lewis (1965), the problem is to consider why
the building cycle should be so much longer than the business cycles
of other sectors in the economy.

Ball and Wood (1994) advance a theory of slow adjustment of
housing output to fundamental technological changes and changes
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affecting the relative real cost of housing and other commodities.
There is a price substitution effect during housing booms. As house
prices rise, relative to other products and services, this eventually
reduces demand and ends the boom in housing as consumers switch
their spending away from dwellings. As it becomes harder to sell new
houses, housebuilders reduce their output or withdraw from the
market. A long period of low building creates a backlog of demand,
with house prices in general showing signs of hardening. This even-
tually attracts builders back into the market and after a time lag for
production supply begins to catch up on demand once more. Such a
model of the housing market ignores the role of government. In fact
the influence of government on the housing market has been pro-
found as government policies periodically shifted to and from gener-
ous subsidy, stimulating or damping demand and prices.

Ball and Wood (1994) found housing cycles of varying duration
from 13 years in Germany up to 25 years in Sweden. In the UK from 
1856-1992, they identified a 39 year cycle in the annual log constant
price dwellings component of GDFCF. However, they found that since
1950, there has been a much shorter housing cycle in the UK of 17
years. Between the 1850s and the 1990s, according to Ball and Wood,
housing investment grew annually at a trend rate of 2.4 per cent.
However, they found that the annual average growth rate in the
dwellings component of GDFCF declined from 8.8% in 1920–38, to
4.1% in 1947–73, and then to –1.3% in 1973–92. These longer term
changes in demand can be thought of as forces causing a change in
the trend rate of growth of aggregate construction demand.

If we assume periods of faster and slower trend growth tend to succeed
one another in a regular way, then changes in construction demand and
output can be seen as long cycles. However, there is a vigorous and inter-
esting debate about whether growth rate long cycles, of any degree of
regular length, exist, either for GDP or for aggregate construction
demand (Mandel, 1980; Van Duijn, 1983; Tylecote, 1992; Maddison,
1991). Nevertheless, empirically there is no doubt whatsoever that trend
rates of growth in GDP and in construction demand do vary over time.

Price fluctuations

So far, we have discussed fluctuations mainly in terms of fluctuations
in the volume of demand and output. We have reviewed the data con-
centrating on the constant price value of orders and output series.
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However, price fluctuations are also important. Changes in construc-
tion prices profoundly affect construction firms’ profits, and also
affect earnings per worker in the industry. Price cuts are passed back
to subcontractors, eventually resulting in lower wage rates paid to
building labour. Moreover, changes in property prices and land prices
affect the wealth and credit worthiness of all property owners, and the
profitability of all property developers.

Comparing the indices of construction output prices in Figure
10.16, their relative positions altered between 1982 and 1992. In other
words they rose and fell at different rates depending on the particular
circumstances existing in their respective markets. In contrast, if we
now turn to the price indices of different materials a completely dif-
ferent pattern emerges, as shown in Figure 10.17. In this case, the
price indices of a variety of materials follow a relatively similar pattern
until 1990. Thereafter they exhibit a range of responses to the reces-
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sion in the industry, some continuing on a rising trend while others
fell, bricks being the most volatile in the period after 1990.

By further contrast, the tender price index of all public sector con-
tracts (apart from housebuilding) shown in Figure 10.18, peaked in
1989, the same year infrastructure output prices peaked, even though
the majority of output price indices were still rising and before mater-
ial prices had begun to diverge. By 1997 the index had recovered its
1989 value.

Concluding remarks

The amplitude of variations in construction output increased from
1969 to 1993 compared to the period between 1955 and 1968. How-
ever, although construction output as a whole has become more
variable, the trend in construction output growth has become flat. We
characterise this pattern as stagnation-fluctuation or stagfluctuation. This
does not, however, imply, as seen in the data, that different types of
outputs and inputs behaved in identical fashion.

By studying the data over the long run, it becomes apparent that
while in recent decades the rest of the economy has grown the con-
struction sector has not expanded in line. In the long run the output of
the construction sector has been sufficient to maintain the existing
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stock, replace demolished stock and still furnish the rest of the
economy with net or additional units of the built environment. These
net additions to stock have it seems allowed the rest of the economy to
expand without it being necessary to increase the size of the con-
struction sector. Consequently, the construction sector has formed a
declining proportion of economic activity, while at the same time
maintaining its own level of output over the long run. It may be a
volatile industry in the short run, but while other industries may
expand and contract or even disappear altogether, the construction
industry remains an essential and permanent component of any
growing economy.
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