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Trends of Digital Innovation Applied

to Accounting Information and Management

Control Systems

D. Mancini, R. Lamboglia, N.G. Castellano, and K. Corsi

Abstract The period we live is known as the digital era. The way in which companies

work and interact with each other has radically changed. The digitalisation of data,

information and flows requires an additional effort of research, especially in the field of

accounting information and management control systems, which are under-explored,

in order to understand the potentiality, the benefits and the disadvantages of that kind

of technologies. The research works published in this book are a selection of the best

papers submitted at the Accounting Information Systems track of the XII Annual

Conference of the Italian chapter of Association for Information Systems (ItAIS 2014),

entitled “Reshaping Organizations through Digital and Social Innovation”.

Keywords Accounting information systems • Digital innovation • Data

management • Information systems architecture • Internal reporting • External

reporting

1 Introduction

The research works published in this book are a selection of the best papers submitted

at the XII Annual Conference of the Italian chapter of Association for Information

Systems (ItAIS 2015), which was held in Rome in October, and entitled “Reshaping

Organizations through Digital and Social Innovation”. The volume contains

21 research works that were accepted at the conference after a double-blind review

and were mainly presented at the Accounting Information Systems track.
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The book presents a collection of papers concerning the relationship between

digital innovations (such as cloud, data mining, XBRL, digital platforms) and

accounting and management information systems. The aim of the book is to

contribute to the current debate, in Italian research community of accounting

information systems, on the impact of digital technologies on accounting and

management information systems that support control activities.

Business information system is usually defined as a mix of interrelated elements

such as [1, 2]:

– Data, regarding corporate and environmental state, which are collected,

organised and structured in databases.

– Methodologies, procedures and models to assure the effectiveness and efficiency

of data processing and the reliability of information flows.

– Information technology infrastructures and tools and human resources as key

elements to manage corporate information processes.

– Information, obtained from data processing, which aims to meet internal and

external needs through consistent reporting systems.

With regard to the business information systems, the contributions in this book

focus their attention on the accounting and management information systems which

are dedicated to support manager’s decision-making using accounting data as

primary information sources. Some papers consider how new technologies could

reshape the accounting and management information systems, enhancing their

information potentialities and their ability to support decision-making processes,

while other research studies show how managerial information needs affect and

reshape the adoption of information technologies asking for more digitalisation.

Consistently with the key elements of business information systems, in order to

highlight the impacts of digital innovations, the book is articulated in the following

sections:

– Data management, in terms of data collection, data processing and sharing of a

large amount of data.

– Information systems architecture, which refers to the structure of the information

system, the integration and consistency of its components.

– Internal reporting, regarding the way in which financial and non-financial

information is reported and shared, and how it generates knowledge to support

management decision-making processes.

– External reporting, concerning the way in which financial and non-financial

information is communicated and reported towards external stakeholders.

2 Data Management

The development of information technologies often represent a great opportunity

for companies. With the passage of time, technological innovations have changed

the way in which companies manage and process their information to support

2 D. Mancini et al.



reliable decision-making processes, considering, for example, the importance of

data warehouse architecture for the development of the business intelligence, or the

relevance of multimedia technologies for the adoption of new form of economic

and financial communication.

Every IT innovation requires research and studies in order to understand its

potentiality and discover its practical implications for firms. Regarding accounting

and management information systems, the most immediate impact of IT is on data

management, i.e. the way in which companies manage data processing in order to

obtain reliable information. Initially, automation helped companies to gain effi-

ciency in the accounting data management for financial and administrive purposes,

subsequently, some other benefits emerged as timeliness of information processes

and reliability of information and reporting [1], and finally, some integration issues

have been highlighted [3, 4]. Integration represents not only an implication of IT,

but also a different way to see processes and organisation through IT.

Today firms live in a digitalised world and have to take into account digital

technologies not only for strategic and competitive aims, but also for their impli-

cations on accounting information and management control systems. Many studies

have investigated how digital technologies affect business models, competitive

advantages and firms’ approach to markets. Low attention is paid to the study of

the implications of digital technologies on the way in which firms manage infor-

mation and control activities for their competitive success. The investigation of the

relationship between digital technologies and accounting information systems and

management control processes is just at the beginning and requires greater

attention.

Digitalisation is not only a technological innovation but implies a different

philosophy in the way in which companies manage their business and processes.

Some keywords characterise the philosophy of digital technology are ubiquity,

openness and sharing [5]. Data and information have to be freely available and

have to flow free and without restrictions among organisations or groups of people.

Moreover, data and information come from collaboration and co-creation, i.e. a

broader vision of firms business based on openness and engagement. Finally, data

and information have to be organised and managed to facilitate sharing and re-using.

The most immediate impact of these technologies is on data management that is

the process companies follow to collect, select, classify, process data and commu-

nicate and share information. In this section, we present four papers which deal with

that topic.

Bruno et al. investigate the role of data management and data quality in credit

risk control in small Italian banks. These kinds of banks use external databases to

collect data for credit risk control; in fact, they outsource their information systems

because of poor financial resources. The research highlights that the adoption of an

outsourced data management improves the quality and quantity of data processed

and determines an enhancement of the knowledge of the risk profile of banks’
portfolio.

Trizio et al. develop a digital system to collect data for risk evaluation in three

hospital laboratories. The research highlights how the integration between infor-

mation technologies (sensor to monitor physical environmental conditions, data

Trends of Digital Innovation Applied to Accounting Information and. . . 3



platform to collect different flows of data, etc.) and information systems

(standardisation of languages, codification of risk type, etc.) are key elements to

develop an information system able to collect flows of data from different hospitals

and to forward them to a digital smart platform in order to evaluate the level of risk

and the level of compliance with law and regulations.

The last two papers consider cloud computing and its impacts on firms as a

non-traditional way to manage data and information.

Caldarelli et al. examine benefits and problems of cloud computing in small and

medium enterprises during the implementation and the post-implementation

phases. The study highlights that in the implementation phase some benefits

emerge, as cost savings, flexibility and scalability of the information system, but

for the firms examined, IT cost reduction is the most important factor during the

decision-making processes. Regarding the post-implementation phase, the most

important effects are a strong reduction of IT costs and energy savings, while

there are no disadvantages.

The paper of Di Martino et al. takes into account the legal implication of cloud

computing, especially in terms of privacy, as an obstacle for moving firms towards

the cloud technology. The research proposes an interesting model useful to measure

if the provider is compliant with law in terms of security, trust and privacy. The

compliance model is based on two key technologies: XML and semantic-web.

3 Information Systems Architecture

Information Systems Architecture (ISA) seems to represent a relevant tool for the

firms to achieve success in a period characterised by several digital innovations

[6, 7].

New technologies arise from a combination of existing technologies and from

the desire to accomplish new goals. To manage the complexity of innovation in the

middle of technological change, an ISA constitutes a strategic tool that, properly

orchestrated, can be used to link historical scope and future potentialities [7]. ISA is

an instrument which permits to produce opportunities in the digital era for the

creation of an innovation path. Whether companies will be able to transform

innovation practices and leverage opportunities of digital technology depend, to a

significant degree, on their ability to enrich new architectural perspectives that

match with the opportunity afforded by digital technology.

In other words, firms need to have flexible business information systems to adapt

them to new digital innovations. The flexibility of Information Systems to create

business value depends, principally, on the flexibility of ISA [8]. For example, the

possibility to modify subsidiary functionality, add supplemental functionality or

introduce entirely new functionality could represent a potential solution to carry out

a match between information systems and digital innovations [7].

ISA, as noted above, is playing a critical role in innovating a firm’s business

model towards e-business model. In general, business model means a realised

4 D. Mancini et al.



business design to create business value based on business vision and strategy to

deal with related concerned parties. On the other hand, e-business means business

conducted by utilising methods brought by new IT. Concerning ISA, we have to

deal with not only intra-organisational business architecture but also inter-

organisational business architecture. Thus, we should seek to discuss ISA including

the relationship between firms like banking, vendors, suppliers and shareholders

and consider an extended ISA.

Considering its relevance, also the roles and skills of those actors involved when

applying ISA are key success factors. It is a critical element to have senior

executive aware of the benefits of ISA. However, this include not only the CIO

and IT managers but also the CEO, COO and line-of-business managers. If the top

management of a firm improves cognition with regard to ISA, the effect and the

benefits of ISA will be higher [8].

Another central success factor is to have a governance model able to control

processes, rules, standards and organisation structure, which are needed to drive the

ISA initiatives. Even if firms have established ISA, they would not have maintained

it without a Governance mechanism for a long time. It is necessary that ISA reflect

the latest developments and support the collaboration and communication in which

all stakeholders are involved. From an ISA point of view, Governance should take

into consideration that it consists of IT principle, IT architecture, IT investment and

management framework.

Thus, ISA effectiveness seems to depend upon the following perspectives:

– Developing a flexible architecture for Information Systems to process high data

volume in an effective way.

– Developing an extended ISA to support collaboration and communication in

which all stakeholders involved.

– Driving ISA cognition for senior management level.

– Creating a governance model to support the effectiveness development of ISA.

However, information system literature is almost silent on how digital innova-

tion impacts on ISA. Information system literature rarely considers how ISA

influences strategic choices of the firms and related IT deployments. This is

unfortunate because changes in product architecture and organising logic reshape

the landscape of information system strategy and use in firms. The digitalisation of

physical products challenges some of the fundamental assumptions about architec-

ture and organising logic.

In the last decade, information systems scholars have mainly analysed the

impacts of digital innovation on firms’ strategies, structures and process. Similar

progresses have been made to understand the role of information technology in

creating business value and developing sustainable competitive advantage [7, 9].

However, in the context of digital technologies literature shows that innovation

influences architecture and, on the contrary, architecture shapes innovation. While

some studies [10] analyse the impact of digital innovation on ISA, others [11, 12]

examine the role ISA plays in the innovation process.

Trends of Digital Innovation Applied to Accounting Information and. . . 5



Among the few studies that analyse the impact of digital innovation on ISA,

there is the research of Yoo et al.

In their study, Yoo et al. propose that digital innovation gave birth to a new type

of architecture: the layered modular architecture. Authors conceive it “as an hybrid

of the modular architecture of a physical product and the layered architecture of

digital technology”.

The modular architecture presents a framework by which a physical product can

be decomposed into components that can be recombined. It permits “to reduce

complexity and to increase flexibility in design by decomposing a product into

loosely coupled components interconnected through specified interfaces” [9].

The layered architecture derives from the characteristics of digital technology

and is considered as an important consequence of the digitalisation of product and

services. This type of architecture consists of four layers: devices, networks,

services and contents. The device layer is further articulated in physical machinery

(e.g. computer and hardware) and logical capability (e.g. operating system). The

role of logical capability layer is to offer a control and maintenance of the physical

machine and to link the physical machine to other layers. Also the network layer

can be further divided into physical transport (e.g. cables, transmitters) and logical

transmission (e.g. network standards such as TCP/IP or peer to peer protocols). The

service layer regards application functionality that directly serves users to create,

manipulate, store and consume contents. The content layer contains data such as

texts, sounds, images and videos that are stored and shared.

The layered modular architecture combines characteristics of the layered and the

modular architecture adding other features: the generativity, “a technology’s over-
all capacity to produce unprompted change driven by large, varied and

uncoordinated audiences” [13].

This means that the design of a component is not driven by the functional

requirements created within the context of a given product. That is, components

in a layered modular architecture are not product specific, but are defined “product

agnostic”.1 In this regard, layers are coupled through standards and protocols shared

by heterogeneous firms. For example, Google’s designers cannot fully anticipate all
the possible ways that Google maps as components will be used.

With a layered modular architecture, a digitised product can be at the same time

a product and a platform. “For example, an iPad can be used as a complete product

out of the box. Yet, as a platform, it enables other firms to invent novel components

such as new applications and peripheral hardware accessories with which its basic

functionality can be expanded” ([10]: 728). In a competitive era, firms use a layered

modular architecture to produce digital product platforms, which can function as a

new product, but at the same time can enable others to innovate upon using firm-

1“Google Maps, for example, consists of a bundle of contents (i.e. maps) and service (e.g. search,

browse, traffic and navigation) layers with different interfaces (i.e. application programming

interfaces). Though Google Maps can be used as a stand-alone product, it can simultaneously be

used in a variety of different ways, bundled with a host of heterogenous devices such as desktop

computers, mobile phones, televisions, cars, navigation systems, or digital cameras” ([10]: 728).

6 D. Mancini et al.



controlled platform resources. The generativity of a layered modular architecture

represents the company’s capability to project a product platform characterised by

heterogeneous components that belong to different design hierarchies.

In this context, the new invention is distributed not only among firms of the same

type but also across firms of different kinds. Furthemore, the firm’s innovation

activities influence reciprocally also other companies creating the image of “wake

of innovation”. Thus, the organising logic of a layered modular architecture is

defined as “doubly distributed” ([10]: 730). It is distributed because the “main

source of value creation is the generativity that comes from the unbounded mix-

and-match capabililty of heterogeneous resources across layers”. It is doubly

distributed because “the control over product components is distributed across

multiple firms and the product knowledge is distributed across heterogeneous

disciplines and communities” [10: 730].

A large number of studies [11, 12, 14, 15] analyse, instead, the role ISA plays in

the innovation process.

Some studies [14, 15] examine the role played by architecture for the success of

the innovation process in a case where the new technology is the information

infrastructure. In general, this research has revealed that architectures shape the

way information infrastructure evolution is planned and managed.

These studies show how both the complexity levels of the architecture and the

organising of the project activities concerning the number of the stakeholders

involved influence the success of the innovation processes. More sophisticated

and articulated architectures tend to form complex systems that are challenging to

create in practice, require a high level of stakeholders coordination and may be too

expensive to modify in future revisions [14]. On the contrary, more simplified

architectures which follow a gradual growth and require the involvement of a

number of stakeholders tend to create systems more flexible [16].

Grisot et al. (2014) analyse the role architecture plays in the success of the

innovation process in a case where new technology is an information infrastructure

and address what are the conditions for successful infrastructural innovations. From

the case study analysis, the authors show architecture must have a level of

modularisation that satisfies the needs for flexibility to modify the Information

Infrastructure for the changes produced by new digital innovations.

Gaaloul et al.’s study focuses on the cloud technology and considers architecture
as a good instrument to “analyse the current state of the enterprise and guard the

cohesion and alignment between different aspects of an enterprise such as business

process and their ICT”. IT architecture is considered an imperative for businesses

that want to successfully adopt cloud computing in a way that aligns to their

business strategy.

The six papers selected in this section discuss information systems architecture

considering the relationship with the following elements:

– Cloud technology

– Digital platforms

– Strategic management accounting

Trends of Digital Innovation Applied to Accounting Information and. . . 7



Two of the six papers analyse cloud technology but with two different scopes.

Candiotto and Candini study the impact of cloud infrastructure on value creation

opportunities for companies that decide to apply this type of innovation, while

Ficco and Rank propose a method for security controls selection for a cloud-based

service. In both papers, ISA represents a relevant element to enable an effectiveness

implementation and usage of the cloud infrastructure.

In particular, in the study of Candiotto and Gandini IT architecture represents a

tool to create value, because it permits to identify and implement the organisation’s
strategic objectives for implementing cloud infrastructure from a technical point of

view. The case studies analysed in the paper show that IT architecture represents

one of the elements which differ between the firms and constitutes a relevant

variable which influences the impact of cloud on value creation opportunities for

companies. Therefore, similar projects from a technical point of view can lead

companies to use cloud to improve their customer value proposition.

In the paper of Ficco and Rank, the relevance of the architecture for the success

of cloud service implementation is analysed from another point of view. The focus

of the paper is on the security controls for cloud service, defined as guidelines to

identify and prioritise security actions which are effective against cyber threats. In

this research, architecture represents one of the most important elements to be

control, because it is used to implement cloud service and determine its real

effectiveness.

Three of the six papers, instead, focus on another typology of digital innovation:

the digital platforms.

Regarding the relationship between innovations and accounting and manage-

ment information systems, all the case studies analysed in these papers highlight

that the characterisitcs of digital platform influence the ISA.

In their paper, Bellini and Fiore present a platform able to gather the events

occurring along the social media timeline and to build a tailored visualisation/

summarisation of these data with price movements of a given stock or index.

According to the study of Yoo et al., it is possible to affirm that the necessity to

development a new digital platform paves the way for a new architecture. The

architecture of the digital platform consists of functional blocks covering all the

phases of the social media data processing chain: data collection, deployment of

different analysis and transformations and summarisation and visualisation. Simi-

larly to the layered architecture, the TrendMiner architecture seems to be consti-

tuted of four layers: devices to monitoring different social media sources; networks;

processing services; and contents coming from Twitter, news and financial markets.

The processing services are classified into two groups depending on their usage in

the processing life cycle. The first group performs the resources pre-processing

regardless of any context of usage. The results produced by these components are

stored in the data repository and serve as a base for subsequent data searching and

browsing. The second group of services computes collective analytical information

based on user-defined context and resources selection. Finally, a presentation layer

service provides an abstraction over the actual data prior to its presentation to the

financial (and also political) analyst (end user).

8 D. Mancini et al.



Corsi et al. investigate the contribution of digital platform to management

control system. The case study analysed in the paper shows that digital platform

has represented an opportunity to support and enhance the effectiveness of archi-

tecture understood as the structure of the information system, the integration and

consistency of its components. In particular, regarding the structure of the infor-

mation digital platform has permitted a more compliant and transparent information

flow. As regards, instead, the integration and consistency of components, digital

platform contains tools to share information, to manage information from an office

to another, to publish and share ideas, objectives and information in a well-defined

community and to organise and manage digital documents to improve efficiency in

administrative processes.

Also the paper of Di Vaio and Varriale confirms this relationship. The adoption

of an information technology platform in the Port Authorities has facilitated the

data collection and the information management. In particular, the use of the

information technology platform permits to develop an architecture of inter-

organisational relationships system for the information and data sharing, which

allows to connect many port users with minimal linkages.

Inghirami’s paper focuses on the role of Strategic Management Accounting

(SMA) and analyses the definition and the use of SMA in a medium-sized company.

In this context, ISA seems to have a central role in the implementation of the SMA

systems. Author highlights as the literature does not consider the implementation

aspects of SMA systems and does not assess the potential related to Information

Technology. Case study analysis confirms the initial hypothesis of the research,

showing that a robust IT architecture is the only capable of collecting and

processing information necessary for the implementation of the SMA.

4 Internal Reporting

Integration is still one of the keywords that characterises the studies on management

control reporting. New competitive and technological challenges trigger a devel-

opment in the managers’ information needs. As a consequence, new variables

deserve to be monitored and managed and the information systems have to be

developed accordingly in order to fulfil the information gap.

A growing body of research proposes for example the inclusion in the manage-

ment control system of variables representing sustainability, corporate social

responsibility and environmental initiatives [17]. The integration of these new

variables in the management reporting generally produces, among others, the

following advantages [18]:

– Operationalisation of objectives.

– Broader managers and stakeholders’ accountability.
– Intensified interactions with stakeholders.

– Formalisation of organisation beliefs.

– Improvement of internal communication.
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The development of the information systems, though, may not be limited to the

inclusion of new variables that need to be managed in order to achieve the strategic

purposes. New techniques of data processing may also be particularly fruitful.

Recently, big data and business analytics have raised a remarkable interest

among academics and practitioners, given the huge amount of data that Internet

and mobile application as well as social media allow to produce and store.

Big data represent one of the hot trend of the 2010s, according to the IBM Tech

Trends Report [19]. Companies are increasing their investments in techniques,

information resources and competences related to big data, in order to get valuable

insights into customers, employees, suppliers and all the other strategic partners

that might support the creation of a durable competitive advantage.

Lainey [20] in 2001 attempted to describe in a framework the characteristics of

the future information systems applications: volumes, velocity and variety. After a

decade in 2012, these terms have represented the blocks on which Gartner Group

created the definition of Big Data: Big Data is high Volume, high Velocity, and/or
high Variety information assets that require new forms of processing to enable
enhanced decision-making, insight discovery and process optimization.

According to Capgemini [21], companies use big data mainly to gain four kinds

of advantages:

– Efficiency and cost focus.

– Growth of existing business streams.

– Growth through market disruption from new revenue streams.

– Monetisation of data itself, with the creation of new lines of business.

Opportunities for cost reduction may arise, for example, from a deep analysis of

the supply chain as well as other operational processes whose value may not be

perceived as relevant by the customers. But also risk management and fraud

detection may represent a relevant source for cost reduction.

Several companies also employ big data techniques to deepen their knowledge

about customers, in order to develop value propositions even more suitable in order

to maximise the possibilities to generate revenues from the existing markets. The

emerging customer needs may be discovered by sieving social media, clickstream

data and other customer analytics, and the knowledge generated can drive innova-

tive offerings and solutions. Also, the effectiveness of marketing and sales initia-

tives is particularly monitored.

Big data may also offer opportunities to create new revenues by a market

disruption, that is, a change in the business model, driven by an increasing knowl-

edge about customers which allows companies to propose additional and specific

digital services.

Finally, data itself may represent a source of new revenues when the company

who own them has the opportunity to sell them.

The research on big data involves the information science primarily, but also all

the disciplines that have realised the potential of working with diverse and large
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datasets: health care, public health, education, public policy, government studies,

marketing and retail, finance, etc. [22]. Some of the research streams in this field

relate for example to data infrastructure (which particularly involves computer

science and electrical engineering disciplines), Analytics, and Decision Support

Systems, which is a more interdisciplinary field of studies and generally refers to

the generation of knowledge and intelligence to support decision-making and

strategic objectives.

The contributions collected in this section of the volume may be generally

referred to the integration of new variables and methodologies in order to improve

decision-making. The above mentioned topics are considered under quite different

perspectives, but at the same time the papers present some common points. In

particular, two papers refer to universities investigating the adoption of a new

accounting system (Bonollo et al.) and the design of a performance measurement

system aimed to signal, in particular, the criticalities impacting on the time needed

by students to complete their bachelor’s or master’s degree (Giovanelli et al.).
Bonollo, Lazzini and Zuccardi Merli analyse the introduction of an accrual-

based accounting system in Italian universities, traditionally characterised by a

“cash- and commitment-based” accounting system. The new regulation aims to

force universities to implement a responsibility accounting system in order to make

the managers aware of an effective allocation of resources, strictly coherent with

the institutional strategic purposes in the mid term.

Universities are also required to prepare a mandatory yearly budget referred to

the overall organisation, in order to estimate the expected revenues and authorise

the maximum level of expenses and investments accordingly. The budget is

obtained by consolidating all the items referred to the peripheral administrative

units, such as departments, research centres, service units and all the other relevant

responsibility centres.

The hypothesis formulated is that the wide impacts produced by the regulatory

innovations produce consequences not limited to the accounting system but as well

on the distribution of roles and responsibilities among the players involved in the

operating process and in their accounting representation.

In the paper, the administrative activities adopted to manage the research pro-

jects are described by comparing two universities which decided to adopt the new

system earlier than when requested by law. The evidences collected support the

above-mentioned assumption: the change in the accounting systems does not only

require that technical problems are to be solved, but also organisational changes are

involved. The changes require in particular a wider involvement and integration of

competences and responsibilities between the actors operating in the central and

peripheral administrative units. In particular, the integration occurs under three

different perspectives:

– The accounting systems employed in the central and peripheral units.

– The responsibilities required for the accounting representation of the operational

processes.

– The decision-making activities.
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Giovanelli, Rotondo and Marinò develop a scorecard suitable to measure and

control the most relevant factors affecting the students’ career in a bachelor’s or a
master’s degree, held by an Italian public university. The scorecard is designed with
the intent to improve, as strategic purpose, the performance of didactic, which is a

perspective deeply considered by the national Ministry of University, which in

recent years developed to this purpose a specific didactic quality assurance system

that universities have to be compliant with.

In the explorative study, the scorecard is designed considering either the legis-

lative requirements and the main scientific contributions. The measure adopted to

evaluate the overall success of the teaching activity is the average time needed by

students to get their degree. Its determinants are classified by considering three

stages of a student’s career: the enrolment to the course of study, the intermediate

stage, which covers all the graduation period, and the post-graduation stage.

The success during the enrolment stage is conditioned by all the actions that

universities take to attract students strongly motivated and properly skilled, who are

more likely to succeed in the challenge with the disciplines included in the course of

study. The performance measured in this section of the scorecard is the result of all

the initiatives adopted to attract new full-time or part-time students. Generally, the

initiatives pertaining to the enrolment stage should require a rather low absorption

in terms of financial resources.

During the intermediate stage, the productivity of students is monitored. The

productivity is intended as the number of credits earned by the students during each

term. The abandonment rate is also monitored. The measure used in a scorecard for

a bachelor’s degree should differentiate the results obtained during the first year,

which is considered particularly critical for the newcomers. In the second and third

year, the students’ satisfaction referred to the specific disciplines and the mobility

rates are also monitored. Specific measures are also considered for the last term of

the bachelor’s degree: the rate of students who graduate on time and their level of

satisfaction are included in the scorecard.

In the third section of the scorecard, the student’s post-graduation career is

considered and all the alternative way-outs are measured: application to post-

bachelor programmes or employment rate within 1 or 3 years from graduation.

Of course, the development of a suitable management accounting system is

needed to measure the indicators included in the scorecard and the initiatives

expected to produce an impact on them. This could represent a critical aspect

especially for the collection of external data included in the third perspective of

the scorecard.

A public environment is considered as well in the study of Obreja, Ross and

Bednar. In particular, the authors summarise some reflections concerning the

factors that may condition the successful implementation of intelligent agents in

health care, considering the perspective of the several stakeholders.

An intelligent agent is a software which simulates the cognitive and judgement

processes of the human brain to produce expert knowledge valid to support

decision-making. As a difference from human brain, intelligent agents are able to
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process huge amounts of structured and unstructured data, finding interesting

regularities which can support a wide range of information needs.

The authors base their reflections on a review of the literature and on case studies

mainly sponsored by vendors of intelligent agents’ software.
The implementation of an intelligent agent may be interesting for hospitals

intended as socio-technical systems, in order to adopt an integrated thinking

perspective and rationalise the data storage and the data flow among the several

users (medical personnel, administrative staff, management board, etc.).

Under the administrative decision-makers’ perspective, the adoption of intelli-

gent agents is effective when an improvement in the standard quality of care or in

the efficiency (being all other conditions equal) is allowed. Their adoption, on the

other hand, may raise several ethical implications, particularly when intelligent

agents are adopted as a diagnostic support.

Also the paper of Castellano and Del Gobbo contains some reflections about the

adoption of intelligent agents, but the context of their research is different, since

they refer to a private company. In particular, the authors intend to describe how

organisational heterogeneity may influence the perceptions of the managers

involved in the strategic planning, about the knowledge generated by the adoption

of a data mining tool.

The tool—a Structured Neural Network (SNN)—is employed with a

confirmative rather than an explorative approach. The information produced sum-

marises the perceptions of customers about how the variables included in the

business plan are relevant in order to improve the customer satisfaction and

profitability, in turn.

The managers involved in the strategic planning are then free to express and

share their opinions and knowledge about the key factors and the most suitable

initiatives, and once the business plan is completed, they can test its reliability in the

light of the information produced by the SNN. A requirement for the adoption of the

SNN is that the strategic plan needs to be deployed through a causal map. The tool

in particular allowes managers to measure the strength of the expected causal

relation as perceived by customers.

The organisational heterogeneity, intended as the differences in the mix of

characteristics of the managers (educational background, level of experience,

“confidence with numbers”), may enable or hinder the perceived usefulness of

the results obtained through the information tool.

The results provide slight evidence that the data mining tool may improve the

strategic capability even when the managers do not hold similar competencies and

educational background. The results also show that the successful adoption of the

SNN has been positively conditioned by the mental attitude of the CEO that played

a key role in determining the general acceptance of the results by all other managers

and the effectiveness of information produced in driving decision-making.
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5 External Reporting

In literature, several theories are used to provide theoretical explanation of external

report, such as the agency theory, the political economy theory, the legitimacy

theory, the stakeholder theory, the signalling theory and the proprietary costs theory

[23]. According to Verrecchia [24], the starting point of every disclosure theory is

the reduction of information asymmetry between insiders and outsiders. Particu-

larly, the agency theory considers the disclosure as the main instrument to reduce

the information asymmetry between principals and agents and to resolve agency

problems. This theory was initially focused on the financial disclosure and the

relationship between managers (agents) and shareholders (principals); it was sub-

sequently extended to voluntary disclosure and applied to different contexts, as the

public sector in which several agency relationships between the elected officials,

managers and citizens take place.

In the last two decades, there was a growing emphasis on the corporate disclo-

sure: in private sector, this is linked to the attempt of improving companies’
governance after some scandals and during the crisis [25]; in public sector, this is

linked to the continuing pressure to provide information on managers’ activities and
outcomes produced.

So, the external reporting has became a critical activity to acquire consensus and

trust of outsiders, ensuring survival and success of a company. In this context,

information technology increased, in several ways, information potentials, effec-

tiveness and efficiency of the external reporting. The information technology, and

particularly the growing importance of Internet, contributed to change many

aspects of external reporting, both formal and substantial ones.

In recent years, a digital and open standardised language has been proposed and

applied to financial reports of private companies: XBRL (eXtensible Business

Reporting Language). This language aims to make financial data readable and

understandable by any software, improving transparency and increasing the effi-

ciency through savings in terms of time, costs, resources and risks of error. But the

traditional report has also progressively increased its contents, communicating

information on corporate social responsibility, ethics and environmental issues,

intellectual capital and other information more closely linked to value creation and

more useful for the decision-making process of stakeholders.

Internet increases the dissemination of information, their flexibility, versatility

and timeliness, and it contributes to foster stakeholder involvement and, in terms of

agency theory, increases accountability of agents and allows principals to control

the agents’ activities [26–28]. These advantages can exceed traditional disadvan-

tages of e-disclosure, such as information overload, information accuracy and

security issues.

Recently, companies need to move beyond the traditional use of the Internet, as a

means of communication, and to embrace the new technologies, known as Web 2.0,

social media. These regard collaborative tools such as social networks, blogs, wikis,

which open up new potentials for disclosure and improve the relationship between

14 D. Mancini et al.



companies and their stakeholders [5]. The new technologies are available for all the

companies and are able to create a bidirectional communication: they amplify the

pre-existing unidirectional communication system and generate a corporate dia-

logue, through active and real-time interactions between the entity and its stake-

holders (collaboration) and through an implicit set of mutually beneficial outcomes

(engagement) [29].

These new technologies are also very important in the public sector, as

evidenced by four of the seven selected papers in this section. The public sector

entities show great needs of increase and improve the disclosure for two reasons.

Firstly, for corporate policy in order to create an engagement with citizens and to

increase their participation in government, but also to enhance internal knowledge

management. Secondly, for being compliant with recent legislative reforms and

governmental initiatives aimed to increase transparency and accountability in

public sector.

Bonson et al. (2012) show that the tools of web 2.0 have four different impacts in

this field, improving (1) transparency, (2) policymaking, (3) public services and

(4) knowledge management and cross-agency cooperation.

The seven papers selected in this section discuss the external reporting, focusing

on several aspects which can increase the transparency and improve the efficiency

and effectiveness of private or public companies disclosure. Particularly, they

analyse the following main aspects:

– The AIS integration

– The new tools of mandatory and voluntary disclosure, some with particular

attention to human capital information.

– Standard digital format, such as the XBRL.

Mancini and Lamboglia deal with the first topic. The authors firstly analyse the

polyhedral concept of transparency in public sector, pointing out its different forms

and several approaches of study in literature, and secondly they agree to a wide

concept of transparency, including publication of information on website, accessi-

bility, information effectiveness, usability and interactivity. Basing on the dynamic

relationship between the transparency and ICT, the paper proposes an interesting

theoretical framework to correlate the transparency effectiveness to different levels

of AIS integration. Accepting that the integration of information system can be

realised on data, communication networks connectivity and communication net-

works flexibility, the authors propose three different and progressively higher levels

of integration: 1) Part Integration, 2) Full System Integration and 3) Full Informa-

tion Integration. Similarly, the authors carry out a threefold distinction regarding

the transparency: 1) Formal transparency (characterised only by information pub-

lication), 2) Quality transparency (characterised by a high level for “public infor-

mation” and “Accessibility, information effectiveness and usability” but a low level

for “Interactivity”) and 3) Full transparency (with higher levels of all dimensions of

transparency). The paper offers a usefulness model for the future researches,

showing how higher levels of AIS integration contribute to improve the transpar-

ency, ensuring its effectiveness and interactivity.
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Four papers focus on information that companies provide to the market through

old and new tools such as Web 2.0, social media, blogs, etc., and conduct empirical

researches in private and public sector.

Gesuele and Metallo, considering the increasing importance of e-disclosure in

public sector (also confirmed by specific laws, e.g. Decree 10/2009 and Decree

33/2013), examine the determinants of mandatory and voluntary e-disclosure

diffusion by Italian municipalities. This paper contributes to enrich the wide

literature aimed to measure companies’ disclosure. The authors, indeed, propose

two new interesting indices for measuring mandatory disclosure, diffused through

website, and voluntary disclosure, spread by social media such as Facebook and

Twitter. In order to understand the factors influencing e-disclosure diffusion by

municipalities, the authors identify several determinants concerning the environ-

mental, political-social and economic status-based aspects of sampled municipal-

ities. Findings from the data analysis, carried by statistical regressions, show that

the size of the municipality (in terms of population) and citizens’ wealth (in terms

of the value of economic activity per capita) positively affect the use of website for

information disclosure. The municipality’s size influences also the usage of social

media. The paper reveals particular results, which deserve a possible further study:

the disclosure through social media is positively affected by the political position

(in terms of political ideology of municipal ruling parties) but is negatively

influenced by the geographical position and the municipalities’ type.
The issue of e-disclosure in public sector is dealt also by Lepore and Pisano, but

with a different perspective, considering the relationship between the e-disclosure

and performance. This work starts from the assumption that e-disclosure, and

particularly the diffusion of data performance through Internet, allows a social

control, providing to citizens (that are the main lenders of public administrations) a

more easy way to activate an evaluation process of how the public administration

spends public money. This could increase the level of transparency and account-

ability and consequently improve the efficiency and effectiveness of management

of local government authorities (LGA). The authors aim to test the dependence of

the performance of public organisations by the e-disclosure but also by the media

interest (as media and newspaper), which disclose the performance data to stake-

holder, stimulating their social control and public opinion. This work represents a

quantitative analysis carried out on 162 Italian local government authorities.

Through a regression model, a performance index (financial autonomy) is corre-

lated to e-disclosure and degree of media interest perceived by each LGA but also

to other control variables. Even if the findings partially confirm the initial hypoth-

esis, they are very interesting. The no significant relationship between perfomance

and e-disclosure, emerging from analysis, suggests that higher level of e-disclosure

does not necessarily generate greater accountability. This shows that the greater

e-disclosure is only symbolic, associated more with a formal transparency than with

accountability and consequently with social control. Conversely, the analysis shows

a relevant role that media could have in stimulating a social control. These results

could be very useful to improve the communication policies of local government

authorities.
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The other two papers, regarding the disclosure issue, focus on intellectual

capital (IC) and especially on human capital (HC) reporting. This type of disclosure

provides information on knowledge, capabilities, networks, operation processes,

organisational relations, etc.: this is aimed to inform the stakeholders on company’s
ability to create value and to be socially responsible, generating trustworthiness

with the market capital.

The first paper is more in line with those mentioned above because it is focused

on information concerning human capital and transmitted through Web. In this

work, the authors (Pisano, Lepore and Alvino) provide an interesting twofold

methodological and cognitive contribution. Indeed, they propose a new index to

measure human capital disclosure, more extensive than those already available in

literature: it considers not only the stock of knowledge and human capabilities but

also the human resource management practices. Examining the website of Italian

listed companies and several documents presented there, the authors find a higher

level of HC disclosure compared to previous studies and a greater amount of

information in qualitative form. These findings are probably due to the wider

index used in this work: this new index allows us to better understand the firms’
behaviors regarding the information released on human capital, and it presents high

potential for future research on this topic.

The second paper regarding the IC disclosure differs from the previous because

it focuses on consequences of this disclosure on market capital and on firm’s
reputation. This paper provides a theoretical and operational contribution to the

prevailing literature which mainly focuses on the quantity and quality of the IC

information, disclosed by firms: this paper, indeed, aims to investigate if and how

the IC management affects financial analysts’ recommendation, helping managers

to understand the positive and unintended effects of released voluntary information.

The authors (Demartini, Panaro, Trucco) analyse the effect that IC performance

disclosed has on the information risk, measured as the way in which the market is

informed about the firm performance. The IC performance is examined in its three

components (relational, human, structural capital), and the findings show that the

human capital performance (represented by variables regarding average training,

turnover of employees, training hours total) mostly affects, in a positive way,

information risk of a company.

Last but not least, two papers in this section deal with the XBRL adoption. Both

focus on the taxonomy XBRL issue, albeit in different contexts: one in public

organisations, and the other in Italian industrial companies, which adopt IFRS.

Bonollo carries out a theoretical analysis to understand whether XBRL could be

easily adopted by Italian public organisations. The authors examines the several

benefits and critical aspects linked to XBRL adoption in public sector. Standard

digital format for disclosure has many benefits, such as costs reduction, saving of

time, and errors due to re-enter data in different reports; improvement of mandatory

control; increase of transparency and accountability; support of development of

e-government. Conversely, the main critical aspect in adopting XBRL in public

sector is to define a standard classification system of financial information (XBRL

taxonomy) for several different AISs used by organisations: just think of State
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central administration, Local governments administrations, Universities, local

health-care organisations and others. In order to facilitate the XBRL adoption in

aforementioned organisations, Bonollo considers the pros and cons of the existing

coding systems used by organisations (e.g. SIOPE, Information System on Public

Organisations’ Operations; COFOG, Classification of the Functions of Govern-

ment; The Integrated Chart of Accounts) to understand whether they could be used

as a basis for the development of an XBRL taxonomy. From this comparative

analysis, the author identifies the Integrated Chart of Accounts as the most appro-

priate coding system for this purpose. Its codes are sufficiently analytical and

shared and it may offer a list of items for the XBRL taxonomy.

Fradeani et al. deal with the degree of compatibility the XBRL taxonomy for the

companies adopting IFRS. This paper has an operational value: it represents a first

step of a wider project launched in 2011 by XBRL Italy in order to assess the

viability of IFRS XBRL taxonomy for communication needs of involved compa-

nies. The authors, through an empirical research, focus on two main and correlated

problems: the translation and the possible extension of taxonomy. Indeed, the

official translation does not imply the use of a specific terminology or a specific

level of detail, and the possibility of extension of taxonomy represents a means to

overcome this problem. At the basis of this work, we find the idea that the IFRS

XBRL taxonomy, without resolving the problems of translation and allowing a

possible extension, could represent an element of rigidity for IFRS financial

disclosure, created to provide the more and better information to stakeholders.

Finally, the authors propose a set of actions to be implemented within the project

of XBRL Italy Group, in order to reach a certain consistency between the transla-

tion of the IFRS Bound Volume and the IFRS XBRL labels.
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Data Quality and Data Management

in Banking Industry. Empirical Evidence

from Small Italian Banks

Elena Bruno, Giuseppina Iacoviello, and Arianna Lazzini

Abstract This chapter addresses the problems created by fragmentation of perfor-

mance management systems, i.e. having different systems for storing, reporting and

analysing data for different business functions, locations and units. These problems

are the result of organizations focusing IT investment on systems that support the

efficient day-to-day operations, making it difficult to access and use data to support

management decision-making. Relevant data is likely to be spread over multiple

databases in different systems, in multiple formats and even over multiple

organizations.

Keywords Information technology • Credit quality • Standardization report •

Credit risk • Asset quality

1 Introduction

With the rapid evolution of information and communication technologies (ITC),

information systems (IS) have assumed a central importance in the organizational

and functional structure of all kinds of business. The spread of technologies linked

to the use of the Web has, moreover, favoured the redesigning of the very boundary

lines of the company [1] which today appears increasingly open and connected with

other entities and information systems.

In this context, the implementation of information systems capable of managing

a plurality of information types coming from various information sources as well as
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the adoption of effective policies of information security assumes a crucial impor-

tance. The continuous and rapid changes in technologies, on the one hand, and the

considerable operational, organizational and financial commitment, on the other,

make this process extremely arduous. This is particularly important for banks which

today have to meet new needs and challenges. On the supply side, it can be

observed that, if the guarantee of secure and reliable services has always constituted

a factor of primary importance, today it becomes one of the main components of

competitive advantage.

From an operational point of view, the regulations require increasingly strict

controls and the implementation of standardized, automated processes in order to

manage better and reduce the various components of risk to which a bank is subject.

The measurement and management of credit risk have in recent years assumed

increasing importance in the process of risk management for financial institutions,

also in the light of the recent crisis that has involved economies of many countries.

Credit quality impairment has mainly affected small and medium-sized enterprises

which constitute the life blood of the Italian productive system. The negative

economic cycles that have involved Western economies in the last few years

have made it very difficult for businesses to comply, in the agreed times, with the

terms of finance contracts signed with financial intermediaries. In this context of

credit risk aversion, there are important new developments of a regulatory character

regarding the correct representation of impaired credit information.

The first concerns the introduction by the Bank of Italy of the “archive of the

losses historically recorded on default positions” which requires the annual notifi-

cation of losses suffered on non-performing loans (non-performing receivables,

substandard, doubtful, restructured loans and expired and/or over-limit impaired

exposures). Objects of detection are the exposure at the moment of default, any

variation in the exposure, the value of the recoveries obtained, the costs connected

with the recovery activities and information details relating to aspects such as

technical form and system of guarantees. The second innovation regards the recent

provisions of the International Accounting Standards Board (IASB) on the subject

of the impairment test. Taking up again the cornerstone of prudence, which has

always been central in the Italian system of financial reporting, but in the past

underestimated in the international approach, there will be a change from the

incurred loss model to the expected loss model with the aim of predicting losses

in advance and avoiding their manifestation only in moments of crisis.

The activity of credit risk control is a critical and complex process that involves

management at several levels and a multiplicity of business functions, primarily the

function of risk management. As well as technical-quantitative skills, the

employees performing the functions must possess transversal knowledge of the

operating processes of the bank and soft skills such as independent judgement,

critical spirit, authoritiveness and flexibility. The IS must perform a decisive role in

ensuring that the process of risk management is prompt. Indispensable goals are the

integration at group level of the information systems, the safeguarding of data
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quality and the structuring of the information flows and of the reporting activity so

that important information reaches, promptly and at the appropriate time, the desk

of whoever has to decide. The comparability of the data in time and space

constitutes a critical aspect. It requires an activity of standardization which,

today, cannot but be based on computerized processes and languages (see the

paragraph 3).

Up to a decade ago, there had been very little standardization of regulatory

reporting across the European Union. Standardized electronic formats and data

models such as XBRL and Data Point Model (DPM) were only introduced by the

Committee of European Banking Supervision in 2004 and the European Banking

Authority shortly after. These standards, however, remained nonbinding until the

introduction of the Single Supervisory Mechanism at the European Central Bank

(ECB) in 2014 [2]. It is crucial to note that this is no longer just “the next step” in

reporting, but rather represents a radical change in regulation and supervision. This

is because prior initiatives to standardize regulatory reporting focus on how orga-

nizations exchange data (and thus mainly resulted in requirements for the need for

Information Technology function). The enforcement of standards such as XBRL

and DPM, however, affects functions of organizations’ data collection and data

compilation chains (and thus mainly results in requirements for business depart-

ments). This represents an example for the continuously growing demand for

regulatory reporting within the financial industry.

Some recent regulatory changes that emphasize the role of the Risk Management

(RM) in the process of producing financial reporting of credit monitoring are

moving in the same direction (see the fifteenth update of the Bank of Italy Circular

n. 263 of 27.12.2006). The monitoring of organized activities was mainly “visual

and manual” until the progressive introduction of computer technology into busi-

ness operations. IT is often implemented to manage, control and report credit risk,

market risk and other types of core business risk. “However, the IT applications and

infrastructure elements are still within the operational risk domain, regardless of

their specific purpose. As an example, the failure of a credit risk measurement

application is an IT failure and, therefore, a “systems failure” in the sense of

operational risk” [3].

On the basis of the above remarks, the aim of this present chapter is to analyse

the effects that the enhancement and modernizing of information systems are

having on credit portfolio quality, in the light also of the recent regulatory changes

that have taken place in the banking sector.

A limitation of actual research concerns the lack of studies that analyse the issue

of IT in the process of quality credit risk in small banks, while more surveys that

have been conducted refer to the IS in large banks and more recently to smaller

banks [4, 5]. A few contributions focus on the implementation of advanced IT

solutions in small banks to contribute to loan portfolio management with a view to

improving asset quality [6].

The remainder of the chapter is organized as follows: paragraph two outlines the

background and literature review, paragraph three the application of the new model

to activities of credit risk control and paragraph four discusses the research
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objective and method and the final paragraph presents evidence and conclusion

providing a critical review of alignment between theory and practice.

2 Literature Review

Progress in the technical-scientific field, and in particular in information and

communication technologies (ICTs), has generated significant effects throughout

the entire entrepreneurial system and, in particular, on the banking information

systems that are today totally permeated by them.

The information system, in the sense of a dense and complex network of element

whose aim is to support the manager’s decision-making process through informa-

tion inputs [7, 8], if it is analysed in its objective dimension, appears entirely based

on the computer component in its hardware and software dimensions. The commu-

nicative flow, the number of variables considered to be deserving of attention, the

importance attributed to them and the number of stakeholders with which the bank

interacts have progressively increased together with an increase in the information

flow required by both management in support of the decision-making process and

supervisory bodies [9, 10]. The need, increasingly felt by banks to deal with events

characterized by unpredictability, the frequency of which is growing, the reduction

in the times required for carrying out the different activities and the new rules and

procedures imposed by the regulations have rendered obsolete both the traditional

decision-making processes often based on values such as trust and knowledge of the

counterparty and the traditional organizational structure.

ICT, in its various forms of application, plays an active and decisive role within a

bank, thanks, in particular, to the subset of its applications, whose functions are

collection, memorization, processing, analysis and recovery of data and informa-

tion aimed at the rapid dissemination among those involved in the operational

activities.

The subjective and objective dimensions of the business information system

acquire a decisive role in the current competitive context. Moving in real time,

being able to count on prompt and accurate but never redundant information and

having available decision-makers with highly professional skills and the ability, on

the one hand, to capture weak signals originating in the surrounding environment

and, on the other hand, to evaluate appropriately the importance of the information

to be subjected to close analysis and interpretation are essential requirements.

Such management requirements imply the need to be able to count on an

adequate information system, on an organizational structure that is able to meet

fully the new needs, emphasizing the possibilities linked to technical-scientific

progress, and on a solid and competent management, supported effectively by the

presence of systems based on the most modern computer technologies.

Information procedures become therefore an essential part of the system, their

task being to define what has to undergo analysis, the type of data to be recorded,

the selection, classification and processing according to which the business
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reporting is constructed. Computerization presupposes an activity of standardiza-

tion and therefore a process of measurement, based on the translation into quanti-

tative terms of the phenomenon being analysed. Such an operation leads to the

identification of measurements, that is, entities expressed numerically and defined

by quantities constructed on the basis of predefined magnitudes that are variable

according to the designated objectives.

The activity of standardization and therefore measurement represents, today, a

particularly critical aspect in the management of a bank. This is particularly true in

the context of the supply and monitoring of credit where the greatest difficulties

found lie in the difficulties of the standardization, and therefore of measurement, of

variables of a qualitative kind [11].

Banks, especially small and medium sized, today face a trade-off between the

need for standardization in compliance with the directives of the national and

international supervisory authorities [12] which require increasingly automated,

and therefore objective and traceable, processes, and the need to preserve their own

particular characteristics and sources of competitive advantage [13].

The exchange and sharing of information (visibility) by actors in the process of

credit supply and management becomes fundamental [14, 15], being considered, in

the literature, a central element in the achievement of results [14, 16], in guarantee-

ing transparency in the processes and in the prompt indication of possible

anomalies [17].

With respect to the question being examined, it would be interesting to look

briefly at the meaning that should be attributed to the concepts of number, datum,

magnitude, quantity and measurement, interrelated but not coinciding concepts.

The concept of number has changed over time, from being a constitutive element

of that part of reality that is accessible, not to the senses, but to reason, typical of the

school of Pythagoras, to being perceived today by modern philosophy of mathe-

matics perspectives a set of signs defined by a given system of axioms. From a

spatial-temporal point of view, in addition to the above-mentioned perspectives, we

can trace a third according to which number is defined on the basis of the concept of

class. Such an approach implies the identification of two dimensions of inquiry: the

extensive and intensive dimensions.

With respect to the first dimension, number is definable as “the class of all

classes, similar to the given class”. From the definition, we deduce the extensive

dimension of the phenomenon referable to the enumeration of the members belong-

ing to the class. In the intensive meaning, class is described, on the other hand, on

the basis of the characteristics of its members falling therefore outside the concept

of number stricto sensu.
Number, an important part of the language through which the business economy

“speaks”, is used by it for the representation of facts and of real trends regarding the

life of the company, ascribing to number an instrumental role with respect to a

subsequent, necessary activity of analysis and interpretation of the same.

Company representations contain within them a meaning that transcends the

mere mathematical expression generally used. Measurement is indeed not limited

to the sole activity of enumeration with the relative assignment of numbers to
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objects on the basis of predefined conventions but implies a subsequent, important

activity of interpretation and evaluation of the trends on which the decision-making

process is founded.

The quantitative expression of business phenomena enables the scholar to

conduct first of all an analysis based on a process of a rational kind, founded on a

rigorous and therefore scientific method, and secondly to carry out spatial-temporal

comparisons in order to express judgements of past performances and to outline

possible trends for future ones.

In business economics, the numbers on the basis of which an appropriate

representation of the particular facets of the polyhydric phenomenon of the com-

pany is provided, and on which is founded the activity of choice proper to any

decision-making process, are denominated data.

The two concepts seem to be interconnected but never coincident, the concept of

number being included in that of datum, but the second characterized by a broader

application and greater depth.

The concepts of number, quantity and measurement can be analysed in the light

of the three dimensions of semiotics: syntactic, semantic and pragmatic.

While the syntactic aspect is present and intrinsic to the concept of number used

in the various branches of knowledge, dealing with the “study of syntactic relations

between signs, abstracting from the relationships of signs with objects or with

interpreters”, the semantic and pragmatic aspects, characteristic of contexts in

which it is essential not only to attribute a precise meaning between the object of

representation and the means used but also to consider the cognitive value assigned

to the first, prove to be of little significance for it.

Applying to the notion of number, the concept of magnitude, that is, of unit or

index of measurement on the basis of which to express the result of the activity of

measurement, the notion of quantity is obtained. The concept of quantity conforms

therefore to the numerical representation of a given phenomenon and is character-

ized by the possibility of applying to it the syntactic and semantic dimension of

language. While what has been observed for number is valid for the first dimension,

the semantic dimension is ascribable to the link existing between the quantitative

expression underlying it and the phenomenon whose representation it is intended to

provide. In accounting, language quantities are numerical representations of facts

and events expressed using currency as index of measurement.

The last logical category is understood as the final result of the process of

measurement. The concept of datum contains all the dimensions of language

including pragmatics. The datum appears in fact as a number with which a magni-

tude is associated, and therefore a quantity, referring to a given, precise phenom-

enon. The datum proves, therefore, to be the element underlying every process of

evaluation. It is with the managerial activity of interpretation that the datum

becomes information, and, by means of its stratification, knowledge, which gives

rise to decisions which are translated into actions that lead to results.

The Dikar model [18], represented in Fig. 1, has this orientation:
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Systems of measurement are not generalizable or absolute: they vary in time and

space according to the environmental, social and cultural contexts in which they are

applied and used.

With respect to the time variable, such systems are changeable to the extent that

the object it is intended to represent by means of them appears is variable, as are

changeable the means and the techniques used in the same representation; with

respect to the spatial variable, the latter differ to the extent that aspects considered

important, and therefore worthy of measurement and consequent interpretation, and

the tools used for such purposes, appear changeable. The increase in the level of

environmental turbulence and the consequent increase in the degree of business

complexity have brought about changes both in the aspects considered important in

the decision-making process and in the modes of measurement of the performances

achieved. The systems of measurement are characterized, furthermore, by the lack

of objectivity in an absolute sense being based on activities of measurement carried

out by man who, starting from the observation of a given phenomenon, tries to

translate the qualitative aspect intrinsic to it into quantitative terms on the basis of

certain assumptions. This determines the first limitation that leads to the impossi-

bility of “true and precise” determinations in absolute terms and therefore to not

being able to speak of totally objective systems of measurement since “the observer

disturbs the observed” [19].

3 Dikar Model and Credit Risk Control

It is said that the ICT structures in banks have very different physiognomies, each

one characterized by strong and weak points and considerably dependent on the

sourcing model adopted. The sourcing models are differentiated according to the

size of the bank; thus, some banking groups preferred to assign the management of

information infrastructure to an instrumental company in the perimeter of consol-

idation large-scale banks or banks belonging to banking groups decided to resort to

a so-called mixed model, keeping control of the application portfolio inside and

outsourcing the technological management; indeed, the smaller banks have opted

for a model of full outsourcing to external services companies [20].

The sample of banks analysed in this work, defined by the Bank of Italy as small-

sized banks, is oriented towards a mixed model; this requires them to find the

Fig. 1 The Dikar model
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necessary balance between IS standardization, that is, a centralized IS according to

consortium logic, and IS individualization, that is, an IS internal to the bank for

application portfolio control. We define report standardization as the convergent

process of unifying multiple reports [21] and report individualization as the diver-

gent process of adjusting reports to individual preferences [22–24]. The users often

supplement standardized IS with individual spreadsheets or develop entire

workaround systems (Fig. 2). Unfortunately, these supplements represent several

threats to standardize IS, such as data redundancy and limited reuse of existing

reports. Consequently, it is important to understand how organizations may balance

standardized IS with individually developed supplements [25, 26]. This assumes

particular importance in times when governmental organizations continuously

introduce new regulatory and supervisory reporting requirements [27].

The main information of a qualitative nature is extracted from centralized score

systems (Centralized and Standardized Information System), for example, the

Credit Bureau Score of CRIF or of the Risk Central—CR, which are fed by Rating

models able to assess the probability of default (PD) by a customer generally over a

period of 12 months. Such models use different types of information linked to the

socio-economic characteristics of lenders to profession, to geographical location, to

available financial assets and wealth, to family status, to external information

entered into the databases of the Chambers of Commerce and to other prejudicial

events. Finally, the organizational structures responsible for rating assignment

supplement the same with other assessment elements, such as, for example, whether

Fig. 2 Standardization

versus Individualization
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a business belongs to groups, strategic vision and management quality, the presence

of investments in R&S, which feed the bank’s internal (Individualized) information

system. The integration of quantitative and qualitative information, generated by

the centralized IS (IS standardization) and from the bank’s internal system

(IS individualization), supports the review of the statistical rating and therefore

the definition of the customer’s final rating (Fig. 3).

As shown by Fig. 3, the periodic use of quantitative and qualitative information

generated by the centralized and individualized information system makes possible

the continuous refinement of the rating. It is in this phase that there takes place the

credit monitoring process which, by means of the constant control of the evolution

of the probability of default (PD), makes it possible to highlight any anomalous risk

trends and therefore the prompt implementation of politics of mitigation aimed at

the reduction of the bank’s incurred losses. This process is part of the broader issue
of the credit risk control [28–31] and has acquired an important function with the

Circ/263 of the Bank of Italy that gives new responsibilities to risk management,

including that of performance monitoring credit.

The rating revision rules are differentiated according to type of customers,

subdivided into classes, as suggested by the ECB in the operational framework

[12], whose aim is to make comparable the models of loan portfolio quality analysis

in the various European banking institutions. The framework indicates the criteria

of segmentation of customers into more detailed classes of risk with respect to the

criteria used in balance sheet practice (in bonis, past due, loans restructured,
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substandard loans and non-performing loans—npls), and the modes of standardi-

zation of data, qualitatively and quantitatively, (Triggers) for the evaluation and

monitoring of credit exposures. Thus, the customers are classified into three macro-

classes of management (performing, risk cured, in default), depending on the

degree of solvency automatically detected by IS standardization; the qualitative

information heritage is in fact held by the sector managers (MPLM function), who

in turn liaise with the RM for the performance monitoring of credit risk. On the

basis of the instructions of Circ/263, the criterion of integration of rating methods

adopted by small and smaller banks is the override (discretional modification of the

rating itself). The statistical system of rating assignment is not able to process all

soft information; the activation of override on the basis of predefined soft informa-

tion processed by individualized IS can determine upgrading or downgrading

variations in the rating assigned to the debtor by the statistical system: in the first

case, the proposals for improvement (upgrading) are subjected to a validation

procedure by the RM; vice versa, in the case of downgrading variations the

validation is automatic.

With reference to the role of the IS in producing data knowledge, the reporting

system of the Credit office provides analytical documentation on meaningful

activities. Such disclosures should be as up to date and correct as possible and

therefore should not generate inconsistent interpretations. Once the above activities

have been completed, the aim is to redesign the data in the IS individualization. In

this way, for “every point in time,” it can identify the contribution to RM of the

operating results in all phases of the process, taking into account deviations, the

causes of variations and the impact on the non-performing loans.

3.1 Data and Information in Credit Risk Management

From a strategic point of view, a safe and efficient information system (IS) makes it

possible to exploit the opportunities offered by technology to expand and improve

products and services offered to customers, to enhance the quality of work pro-

cesses, to promote dematerialization of securities and to reduce costs also through

virtualization of banking services.

From an operational point of view, an IS enables managers to have information

that is detailed, relevant and up to date for taking timely decisions and for the proper

implementation of the process of risk management advocated by the new regula-

tions. In a context where the banking business is increasingly dependent on new

technologies, information security in terms of defence against attacks and continu-

ity of service plays an important role in preventing, reducing and controlling

operational risk. The IS has, in addition, the task of recording, storing and correctly

representing facts and events relevant to the purposes provided by law and by

internal and external regulations (compliance). Through an efficient information

system, it is possible to speed up the transmission of messages relating to transfers

of funds between banks, to implement an efficient flow of data and information
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between the branches and the central offices, to reprocess and reuse data concerning

the various operations many times and for different purposes and to provide

customers with an ever wider range of products-computer services, particularly in

the area of self-service banking. Today banks require complete and reliable infor-

mation and an overall integration of different applications, database and documents.

In this perspective, a comprehensive and integrated IS able to capture all customer

data, risk management and transaction information including trade and foreign

exchange is fundamental to the proactive management of loan portfolios in order

to minimize losses and earn an acceptable level of return for shareholders [32–

34]. In the analysis of the customer, a substantial number of parameters are

necessary. Qualitative evaluations, historical and not, such as industry scenarios

and a supply chain analysis, are today required to be combined to standard infor-

mation. It’s clear that the presence of an integrated information system able to give

a dashboard to monitor in real time with alerting parameters is nowadays a critical

aspect for banks. In the analysis of information flows of particular significance is

the concept of process visibility factor defined by Balasubramanian and Gupta [35]

as the factor that “measures the extent to which process states are visible to specific

process stakeholders through process information reporting or recording”. The

concept of visibility is therefore referable to the possibility of access to, sharing

and use of information in real time, relative to a given process on the part of

different individuals involved in the decision-making process [36]. On the basis of

the paradigm of Information Processing View (IPV), an accurate and transparent

management of information would determine a significant reduction in both the

level of uncertainty linked to lack of sharing and to information asymmetries [37]

and the possibility of errors in carrying out tasks and activities due to different

interpretations or the assigning of a different meaning to the same phenomenon

[38]. The IPV approach seems particularly interesting if applied to credit manage-

ment process implemented by the bank in which the standardization of the credit

monitoring process requires full sharing, access, analysis of data and information.

There is no doubt that banks, on the one hand, are faced with the need for a

redefinition of processes that are increasingly based on information technologies

and, on the other hand, have to cope with the need to increase their IT budgets.

Indeed if visibility requirements can be considered high in the case of the credit

decision process, banks seem to establish only low visibility capabilities. An

increase in investments dedicated to the strengthening of visibility is necessary

today for increasing the performance of the organization as a whole making it

possible to increase the speed of throughput and reduce the frequency of errors, thus

increasing the objectification and automation of the process. As a result, banks have

to prioritize IT investments carefully.
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4 Methodology

This chaper starts from the conviction that banks of whatever size must develop

information systems and standardized procedures for supporting the manager in

operational activities also in the light of the recent regulatory provisions issued by

national and international supervisory bodies. This chapter aims to analyse one of

the components of the banking risk system: the credit risk.

In credit risk management, it is necessary to coordinate the various control

functions, whether first level—line controls—or second level—risk management

and compliance—for the purpose of an overall improvement in the quality of the

process.

In constructing our theoretical framework, we have to consider the Dikar model

(Fig. 4). The model identifies four main phases. The first phase is data elaboration—

data that initially are only numbers are elaborated into information. In this phase,

the semantic and pragmatic dimensions of the language are added to data.

The 2second phase is systematization. During this phase, the information pro-

duced is linked with the system of knowledge of each manager and of the firm as a

whole. The third phase is related to the decision-making process and the fourth to the

operativization. In the last phase, decisions became actions which produce results.

While the first phase is mainly related to information system stricto sensu, the

second, third and fourth are related to the risk management. The last phase, during

which results are produced and measured, is related to the system of reporting in its

two components internal and external.

Starting from these premises, the main assumption is that an improvement in the

quality and quantity of the data processed should increase the level of business

information and therefore determine the enhancement of the knowledge system.

The enhancement of the knowledge system would create the conditions for improv-

ing the decision-making process which should lead to choices and decisions of

greater efficiency and therefore produce an improvement in the final results.

Fig. 4 The theoretical framework
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From an operational point of view, the chapter is the second step of a broader

research project [39]. The quantitative analysis will be carried out on banks with

registered office in the province of Pisa. Such banks can be included in the logical

category of small-sized local banks [20] and, operating in the same area, have in

common a clientele with the same characteristics. Such an element is fundamental

in the study of the npl.

The choice of focusing the analysis on small-sized banks derives from their

particular features with respect to peculiarity of the business information system.

Small-sized banks today use the full outsourcing approach using external databases

to obtain quantitative information. They are significantly affected by the effects of

the recent operational changes having a fairly extensive catchment area, but not

having at their disposal the economic resources of the large banks.

The subdivision into size classes was made on the basis of the composition of the

banking groups in December 2014 and of the total of non-consolidated intermediate

funds in December 2008. The “small” banks category includes institutions belong-

ing to groups or independent banks with a total of intermediate funds of between 3.6

and 21.5 billion euros.

The banks analysed are Banca Popolare di Lajatico, Banca di Cascina, Banca di Pisa

e Fornacette, Cassa di Risparmio di Volterra and Cassa di Risparmio di San Miniato.

The empirical analysis will be carried out on the financial reporting of the 3-year

period 2012–2014. The changes in the systems of controls and the expansion of the

data and information processed should have increased the effectiveness of the

activity of credit monitoring.

The greater effectiveness of the monitoring activities should have determined

changes in the composition of the credit portfolio (Fig. 5).

5 The Impact of Credit Monitoring on Financial

Reporting: Evidences

The starting point of our research is to analyse the role of data quality and data

management in supporting credit processes to prevent the impairment of asset

quality in the balance sheet; the aim is to demonstrate whether it is possible to

Fig. 5 The sample:

structure
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achieve the highest quality of the credit portfolio, exercising control over all the

phases involved in this process and, for each of them, to highlight the key variables

which indicate a progressive worsening of creditworthiness.

With reference to the first question, the Risk Management (RM) function has

undergone a process of regulatory revision that for some scholars [40] represents a

driving force for the implementation of effective monitoring of debt positions, for

purposes of control of asset quality. The monitoring of credit, in fact, is based on the

structuring of the processes that takes into account the models proposed by EBA.

The classification of customers includes therefore two positions: “performing

loans” and “npls”. While using credit, the position of the customer can become

an “anomalous” state due to the occurrence of new negative events. Knowledge of

these events is linked to the bank’s ability to intercept and prepare the tools

(including organizational aspects) for monitoring positions systematically, in

order to identify “anomalies” responsible for the deterioration in credit quality.

The change of state occurs as a consequence of forbearance, applying the technique

of override, a tool that is provided by the regulations that allow “modification” of

the rating attributed to the debtor according to automated procedures in the context

of creditworthiness assessment. This process is carried out by the Monitoring and

Problem Loan Management (MPLM) and the RM function on the basis of the

mapping of control activities to be carried out within the scope of responsibilities of

control for first and second level (the function of RM becomes a second-level

function only in the post-crisis period).

Such a kind of innovation is very important; the RM has to assess whether those

responsible for the Business Units (BUs) comply with the credit policies, which the

bank has defined in the Risk Appetite Framework. Thus, RM identifies some early

warning indicators able to represent possible abnormalities compared to the process

of monitoring of the first level, which is carried out by MPLM. These indicators

refer to the following stages of the process of managing and monitoring credit:

1. Classification of positions;

2. Adequacy of capital amount;

3. Adequacy of the recovery procedure.

The results of the checks are subject to periodic reporting to the business units

and to the business structure. In this context, RM checks that the transactions under

investigation are classified in accordance with the regulations of EBA and with the

rules established by internal regulations, also regarding the time spent in the range.

As seen in Fig. 6, the period 2012–2014 has been characterized by an increase in

the percentage of problematic loans. Such a trend seems to be coherent with the

ratio of the Asset Quality Review Process. A more objective and austere process in

the evaluation of the credit portfolio concomitant with a severe economic and

financial crisis seems to have produced, in the banks, a more prudent approach in

managing their credit portfolio. A more prudent approach in the asset evaluation

seems to be in line with the news rules elaborated by the IASB which will carry in

the next year to renew the centrality of the principle of prudence in the preparation

of the financial statements (IAS 9).
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Figure 7 highlights an opposite trend for performance loans which, coherently

with the previous data, seems to decrease in 2014 except for Banca di Pisa and

Fornacette.

Analysing the problematic loans adopting the riskiness buckets classification

proposed by the ECB, we notice a sort of deterioration in the composition of the

credit portfolio. The credit quality seems to be significantly decreased in 2014 with

Fig. 6 The Problematic Loans

Fig. 7 The Performing Loans (PL)
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an increase in the percentage of non-performing loans and substandard loans

(Figs. 8 and 9). At the same time, the categories of Past Due and Restructured

loans have suffered a reduction in 2014 (Figs. 10 and 11).

Fig. 8 The non-performing loans (NPLs)

Fig. 9 Substandard loans
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Such a trend seems to confirm the success of the policy of the European Banking

Authority and of the Bank of Italy in the review of the methodologies and criteria

used in the asset evaluation. The 2014 has been the first year in which banks have

adopted the new rules. A decrease in the quality of credit seems to be coherent with

the main objectives of the rules. Surely, we expect an improvement in the credit

portfolio quality, with a reduction of the problematic loans and a better composition

of the riskiness buckets, in the coming years. A careful credit position performance

monitoring activity will make it possible to identify the downgrading position of

Fig. 10 The restructured loans

Fig. 11 The past due loans
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lending customers before reaching an irreversible state of insolvency, which feeds

the npl entry.

In this direction, the rules contained in Circ/263 (cap. VIII) recognize the

important role of data management systems for banking organizations in that the

automation of the processes and monitoring of data security will make it possible to

meet the growing expectations of rapid and accurate responses. The monitoring

system should be based on a reporting system that is capable of measuring the

previously identified creditworthiness indicators. The purpose of reporting within

IS is to provide analytical documentation on meaningful activities. Such disclosures

should be as up to date and correct as possible and therefore should not generate

inconsistent interpretations. Once the above activities have been completed, the aim

is to redesign the IT system. In this way, for “every point in time”, it can identify the

contribution to RM of the operating results in all phases of the process, taking into

account deviations, the causes of variations and the impact on the npls. The

migration of positions in the various riskiness buckets makes visible debtor

downgrading and, therefore, the prompt intervention of the MPLM, before the

position reaches the irreversible state of npls.

In conclusion, the data provided by the banks analysed seems to show the

opening of a virtuous process of change in the banks’ portfolio management

which accompanying with an increase in the level of business information will

determine the enhancement of the whole knowledge system.
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How to Integrate Languages on Safety: A

Participatory Information System to Improve

Risk Management

Marco Trizio, Cristiano Occelli, and Alessandra Re

Abstract The chapter presents a participatory method to develop an information

system on occupational risk. Sharp-end operators, who constantly deal with

unplanned interactions occurring within the socio-technical work system, accumu-

late a specific experience, centred on risk scenarios rather than on risk factors.

To highlight this experience and benefit from the operators’ holistic view on risk,

we carried out a descriptive analysis of work activity in three hospital laboratories

using an elicitation interview: the “Instructions to the Double”. Several multi-factor

risk scenarios emerged.

These narrative data were structured into an information system where each

work activity is associated with multi-factor risk scenarios. The graphic presenta-

tion of work activities and their associated risks provides a common cognitive

reference that fosters communication between safety and work domain experts in

their different languages, for a more effective and comprehensive risk management.

Keywords Descriptive activity analysis • Participatory risk analysis • Instructions

to the Double • Risk management information systems

1 Introduction

In complex organizations, the design of work processes is often split into several

team-based engineering flows, where technological, environmental, human and

organizational aspects, developed by different organization services, maintain a

certain degree of mutual independence [1].

Final adjustments occur at the sharp-end level, where design flows (production

or service processes, physical environment, human resources management, quality

assurance, etc.) merge to shape the actual work system functioning. We can

therefore assume that it is the operators who, carrying out their actions to reach
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the organizational goals, start experiencing the work context as a socio-technical

system.

This assumption has several implications. Facing work conditions that have been

implemented without thoroughly checking their interactive complexity [2], the

operators need to adapt their performance to cope with unplanned interactions

and unexpected constraints, to ensure the achievement of organizational targets

[3, 4].

Through their adaptive performance, operators constantly develop micro-

organization. As Wenger points out, any organization grows at the intersection of

two different sources, i.e. the organization designed by the institution, and the

organization emerging from current practices. Their relation should not be seen in

terms of congruence but in terms of adjustment through negotiation [5].

Emerging ex post at the operational level, the unplanned interactions can cause

discomfort, performance obstacles [6–9] and occupational risks. Each of these

outcomes can have negative consequences on operators’ health and safety. By

way of example, biological risk can result from a synergy of insufficient staff

resources, inadequate spaces and poor quality of the available equipment. None

of these conditions represents a direct cause per se, but it is the negative interaction

between organizational, environmental and technological conditions that causes

actual risk scenarios. The mismatch between the normative engineering process, the

actual activity and the related risks have been the subject of a rich tradition of field

studies, started in Europe more than 30 years ago [10, 11]. Nevertheless, the most

common risk analysis techniques rarely point out this kind of risk, which does not

surface comparing the occupational health and safety regulations with the risks

known to be present on the work processes to be assessed (e.g. manual handling in

nursing or chemical risks in clinical analysis laboratories).

This is especially the case when risk analysis is outsourced to external consul-

tants who do not have a direct though informal knowledge of the system to be

evaluated.

To highlight the risks caused by unanticipated events and unplanned interactions

between the different socio-technical aspects of a work system, we need to perform

descriptive analyses of the normal system functioning [12, 13].

2 Different Languages in Risk Analysis and Assessment

While safety experts’ analyses mainly focus on nominal work processes and related

risk factors, workers’ experience is centred on actual work practices and the risk

scenarios generated by unplanned interactions and unexpected, but systematically

present, constraints and failures.

Therefore, even when apparently referring to the same object, each group speaks

a different language. The former, spoken by the health and safety experts, is

normative, based on what is expected to be done and on risk factors that are

meant to be equally present through the various systems in which the same work
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processes occur. The latter, spoken by sharp-end operators, is local and systemic,

based on what is actually done at the idiographic intersection of the different

aspects of a given socio-technical work system.

These languages are both potentially necessary for risk evaluation, but they are

still poorly integrated, for cultural and theoretical reasons. The main critical issue

concerns the fact that the data necessary to involve operators in risk evaluation are

collected according to theoretical models and categories that can create additional

mismatch. The operators’ perspective is usually addressed with instruments

designed to gather perceptions, emotions, motivation and other issues that are

certainly relevant for research but do not truly convey a systemic, deeply contex-

tualized experience [14].

Based on these assumptions, our work aimed at developing a procedure to

enhance integration of these safety-related languages, first by eliciting workers’
knowledge and then by activating an integrated information system for risk analysis

and management.

3 Method

3.1 Context

Our study was carried out within a multidisciplinary project that included four

University Departments (Information Technology, Psychology, Occupational Med-

icine, Law), one ICT Company, two small and medium-sized enterprises (SMEs)

specialized in designing sensors to monitor chemical and physical risks and three

SMEs working on occupational health and safety.

The purpose of the project was threefold: providing a knowledge base of the

national regulatory framework related to occupational safety and health in clinical

laboratories, installing sensors to monitor both physical environmental conditions

and exposure to chemicals in three hospital laboratories, and detecting risks due to

non-compliant processes and inadequate working conditions. The expected output

was a flow of data towards a Regional Smart Data Platform.

As work psychologists and ergonomists, our specific aim was to carry out a

participatory activity analysis to highlight risks embedded in the current working

practices, at the intersection between human, technological, environmental and

organizational conditions.

Three laboratories of a hospital in Northern Italy were involved in the project: a

laboratory that carries out automated as well as high specialized analyses, a

pathological anatomy laboratory and a laboratory for toxicological analysis and

industrial epidemiology.

In the preliminary phase, the person in charge of each laboratory was informed

about the project goals and asked for authorization to interview operators. On this
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occasion, some introductory interviews were performed to obtain a first description

of the work processes, the number of employees and their occupational status.

3.2 Procedure

To support operators to take to reflection what they know in action, we used an

elicitation technique. This kind of interview, called “Instructions to the Double”

[15], was first developed in Italy in the1970s and then largely shared mainly within

the French- and Portuguese-speaking research communities [16–21].

By asking the interviewee “Give me the instructions I need to replace you in

your everyday work, so that no one understands that it is not you”, the researcher

probes the experience of the worker. The researcher uses his/her background

knowledge on occupational health and safety (in our case mainly from a psycho-

logical and ergonomic point of view) to make the operator focus on work practices

relevant for risk analysis.

The first phase of the interview focuses on the organizational structure and the

main processes defining the work system. In the second phase, the researcher refers

to his knowledge to go beyond what the operators think, feel or perceive, and to

reach what they actually know in action, the taken-for-granted part of their

work [15].

Supporting the operator saying not only “what” is generally done, but “how” it is

actually done, the researcher relaunches what is said to avoid a mere chronological

description and takes the cues offered by the interviewee. As an example of

relaunching cues, when transmission happens to be interrupted again and again,

and eventually the interviewee comes back, the researcher asks: “Are interruptions

a main problem in your work?” Usually, the answer is: “A really serious one!” and

(s)he goes on describing the sense of responsibility and overload due to interrup-

tions that can have (or actually had) serious effects.

By interacting with each other, the operator and the researcher gradually con-

struct a verbal reformulation of the taken-for-granted knowledge of how the system

functions from a socio-technical point of view, making explicit what remains

usually unsaid, hidden in the daily routine of the person who is speaking.

In some cases, we also used the Contextual Inquiry as a complementary tech-

nique, when we thought it was necessary to further challenge our understanding of

the work system, speaking with people during their ongoing work in the physical

environment [22].

The two techniques share a set of consistent concepts and principles. Basically, a

theoretical assumption, as both claim that positively transforming work practices is

derived from an understanding of operators’ work and that the best way to under-

stand work is to talk to people in their actual work environment. Furthermore, a

procedural assumption: the fact that, when we talk to people about their work in an

informal way or in traditional interviews, they tend to speak in abstractions and

44 M. Trizio et al.



summaries, giving us a kind of stereotypical model of what anyone in their

workplace usually does [15, 23].

Therefore, the technique provides further information about what workers actu-

ally do, why they do it that way and their latent needs, giving evidence of their

performance adaptation [24].

The procedure was carried out through four phases:

1. Descriptive and participatory analysis of work activity;

2. Risk classification based on a multifactor risk model;

3. Definition of the risk information unit;

4. Qualitative risk assessment based on an activity/risk matrix.

3.3 Descriptive and Participatory Analysis of Work Activity

The aim of this phase was to elicit risks, obstacles to performance and discomfort-

able situations systematically present in work routines, under ordinary or extraor-

dinary conditions, including emergency situations.

We worked with 11 operators distributed over the three laboratories: three of

them supervised the overall activities in each laboratory; the others had a long-term

work experience on the processes identified as potentially critical, based on the first

exploratory interviews with the management and on a site survey.

Some difficulties arose during the research process. Given an ongoing organi-

zational restructuring, the pathological anatomy laboratory did not authorize inter-

views with operators. Therefore, our analysis was initially carried out in the other

two laboratories, but again, for internal reasons, the automated analysis sector

withdrew from the project. In this sector, we could not go deeper in the analysis

with further operators, as initially planned.

The results presented are therefore confined to the two organizational units that

were totally open to cooperate on the participatory activity analysis: the high-

specialized sector for the analysis of metabolic diseases and the toxicology and

epidemiologic analysis laboratory.

3.4 Risk Classification Based on a Multifactor Risk Model

The descriptive activity analysis provided many findings about risks and discom-

forts experienced by the operators in the current work practices, because of the

environment, technologies, available resources, organizational rules and proce-

dures. How to structure the collected critical scenarios into a risk classification?

The risk classification proposed by the Italian law (Leg. Decr., no. 81, 2008) is

based on analytic risk factors (e.g. chemical, biological, etc.) and lists together

structural risks (e.g. electrical systems non-complying with laws and regulations),
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risks from exposure to toxic substances (e.g. chemical risk) and activity-related

risks (e.g. musculoskeletal disorders).

Our analysis was a priori centred on traditional and new risks determined by

improper socio-technical work system settings that affect human activity,

interacting with current work practices.

How could this analysis converge into a risk management information system

that would be meaningful both for safety experts and for the operators as work

domain experts?

We referred to a risk classification that was widely used in Italy in the 1970s and

is still used in France [25] and Brazil [18]. This classification [26] divides the

factors that determine risk in the workplaces into four groups: the first group

includes factors that are present both in work and living environments (light,

noise, temperature, humidity, aeration); the second group encompasses risk factors

typical of work environments (hazardous fumes and gases, toxic chemical sub-

stances, ionizing radiations. . .); the third group consists of one factor only: the

dynamic physical work that causes chronic fatigue; the fourth group includes all the

other wearing conditions that make the operators physically or mentally tired

(monotony, rhythms, uncomfortable postures, anxiety, responsibilities and other

organizational aspects).

This classification is accessible to both safety experts and workers as work

domain experts. The former can go deeper into each factor (e.g. exposure to

chemicals), while the latter can visualize a systemic profile of the risks affecting

their organizational unit or each given activity.

As for the fourth group, which essentially packages the organizational risk, on

the one hand an inadequate organization can be seen as a cause of risk in itself, and

then the problem is delegated to an organization risk management specialist. On the

other hand, the organization can be seen as a pervasive aspect that activates all the

interactions within the socio-technical system.

By way of example, the very act of patient handling imposes on nurses a physical

effort that depends on available workers, time pressure and the quality of available

aids. In other words, it depends on organizational preconditions, so that we can

argue that what actually determines the physical load is rather the organization than

the physical movement in itself [27].

3.5 Definition of the Risk Information Unit

The collected data were transferred manually for qualitative analysis into an

electronic datasheet (Excel 2003, Microsoft, USA), firstly drafted during a previous

exploratory study carried out in a different hospital [28, 29]. The information sheet

(Fig. 1) provides a summary of data collected, and it is structured into four sections

related to risk analysis, risk assessment, risk management and monitoring.

The risk analysis section refers to a given activity and includes the localization

(where), the operators involved (who), the occurrence frequency (when) and the
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sequence of actions (how) highlighted during the participatory analysis, quoting

what the workers said.

In the risk assessment section, the risks pertaining to the given scenario are

organized into the risk classification model and assessed as the product of severity

(1 indicating discomfort, annoyance; 2 obstacle to performance; 3 occupational

risk) and occurrence frequency (1 indicating occasional activities; 2 random but

recurring activities; 3 everyday activities). The definition of risks is split into “risk

from” (namely a list of the constituent aspects of the work system that contribute to

the risk, e.g. exposure to toxic substances) and “risk of” (health and safety conse-

quences, e.g. cancer).

Concerning risk management, the possible solution is indicated as “to be veri-

fied”, “verified” (by safety experts as for the risk from and by health experts as for

the risk of), under way or “implemented” solution. The monitoring section tracks

the risk elimination or mitigation process, listing actions undertaken for this

purpose and updating the record at any intervention.

Every critical scenario potentially refers to several risks, which are stored in the

same sheet, and each activity potentially refers to several risk scenarios, which are

stored in several risk sheets.

For the two laboratories where the interviews were authorized, 18 risk informa-

tion sheets were issued.

Fig. 1 Example of a risk information unit
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3.6 Qualitative Risk Assessment Based on an Activity/Risk
Matrix

To integrate the several risk units into an information system, the sheets related to

every clinical sector were synthesized into two matrices that show the overall risk

profile of the sector.

In the first matrix (Fig. 2), the left column lists the activities that proved to be

critical; the horizontal rows show the risks pertaining to each activity, classified into

the four-group classification model.

The matrix highlights three types of priorities: (a) activities presenting high

severity/probability of harm (calling for immediate intervention; in the example,

activities no. 1 and no. 2); (b) activities where several heterogeneous risks are

present, representing a cumulative burden on operators (as in activity no. 1);

(c) cumulative risk on operators who perform apparently unrelated activities that

actually present the same type of risk (in the example, the Group 4, that is

organizational risk).

These priorities were summarized into a second quantitative risk matrix (Fig. 3)

that, for each sector defined by the product of severity and exposure frequency,

shows the number of correspondent activities.

The two matrices allow a comparative view of the different clinical sectors and,

being accessible to both the safety and the work domain experts, can foster a

cooperative decision-making. To support negotiating priorities, the system allows

Fig. 2 From the datasheets to the activity/risk matrix
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traceability of the overall process, from the final matrix back to the initial risk units

and the interventions planned or already implemented.

4 Conclusions

Our purpose of creating an information system on occupational risk was mainly

based on two theoretical premises. The first is the socio-technical systems model. In

complex systems, unplanned interactions can cause risk scenarios that cannot be

detected when each component is taken on its own, with no reference to the other

aspects of the work system and to the human activity.

The second theoretical reference is the consolidated research tradition that,

especially in Europe, provides evidence of a constant growing experience in the

workplaces. We tried to document that this workers’ experience, including a

holistic and systemic view on risk, has its own language that, in interaction with

other languages, can contribute to improve occupational safety, if a consistent

information system becomes available.

Our first results seem to support this research direction. The procedure we

activated proved to be able to discriminate between clinical units with a lower or

a higher risk profile, as the operators confirmed the interview transcription and the

consequent elementary risk units and asked to make slight modifications but never

questioned the overall risk evaluation.

With reference to the three aforementioned priority criteria, as for the first (high-

level occupational risks), three cases were identified: a non-chemical hood used for

chemical analyses, with possible dispersion of chemicals and inadequate ventilation

Fig. 3 From the activity/risk matrix to the decision-making matrix
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controls; highly repeated pipetting potentially causing musculoskeletal disorders;

and a container for collection of analysis discharge materials (reagents and blood)

which is expected to be airtight, but is not, and could involve a risk of exposure.

Concerning the second criterion (heterogeneous risks in the same activity), our

highest risk evaluation relates to one of the sectors that withdrew from the project

for internal reasons. The workers highlighted the presence of ground noise, air flow

and dust thrown around by rotating fans, open space layout, occupational risk (the

non-airtight container) and several fourth group factors, such as inadequate working

postures, computers in front of the windows and high time pressure.

As for the third criterion (different activities that are exposed to the same kind of

risk and are performed by the same operators), certainly the most shared are the

fourth-group organizational risks. In the laboratory where we could perform the

deepest study, all the activities were charged by heavy staff shortage, continuous

interruptions, overload and focus on multiple dissimilar tasks at once (the “mean-

while” laboratory, they used to say).

Regarding the organizational risk, in one clinical sector the high-specialized and

experienced operators reported stress due to the impossibility of meeting the

demand by the clinical staff to perform innovative experimental analyses, as they

are prevented from buying any extra agent, or standard, by a strict administrative

procedure. As Clot suggests [16], a high level of stress is not only due to what the

operators do, but to what they would and feel they should do, but are not allowed to.

As a final consideration, it should be pointed out that, when we speak about

operators’ knowledge and experience, we do not mean that the operators can offer

ready-made solutions, as we assume that different languages are coexistent into the

system. The four-group risk classification model can support a multidisciplinary

risk management through the coordination between polytechnic (1� group), bio-

medical (2� and 3� group) and psychosocial (4� group) disciplinary languages. The

role of management is essential to transform this coexistence of languages and to

make communication, as indicated by Habermas [30], a means for coordinating

action.

Within a socio-technical systems approach, this is compulsory, as a physical

risk, as in the previous example of patient handling, can call for an organizational

solution, and vice versa, continuous interruptions can be addressed with modifica-

tions in physical space.

In this view, activating an organizational change means, first of all, changing the

power relations within the organization. This could also change the power relations

between researchers and the gatekeepers of their studies, giving researchers the

possibility to enter the work system, which was not always possible in our research.

As Perrow [2] highlighted, management plays a crucial role in preventing

failures—or causing them.
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Ocupacional, 38(128), 280–291.

19. Scheller, L. (2001). L’élaboration de l’expérience du travail. La méthode des instructions au
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Cloud Computing Adoption in Italian SMEs:

A Focus on Decision-making and

Post-implementation Processes

Adele Caldarelli, Luca Ferri, and Marco Maffei

Abstract Cloud computing is an emerging model in which machines in large data

centres can be used to deliver services in a scalable manner. It allows firms to

receive the same internal ICT structure with lower costs and a higher degree of

flexibility. With this technology come many disadvantages that can have a major

impact on the information and services supported by this technology. This chapter

pursues two related aims. First, it investigates the decision-making process of

implementing cloud computing by highlighting the drivers and ICT requirements

of SMEs. Then, it examines the effects following the migration of the ICT system

from an in-house data centre to a cloud-based service. We found specific drivers

and ICT requirements, suggesting the implementation of cloud computing in SMEs

to oversee specific issues. Moreover, our findings show that the advantages arising

post-implementation confirm the expectations created by the management during

the decision-making process; meanwhile, at least in the short term, no disadvan-

tages arose.

Keywords Cloud computing • Decision-making process • ICT • Post-

implementation process

1 Introduction

The persisting crisis within the Italian manufacturing industry reflects the difficul-

ties that domestic enterprises have encountered in adapting to the external changes

that have affected the international economic environment over the past 20 years

[1]. The country was unprepared for globalisation and the technological changes

that increased competitive pressures on a global scale [2]. The main reasons behind

such difficulties relate to a lack of innovation within the country in information and

communication technology (ICT) [1–4].
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The dissemination of information systems is usually regarded as a crucial

element to guarantee the fast data processing and circulation of information,

which in turn favours the creation and maintenance of competitive advantage

[4, 5]. Market pressure, cost optimisation and increased productivity appear to be

the guidelines that firms adopt to ensure their survival. It seems necessary to adopt

an ICT framework that can reduce (fixed and variable) administrative costs and

ensure increased productivity while maintaining a flexible structure and enabling a

rapid response to market needs [4–7].

According to practitioners, one technology with the potential to solve this

problem could be cloud computing [8, 9]. Cloud computing is a distributed com-

puting paradigm that enables access to virtualised resources, including computers,

networks, storage, development platforms and applications [10]. These resources

can be unilaterally requested, provisioned and configured by the user with minimal

interaction with the cloud provider. Furthermore, resources can be rapidly scaled up

to meet the user’s needs, thus creating the illusion of infinite resources available at

any time [11]. Also, resource utilisation can be rapidly measured and controlled by

customers because this technology is based on a pay-per-use model [12]. With the

support of important industry stakeholders (e.g. Google, Amazon, Microsoft), cloud

computing is being widely adopted in different domains. Cloud services such as

Google Mail or Dropbox have become everyday useful tools for millions of people.

Many firms currently use cloud-based applications (i.e. Salesforce), and small and

medium firms are embracing virtual infrastructures offered by cloud service pro-

viders (CSP) such as Amazon Web Services (AWS) or Microsoft Azure [13]. The

advantages arising from adopting cloud computing are indubitable [14–

16]. According to the European Commission (2010) and to Microsoft (2011), this

tool could provide many advantages, especially for small and medium enterprises

(SMEs). Many authors have broadly identified the strengths associated with the use

of cloud computing [13–18], investigating the advantages and disadvantages for

firms arising from its adoption. They concluded that cloud computing can be a great

opportunity, especially for SMEs; however, these authors identified the advantages

and the disadvantages arising from cloud computing without providing any infor-

mation about the decision-making process that pushes firms to adopt cloud com-

puting and without examining the post-implementation effects to verify whether the

expected advantages and disadvantages are confirmed. Therefore, we address these

under-investigated issues by pursing the following two aims: (1) investigating the

decision-making process of implementing cloud computing by highlighting the

drivers and ICT requirements of SMEs and (2) examining the effects of the system

6 months after migration to the ICT system. To reach our aims, we use a multiple

case study method. This method allows us to study the information systems in the

field, helping us to understand the complexity of the decision-making and imple-

mentation process.

We examine three Italian SMEs. Italy is a technologically backward country;

indeed, a report published by the Bank of Italy [1, 2] reveals that Italian firms, when

compared with their European competitors, show a strong technological gap, and

their business is therefore penalised in the competition arena. In this regard, the
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Italian government published a ‘Digital Agenda’ in 2011 encouraging firms to

adopt new technologies. According to the document, cloud computing could be a

main actor in the Italian technological revolution. Hence, the three Italian SMEs

investigated in this chapter could better provide a picture of choosing to implement

cloud computing and of the effects following the migration process, which should

reveal the benefits.

The remainder of the paper is organised as follows. Section 2 reviews the

literature about cloud computing adoption. Section 3 focuses on the research

design. Section 4 presents the case studies on three Italian SMEs. Section 5

discusses the results of this study. Section 6 provides concluding remarks.

2 The Extant Literature on Cloud Computing

Decision-making and Implementation Processes

The first definition of cloud computing can be found in the document ‘Definition of
Cloud Computing’, which was published by the US National Institute of Informa-

tion Technology (NIST) [10]. It refers to this technology as ‘a network model that

allows access to a set of shared information across computing resources

(e.g. servers, storage, applications, services) that can be rapidly provided by a

provider’ [1]. This report also identifies its characteristics, distribution models

and architecture, shedding light on the high degree of flexibility, elasticity and

cost savings that result from adopting this technology. This view of cloud comput-

ing is widely accepted by many authors [8, 14, 15, 19–22]. Indeed, extant literature

agrees upon describing cloud computing as a set of technologies that enable, store

and process data using hardware and/or software that is distributed and made

available virtually on the Internet [23]. Qualified suppliers provide these services

to users through a set of technologies and information resources that are available

online [24].

The literature on this topic is still limited, and few papers have been published

recently. According to Yang and Tate [25], the studies on this topic can be divided

into four areas: technology (regarding performance, network, data management),

business economics (cost–benefit analysis, market analysis, risks, legal issues),

applications (engineering studies) and general studies (non-empirical studies

regarding introduction and implementation).

Primitive studies on cloud computing are strictly theoretical. Many authors

provided their own definition of cloud computing and highlighted the enormous

benefits that this tool could provide to businesses, supporting its adoption [8, 14, 15,

19–22, 26]. The following table compares the definitions of cloud computing found

in the literature (Table 1).

According to some authors [19, 20], cloud computing is not a new technology,

but instead it is a new use of virtualisation and grid computing. Vouk [22], Plummer

et al. [8] and Vaquero et al. [23] do not accept this definition; instead, they define
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cloud computing as a new technology. The NIST argue that the difference between

cloud computing and other existing technologies is not merely linked to the

attribute of virtualisation, but it is primarily about customisation and the possibility

of getting ‘on-demand’ service. Thus, the main difference between cloud comput-

ing and other existing technologies is related to its different business model

[10]. All of the aforementioned studies provide a theoretical vision of the benefits,

costs and risks associated with this tool. Following the increasing level of adoption

Table 1 A comparison between different definitions of cloud computing

Definition Author/s

‘Cloud is a pool of virtualised computer resources’. Boss, Malladi, Quan, Legregni and

Hall [20]

‘Cloud computing is not a fundamentally new paradigm.

It draws on existing technologies and approaches, such as

utility computing, software-as-a-service, distributed

computing, and centralized data centers. What is new is

that cloud computing combines and integrates these

approaches’.

Weiss [21]

‘A type of parallel and distributed system consisting of a

collection of interconnected and virtualized computers

that are dynamically provisioned and presented as one or

more unified computing resources based on service level

agreements established through negotiation between the

service provider and consumers’.

Buyya [14]

‘Cloud computing embraces cyber-infrastructure and

builds on virtualization, distributed computing, grid

computing, utility computing, networking, and Web and

software services’.

Vouk [22]

‘A style of computing where massively scalable

IT-related capabilities are provided as a service across the

Internet to multiple external customers’.

Plummer, Smith, Bittman, Cearley,

Cappuccio and Scott [8]

‘A large pool of easily usable and accessible virtualized

resources (such as hardware, development platforms

and/or services). These resources can be dynamically

reconfigured to adjust to a variable load (scale), allowing

also for an optimum resource utilization. This pool of

resources is typically exploited by a pay-per-use model in

which guarantees are offered by the infrastructure pro-

vider by means of customized SLAs’.

Vaquero, Rodero-Merino, Caceres

and Lindner (2009) [23]

‘A model for enabling convenient, on-demand network

access to a shared pool of configurable computing

resources (e.g. networks, servers, storage, applications,

and services) that can be rapidly provisioned and released

with minimal management effort or service provider

interaction’.

Mell and Grance [10]

‘The illusion of infinite computing resources available on

demand, the elimination of up-front commitments by

cloud users, and the ability to pay for use of computing

resources on a short-term basis as needed’.

Armbrust, Fox, Griffith, Joseph,

Katz and Konwinski [15]
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of the instrument has allowed other authors to empirically demonstrate the benefits,

limitations and problems arising from the adoption of cloud computing in enter-

prises. In 2009, Rosenthal et al. [27] provided a practical approach for cloud

computing implementation by empirically analysing the benefits generated by

this technology for the ‘biomedical informatics (BMI) community’. In the same

period, Velte et al. [28] provided a detailed guide to SMEs’ and large firms’
migration to the cloud computing system using the case study method. This study

highlighted firms’ motivations for adopting cloud computing and the difficulties

they encountered with its implementation. Hosseini et al. [29] conducted a similar

study that analysed the risks and rewards of migration to a cloud-based system by

interviewing the end users of a firm in the energy sector. The results showed that

cloud computing is potentially able to reduce firms’ operating costs. More specif-

ically, they found a reduction of 37% in ICT costs and a reduction of 21% of

maintenance actions. However, the study also highlighted some significant draw-

backs, such as loss of customer confidence, loss of control of data, employees’
resistance to changing their routines and transfer costs. Sultan [16] conducted a

study based on the application of cloud computing in businesses. More specifically,

the author identified the organisational and economic benefits generated by the

introduction of this tool in an English medium-sized enterprise in the computer

industry. The author pointed out that after cloud computing introduction, the costs

of the ICT function were reduced by approximately 80% (it is important to

highlight that the employees were reallocated and the previous ICT structure was

sold). This study stresses that this instrument is not suitable for all SMEs because

the convenience of its usage depends on the size of the ICT structure, the costs the

structure has already incurred (and that cannot be eliminated), the security costs and

the degree of risk that the firm’s management is willing to accept. Based on these

studies, other authors have verified the benefits and disadvantages of adopting cloud

computing in SMEs [30–35], emerging markets [36, 37], banks [31, 38], the public

sector [39–41], the health-care sector [27, 36, 42, 43] and other relevant sectors

[35, 44, 45].

In all of the cited cases, cloud computing is regarded as an important solution to

corporate networks’ problems. That being said, this tool has important drawbacks.

Indeed, while providing a number of benefits not achievable with other technolo-

gies, it also creates a number of risks that are ‘typical’ of the outsourcing of ICT

function. Therefore, it is necessary to find a proper method of implementation that

balances the disadvantages and advantages to determine when the cloud may be an

optimal answer to a firm’s needs [16, 46].
However, cloud computing has many weaknesses that must be considered before

its adoption, many of which have been covered in the literature. For example, the

introduction of cloud computing in business contexts requires redesigning and

adapting internal control systems due to the existence of potential dangers, espe-

cially those related to the loss of data control within the cloud. In a recent document,

the NIST argued that cloud computing, as with any emerging technology, is

inappropriate for the majority of firms due to ‘open issues’ [1]. According to several
authors (i.e. [47, 48], there are five open issues that present challenges to the
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efficient implementation of cloud computing. The first is computing performance,

as different applications within the cloud may require different levels of perfor-

mance, which in turn requires increasing costs or decreasing system efficiency. Of

course, this issue is not exclusively a cloud computing problem [13, 49, 50]. The

second issue is cloud reliability, which relates to the alignment of various factors,

such as the hardware and software offered by a provider to employees within firms.

A cloud solution depends on many factors in terms of the degree of reliability

within an environment [13, 51–54]. Third, economic goals can face challenges due

to the openness of cloud computing. While cloud computing offers the opportunity

to outsource the ICT function, which can come with economic benefits, it also has

many disadvantages. The fourth open issue relates to compliance. Many authors

have stated that cloud computing providers are in the best position to enforce

compliance rules; this can increase disadvantages for end users [26, 49, 54]. The

final issue with cloud computing openness highlighted in the literature relates to

information security. Moving data into the cloud means potentially losing control of

it, which could create many problems in terms of data security and privacy [13, 15,

49, 51–53, 55–57]. Leaving aside the issues of control and the disadvantages related

to the adoption of the instrument, as they are beyond the scope of this work, more

in-depth study of what motivates firms to migrate to cloud technology is still

required. Specifically, it is important to define advantages as the benefits that a

firm should expect to achieve.

The literature identifies five major benefits of cloud computing adoption:

reduced costs, increased storage, high automation, flexibility, greater mobility

and less focus on ICT function. The most immediate for users is certainly cost

reduction. Customers pay for a cloud service that is completely customisable and

modelled on the firm’s real needs. Thus, it is not yet necessary to support large

investments in infrastructure. Related to this, there is another advantage resulting

from the adoption of this tool: increased storage. The firm can benefit from external

memory that is always available to store its data. Another benefit is high automa-

tion. Firms that adopt this tool do not require employees in data centres for data

backup and control because these tasks are delegated to the provider. This allows

firms to become more flexible. The cloud is customisable depending on the chang-

ing needs of the customer. The possibility of changing at every moment, and to

obtain economies of scale, is the basis of the competitiveness of the cloud. Acces-

sibility from any location provides greater mobility—customers can access their

data at any time and from any location, facilitating multinational firms [14, 15].

The literature identifies a number of disadvantages or problems that may arise

following the implementation of cloud computing. Specifically, a disadvantage is

defined as the charge (not necessarily financial) that the firm has to bear to use a

certain technology. The disadvantages discussed in the literature relate to reliability

[13, 51–53], economic objectives [13–15, 58], low level of compliance [26, 49, 57]

and difficulties of adaptation, performance and data security [13, 15, 49, 51–53, 55,

57]. Below, the reasons for some authors’ misgivings about the use of such

technology are given.
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The first misgiving regards reliability. Several authors [13, 51–53] highlighted

problems related to the capacity of the facilities offered by the provider to ensure

stable performance over time.

As regards the economic objectives, the literature is clear that, despite that cloud

computing offers the opportunity to outsource ICT, there are numerous disadvan-

tages that must be mitigated, which requires incurring additional costs and reducing

the convenience of this tool [13–15, 58, 59]. Another point discussed by several

authors concerns the degree of compliance. Indeed, the provider is in a good

position to enforce the rules of conformity, and this is a limitation for the firm

(or at least it makes the control less effective) [26, 49, 57].

A further critical issue identified by several authors is the level of performance.

The performance of a cloud network does not depend only on the model chosen, but

also on the state of the network and the software that is used. Often, the use of

applications other than those supplied by the provider may cause compatibility

issues, lowering performance. However, this kind of problem is common to many

technological solutions [13, 49, 50]. One of the most discussed topics is data

security. Moving data within the cloud can create problems in terms of the firm’s
security and privacy [13, 49, 51–53, 55–57].

Despite these disadvantages, several authors stated that cloud computing is a

technology that is potentially able to provide a competitive advantage to businesses

when it is properly adopted and implemented [49, 51–53]. In the light of this

literature, in a context in which the technology is revealed as the most appropriate

instrument to ensure the flexibility, efficiency and effectiveness to the ICT function,

it appears necessary to examine the reasons that cause firms to adopt (or not adopt)

cloud computing.

3 Research Design

In order to achieve our objectives, we opted for a qualitative analysis using the

multiple case study method, which allowed us to explore and compare the nature of

the decisions between different sectors [60–64]. The multiple case study method

has been widely adopted in the ICT field [62, 65–70]. The motivation behind the

massive use of this method is certainly conducive to not limiting the research to a

single sector, analysing the benefits in several areas and highlighting similarities or

differences for end users. Specifically, according to Yin [71, 72], multiple case

studies are more appropriate when the aim is to examine contemporary events and

when it is not necessary to control behavioural variables. The author points out that

this method is appropriate if the goal of the research is to describe the same

phenomenon in different moments or to test its replicability. Also, observing

multiple cases allows researchers to confirm emerging constructs and propositions

[65, 71, 72], making the results more robust and generalisable [73]. According to

Benbasat et al. [65], with multiple case study designs, researchers are able to study

information systems in the field, understanding the complexity of a particular

Cloud Computing Adoption in Italian SMEs: A Focus on Decision-making and. . . 59



process, learning the state of the art, generating theories on its practical aspects and

enriching their field of study with knowledge contributions.

To enrol cases in the study, we chose Italian SMEs that began using cloud

computing within the same period as each other and that operate in different

sectors. The decision to select organisations belonging to different sectors is not

casual; indeed, it could allow us to shed light on the different motivations firms

have for adopting cloud computing, the implementation steps and the advantages

and disadvantages of this technology. To prepare for data gathering, to familiarise

ourselves with practitioners’ perspectives and to identify organisations that have

implemented cloud computing in recent years (a very rare phenomenon for Italian

SMEs), we interviewed five different cloud provider experts (three ICT consultants

and two practitioners) in the fall of 2011. We also used the informal network that

our department belongs to as another source to identify potential case study

organisations. We approached many contacts during congresses, workshops and

seminars where organisations presented their new ICT systems based on cloud

computing. Table 2 lists the names of the organisations, their respective sectors, the

number of respondents and the number of interviews conducted. We use nicknames

for each organisation to protect their privacy.

For each firm, we interviewed the CEO, the head of ICT (or the person in charge

of risk management and ICT processes) and, where possible, the end users. The

choice of these subjects is not accidental. While the former are persons who directly

or indirectly participate in the final decisions, end users are actually affected by the

change in the firm. In some cases, it was possible to interview representatives of the

provider to which firms have turned in order to verify the effective exchange of

information between the various actors involved in the process.

Furthermore, this analysis takes into account both endogenous and exogenous

variables, using internal sources (interviews with managers and internal documents

that are usually not accessible to the public) and external sources (reports published

by the firm, newspaper articles, other firm publications). However, the primary

sources of information were the interviews with the CEOs, who were considered to

be the decision-makers.

In order to capture more detail and data, the interviews were conducted using a

semi-structured questionnaire consisting of nine questions. The goal was to obtain

information about firms’ preliminary analyses that prompted them to choose a

Table 2 Firms investigated

Enterprise

nickname Sector

Number of internal

interviews

Number of external

interviews

Total number of

interviews

Alfa Home Household

goods

3 0 3

Beta

Insurance

Insurance 2 1 3

Omega Tech Education 3 1 4
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cloud-based system as well as to determine the actual advantages and disadvantages

arising from its adoption a few months after the system had been fully implemented.

It is worth noting that the questions acted merely as a guideline, as they included

a number of key issues to be discussed during the interview rather than represented

binding questions to ask respondents. The interviews were recorded and later

transcribed for our analysis. Moreover, when the interviews seemed to be incom-

plete, we asked the respondents for telephonic integrations. In order to avoid

individual bias (i.e. the possibility that a single researcher is influenced in some

way, falsifying the results of the study), the interviews were conducted by a team of

three researchers who defined the key themes for the interviews. At least two

members of the group were involved in every interview. The interviewers consulted

several internal documents regarding ICT function and any details that might help

them to determine the cost of the function, supporting the respondents’ answers.
Immediately after the interviews, each researcher transcribed the recordings. The

researchers organised the interviews chronologically, discussing the transcripts and

summarising the data and opinions around the concepts of expected benefits,

adoption motivations and the actual benefits from adopting cloud computing.

The questionnaire was based on a theoretical framework derived from the

literature. Many authors assume that there are internal and external drivers that

explain cloud computing adoption [8, 14, 21, 31, 38]. Internal pressures include cost

pressure and increased productivity, whereas external pressure is mainly related to

market pressure. These drivers generate different requirements. Cost pressure

creates the need to transform fixed costs into variable costs to ensure better

flexibility [14]. With reference to productivity requirements, the literature high-

lights that firms need speed, flexibility, scalability, security, cost-effectiveness and

transparency [13, 51–54]. Further, market pressure creates the need to change the

business model to consolidate on existing markets [14, 35]. In many cases, after a

deep analysis of the firm’s ICT needs, management identifies cloud computing as

the best solution. However, previous literature analysing the drivers and the ICT

requirements to justify the adoption of a new technology does not verify the post-

implementation effects. Therefore, we enrich our framework and analyse the

implementation steps, paying particular attention to the phases of cloud introduc-

tion and its impact on firms. This allows us to investigate whether there are any

similarities in cloud computing implementation between firms operating in differ-

ent sectors. Then, we investigated the effects arising from this technology adoption

a few months after its full introduction to understand if this tool can really provide

economic advantages to Italian SMEs (Fig. 1).
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4 The Multiple Case Study

In this section, we provide evidence on the use of cloud computing in three

Italian SMEs.

4.1 Alfa Home

The firm Alfa Home engages in the distribution of household items. Alfa is the

largest chain of shops providing products for the home and for wedding registries in

Italy, with more than 180 stores in 18 Italian regions.

The constant evolution of the brand and its development created many

organisational complications that have caused the widespread loss of efficiency.

The main problem with the ICT function was that it was unable to respond quickly

to environmental changes, maintaining a good degree of cohesion between the

various business functions. These limits reached a peak in 2011 as a result of the

Fig. 1 Framework used to analyse the decision-making process and the post-implementation

effects
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financial crisis. In this period, in response to external stress, the management

imposed cost rationalisation on the organisation, posing a series of questions to

the ICT department. The aim was to combine the communication problems

between the different stores (generated by the incompatibility of data, documents

and reports) that prevented the firm from obtaining a global vision and reducing

costs.

The best solution seemed to be to integrate the stores’ software, but in the short

term, this generated additional costs (many licences had already been bought, and

the servers were old), resistance from staff and other implementation issues typical

of change [74, 75]. In addition, the managers, in accordance with the ICT function,

looked for a solution that would allow them to integrate the digital e-commerce

platform, thus ensuring lower costs, the immediate availability of information,

flexibility and scalability. Historically, Alfa has always implemented the latest

technology—it was one of the first firms to introduce the Enterprise resource

program (ERP) system (based on Microsoft Dynamics) as well as systems for

data analysis (Microsoft SQL Server).

We needed something that would allow management to integrate the already used systems

without losing time in employees formation. Our servers were old and we could not

concentrate all servers in our headquarters because we would have had to bear huge

investments in that historical moment were prohibitive.

The solution to all of these problems was found in cloud computing. The

management explained that they implemented cloud computing in 2011 when it

became necessary to replace the firm’s e-mail platform; they switched to a

Microsoft Exchange cloud-based solution. Initially, e-mail was the only function

for which it was used. The reasons for outsourcing the mail server included the

following: the wish to discontinue managing the servers internally (i.e. on the

premise), breaking free from maintenance and disaster recovery problems and the

significant increase in space for the mailbox/user. The initial results were positive,

and the management began considering total migration to the cloud:

We have to delete old servers, so we carried out a feasibility study and a cost-benefit

analysis. All our tests could be reduced to the most classic of economic problems: “Make or

buy”.

The initial analysis required the involvement of numerous business functions

such as ICT, sales, marketing and finance. Its convenience was immediately

apparent, rationalising the business processes (order management of the stores,

warehouse management of the stores, etc.). After a lengthy discussion between the

CEO and the head of ICT, they decided to optimise the management processes by

shifting from the old solutions (the physical servers) to virtual servers in the cloud.

In order to reduce the impact of these decisions, the migration was not performed

immediately but instead was done in stages. First, the management addressed the

choice of cloud provider. They chose Microsoft Azure, which solved their problems

with data storage uniformity and allowed all of the shops in the franchise to benefit

from a version of Office by sharing documents on a single platform. Next, a hybrid

cloud solution using more than 20 virtual machines in Microsoft Azure
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(Infrastructure as a Service) for the definition of highly reliable infrastructure for

federation with Microsoft Office 365 was integrated. This farm was based on IaaS,

deployed with a Microsoft SharePoint 2013 server farm in hybrid configuration

with Microsoft Office 365.

We have also implemented a farm of more than 15 servers on Microsoft Azure, for the use

of our portal community, but also for the federation of the Dominion firm with Office365,

along with the replica of the entire structure on Cloud AD (Domain controller, ADFS,

DirSync) and as a result of the good results, was introduced the entire platform of

Office365, complete with Lync Online, Sharepoint, OneDrive for Business and Yammer.

The CEO emphasised that the adoption required consistent effort on the part of

the management. The implementation strategy was designed to avoid or at least

minimise the impact of changes on the end users (employees). The idea was that the

less the end users saw the change, the less the firm would suffer. Also, for this

reason, it was decided that the firm would adopt a platform with graphical user

interfaces similar to the previous platform and that it would be integrated with the

software already in use. The first implementation was a success, and management

has begun using the cloud for more and more functions.

As explained before, we divided the adoption of the Cloud in steps. In order of time, our last

operation is the backup of ERP databases on Cloud, as remote disaster recovery.

The adoption of this technology has led to at least three advantages and three

disadvantages. First, the reduced reliance upon machines gave rise to a sharp

reduction in maintenance costs and energy usage. Another advantage was the

high flexibility that allowed users to easily increase or decrease their resources as

needed. Finally, the canon of the cloud represents a certain and tractable cost that

can be fully expensed in the year without the need for capitalisation.

This helps to improve certain business ratios of significant importance for society such

as ours.

On the other hand, three disadvantages are attributable to the lack of control of

the infrastructure, the strong dependence on the internet to use the services and the

higher costs from the monthly fee. Nevertheless, it is possible to quantify the

savings resulting from the use of the cloud: the firm spent 30% less than it did

previously.

Concerns about security management were not present:

I believe that reliability and safety are adequate.

Specifically, the directors felt confident relying on structures (or providers) with

proven expertise and authority. The effectiveness of internal security policies

contributes to the robustness of the system:

The Cloud is the future of our firm? I would say it will be absolutely the protagonist in the

future, as it is already present.
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4.2 Beta Insurance

The Beta Insurance Group is an Italian mutual insurance firm. The success of the

enterprise is directly connected to an advanced infrastructure network—in fact, the

management stated that they have always adopted expensive ICT solutions but that

they were not necessarily at the vanguard. Therefore, the ICT function was seen as

something ‘extra’—a lot of tools that were necessary for the customers’ value

creation but only sometimes useful for internal process simplification (management

practices, quick searches, etc.). Thus, all of the costs arising from this function were

seen as ‘a necessary effort’ in order to reach the firm’s final aims.

However, in 2011, the difficulties of the socio-economic context influenced the

firm’s growth objectives and its methods to reach these objectives. The manage-

ment had to choose between a ‘pure cost reduction’ (cutting expenses) and a

strategy to increase market share. The managers’ idea was to redesign the strategy,

adapting to the environmental changes and moving ahead of competitors. Unfor-

tunately, redesigning a strategy representing one of the keys to success in a context

characterised by the objective of ‘efficiency’ is also important to limit the costs of

carrying out internal operations and ICT function. So, in the event of a transfer to

new headquarters and with the aim of aligning their infrastructure services to the

objectives of growth and innovation dictated by business lines, Beta launched an

outsourcing project for its technological infrastructure. The main reason for this

was to find greater agility, cost optimisation, service continuity and effectiveness

response. Despite the great advantages that emerged in the analysis step, the

management was sceptical, so the first implementation included just the creation

of a secondary backup site aiming to avoid disaster recovery problems. This project

outsourced the data centre and represented an opportunity for a radical technolog-

ical renewal: the firm has gone from ‘homemade’ solutions to many services

provided by a ‘carrier class’ provider and aligned to the newest technology. The

technology upgrade is guaranteed by the cloud service provider for the entire

contractual life (7 years) with the same costs. After the first migration, the man-

agement asked the same provider to activate a new primary site, transferring the

secondary site to another city:

When we implement a new technology we always are cautiously. There is always a strong

scepticism about what is new and the people are afraid of changes. . .but when it was

necessary to deploy new servers for backups, we said “Why not?” And then we tried.

With this implementation, the management avoided any problems with disaster

recovery, but there were still several operational duties inherent in the ICT function

(i.e. extending service availability to 24/7, increasing flexibility in relation to the

demands of the business lines, introducing a logic of service level agreements

[SLA] both internally and externally, constant innovation and openness to mobile

services).

In the same year, based on the new strategic lines, the management started to

renovate the firm’s ICT function. The ICT manager created a study group in order
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to compare the different technological possibilities offered by the market with the

goal of maintaining a defined and predictable ICT budget:

We needed a service that could be 24� 7, which would guarantee at the same time

operational simplicity and flexibility.

For each technology, management carried out a cost–benefit analysis and a

technological analysis. After a few months, a preliminary report identified the

cloud technology as being ideal to satisfy the firm’s technological needs. In fact,

by using a cloud technology service, availability and assistance were guaranteed

24/7, the system was easy to update (scalability) and use and the new working logic

was dedicated to the autonomy and abatement of logistical constraints. The man-

agement, after a discussion with the ICT manager, opted to implement cloud

computing. As with any new technology, the introduction of cloud computing

could have disastrous effects, so the administrators made a plan for its gradual

implementation. With the provider’s help, the management implemented a cloud-

sourcing platform (articulated in the following points):

• Phase of due diligence for detailed definition of the scope.

• Employees have the option to access their own virtual terminal through a thin

client.

• Definition of a single fee includes the scope of the growth the firm agreed upon.

• Activation of cloud sourcing, which is integrated and delivered by a carrier-

neutral data centre/carrier class located in Italy to manage infrastructure envi-

ronments (systems, equipment, connectivity and security) and application in the

field.

• Maintenance technology and operations via platforms, expertise and operational

management procedures that are constantly updated with respect to market

standards and best practices.

• Management and optimisation of software licences.

• Service desk for performance monitoring and incident management.

• Management of change requests to the service (change management).

• Government services and verification of SLA for customers.

• Full integration with disaster/recovery service and evolution towards a mode of

business continuity.

• Consistency and synergy with side project of virtualising jobs.

In 2012, in the same period of the first implementation, Beta sold its old

workstations to the same provider to facilitate the centralized management of the

new servers. The adoption of this solution, whose service includes the rental of

equipment and user assistance, allowed employees to use their virtual workstations

from anywhere via thin clients, eliminating the constraints of physical location and

greatly simplifying the ICT assistance services as well as reducing the costs of

internal transfers between jobs during reorganisations or individual journeys to

zero. Nevertheless, the adoption process encountered many difficulties. The imple-

mentation required a redesign of the ICT function governance, reallocating
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redundant resources to other functions and keeping only a few workers for internal

control.

The new platform was implemented in a series of steps. An organisation phase

followed the completion of these steps (completed in the last quarter of 2014),

finalising the migration. This provided Beta with a solution called ‘business conti-
nuity in cloud sourcing’ (i.e. all of the services are always active in the cloud).

The cloud-sourcing service (complete with directional connectivity, security,

systems, equipment, services and application infrastructure) allowed Beta to com-

plete the following:

• Migrate from in-house to total outsourcing without discomfort and with total

transparency for the approximately 2500 users managed by ICT services

• Systemically govern and oversee the entire chain of service (directional network,

security, systems, basic services and middleware) with a service orientation

towards the end user

• Have a single directional connectivity manager, infrastructure services and

perimeter security, with clear identification of roles and responsibilities

• Preside over all outsourced services through a single service desk

• Develop a roadmap for standardisation and best practices for adaptation to the

existing architecture with a view towards simplification, increased performance

and improved security

• Obtain an average annual savings on IT costs and energy costs of more than

20%

• Guarantee service availability (up to 24/7 and business continuity), greater

operational simplicity and speed in obtaining additional resources if required

due to the scalability offered in the cloud

Beta achieved substantial cost savings: less need for space enabled by the

disposal of the previous data centre allowed it to recover 600 square metres of

physical space, now intended for other uses, while at the same reducing energy

consumption from the air conditioning system and other utility systems. The switch

to cloud computing was made at the end of the useful life of the data centre in-house

infrastructures, avoiding the large cost that would be required for their technolog-

ical renewal.

In addition, beginning in 2015, when the services became fully operational,

cloud sourcing enabled new payment methods (i.e. pay-per-use), resulting in 20%

lower costs over 5 years. The cloud also varied the duties of the staff. The service

inside was eliminated, as it was deemed to be no longer necessary (due to the

standardisation of the equipment and the virtualisation that has transferred many of

the operations to the server). The ICT staff was reallocated to different functions

(some in internal functions), thus ensuring an increase in productivity via ICT tasks

to support the design and development of the principles of governance, which

previously were not adequately covered.

In this sense, the firm maximised the effort cloud deployment, obtaining a

double benefit: it enjoyed increased productivity and solved a number of problems

its previous ICT function had.
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For these reasons, in a short time, the firm has begun to use more and more

features of the cloud computing platform:

In scope we experienced some years solutions PaaS / SaaS for human resource manage-

ment, document management and CRM. Now we are venturing in developing solutions in

mobile, collaboration, social, from time to time integrating components with Cloud com-

ponents in-house, possibly made to services from legacy applications. It is believed that this

is the best strategy to pursue innovation, safeguarding the investments made in the past and

not exposing the firm to risks of choices monolithic.

There are certainly issues related to security. In this case, the provider

guaranteed the possibility of access, security, privacy, backup and anything else

required by the regulations in full agreement with the requirements of the monitor-

ing organisations. The choice of provider to ensure information security is crucial

(as well as using certifications that attest to the quality of the control process, such

as ISO).

4.3 Omega Tech

Omega Tech was founded in 2000. It is focused on two kinds of activities:

e-learning and technology services. Since 2006, the firm has been partnered with

the world’s largest open-source online training platform: modular object-oriented

dynamic learning environment (known as Moodle).

The fast expansion of the firm on the market has led, in a short amount of time, to

an exponential growth of its ICT needs—the existing structure was not suitable to

satisfy the increasing demand. For this reason, in 2011, Moodle’s managers began

investigating alternate technological solutions that would meet the firm’s needs

without overburdening it financially. The management was not new to

virtualisation experiences. For example, in 2010, they opted for several solutions

similar to cloud computing for their secondary functions (i.e. employees’ e-mail).

The success of this experience persuaded the management to move decisively to

cloud computing. The choice of an ideal model initially worried corporate leaders.

It was about the determination of the right trade-off between the need of privacy and the

security of information, that pushed us toward the private cloud and, on the other hand, the

need to reduce costs and benefit from economies of scale (public cloud).

Omega managers carried out a deeper analysis on the needs and the character-

istics that the ICT structure must have to satisfy all of the firm’s needs. Therefore,
the management opted to adopt a double solution: a public cloud solution for the

less relevant information (e-mail, website, etc.) and a private cloud solution for the

most sensitive data (internal data, development data, customer portfolios). This

solution saved money while providing a great deal of security for the most sensitive

information (that would have been stored in the private data centre). Once the

management knew what kind and level of service was needed, they moved to the

implementation phase:
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We use public cloud for more standard infrastructure, while we use private cloud for

specialised infrastructure. Cloud infrastructure have certainly helped us to get the desired

results.

There is a significant difference in the implementation time between the two

different services. Indeed, the service provider could activate the public cloud very

quickly, with several benefits in terms of optimisation of cost/performance. It gives

the possibility to scale vertically with ‘pay-as-you-go’ models. On the other hand,

the private cloud, which is based on specific applications, has a longer activation

time because it requires a set of tests. These tests are important in order to ensure

quality performance while maintaining an elastic structure, with the possibility of

scaling both vertically and horizontally. The difference, in terms of technical and

economic performance, was perceived immediately:

The business processes are improved immediately. With this type of infrastructure we were

able to simplify and automate a number of processes by increasing the value of the services

provided.

There are many differences between the models. Indeed, the advantages of the

private cloud include consolidation of services and the ability to create an ad hoc

infrastructure, while the advantages of the public cloud include a higher speed of

deployment and flexibility, which are reflected in customers’ proactivity, leading to
a greater overall availability of infrastructure for end users. The principal business

functions to migrate into the cloud were the ICT department, technical support and

the sales department. During this time, numerous other implementations that

transferred all business functions to the cloud have been performed:

Actually, the implementations are in constant evolution.

With specific reference to the economic benefits, the management stated that, in

the early stages of cloud computing adoption, the costs increased. Indeed, during

the implementation phase, the function was duplicated: they preferred to make the

new solution functional before deleting those already in use. In addition, some

business processes were reviewed and optimised with new multi-purpose software,

and the staff, first allocated in the ICT, was moved to other functions to increase

productivity.

In reality, our main intent was not to decrease investment but the ROI maximisation and the

improvement of the perceived services quality. At the moment the feedback about our

services exposed to the public through consolidation, optimisation and automation of

processes is positive.

These objectives have been largely achieved. Eliminating the old server has

reduced operating capital, while replacing electrical charges and maintenance with

the fees to be paid to the provider increased operating income; thus, there is an

improvement in the return on investment. Savings in ICT, without considering the

costs of replacing the servers, total about 25% annually. The savings would be

higher if the firm only used the public cloud. Finally, the administrators are

confident about questions of security.
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Although we were initially sceptical, we have not found security issues in our cloud

infrastructures.

5 Discussion

In this section, we discuss the results of our case studies in the light of the previous

literature based on our analysis of the case data via our framework. We discuss the

key drivers and ICT requirements, the decision-making process in terms of

expected advantages and disadvantages, the migration process and the post-

implementation effects. However, we should note that the three examined SMEs

operate only in Italy and that they have all existed for the same number of years.

This is relevant because in many cases, different life cycles of firms may have an

effect on their motivations for migration [28].

Referring to key drivers and ICT requirements, all three firms reported their need

to increase the dimensions of their ICT structures, reducing the related costs

(i.e. storage, maintenance, software, disaster recovery) and increasing flexibility.

In two of the cases, cloud computing was used to avoid new ICT investment (Alfa

Home, Beta Insurance). This is consistent with Amrbrust et al.’s [15] and Buyya

et al.’s [14] statement that this was firms’ main motivation to adopt cloud comput-

ing. These authors argued that this new technology could help firms to increase

flexibility and avoid new investments, providing the required level of service

without any empirical results. This allows firms to use expensive technologies at

affordable prices [12]. After a deep analysis of the firms’ ICT needs, all of the firms

identified cloud computing as the best solution. This technical analysis that the

management carried out was supported by a cost–benefit analysis of cloud com-

puting implementation.

Referring to the decision-making process, we discuss the expected advantages

and disadvantages separately. The expected advantages of the three firms included

cost savings (i.e. reduction of investment in software and hardware, employee

reduction), scalability, ease of use and flexibility. Despite the great number of

subjects interviewed, the expected advantages were the same independent of the

interviewees’ positions in the firm, their education level and their personal experi-

ences, which are the main variables that influence personal behaviour [76–78]. This

supports Buyya et al.’s [14], Armbroust et al.’s [15] and Sultan’s [16] claims, all of

whom only theoretically discuss the benefits of cloud computing adoption without

giving any empirical results. Further, these results are aligned with case studies

carried out by many authors [30–35, 79–81] that show the motivations towards

cloud computing adoption in different sectors (i.e. banking, oil and gas). Our results

show that Italian SMEs, who are not competitive in the international arena, pay

particular attention to cost savings.

The main expected disadvantages include the loss of governance of data, the loss

of sensitive information, increased control risks and all of the typical disadvantages

arising from outsourcing and shared technologies. All of these disadvantages
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support Weinhardt et al.’s [26], Chow et al.’s [49] and DaSilva et al.’s [54]

argument that cloud computing is not a tool for all firms and that its implementation

requires a strong level of control to avoid operational problems.

Despite this perceived disadvantage, the three firms chose different migration

processes. In two cases (Alfa Home, Beta Insurance), the migration process was

defined as having a high degree of complexity and was divided into different steps

to ensure a successful implementation, to avoid internal resistance to the change

and to avoid potential disadvantages, such as the loss of efficiency [28]. This

behaviour is compliant with many authors’ findings about secure cloud implemen-

tation [35, 44, 45]. What should be noted is that in the third case (Omega Tech),

there was full implementation. The company employees were well oriented to the

cloud computing implementation, and the management opted for a fast implemen-

tation process. The results of the study on this firm show that cloud computing can

be rapidly introduced without causing organisational problems if the company’s
employees are well inclined towards the new technologies.

With reference to the post-implementation effects, what should be noted is that

the three firms saw a strong reduction in their ICT investment (hardware and

software), completely outsourcing this function to the cloud. More specifically,

the SMEs had the following energy savings: 25% (Omega Tech) and 30% (Beta

Insurance). Also, two of the firms saw a reduction in their general ICT costs of

about 22% (Omega Tech) and 31% (Alfa Home). This is consistent with Velte

et al.’s [28], Hosseini et al.’s [29] and Sultan’s [16] findings of similar cost

reductions in other European countries and in different kinds of SMEs. Moreover,

all of the firms reassigned a portion of their ICT employees to other functions,

increasing productivity. For example, Beta Insurance, which needed to enlarge its

ICT service, achieved this goal without hiring new personnel. These results are

consistent with many other studies carried out by different authors in different

countries, highlighting that cloud computing, if implemented properly, can lead to

significant cost savings for Italian SMEs [36, 37] and banks [31, 38].

With reference to the post-implementation disadvantages, what should be noted

is that 6 months from the first implementation, there were no negative events. The

management’s fears (i.e. loss of control of data or data leakage) were completely

unfounded. All of the interviewees stated that the cloud computing structure was

safe and that they had not encountered any problems or disadvantages.

6 Conclusions

In this chapter, we addressed under-investigated issues by pursuing the following

two aims: (1) investigating the decision-making process of implementing cloud

computing by highlighting three Italian SMEs’ driver and ICT requirements and

(2) examining the implementation effects 6 months after the firms’ migration to

their new ICT systems.
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We found that each firm had specific drivers and ICT requirements, which

suggests that the implementation of cloud computing in SMEs must be done

carefully to avoid any issues. Moreover, the advantages arising post-

implementation confirm the expectations created by the management during the

decision-making process, while at least in the short term, no disadvantages arose.

More specifically, the firms needed ICT function reorganisation, cost savings and

increased flexibility. After a deep analysis of all of the possible ICT solutions, the

management identified cloud computing as the best option. Their analyses showed

that cloud computing can be a significantly cheaper alternative to purchasing and

maintaining a private system infrastructure. Also, this technology improves oper-

ating efficiency, reallocating ICT employees and reducing focus on ICT.

This chapter contributes to the existing literature by providing a clear observa-

tion of cloud computing adoption from the decision-making process to the final

economic advantage mensuration. We share the same view of many authors [30–

35] that cloud computing can be a great opportunity for firms.

This chapter also has practical implications. First, this study is useful for firms in

which managers are considering migrating to cloud computing. Thanks to this

paper, managers can identify the problems and key drivers to determine whether

cloud computing is a good solution for their company. Further, we show how firms

decide to implement cloud computing, highlighting the main expected advantages

and disadvantages that influenced their final decision. This fills a knowledge gap in

the existing literature.

The main limitation of this study is that the cost analysis only focused on system

infrastructure costs, so we cannot know the real cost savings or efficiency improve-

ment from reallocating the ICT employees. Also, there are many longer term costs

associated with cloud computing (i.e. costs arising from migration to another

provider) that we did not take into account. Our post-implementation analysis

was only short term. These aspects should be taken into account when analysing

the benefits of adoption only a long time after the end of the implementation

process.
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Legislation-Aware Cloud Computing:
An Overview

Beniamino Di Martino, Giuseppina Cretella, and Antonio Esposito

Abstract During the recent few years, Cloud Computing has gained a strategic

importance in the development of the ICT sector. Cloud Services have been

adopted by companies, public administrations, and private customers to store and

process data. As the requirements in terms of information reliability, accessibility,

and availability increase, so do the requirements related to confidentiality and

security of sensitive and classified data (e-mail, medical records, etc.). These are

therefore translated into legal requirements constraints. When data are used by a

Cloud application, security and confidentiality issues may arise due to the geo-

graphical distribution of the Cloud Providers’ data center. Indeed, it is a very

common practice for a Cloud Provider to have its registered office in a country,

while the several data centers it controls are located in different continents of the

world. This business strategy, clearly aimed at maximizing profit by reducing

expenses (especially in terms of taxes), is in contrast to the variegated national

laws, which may provide specific requirements and security measures for the

treatment of different kinds of data. This chapter presents an overview of the current

initiatives concerning the legislation awareness in Cloud Computing and reports the

main aspects to take into account to approach such a topic.

Keywords Cloud Computing • Law awareness • Law compliance

1 Introduction

Recently, Cloud Computing has gained relevant shares in the IT market and has

consequently imposed itself in all the industrial sectors which rely on information

technologies to effectively deliver their services. The massive use of Internet and

the widespread distribution of mobile devices, which provide a cheap and contin-

uous access to online resources to companies, professionals, public administrations,
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and consumers, have strongly contributed to the development and adoption of

Cloud Computing. Also, the volume of data exchanged has dramatically increased,

thus amplifying the issues connected to their management. Cloud Computing pro-

vides the means to build online service which guarantees access to scalable, always

available and transparent services and resources, without the need for customers to

own such resources or know their exact location. This is why in both legal-

economic and sociological literature, the concept of Access Culture [1] is used to

describe a situation in which it is not important to own a resource, but it is

fundamental to always be able to access it. Since such resources are offered by

third parties, it is necessary that providers guarantee the continuous availability and

reliability of their services. In order to enforce the respect of Service Level

Agreements (SLAs) and the safe and secure management of the data exchanged

between users and service providers, it is necessary to emanate efficient and

rigorous laws which regulate access to both services and data. In the last years,

particular attention has been devoted to standardization efforts, which aim at

defining shared formalisms for the description of Cloud Services [2, 3] and the

measurement of their performances. The indexes and parameters used to evaluate a

service’s performances have also to take into consideration their safety, security,

and privacy levels. However, maintaining the desired levels of protection of data

and privacy required by current legislation in a Cloud Computing infrastructure is a

serious challenge, as is meeting the restrictions on cross-border data transfer [4],

because of the geographically distributed nature of the Cloud.

The remainder of this chapter is organized as follows: Sect. 2 reports the main

issues in data sharing and privacy involved with Cloud Computing applications;

Sect. 3 describes projects and initiatives carried out to define standards for law

representation and tagging; Sect. 4 presents few hints on an ontology-based

approach which exploits semantics to ensure law alignment among Cloud Services;

Sect. 5 reports some conclusion regarding the current issues and some consideration

on possible future works.

2 Legislation Awareness and Data Privacy

As we have already stated in the introduction, with the steady diffusion of mobile

applications the volume of data processed has increased, and the urge to define

means to control and manage them has grown accordingly. When applications rely

on Cloud Computing Services, the need to provide a strong legislation to protect

customers’ data arises. As Cloud Services process users’ data on machines that the

users do not own or operate themselves, privacy issues often arise. Probably,

privacy represents the main concern users express on the adoption of Cloud

Computing, since many customers fear for the disclosure of private and sensitive

data. Unless technological mechanisms to allay users’ concerns are introduced, this
may prove fatal to many different types of Cloud Services. One typical scenario in

which Cloud users express most of their concerns regards the actual possibility for
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providers to use their data for purposes of which they may not be aware. For

instance, a Cloud Provider could use the data exchanged with the user for marketing

purposes, without asking for her consent. Therefore, there is an increasing aware-

ness for the need for design for privacy from both companies and governmental

organizations. While local laws for data management already exist, expressing

precise rules for the exchanging, treatment, and storage of sensitive data within

the national boundaries, there are still problems regarding their actual application.

As already stated before, the resources offered by Cloud can be provided by servers

which may be scattered throughout the world: so, it could be difficult to determine

the exact legislation to apply in each situation. Furthermore, if the data are migrated

from a data center to another, and such centers reside in different countries, then the

legislation could vary and data management should adapt accordingly. This is not

an easy task, since it requires a complete knowledge of the legislations of the

involved countries, and mechanisms to ensure compliance to such legislation each

time data leave a center to move elsewhere.

The privacy challenge for software engineers is to design Cloud Services in such

a way as to decrease privacy risk and to ensure legal compliance. Laws placing

geographical and other restrictions on the collection, processing, and transfer of

personally identifiable and sensitive information limit usage of Cloud Services as

currently designed. For example, a UK business storing data about individual

customers with the prominent Cloud Service Provider Salesforce.com could find

itself in breach of UK data protection law. Customers may be able to sue enterprises

if their privacy rights are violated, and in any case the enterprises may face damage

to their reputation. There have been a number of high-profile privacy breaches in

the news recently. It is also important to allay users’ fears about the usage of Cloud
Services. Concerns arise when it is not clear to individuals why their personal

information is requested or how it will be used or passed on to other parties: this

lack of control leads to suspicion and ultimately distrust. There are also security-

related concerns about whether the personal data in the cloud will be adequately

protected.

3 An Overview of Existing Initiatives and Frameworks

Several sectors are becoming interested in the adoption of Cloud Computing

technologies and some of them need to face with regulation compliance issues to

exploit the benefit of Cloud Computing because in spite of obvious benefits, the

issue of regulatory compliances by Cloud Computing can seriously impede its

utilization. In particular, the healthcare industry challenges are continuing to

grow in the areas of regularity compliance for protecting patient privacy. The

challenge looms large as the healthcare sector is under heavy pressure due to

regulatory compliance mainly for protecting the privacy of PHI (protected health

information). Godbole and Lamb in [5] discuss the adoption of cloud-based appli-

cation architectures in the healthcare sector and its implication. Khan and Bai in [6]
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propose an approach that enables Cloud Computing clients to verify health regula-

tory compliance claimed by Cloud Computing providers. In their approach, clients

of Cloud Computing could check automatically how the Cloud Provider meets the

regulatory compliance for their health records. The approach is based on three

processes: (1) mechanisms to represent health regulations in machine-processable

form; (2) collection of service-specific compliance-related real-time data from

cloud servers; and (3) automatic reasoning about the compliances between the

machine-processable regulations and the collected data from servers. However,

this approach lacks an automatic technique to collect and represent regulations in a

machine-processable form. This can be achieved by exploiting a plethora of

standards for law representation. In fact at European level, many initiatives have

been carried out to define standards for law representation and tagging:

• Metalex [7], which has also been used as an input for the CEN workshop on an

Open XML interchange format for legal and legislative resources, which offi-

cially started on July 7, 2006. The objective of the Workshop is to develop a

CEN Workshop Agreement (CWA) on an Open XML interchange format for

legal and legislative resources. Several European initiatives are currently col-

laborating to improve the MetaLex standard in order to retain compliance among

the different formats used throughout Europe. Among these, the most relevant

ones are represented by LexDania, CHLexML, NormeInRete, and Formex. The

MetaLex standard has been developed within the EPOWER project, with the

objective to introduce ICT technologies to support citizens and governments in

accessing and managing the growing volume of legal information produced by

national, international, European, and local authorities. The standard is based on

an XML-based formalism for the markup of legal documents, and it provides a

generic and easily extensible base for the complete representation of legal

documents and constraints. The current version of the standard, going under

the name of CEN MetaLex, can be considered as an interchange format between

other, more jurisdiction-specific XML standards. MetaLex is independent of the

specific juridical systems and of the languages in which the laws are expressed,

and it can be integrated with the XML schemas used by other frameworks,

operating at national and international levels. Together with the European

initiatives presented in Sect. 3, MetaLex also provides compliance with the

Akoma-Ntoso standard, which has been realized within the Strengthening
Parliaments’ Information Systems in Africa project.

• The SDU BWB [8] standard is an XML-based format used to encode the laws

currently stored in the Dutch Basiswettwenbestand (BWB) database. The

original standard was published by SDU and is currently maintained by the

Dutch government.

• LexDania [9] is a project initiated by the Danish Ministry of Science, Technol-

ogy and Innovation with the purpose of defining a standard for the creation and

interchange of legislative documentation. The project has developed a complex

structure for the definition of XML schemas: core elements and types have been

defined and organized in a multilayered architecture and are used as building
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blocks for the definition, creation, and maintenance of new documents types and

applications.

• CHLexML [10] is a Swiss standard, based on XML, for the representation of

legal texts, with particular attention to multilingual issues, which represent a hot

topic for the Swiss Confederation. The project, started in 1998 and directed by

the Coordination Office for the Electronic Publication of Legal Data Federal
Office of Justice (COPIUR), aimed at harmonizing federal, cantonal, and even

private sector legal documentation, by employing information technologies in

the legislative field to elaborate uniform norms and standards.

• The E-LAW [11] project, born in Austria, aims at a complete reform of legal

text production, which include documents like government bills, committee

reports, legal enactments of the Nationalrat, and decisions of the Bundesrat.
As in other initiatives, XML represents the foundation stone for the creation of a

uniform electronic production chain for legal documents. However, in the

E-LAW project XML represents only a storage and interchange format, while

more classical software and formats (like Word) are to be used during produc-

tion of the legal texts.

• The NormeInRete [12] project can be considered as a precursor for the defini-

tion of standards for tagging documents with legislation information. Also, the

project aimed at providing instruments to automate the tagging and guarantee

interoperability among public administrations adhering to the project.

The standard produced within the project consists in an XML schema which can

be used to represent and describe approved laws, thus enabling users to mark up

their documents and data with information relative to the applicable norms. The

project has been developed in three steps, which reflected the necessity to

uniform the semantics and nomenclature used in laws and to provide a

machine-readable standard for their representation. In particular, the three

steps can be resumed in:

– Issues of circulars for the standardization of names used to address legal

documents.

– Production of a standard, based on XML, for the digital representation of laws

and norms, in order to support the markup of documents and data.

– Design and implementation of a federated website, in which public adminis-

trations can add and retrieve law defined through the approved standard.

In order to ease the adoption of the NormeInRete standards, a set of tools for

editing and textual analysis able to adapt existing and new documents to these

standards and to provide specific functionality for drawing (drafting) the enact-

ment of legislation have been developed. XMLeges family tools have been

developed by ITTIG [13] (Institute of Legal Information Theory and Tech-

niques) in order to create a unique point of access to legal documents in a

distributed environment and a system of permanent links between legal mate-

rials, able to guide users toward the participating authorities websites. This

application suite for legal drafting includes:
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– xmLeges Linker that can be used to implement automatic legislative docu-

ment hyperlinking by identifying the regulatory references in a text and

describing them using the standard URN-NIR.

– xmLeges Marker that is able to convert a legislative text into a XML-NIR file.

Automatic detection and tagging of the documents formal structure provides

a fast and safe conversion of the text in a specific XML standard, simplifying

the burden of a manual conversion.

– xmLeges Classifier that is a tool for the automatic classification of legislative

text paragraphs into provision types (e.g., Duty, Permission, Sanction, Abro-

gation, etc.). It is able to implement the Provision Model provided by the

NormeInRete XML standard. It is implemented by a multiclass SVM

machine learning technique.

– xmLegesExtractor whose purpose is to select relevant text fragments

corresponding to specific semantic roles that are relevant for the different

types of provisions. xmLegesExtractor is realized as a suite of Natural

Language Processing tools for the automatic analysis of Italian texts, spe-

cialized to cope with the specific stylistic conventions of the legal parlance.

Finally, xmLeges Editor integrates all the previous modules into a visual tool. By

using this tool, it is possible to produce documents according to NIR DTD

(XMLSchema), URN, and Metadata legislative standards. The environment

has the aspect of a common text editor; it doesn’t require any technical knowl-

edge about standards, since it hides all the xml details to the final user. This

editor uses a set of grids to aid the user in drafting documents but is expressly

designed for the Italian languages; thus, it does not support other than Italian

language.

• Akoma-Ntoso [14] project aimed at providing concepts, formats, and tools for

the development of IT support to parliamentary activities for countries in

sub-Saharan Africa. The project Akoma-Ntoso started indeed from an interna-

tionalization and a complete reengineering of the XML of Normeinrete, which

represent its backbone.

The Akoma-Ntoso standard can be applied to the entire legislative chain, from

law proposal to the final approval of the legislative decree, also including the

reports of commissions, chambers, magistrates, and so on. Having a unique

pattern to follow in the entire proposal-approval chain allows users to efficiently

and effectively query a native XML database, in order to retrieve all information

available on a specific legislation: which parliamentary acts have altered a

certain regulation, when such changes have been enacted, and who has proposed

an amendment to a law and when.

Together with the development of a set of interconnected standards for the

machine-readable representation of laws and actors, the project also aims at

defining supporting languages and guidelines for their use, making it possible to

accurately describe, produce, store, and manage judicial, parliamentary, and

legislative documents.

The standard is based on the following elements:
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– A common model for the representation of documents, based on XML for the

definition of their structure and syntax.

– A shared model for the exchange of documents, based on the similarities

which characterize the different legislative processes, despite the influence of

languages and cultural and historical backgrounds. In particular, such a model

focuses on resolving issues like:

1. The creation of documents using a single shared tool, regardless of its

nature.

2. Provide a graphical representation of the document using again a unique

shared tool, always independent of nature, language, etc.

3. Guarantee accessibility to the documents, intended as the possibility to

navigate and explore them through references, in a fashion similar to text

hyperlinks.

– A shared scheme for data representation, which has to be explicitly supported

by the documents adhering to the standard.

– A shared scheme for the representation of references ontologies and metadata.

Metadata provide auxiliary information which enriches the documents, such as

the publication date, or the name the last modifier. However, in order to

correctly interpret them, ontologies are used to add semantics to the documents.

– A common scheme for quotations and cross-references: the entire set of

parliamentary, legislative, and judiciary documents can be seen as a network

in which each document is connected to another by means of expressions in

natural language. The adoption of a common convention for the names and

references, among common reference mechanisms, as proposed by Akoma

Ntoso, improves documents’ accessibility and navigability.

The Italian Senate, from 2013, has already begun to mark the bills in Akoma-

Ntoso, and tests are in course within the initiative OpenParlamento.

4 A Semantic-Based Approach

In the previous sections, we have briefly introduced some of the main attempts to

provide a homogeneous description of legislative documents and some initiatives

aimed to propose tools to automatically check the compliance of Cloud Services to

regulations. Apart from Akoma-Ntoso, which was born to support African govern-

ments, the described formalisms have been developed in European countries. Other

initiatives have been carried out worldwide: in the USA both the government [15]

and private organizations (Legal-RDF [16]) have contributed to define formalisms

for laws description; in Australia the government has financed the project EnAct
[17], which involves Tasmania, Canada, some federal states of the USA, and

New Zealand; in Japan several initiatives are being carried out by academia [18],

legal experts [19, 20], and government [21].
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Most of the cited approaches have a few elements in common:

• The use of XML for the definition of schemas to support some or all the activities

connected to the production, storage, and transmission of legal documents.

• The exploitation of semantic-web technologies (RDF, OWL) to enrich the

annotated documents and provide useful semantics.

Using XML and semantic-web technologies, it is indeed possible to develop a

methodology for the description of Cloud Services and their composition [22]: so,

we think it is feasible to leverage the existing frameworks and technologies to

annotate Cloud Services with legal information and support users in choosing the

ones satisfying their requirements.

Figure 1 reports a schematic representation of a possible framework architecture

which associates law definitions to Cloud Services’ representations. This schema

includes three semantic databases in which are stored three different kinds of

information:

• The Cloud Services Database will include information about the functionalities

and the service levels of the Cloud Providers offer, in particular, this database’s

Fig. 1 Schema of a possible framework for Cloud Service law awareness
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own information regarding the geographic areas in which the infrastructures

running them are located and the functionality offered in terms of security and

privacy by the services. This database will be obtained by processing existing

semantic Cloud Services representations and deriving from them the information

that is relevant to perform the compliance checking. Figure 2 provides a draft

ontology that includes a set of concepts that might be useful to formalize the

featureDataAnonymization

featureSystemAuthentication

featureStorageProtection

featureTransferProtection

featureDataLossProtection

ServiceFeatures

ServiceAttributes

ServiceLocations

ServiceTipologies

CloudServiceDescriptionThing is-a

is-a

is-a

is-a

is-a

is-a

is-a

is-a

is-a

is-a

is-a

is-a

is-a

is-a

is-a

is-a

is-a

is-a

is-a

is-a

is-a

is-a

is-a

is-a

featureCombinableWith

featureDataAutoSerub

attributeUrl

attributeMainSLA

attributeIcon

attributeUserSelectable

attributeName

attributeDescription

attributeProvider

locationCountryCode

tipologyInterface

tipologyCompute

tipologyDatabase

tipologyStorage

Fig. 2 Tentative Cloud ontology for law awareness
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service description. These concepts include the service location, service features

such as data anonymization, data loss protection, transfer protection, and so on.

• The Laws and Regulations Database will include the formalization in logical

predicates of the law prescriptions. This information will be obtained by

processing the representation of regulations performed by existing standards

such as the ones reported in Sect. 3.

• The Application Requirements Database will include a processable representa-
tion of the application requirements in terms of kind of data the application

handles and kind of treatment that will be performed on the data.

The law and regulations database contains all the annotated law and supplies

inferences rules to the engine that running these rules on the assertions that

represent the description of the Cloud Service is able to determine if the service

is compliant with the law of interest. In particular, the engine takes into account the

more appropriate regulations and laws by discerning based on the information

provided by the application requirements.

5 Conclusion

Cloud Computing represents a revolution in Information Technology (IT) that

offers various benefits to computing users. However, Cloud Computing usage is

generally associated with security and compliance issues such as laws, regulations,

data privacy, data protection, and contractual agreements. While most of the Cloud

Providers can guarantee some measurable nonfunctional performance metrics, e.g.,

service availability or throughput, there is a lack of adequate mechanisms for

guaranteeing that the provider is compliant with the actual legislation in terms of

security, trust, and privacy. This lack represents an obstacle for moving most

business relevant applications into the Cloud.

The approach proposed in [6] is valid, but it is limited to the healthcare field. The

approach should be extended to all areas (such as juridical, statistical, etc.) and

should allow the user to define the requirements of his/her application, for instance

by specifying whether the application is related to legal data, medical data, or

sensitive data. Moreover, given the plethora of existing frameworks developed for

law representation and tagging, it would be worthwhile to investigate how and if it’s
possible to extract useful information from these representations to perform auto-

matic checking of law compliance.

Acknowledgments This research has been supported by the European Community’s Seventh

Framework Programme (FP7/2007–2013) under grant agreement n 256910 (mOSAIC Project), by

PRIST 2009, Fruizione assistita e context aware di siti archeologici complessi mediante dispositivi

mobili, and CoSSMic (Collaborating Smart Solar-powered Micro-grids—FP7-SMARTCITIES-

2013).

86 B. Di Martino et al.



References

1. Valtysson, B. (2010). Access culture: Web 2.0 and cultural participation. International Journal
of Cultural Policy, 16(2), 200–214.

2. Oasis topology and orchestration specification for cloud applications (tosca) tc. https://www.

oasis-open.org/committees/tc_home.php?wg_abbrev¼tosca

3. Davis, D., & Pilz, G. (2012). Cloud infrastructure management interface (cimi) model and rest

interface over http.

4. Pearson, S. (2009). Taking account of privacy when designing cloud computing services. In

Proceedings of the 2009 ICSE Workshop on Software Engineering Challenges of Cloud
Computing (pp. 44–52). IEEE Computer Society.

5. Godbole, N. S., & Lamb, J. (2013). The triple challenge for the healthcare industry: Sustain-
ability, privacy, and cloud-centric regulatory compliance. 10th International Conference and

Expo on Emerging Technologies for a Smarter World (CEWIT 2013), pp. 1–6, IEEE.

6. Khan, K. M., & Bai, Y. (2013). Automatic verification of health regulatory compliance in
cloud computing. 2013 I.E. 15th International Conference on e-Health Networking, Applica-

tions & Services (Healthcom), pp. 719–721, IEEE.

7. Boer, A., Winkels, R., & Vitali, F. (2008). Metalex xml and the legal knowledge interchange
format. Berlin: Springer.

8. World encyclopedia of law—sdu-bwb. http://lawin.org/sdu-bwb/

9. Tucker, H. (2004). Lex dania-white paper. A system of XML schemas for Danish legislative
documentation.

10. Association e-justice.ch—chlexml. http://www.svri.ch/de/CHLexML.html

11. Schefbeck, P. A. E. (2006). The e-law project in Austria.
12. Francesconi, E. (2006). Norme in rete project: Standards and tools for italian legislation.

International Journal of Legal Information, 34, 358.
13. Institute of legal information theory and techniques. www.ittig.cnr.it/

14. Vitali, F., & Zeni, F. (2007). Towards a country-independent data format: The akoma ntoso

experience. In Proceedings of the V legislative XML workshop (pp. 67–86). Florence, Italy:

European Press Academic Publishing.

15. Gullickson, K. (2008). Drafting legislation using xml in the us house of representatives. World

e-Parliament Conference, pp. 25–26.

16. McClure, J. (2006). Legal-rdf vocabularies, requirements & design rationale. In Proceedings
of the V Legislative XML Workshop (pp. 149–159).

17. Arnold-Moore, T., Clemes, J., & Tadd, M. (2000). Connected to the law: Tasmanian legisla-

tion using enact. Journal of Information, Law and Technology, 1, 00–1.
18. Ogawa, Y., Inagaki, S., & Toyama, K. (2008). Automatic consolidation of Japanese statutes

based on formalization of amendment sentences. In Y. Ogawa, S. Inagaki, & K. Toyama

(Eds.), New frontiers in artificial intelligence (pp. 363–376). Berlin: Springer.
19. Maeda, M. (2003). Workbook hosei shitsumu (Rev. ed.). Gyosei, Tokyo.

20. Ogawa, Y., Yamada, M., Kato, R., & Toyama, K. (2011). Design and compilation of syntac-

tically tagged corpus of Japanese statutory sentences. In Y. Ogawa, M. Yamada, R. Kato, &

K. Toyama (Eds.), New frontiers in artificial intelligence (pp. 141–152). Berlin: Springer.
21. Ministry of internal affairs and communications, horei data teikyo system. http://law.e-gov.go.

jp/cgi-bin/idxsearch.cgi

22. Di Martino, B., Esposito, A., & Cretella, G. (2015). Semantic representation of cloud patterns

and services with automated reasoning to support cloud application portability. IEEE Trans-
actions on Cloud Computing, PP(99), 1–1.

Legislation-Aware Cloud Computing: An Overview 87

https://www.oasis-open.org/committees/tc_home.php?wg_abbrev=tosca
https://www.oasis-open.org/committees/tc_home.php?wg_abbrev=tosca
https://www.oasis-open.org/committees/tc_home.php?wg_abbrev=tosca
http://lawin.org/sdu-bwb/
http://www.svri.ch/de/CHLexML.html
http://www.ittig.cnr.it/
http://law.e-gov.go.jp/cgi-bin/idxsearch.cgi
http://law.e-gov.go.jp/cgi-bin/idxsearch.cgi


The Impact of Cloud Infrastructure

on Business Value: A Qualitative Analysis
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Abstract The interpretation of organizations like dynamic entities imposes some

fundamental challenges for today’s managers. Firms have not derived value simply

by linking IT to their business processes: they have learned how to benefit from IT

by developing a competency in creating and evolving an IT architecture, able to

identify and implement the organization’s strategic objectives. Cloud computing

represents a possible answer to companies’ needs of flexibility, giving them the

chance to implement new services more quickly than the past and without expen-

sive capital investments. The aim of this work is to analyze the impact of cloud

(in short, from now on the term “Cloud” will be used as “Cloud Computing”) on

value creation opportunities for companies that decide to migrate their IT infra-

structure toward the on-demandmodel. The assumption that similar choices, from a

technological point of view, can imply various value expectations has been attested

through the cross-analysis of two companies that both chose public cloud, but

starting from deeply different motivations.
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1 Introduction

Cloud computing can be defined as a set of technologies, typically in the shape of a

service offered to a client by a provider, which enable to store, to file away, and to

process data items, thanks to the use of hardware and software resources, distrib-

uted and shared online.1 The vision of computing as a service focuses on the linkage

between business processes and IT services so that the first can be seamlessly

automated using the second; service computing has led to the development of

software for millions to consume, rather than to run on their individual computers

[1]. To deliver this vision, many computing paradigms have been proposed over the

last few years,2 but cloud represents an extension of them wherein the capabilities

of business applications are exposed as sophisticated services that can be accessed

over a network.

The study of cloud can be particularly interesting not only for its

multidisciplinary character, determined by the involvement of different disciplines

in data collection, data processing, and data storage operations, and for the use of

Information and Communication Technologies (ICT) [2], but also for its

transversality toward different organizational research themes, typical features of

studies about information systems’ organization. Many researchers focused their

attention on this phenomenon, considering its potential to transform large parts of

the IT industry [2, 3], and identifying its most relevant features such as the

prevalence of economic variables [4] and of organizational implications and

goals [5, 6] over purely technological aspects. But very few works have concretely

analyzed what potentialities can emerge from the combination of the global avail-

ability of cloud infrastructure at a low cost and companies’ capability to create

business value [7]. When cloud is conceived as a public service, it can be

interpreted as a virtual space where the infrastructure is provisioned for an open

use by the general public, resources are shared, and dynamically allocated,

according to customers’ real needs and basing on a usage model focused on “pay

as you grow.”

Hence, it’s reasonable to think that cloud could be used to optimize, transform,

and create companies’ value chain, basing on its capability to improve the follow-

ing aspects:

– Cost flexibility, because cloud services can help an organization reduce fixed IT

costs (software licenses, servers, and networking equipment) by enabling a shift

from capital expenses (capex) to operational expenses (opex);

– Business scalability, since cloud enables a company to benefit from economies

of scale by allowing for rapid provisioning of resources without scale

limitations;

1http://www.nist.gov/
2Here are some paradigms promising to deliver IT as a service: web, data center, service-oriented

architecture, grid computing, P2P computing, market-oriented computing.
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– Market adaptability, because cloud in turn facilitates rapid innovation and helps
speed time to market by enabling businesses to rapidly adjust processes, prod-

ucts, and services to meet changing needs.

Moreover, in order to evaluate the maturity and the adoption of technologies and

applications, and to understand how they are potentially relevant to solving real

business problems and exploiting new opportunities, the Hype Cyclemodel is often

used.3

Actually cloud is still interpreted as a phase of the commodization process of IT

investments,4 but really this technology is looking for a specific identity over the

ICT market and could represent a strategic evolution step in the use of the Internet.

In the light of previous considerations, this work is aimed to analyze if cloud

services can have a positive impact not only on companies’ IT costs but also over

their capability to improve business value through innovation. To answer this

question, it’s been assumed that the adoption of similar cloud services can be

influenced by multiple motivations, leading implementation projects to have dif-

ferent degrees of strategic impact.

The assumption has been tested through a qualitative cross-analysis of two

companies that both implemented a cloud infrastructure. The analysis has regarded

the projects’ phases and characteristics (assessment of actual criticalities, provider

selection, role of the IT management), and the improvements expected/already

perceived from the new context, leading to find some analogies but also substantial

differences in companies’ behavior.

2 Research Project Description

Analyzed companies:

1. Multinational of the fashion sector (company A)

2. Consortium for the Waste of Electric and Electronic Equipment—WEEE dis-

posal (company B)

Research methodology: qualitative cross-analysis through direct interviews [8]

Period: June–October 2014
Interviewed person:

3Basing on this model, each hype cycle drills down into the five key phases of a technology’s life
cycle: the evolution starts from a breakthrough moment (Technology Trigger), goes through a

period of extreme excitement (Peak of Inflated Expectations), then of disillusionment (Trough of
Disillusionment), and can finally arrive to a true understanding of the technology’s applicability,
risks, and benefits (Slope of Enlightenment), before the rapid growth phase of adoption begins

(Plateau of Productivity). Cfr.: http://www.gartner.com/
4According to Gartner, in 2014 cloud was at the end of the third phase (Trough of Disillusionment).
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– Global IT Coordinator (company A)

– IT manager (company B)

Goals:

– What are the main differences between analyzed companies about strategy,

organization, and IT architecture.

– What are the reasons underlying the migration of the IT infrastructure to cloud.

– How cloud projects were structured and realized.

– What is the projects’ strategic impact.

2.1 Analyzed Companies

Company A is a multinational of the fashion sector structured in the following

business units: (1) BU Italy, which covers Italy market and is also the operative

headquarter; (2) BU International Business, which manages commercial relations

with distributors in 100 countries worldwide; (3) BU France, which covers France

and Benelux markets; (4) BU Deutschland, which covers Germany and Austria

markets; and (5) BU North America, which covers USA market and was founded in

2012 as a start-up.

The IT management of the group is composed of local IT manager (except for

BU North America) and, at a central level, of a Global IT Coordinator who is

responsible for the company’s IT investments and for the monitoring of BU

behavior about the use of IT. Strategy and cultural values are deeply oriented to

internationalization, and the main goal is to develop the brand worldwide but

respecting local markets’ peculiarities through excellent industrial design, special-

ized know-how, and a global strategic approach.

The technical architecture is managed at local level and coordinated at central

level, and each BU is provided with the following applications:

– ERP, which supports financial and distribution operations and is locally

deployed at BU level;

– PLM, which supports the processes underlying the collections’ design and the

product development and is implemented at central level;

– BI, whcih supports the processes underlying the corporate reporting and is

implemented at both central and BU levels;

– Local enterprise applications, integrated with the ERP and managed at local

level (sales force automation, retail, and B2B).

In 2012, the incorporation of BU North America as a start-up required a way to

rationalize the IT investment for the new reality. Management decided to provide

the BU with the same set of applications of others, but externalizing the IT

infrastructure and deciding at first for an outsourcing solution. However, after a

careful evaluation of the main international provider over the market, in January

2014 the infrastructure of the North America area migrated to a public cloud. As of
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now, assessment of actual criticalities has been done for all other BUs, in order to

migrate the whole infrastructure of the group.

Company B is a consortium for the WEEE disposal that operates on the Italian

market and is composed of appliances, consumer electronics, and computer equip-

ment producers. The main activities involve (1) the recall from some certified

collection points, (2) the transportation to selected treatment plants, and (3) the

recycling and the retrieval of materials.

A WEEE Coordination Centre is responsible for the control of all national

consortium, in order to assure high service levels, to correct behaviors, and to

protect municipalities that decide to equip collection points for their citizens. In the

last few years, a substantial decrease of disposal requirements has characterized the

WEEE market, implying a need for major flexibility in the consortium production

processes. Efficiency and business continuity are therefore the main critical success

factors to respect national regulations and manage irregular workloads at the

same time.

The IT manager is responsible for the technical architecture, which is provided

with a production system, an ERP system, and a service for market information

collection. Up to 2010, the IT infrastructure has been managed in hosting with some

problems related to server maintenance, power availability, and long provisioning

time. For these matters, IT direction decided to migrate the whole infrastructure to a

public cloud.

2.2 Projects’ Analysis

A clear comprehension of how a company IT services can be similar to available

cloud services and the ability to implement cloud in the most coherent way allow us

to reduce risks related to migration projects and so to obtain a major value from

investments. Cloud implementation requires a wide-ranging strategy and new

responsibilities for the IT management, in order to realize a structured governance

system and to assure alignment between the cloud and the company’s strategy.

From a technical point of view, since the IT management could lose control and

vision over the IT architecture it is necessary to develop the capacity to orchestrate

internal and external services and to evaluate the trade-off between the costs and

benefits of the migration. Another important aspect of public cloud projects is data

sharing outside the company limits so that management have to know all controls

and security policies of provider’s offering.
In the light of previous consideration, cloud projects have been analyzed con-

sidering the following aspects: (a) strategic goals and resources assessment,
(b) provider selection, and (c) impact on IT costs.

(a) Strategic goals and resources assessment
The great availability of cloud services and the large number of provider on the

cloud market imply the necessity to consider carefully a cloud migration. IT
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management should create integration between IT investments and business.

For this matter, it is important to structure migration projects starting from an

assessment of actual resources, to analyze criticalities and needs, and to under-

stand what kind of benefits cloud could generate.

In this section, interviews have been structured as follows:

– What are the main motivations for the migration to cloud?

– How this passage can support strategic goals?

– Who has/have the responsibility to decide for IT investments?

– Was the assessment of pre-cloud situation a formalized process?

– Has the assessment required external competencies?

– What criticalities/opportunities of improvement arose from the assessment?

– How cloud can solve criticalities and support opportunities?

(b) Provider selection
Before implementing cloud services, companies should evaluate the amount

and typology of the data they want to externalize. This kind of analysis is

important to understand not only the project’s feasibility but also the economic

and organizational consequences of an eventual loss of data. The Italian Data
Protection Authority5 suggests companies to test providers’ reliability consid-

ering the following aspects: (1) references and guarantees offered to preserve

the confidentiality and security of data; (2) measures adopted to assure business

continuity; (3) quality of services and degree of responsibility if problems

occur; (4) location, in order to understand if there is a normative gap; and

(5) characteristics of the contractual terms.

In this section, interviews have been structured as follows:

– What are the main assessment benchmark used to evaluate providers?

– How the reliability of selected provider was tested?

– Does the selected provider give information about the location of externalized

data?

– Are the contractual terms clear and comprehensible?

(c) Impact on IT costs
In the last few years, companies’ continuous expansion to meet business goals

has in some cases led to a congestion of their data center. Under this perspec-

tive, cloud represents a solution for a more “ecological” way to manage data

center, giving companies the possibility to (1) take advantage of shared and

dynamic infrastructures; (2) reduce the number of servers in-house; (3) autom-

atize a lot of maintenance activities; and (4) cut maintenance, license,

upgrading, storage, security, and energy costs.

In this section, interviews have been structured as follows:

– What are the cost elements to consider in the migration project?

5http://www.garanteprivacy.it
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– How can pre-cloud and cloud costs be compared?

– What kinds of cost benefits have already been obtained and what are

expected?

– Could the cost benefits have a strategic impact?

3 Results of the Analysis

3.1 Strategic Goals and Resources Assessment

In the case of company A, strategy is oriented to develop the brand worldwide and

to improve the international development but respecting local markets’ peculiari-
ties. Moreover, the introduction of the Global IT Coordinator has allowed to better

promote organizational changes besides all the BUs and to assure alignment

between IT choices and business goals for all the reference markets.

Cloud migration started in 2014 for the BU North America in order to provide it

with a flexible and scalable infrastructure. The success of this project led the IT

management to evaluate the same choice for all the other BUs. In this case, the main

purpose was an improvement in flexibility and efficiency of the actual infrastructure

at economic conditions, to free resources for the following more strategic IT

investments: (a) the strengthening of the Business Intelligence system, to increase

the value of available data; (b) the development of a new Product Lifecycle

Management and 3D system, to reduce time to market; and (c) the introduction of

new Global Supply Chain functionalities, to increase customer satisfaction and to

reduce the working capital at the same time.

Assessment has been realized in different sessions. For the BU North America,

the preliminary analysis was focused on a comparison between all the possible

options (on premise, cloud, and hosting) to understand strength and weaknesses of

each of them. For the European BU, the analysis was based on a double perspective

and regarded:

1. The actual application portfolio, to evaluate what are the most critical applica-

tions that have a direct impact on the company’s business;
2. The system catalogue, to discover infrastructural problems of single BU and to

make a general evaluation of the whole company’s IT infrastructure.

The results of this last analysis were then shared with local IT departments, in

order to define a general plan of action and to compare strengths and weaknesses of

the possible options (upgrading of actual infrastructure or migration to cloud). Both

for BU North America and for European BU, the assessment and the implementa-

tion plans have been structured in a standardized way and followed by a cloud

broker, which previously was the company’s IT consultant.

In the case of company B, strategy is oriented to manage the WEEE in an

excellent and efficient way, because performances are controlled and monitored

The Impact of Cloud Infrastructure on Business Value: A Qualitative Analysis 95



by the Coordination Center, but they are also strictly related to the workloads trend.

In this context, it is necessary to dispose of a solid and secure IT infrastructure, able

to assure business continuity and to avoid penalties. Moreover, the same infrastruc-

ture must be scalable because workloads could exceed production capacity. The

passage to a cloud infrastructure was determined by previous considerations and

also by some problems related to server maintenance, power availability, and

provisioning time for additional resources. In fact, when compared with the

upgrading of existing infrastructure in hosting cloud represents the only solution

able to assure a rapid scalability. The assessment process was not formalized and

did not involve external competencies, but it was very useful to understand the most

important criticalities of the pre-cloud situation. Cloud migration required a col-

laboration between the company’s IT management and an external system integra-

tor, but only in the last phases of the process (Fig. 1).

Hence, the analysis realized for the area strategic goals and resources assess-
ment has allowed to make the following considerations:

– Motivations at the base of cloud adoption are firstly economic.

– When strategy is more oriented to market development, the passage to cloud

could represent an input for innovation, leaving to the IT management major

resources for applications’ strategic improvement.

– Complex organization requires a structured assessment process, supported by

external specialists.

Fig. 1 Strategic goals and resources assessment: a comparison of results
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– Complex projects require a greater involvement of the cloud broker since the

assessment activities, to assure a major alignment between IT systems and

business.

3.2 Provider Selection

In order to accomplish to the Italian Data Protection Authority guidelines, compa-

nies decided to focus on international players, although they had different motiva-

tions and goals. For company A, the choice was imposed by the desire to improve

corporate reputation worldwide, while company B related the success of provider to

its capacity to assure a high degree of business continuity.

Anyway, in both cases the selection was deeply influenced by what the most

important consulting companies said about the major cloud player on the market

and it was realized considering strengths and weaknesses of two different offerings:

(1) Amazon, for its positioning as a leader, and (2) Microsoft, for its development

and worldwide recognized capabilities.

In the case of company A, the analysis was realized with the support of the

external specialist, leading to the following considerations:

– Although Amazon Web Services enjoy a high reputation on the cloud market,

they are too much standardized and not subject to discounts or special prices.

– Windows Azure is a quite recent solution, but, if compared with Amazon, it

presents a greater economic flexibility and a major interoperability with existing

applications.

In the case of company B, the analysis was realized independently by the IT

manager, leading to the following considerations:

– The Amazon Web Services are numerous, growing (giving the possibility to

improve economies of scale for all users), and characterized by high degrees of

scalability and transparency;

– Windows Azure is quite recent and has a scarce experience in the management

of those clients whose main needs are related to a rapid scalability.

Fig. 2 shows how in general providers can be evaluated based on three funda-

mental aspects: (1) contractual characteristics, to understand if it possible to obtain
discounts or special prices; (2) development and innovation degree, as an index of

acquired experience; and (3) reputation over international markets, as a measure of

reliability and potential development.

Basing on the above said considerations, company A decided to migrate the IT

infrastructure to the cloud of Microsoft, for its reputation and for the consequent

possibility to better support the strategic value of the project. Instead, company B

chose the cloud of Amazon, privileging so the provider with a major experience in

the infrastructural field.
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Hence, it is possible to say that the companies characterized by a global vision,

whose strategy is mainly oriented to technological innovation and to the enforce-

ment of the brand, tend to select provider for their international reputation, in order

to legitimate organizational changes also for external stakeholders. Instead, com-

panies whose strategy is more oriented to internal efficiency tend to select provider

with a pure and standardized infrastructural offering.

3.3 Impact on IT Costs

In the case of company A, the economic evaluation started from the BU North

America through a perspective comparison between on-premise and externalized

solutions. Although the necessity to consider at the first year some capex related to

the implementation of the set of applications, cloud remained however the most

convenient solution.

The analysis for the European BU has been realized comparing the costs of

infrastructural options for to-be situation (new on-premise or cloud) with those of

as-is situation (old on premise). Only for cloud option, it was necessary to introduce

at the first year some capex related to the migration of existing applications on the

new virtualized infrastructure. Moreover, in the BU Italy it was decided to consider

a hybrid cloud, in order to exploit a quite recent internal infrastructure for the

Production Data Management system. This is the only case of minor convenience

for cloud (but only for the first year because of the migration costs).

In the case of company B, evaluation was done comparing costs related to the

upgrading of existing infrastructure in hosting, as noticed in the assessment phase,

Fig. 2 Provider selection: a

comparison of results
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with those of the passage in cloud. Also in this case, and only for cloud, it was

necessary to consider some migration costs.

The analysis shows how, for both companies, cloud represents in general the

most convenient solution among considered options (Fig. 3).

The saving ranks around:

– 55% in the case IT infrastructure is directly realized in cloud, as for the BU

North America, giving the advantage to cut capex and free resources for future

business expansions through a rapid provisioning;

– 46% (on average) in the case of a migration, with the possibility to dispose of

major resources for a future strategic development of applications (company A)

or for infrastructural expansions (company B).

4 Consideration About the Value of Cloud and Conclusions

Although today cloud is recognized as one of the most important technologies, a

few companies use it to implement new business models and improve their capa-

bility to create innovation. A careful analysis of companies’ value propositions and
value chains at the same time is necessary to make a judgment about the impact of

cloud projects on business value.

Enterprises can apply cloud to generate additional revenue streams by enhanc-
ing, extending, or inventing new customer value propositions. And cloud can be

used to improve, transform, and create new organization and industry value chains

(Fig. 4).

Fig. 3 Impact on IT costs: a comparison of results
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With regard to value proposition:

– As for company B, organizations can use cloud to improve current products and

services to retain current and attract new customers, garnering incremental

revenue (enhance).
– As for company A, cloud can support the creation of new products and services

or the use of new channels to attract existing or adjacent customer segments to

generate significant new revenues (extend);
– Companies can use cloud to create a new “need” and own a new market,

attracting new customer segments and generating entirely new revenue streams

(invent).

With regard to value chain:

– For both the analyzed companies, cloud adoption can help an organization

maintain its place in an existing value chain through increased efficiency and

an improved ability to partner, source, and collaborate (improve).
– By assisting in developing new operating capabilities, cloud can help a company

change its role within its industry (as for the international expansion of company

A) or enter a different industry (transform).
– Organizations can use cloud to build a new industry value chain or disinterme-

diate an existing one, radically changing industry economics (create)

In conclusion, it is possible to say that similar projects, under a technical point of

view, can lead companies to use cloud to incrementally enhance their customer

value proposition while improving organizational efficiency or to significantly

extend customer value propositions, resulting in new revenue streams. The rapid

scalability of economic resources allows companies to focus on their business

rather than on the supporting IT infrastructure. And this is true: more companies

operate in a competitive environment and have market-oriented strategies, as this

work has confirmed even if for only two cases.

Fig. 4 The changing level

of cloud (IBM realized this

model basing on the classic

Venkatraman model about

the changing level of Ict.)
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Security SLAs for Cloud Services: Hadoop

Case Study

Massimo Ficco and Massimiliano Rak

Abstract Cloud paradigm is currently one of the most remunerative segments of

Information Technology. It has gained the interest of a very large number of

corporates and organizations. However, despite the promising features, security is

the major concern for businesses that want to shift their services to the cloud. On the

other hand, business critical systems must be certified against a set of security

controls to be compliant to security standards, as well as to mitigate potential

security incidents. Therefore, cloud service providers must employ adequate secu-

rity measures that conform to security controls expected by the information systems

they host; moreover, they should be able to grant the correct application of such

controls to their customers. Security service level agreements (SLAs) are a way to

face such issues, through the definition of contracts among cloud service providers

and customers that clearly state the security grants applied to the offered cloud

services. This chapter illustrates a case study that describes how it is possible to

implement such security SLAs on a concrete cloud service, which offers Apache

Hadoop services over public cloud providers. The chapter outlines how to write and

assess security SLAs on such services.

Keywords Cloud security • Service level agreement • Security controls

1 Introduction

Cloud computing is nowadays a largely adopted technology for providing any kind

of services. Its success is due to the on-demand self-service, which enables user to

acquire cloud service and resources according to a pay-by-use business model. In

general, cloud service providers (CSPs) offer guarantees in terms of service avail-

ability and performance during a time period of hours and days. The provisioning

contracts regulate the cost that customers have to pay for provided services and
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resources. On the other hand, due to their openness to the Internet, cloud services

are prone to cyber attacks, which aim at violating security and privacy of the

targeted enterprise systems. Several works proposed in the literature present models

and mechanisms for monitoring and assuring service privacy and security guaran-

tees in the cloud computing context [1, 2]. In particular, several works explore

SLAs for security and analyze security metrics in new paradigms like cloud

computing [3, 4]. By incorporating security parameters in the SLA could improve

the quality of the service being offered. This objective has profound implications in

the security solution to be implemented and delivered. Moreover, it the last years,

many security standards and requirement frameworks have been developed in order

to address risks to enterprise systems and critical data. On the other hand, most of

these efforts are essentially exercises in reporting on compliance and defining

security program resources to face evolving attacks that must be addressed.

The security controls are guidelines to identify and prioritize security actions,

which are effective against cyber threats, with a strong emphasis on “what works,”

i.e., tools, processes, architectures, and services that have been used and demon-

strated real-world effectiveness. However, the available standards leave the process

of security controls selection to the organizations. Moreover, the type of security

controls to be applied depend on the asset to be protected and are identified on the

basis of a risk analysis, which provides a set of significant risks and data to assist in

the treatment of these risks.

In this chapter, we propose a method for security controls selection for a cloud-

based service. In particular, we consider an Apache Hadoop service as case study.

Apache Hadoop is an open-source software framework for distributed storage and

distributed processing of very large datasets on cloud. We preset model to manage

the SLA life cycle, which can be used to cover the semantic gap among CSC

security requirements and security controls offered by CSPs, as well as adopted to

compare the services offered by different CSPs. Moreover, we perform an asset

evaluation to determine the most critical security controls to be implemented to

protect the provided cloud service.

The rest of the chapter is organized as follows: Sect. 2 introduces the system

model, as well as the definition of the problem we are focusing on. Section 3

presents the related work in the field of security controls applications. Section 4

introduces the adopted security SLA model, whereas Sect. 5 describes the risk

assessment model to be used by the cloud customers. Section 6 illustrates the

proposed approach on the Hadoop case study. Section 7 presents a short summary

and future work.

2 Problem Definition

Cloud computing paradigm involves many use cases (see [5] for an overview), each

of them implying different types of security issues and different ways of involving

security and SLAs. Existing standards [6–8] offer a clear classification of the main
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concepts associated with cloud computing and of the roles that parties may assume

in cloud scenarios.

In this chapter, we assume the common scenario, in which a cloud customer

(CSC) wants to know the security grants offered by a public CSP, such as Amazon,

in order to decide whether to acquire cloud resources, which will be used to provide

a service (in our case study a Hadoop service) to its end users. Figure 1 depicts the

scenario we are focusing on.

Therefore, this study focuses on the typical security issues related to the services

offered by the CSP to the CSC: How can the CSC rely on CSP services? How
reliable is the offering? In order to well outline the issues, few considerations are

useful: the CSC is not a big cloud service provider, whose reliability is (ideally)

granted by its dimension and relevance in the market. The CSC is a cloud service

reseller that focuses on a specialized market with well-identified needs, differently

from big CSPs, like Amazon, which has no interest in offering services customized
for a specific audience. The CSC, on the other hand, has the need to evaluate the

security risks associated with the usage of the cloud service, especially in case of

management of critical data. In such a context, he needs detailed information about

the security offered by the CSP, which often is not granted by big CSPs. Thus, we

focus on the adoption of security SLAs as a way: (1) to allow CSC to be able to

make a concrete risk assessment of adoption of cloud services and (2) to enable

CSCs to add value to their services in a well-defined market niche. In order to obtain

such a result, we propose that the CSP offers a security SLA able to represent, in a

transparent manner, the security grants offered by the cloud provided to its CSCs.

Moreover, we propose simple risk model that enables the CSC to compare the

security SLA offered by the CSP in order to evaluate the cloud service that best fits

his security needs.

Fig. 1 The system model
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3 Related Work

The main problem in adopting security controls is the lack of a clear representation

in the cloud computing context, which makes it difficult to connect organizational

certification efforts to the services offered by CSPs. In this direction [9] proposes a

compliance vocabulary, which creates a set of security SLA terms that are derived

from security controls in governance documents, including the NISTSP800-53 [2],

the Common Criteria Part 2 [3], the DISA Secure Application Security Technical

Implementation Guide (STIG), and the Cloud Security Alliance Cloud Control

Matrix (CCM) [10]. Existing services would rely on the compliance vocabulary

to represent the controls it must satisfy and embed the corresponding terms in its

SLA. In [11], authors propose a methodology to evaluate the information security

controls. They rank the controls quantitatively in accordance with given criteria.

Peláez [12] describes how to measure the effectiveness of security controls. In

particular, a qualitative risk assessment method is adopted. It assigns a huge amount

of metrics to each security control in order to measure its quality.

4 Security SLAs and Security Controls

The main goal of security SLAs is to represent the security level offered by the

cloud service in a clear way, in order to cover the gap between the CSC, which

focuses on his own requirements, and the CSP, which focuses on the security

mechanisms he is able to implement [2].

In order to characterize the security in a service, Lindskog [13] defines four

dimensions, including type of protection service (e.g., confidentiality), protection

level (e.g., number of assets that must be encrypted), adaptiveness (i.e., the ability

of a service to change protection levels at run-time), and protection level specifi-

cation (i.e., the security policy). Bernsmed et al. [14] develop a framework that

supports the security SLA management in federated clouds. In this work, we adopt

the security model proposed in the SPECS project [15]. Such an SLA model is

founded on an SLA life cycle, based on all the up-to-date standards, which includes

five main phases: negotiation, implementation, monitoring, and remediation.

In order to cover the semantic gap among CSCs and CSPs, the SPECS SLAmodel

adopts the concept of security controls. Security controls can be physical, technical,

or administrative [16]. Each category of controls can be further classified by using

either preventive or detective approaches. Preventive controls attempt to avoid the

occurrence of unwanted events. They inhibit the use of unauthorized computing

resources. Detective controls attempt to identify unwanted events after they have

occurred. Examples of detective controls include audit trails, intrusion detection

methods, and checksums. Other types of controls are usually described as deterrent,

corrective, and recovery, which do not belong to either preventive or detective

categories. Deterrent controls are used to discourage malicious users from
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intentionally violating information security policies or procedures. These are usually

constraints that make it difficult to perform unauthorized activities or influence a

potential intruder to not violate security. Corrective controls remedy the circum-

stances that allowed the unauthorized activity. They could result in changes to

existing physical, technical, and administrative controls. Recovery controls restore

lost computing resources or capabilities caused by a security violation. Deterrent,

corrective, and recovery controls are considered to be special cases within the major

categories of physical, technical, and administrative controls. For example, deter-

rence is a form of prevention because it induces dissuasive effect to the intruder.

Corrective controls can be assimilated to technical controls, when antivirus removes a

malware, or with administrative controls, when backup procedures enable restoring

critical data. Finally, recovery controls can be considered as administrative controls

when they implement disaster recovery and contingency plans.

The SPECS SLA model reports, for each service covered by SLA, the security

controls that the CSP offers on top of it, as represented in Fig. 2. The model assumes

that security is expressed in terms of (1) cloud resources, i.e., the description of the

resources obtained by the cloud customer, (2) security capabilities, i.e., set of

security controls granted on the cloud resources, (3) security metrics, which are

the measurable (and externally verifiable) part of the security offered on the cloud

service, and (4) service level objectives (SLOs), expressed as thresholds on security

metrics, which represent the concrete grants offered to CSCs. Such model is built in

order to be perfectly compatible with the WS-Agreement standard, and SPECS

offers a WSAG extension to represent the model in a machine readable format.

According to the above model, CSP can build up a security SLA associated with

its own service. In particular, the SLA implementation requires:

• A description of the cloud service

• The identification of the implemented security controls

• The identification of the security metrics that can be granted

• The formalization of the security SLA

The inclusion of the security controls in the SLA favors a comparison of offered

service and shifts some certification burden to the CSP-based contractual SLA

terms. Finally, on the basis of a risk assessment, the CSC can choose which CSP

best meets their strict compliance requirements.

5 Security Risk Assessment

As presented in [17], a security model has to be considered three interconnected

dimensions: asset is anything that has value to the organization; threat can inflict

damage to assets of an organization; and security control is a management, oper-

ational, or technical mechanism, which allows defining assets against threats. It is

clear that the main property of an asset is its importance for the organization.
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Therefore, in order to identify which CSP offers the service that best meets his

requirements, an analysis of potential risks for the asset should be performed by the

CSC. In particular, a risk evaluation matrix should be implemented. As Table 1

shows, the matrix represents the likelihood and consequences of each threat, which

are used to compute the risk values.

Then, for each identified threat should be verified which kinds of security

controls are offered by the considered CSPs. Such security controls represent

mitigation means for the analyzed threat. Thus, on the basis of the level of risk

the CSC accepts for the asset, it is necessary to select the CSP.

Definitely, providing security control compliance services can be economically

advantageous for CSPs to attract CSCs with strict compliance requirements. There-

fore, for each category of CSC, CSPs should choose the security controls to be

implemented on the basis of CSC needs, considering also the costs (in terms of

money), difficulty of implementation, and time consumption of maintenance that

the CSC should waste to implement on its own the same security controls. This

analysis would allow identifying the more appropriate security mechanisms to be

implemented in comparison to their cost and the level of risk the CSC accepts.

Additional security mechanisms can be contracted with the CSC in the

security SLA.

6 Security Control Assessment

According to the proposed approach, in order to identify the security level to be

offered to CSCs through an SLA, a CSP has to determine which, and how many,

controls have to be implemented to protect the hosted service. In the context of this

work, we assume that the only applied security controls are those implemented by a

basic Hadoop cluster. We adopted NIST SP 800-53r4 guidelines to determine the

implemented security controls. According to the NIST structure, the security

controls are organized into 18 families, such as access control, security assessment

Table 1 Evaluation matrix with risks likelihood and consequences

Insignificant Minor Moderate Major Catastrophic

Rare Acceptable Acceptable Acceptable Acceptable To be

evaluated

Unlikely Acceptable Acceptable Acceptable To be

evaluated

To be

evaluated

Possible Acceptable Acceptable To be

evaluated

To be

evaluated

To be

evaluated

Likely Acceptable To be

evaluated

To be

evaluated

To be

evaluated

To be

evaluated

Certain To be

evaluated

To be

evaluated

To be

evaluated

To be

evaluated

To be

evaluated
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and authorization, personnel security, identification and authentication, system and

communications protection, incident response, system and information integrity,

etc. Each family contains a set of security controls related to the general security

topic of the family. They can involve aspects of supervision, policy, oversight,

manual processes, actions by individuals, and mechanisms. Tables 2, 3, and 4 list

tree security control families and some related security controls applied to the

considered case study. For each security control is described the name, a description

of the control, how to apply it, and if it is already implemented by the Hadoop

cluster. For example, as reported in Table 3, Hadoop does not support any security

control to protect against Denial of Service (DoS) attacks [18–20], which could

Table 2 Access controls for Apache Hadoop cluster

Name Control How

Access Con-

trol Policy

and

Procedures

The organization develops and

documents:

(1) An access control policy that

addresses purpose, scope, roles,

responsibilities, management

commitment, coordination among

organizational entities, and com-

pliance; and

(2) Procedures to facilitate the

implementation of the access con-

trol policy and associated access

controls

The purpose of introducing a pol-

icy of access control is to increase

the security with respect to exter-

nal attacks, to ensure the function-

ality and integrity of our system

The roles within the system are

admin and users. The access con-

trol is assigned to the admin

Yes

Account

Management

The organization:

(a) Identifies and selects the types

of information system accounts;

assigns account managers for sys-

tem accounts; establishes condi-

tions for group and role

membership

(b) Assigns managers for informa-

tion system accounts

(c) Establishes conditions for

group and role membership

(d) Monitors the use of information

system accounts

The types of accounts available in

the system are admin who creates

and manages accounts and users

who are all users who use the sys-

tem

The account manager is an admin

account Ubuntu

All the users belong to the group

user, which will have limited

Hadoop permissions

Monitor access to the cluster via

the log files auth.log content in

var/log/ and the performed opera-

tions through the Hadoop log files

No

Access

Enforcement

The system enforces approved

authorizations for logical access to

information and system resources

in accordance with applicable

access control policies

Only via SSH Yes

Unsuccessful

Login

Attempts

The system enforces a limit of

consecutive invalid login attempts

by an user during a defined time

period

Login takes place without the use

of a password, with no limit on

failed attempts

No

110 M. Ficco and M. Rak



exhaust cloud resources used to run the CSC’s services, whereas in Table 1 it is

shown that the Hadoop framework provides mechanisms to manage the access

control policies. Therefore, on the basis of hypothetical security requirements of the

market niche to be covered, the CSP has to assess which controls have already been

implemented by the hosted service, as well as identify which should be added to

Table 3 System and communications protection for Apache Hadoop cluster

Name Control How

Denial of Ser-

vice Protection

The system protects against or

limits the effects of Denial of Ser-

vice, by employing some protec-

tion mechanism.

Using Secure Copy for the initial

handshake will have problems of

denial of service because an

attacker could send a lot of files

and then to consume system

resources; No protection mecha-

nism is provided.

No

Cryptographic

Protection

The information system imple-

ments cryptography policies in

accordance with applicable federal

laws, directives, policies, regula-

tions, and standards.

There is no encryption on the data

stored on the distributed file sys-

tem. The only encryption in the

system is the encryption key that

can be RSA or DSA.

No

Table 4 System and information integrity controls for Apache Hadoop cluster

Name Control How

System and Infor-

mation Integrity

Policy and

Procedures

The organization:

(a) Defines system and informa-

tion integrity policies;

(b) Defines procedures to facili-

tate the implementation of the

identified policies.

To recover data from a damaged

Data Node, a client implements

a checksum on the file HDFS,

which compute a checksum for

each Tile and stores it in a sep-

arate hidden file. When a client

retrieves file, it verifies that the

data received from each Data

Node match the checksum. Oth-

erwise, the client can choose to

retrieve that block from another

Data Node that has a replica of

that block.

Yes

Malicious Code

Protection

The organization:

(a) Employs malicious code

protection mechanisms at infor-

mation system entry and exit

points to detect and eradicate

malicious code;

(b) Addresses the receipt of false

positives during malicious code

detection, and the resulting

potential impact on the avail-

ability of the system.

The system does not provide

mechanisms to protect from

malicious code if not one

already present on the Linux

below.

No
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satisfy CSC’s security requirements. Then, for each identified control, it has to

define the possible metrics to evaluate the control, as well as provide the assessment

tool for supporting the CSC audit (monitoring). For example, in order to protect

against the DoS attacks, CSP could deploy a prevention mechanism, such as

mOSAIC-IDS [21], SNORT [22], and OSSEC [23], which are intrusion detection

system to detect anomalous activities against the Hadoop cluster [24, 25]. Security

metrics used to perform measurements of the correct delivery of the security

capability during system operation could be “false_positives,” “true_positives,”
“detection_latency,” etc.

However, the process of security control assessment has to take into account the

changes to the system and its operating environment, or the changes outside CSP

direct control, which may introduce new security vulnerabilities, and may require a

new assessment of some or all security controls. Moreover, new security controls

could be added in order to cover possible new market niches.

7 Conclusions

Security is a key issue that inhibits many businesses and government organizations

from moving to the cloud. For an organization to have cloud-based services with

certification guarantees means increased service efficiency and reputation.

In this chapter, we propose an approach to perform the security assessment of the

cloud services offered by CSPs. The results of this assessment are used in deter-

mining the overall security offered to the CSC, identifying residual vulnerabilities

in the system, providing credible and meaningful inputs to the cloud security

administrators, as well as enabling little CSPs to add value to their services in a

well-defined market niche, by using security SLA able to describe the security

offered on top of their services. On the basis of an accurate risk assessment of

required cloud services, a CSC can compare the security SLAs offered by different

CSPs in order to evaluate the cloud service that best fits his security requirements.
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Exploring Sentiment on Financial Market

Through Social Media Stream Analysis

Francesco Bellini and Nicola Fiore

Abstract The aim of this chapter is to present the prototype developed in the

TrendMiner project in the financial domain. TrendMiner is a Research & Devel-

opment project co-funded by the European Commission under the 7th Framework

Programme contract nr. FP7-ICT-287863. We developed a web-based prototype

summarising the media stream in terms of its likely impact on a selected financial

asset from economic and political-economic perspectives. The platform is able to

gather the events occurring along the social media timeline and to build a tailored

visualisation/summarisation of these data with price movements of a given stock or

index. The results of the prototype have been evaluated and summarised in this

chapter, and three examples are used as proof of concepts for validating the

prototype outcomes against the known market behaviours and the existing litera-

ture. The TrendMiner financial use case prototype shows its ability to play as

another decision support tool besides the consolidated market forecast techniques

such as technical and fundamental analysis.

Keywords Finance • News • Tweets • Social media • Stock • Markets • Sentiment •

Corporate

1 Introduction

One of the most important research streams in finance is to understand the deter-

minants of stock market dynamics. According to the theory of efficient financial

markets [1], stock prices accurately reflect the whole public information available

at all times. Hence, the stock prices adjust according to the new information almost

instantaneously, so no extra returns can be achieved by trading on that. Fama and

other later authors then asserted that the stock price moves at the time of informa-

tion release and neither before nor after is possible to have extra returns.
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Subsequent studies suggest that the content of the news could influence the way

people behave. Some of these works [2–4] have shown that positive and negative

emotions affect in a different way individual cognition and behaviour, since “bad”

news have more impact than “good” ones and bad information is processed more

thoroughly than good. According to Tetlock et al. [5, 6], the fraction of negative

words in firm-specific news stories forecasts low firm earnings, and firms’ stock
prices underreact to the information embedded in negative words. The findings

suggested that linguistic media content captures otherwise hard-to-quantify aspects

of firms’ fundamentals, which investors quickly incorporate in stock prices.

Schumaker and Chen [7] show that adding textual features of news can improve

the forecasting accuracy of a stock prediction system.

Compared to the traditional press, Internet is a communication channel that

broadcasts news much faster and enables the exchange of information at approxi-

mately zero cost. Bagnoli, Beneish and Watts [8] find that whisper forecasts

(unofficial forecasts of earnings per share that circulate among traders and inves-

tors) are, on average, more accurate than First Call forecasts and constitute better

proxies for market expectations of earnings than the First Call forecasts. Recent

studies [9, 10] have been further concentrated in web search data showing that

search volumes of stock names reveal investor attention and interest, and high

search volumes thus predict higher stock prices in the short term and price reversals

in the long term.

Social media feeds are becoming an important source of data to extract streams

of information that could influence the investor behaviour. In the past 5 years, new

contributions have shown that the information extracted from social network such

as LiveJournal [11], Facebook [12] and Twitter [13] may be correlated with stock

indices like the Dow Jones Industrial Average and further used to predict stock

market fluctuations. This can be achieved through mood indicators resulting from

the analysis of text supplied by social media and expressed in a time series format.

This chapter summarises the achievements of the TrendMiner project in the

context of its financial use case (the other one was on politics) that actually started

from the recognition of these early attempts. In order to contribute to this specific

research field, the TrendMiner financial use case aimed at investigating any link or

relationship between financial market and investors’ sentiment derived from text

mining. As a proof of concept, three different examples are analysed which are

discussed in the following paragraphs.

2 TrendMiner Architecture and Components

TrendMiner provides a platform for cross-lingual text mining and summarisation of

large-scale stream media. The platform was developed through an interdisciplinary

approach, combining deep linguistic methods from text processing, knowledge-

based reasoning from web science, machine learning, economics/finance and polit-

ical science.
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The platform covers all the phases of the social media stream processing life

cycle: large-scale data collection, multilingual information extraction and entity

linking, sentiment extraction, trend detection and summarization and visualisation

(Fig. 1).

The high-level representation of the architecture identifies the major functional

blocks of the system covering all the phases of the social media data processing

chain: data collection, deployment of different analysis and transformations and

summarisation and visualisation.

The data collection is supported by two complementary components that are

responsible for monitoring different social media sources. The processing services

are classified into two groups depending on their usage in the processing life cycle.

The first group performs the resources pre-processing (metadata extraction) regard-

less of any context of usage, namely entities detection, language identification and

geo-location detection. The results produced by these components are stored in the

data repository and serve as a base for subsequent data searching and browsing. The

second group of services computes collective analytical information based on user-

defined context and resources selection. Finally, a presentation layer service pro-

vides an abstraction over the actual data prior to its presentation to the financial (and

also political) analyst (end user).

Fig. 1 TrendMiner platform
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3 Processing of Information in the Financial Domain

The process for analysing information within the financial domain considers the

following phases:

• Data Collection

• Computation of polarity, annotation and sentiment

• User interface and examples of market investigations

3.1 Data Collection

Data collection was implemented with reference to the information coming from

Twitter accounts, news and financial markets. The activities described in the

following paragraphs have been carried out in order to isolate a consistent number

of meaningful resources needed for the use case implementation.

Tweets Selection and Collection In the first stage of TrendMiner, we drove the

tweets collection through specific keywords. The keywords were manually

extracted from news that generated “rumours” during an observed period. Key-

words allow to build a detailed sample of tweets that isolates the comments on

observed companies, persons and products.

In the final version, we reversed the approach: instead of collecting the tweets

that match certain keywords, we collect all the tweets originated from selected

financial sources, and in the second stage we carry out the search for specific

keywords. In this way, we do not restrict the collection only to the topics related

to some rumours, but we collect whatever is generating interest in the financial

domain and we build a dataset to be further investigated afterwards.

The identification of sources has been a time-consuming task and was carried out

by following the approach below:

• Worldwide search on Twitter accounts accessed by people who share ideas on

investments and global economy;

• Identification, within each account, of a list of users focused on specific issues of

economics and finance. A preference was given for the Twitters acquisition. Our

search was aimed to expand as much as possible the number of users who share

investment ideas, and for this objective we visited each account individually;

• In the financial domain, English is the language primarily accessed worldwide,

so the majority of the selected lists use this language. However, some lists in

German and in Italian language were selected too.

By using the above-described approach, more than 3000 users were identified;

more than 2000 of these are individual users and about 1000 are users operating

within news providers. We started to collect the Tweets selected as above since

118 F. Bellini and N. Fiore



October 2013 and we synchronised our collection with the data warehouse of the

TrendMiner platform. The dataset is now around 3 GB with more than 2.5 million

of tweets representing a good starting point for our investigations. A key point for

future development will be its maintenance and improvement.

In order to perform the collection of Tweets, we used the APIs provided by

Twitter that allows to search within the timeline according to the keywords pro-

vided. A python routine was implemented by using these APIs. The routine creates

the connection, performs the authentication and runs the search on the Twitter

timeline. The routine was scheduled twice a day for the same period of collection

described. During this period, the keyword list has been daily refined according to

the trending topics in order to refine the selection of Tweets that will concur to the

sentiment definition.

News Collection and Analysis The news documents are collected from selected

sources that are supposed to provide “price-sensitive” news. The information has

been crawled according to the sources identified by the financial research team and

to a specific crawling strategy.

Financial Instruments Data Collection In order to combine sentiment and mar-

ket prices, we have designed and implemented a structure to collect market data

with the following features:

• Sentiment can be correlated not only with equity prices but also with currencies,

bonds, common funds, exchange trade funds (ETF), etc. This means that the data

structure shall allow the detection of each kind of prices that we generalised

through the Financial Instrument (FI) concept. In this way, we can access prices

and volumes (if any) of any type of market data.

• The structure is flexible in terms of time period and allows to investigate the

links between sentiment and market data on monthly, weekly, daily and infra-

daily basis.

The prototype focuses only on stock prices and stock indices gathered daily;

however, more refined investigations could be conducted in the future.

3.2 Computation of Polarity, Annotation and Sentiment

The following step is the evaluation of entity polarity [14, 15] using the sentiment

data for a specific single day. The polarity is the sentiment associated with the entity

referring to the keywords list and can be positive, very positive, negative and very

negative. We give a score to each word depending on the category of polarity it

belongs to and increase/decrease the polarity strength when a word is preceded by a

modifier, i.e.: not good¼�1; good¼ +1; very good¼ +2. For this purpose we

developed a tool that reads shorts notices associated with actual values of compa-

nies listed at the MIB (stock exchange in Milano) and, using a heuristic combining
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repeated word in the context of an increase or a decrease of the values, we generated

an opinionated lexicon for the Italian language (in the financial domain). This

lexicon has been merged with a “classical” computational lexicon of Italian, and

it was being manually checked against longer texts, also in different domains.

On the polarity data, we also consulted the list of words deemed to be positive or

negative, as they are defined in the subjectivity lexicon of Loughran and McDonald

Financial Sentiment Dictionaries [16]. This is for the English text, but we also

provided for Italian translation. We are currently implementing a sentence level

polarity computation for Italian newspapers and porting the strategy to Tweets.

The output of the collection is a list of json arrays containing the Tweets. This

format is processed in a pipeline approach by a series of language processing tools

(Gorrell et al. [17], Preotiuc et al. [18]) to provide tokenisation, language detection,

annotation and sentiment analysis. The processed data are then aggregated over a

time period (Samangooei et al. [19]) to produce features suitable for describing

movements in a time series, e.g. word frequencies or aggregate sentiment relating to

a given person, party or company.

4 User Interface and Examples of Market Investigations

The TrendMiner user interface allows to show time-based sentiment and activity on

a particular topic of interest and compares them visually with the time series of a

financial instrument (price, index, etc.). Since the user interface has been designed

at a prototype level and permits only to show few changes in sentiment over time,

we can display daily values for max 1 month. If we go over a longer period, then we

have to deal with weekly readings. In addition, the interface in the research

programme has been designed and implemented to be unique for all the TrendMiner

use cases that cope with finance, politics and health. For this reason, it does not

include sophisticated features and quantitative tools specific for the financial

domain. It allows to investigate financial markets and investor sentiment at the

“explorative” level, but this permits in any case to get very interesting results. The

following figures show how the user interface works according to the available

components (Fig. 2).

4.1 Social-Economy

As a first example, we choose to investigate a social-economy situation creating a

specific track in the system (with the parameters shown in Fig. 3) to which

corresponds the entity distribution shown in Fig. 4.

As a first result, we can see that entities like Draghi, Yellen, growth, Europe and

USA are more mentioned than topics like jobless, unemployment, deflation and

recovery. We see also that Draghi and Yellen are mentioned when they approach
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their periodic speech, and, apart from these events, the interest of the financial

community is less evident. Instead, the topic growth is evident over all the observed

period, and this applies to the topic Europe that is more evident than USA.

We also tried more topics like austerity, claims, households and others, but their

influence is low if compared with the above terms, and we experienced that lower

activities have low impact over the sentiment readings. This first screening is

important in order to establish which terms should be monitored over the time

(they could be the topics with more weight on the sentiment changes) and which

terms should be discarded instead.

Fig. 2 Cockpit for track management

Fig. 3 Track set-up

Exploring Sentiment on Financial Market Through Social Media Stream Analysis 121



The sentiment is then reported in Fig. 5. Here the average value is 0.24; an

increasing trend is observed in the first period with a peak in the middle of

September. After that the sentiment drops. A possible interpretation of this pattern

could be an increasing expectation from Draghi and Yellen speeches of

mid-September and a decreasing interest after this event. The FTSE100 time series

(Fig. 6) seems to be in line with the sentiment.

The following figures show how the user interface works according to the

available components. The cockpits in Figs. 7 and 8 show how a query is built

according to topics, data source, locations, language and time period.

4.2 Initial Public Offering (IPO)

As a second example, we investigated the IPO of Alibaba Group that took place on

19th September 2014. The entities chart of Fig. 9 shows a high interest around the

IPO date. We compared Alibaba vs some peers, in order to see if some discontinuity

happens in the period. As can be seen, when the listing is over all the peers seem to

have the same mood (as it is logic), and this is an important result in terms of

reliability of our dataset.

The sentiment chart (Fig. 10) shows an average value of 0.47 that is higher than

the average of the social-economy case. On the other hand, the trend seems the

opposite to the one of the stock price, meaning that sentiment roughly increases

when stock price decreases.

The stock price (Fig. 11) decreases immediately after the listing date and

increases at the end of the observed period. During the days close to the listing

date, activities are driven by Alibaba’s topic while the sentiment strongly decreases

Fig. 4 Number of entities for each topic
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the day after the listing. This behaviour may be expected as the attention of

investors typically drops right after an important event (Simon [20]).

4.3 New Product Announcement

As a third example we analysed the Apple stocks around the date of the iPhone

6 announcement. The topics have been chosen by selecting the terms most related

to this stock (Fig. 12). It shows the weights of each entity during the selected period

and that iPhone 6 is the one most relevant. Figures 13 and 14 show sentiment,

activity and stock price.

Fig. 5 Sentiment pattern

Fig. 6 Topics activity and FTSE100 time series
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The chart of activity combined with the stock price shows a peak in the activity

around the 8th September 2014. This corresponds, on one hand to a negative change

in sentiment, while on the other hand to a positive reverse in the stock price. This is

an interesting configuration to be examined in order to decide for a long position on

the stock. The same also happens from the third to the fourth week, even if the peaks

and the increase of stock price are less evident.

This trend can be explained by the fact that the iPhone 6 announcement was seen

by the market as the most significant driver of the stock price for a long time. A

reduction of the sentiment at the same time of the peak in activity is considered by

some traders/investors as an acceptable behaviour. This may happen (Simon [20])

because a greater amount of information is exchanged among the actors when a new

product (the iPhone 6) is expected to drive the future stock price. In general, during

this phase, expectation and activity increase around the new factor and decrease

Fig. 7 Co-occurrence of entities
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when more details are known and the decision investment has been taken. Another

theory, which leads to the same conclusion, considers the investor sentiment as a

contrarian indicator (Thorp [21]) that foresees a bullish market when the sentiment

reaches low values and vice versa.

Of course, this is not a unique strategy for a long position in the stock. Strategies

for short positions could be also detected. As a result, the trader/investor can base

his strategy not only considering the market price but also with the information

provided by the text mining.

Fig. 8 Topics, word cloud and source indications

Fig. 9 Alibaba entity distribution
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5 Conclusions and Future Developments

From the three examples analysed, we can draw the following considerations.

Sentiment can be considered as an additional source of information to drive

investment decisions. This can be used together with the consolidated tools of

technical analysis. However, at this stage quantitative approaches for the compu-

tation of the sentiment are still missing. It is not yet clear whether the absolute value

of a sentiment can be associated with a bullish or to a bearish market. Contrarian

strategy is one of the most used in the market and helps to discover situations in

which extremely bullish or extremely bearish configurations happen in order to

decide to go long or short in investment. Actually, these configurations are

Fig. 10 Alibaba sentiment pattern

Fig. 11 Alibaba activity and stock exchange price
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investigated through mathematical and statistical tools, but a second source value

coming from moods and opinions could be of great influence.

Of course, either the visual links or the quantitative readings will lead in any case

to subjective valuations for investments, because the decision of which amount the

sentiment must change in order to shift from a bullish configuration to a bearish one

is very subjective. This stresses the concept that a decision support system is the

most valuable aid for investment choices.

Given these considerations, our examples of market investigations assess some

important points:

• The validity of underlying dataset. All the examples, although not similar in the

content, have found feedback and compliance in the system. This means that this

dataset must be maintained and improved.

Fig. 12 Number of entity mentions in a period

Fig. 13 Sentiment of the track
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• Some topics must be identified and observed during the time. This helps to find

out average values and quantitative changes in sentiment. These topics must be

started and investigated on financial instruments with a consistent “volume” of

moods around them, which are primarily the most important indices, and

secondly the stocks with high volume exchanged.

• An investigation must be done about the forecasting power of the sentiment

when quantitative values will arise. In our examples, we used daily prices but we

need to investigate if the sentiment indicator would be more appropriate to

forecast weekly or infra-day market values or if long daily time series are

necessary to analyse the next infra-day behaviour.
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The Integration of Management Control

Systems Through Digital Platforms: A Case

Study

Katia Corsi, Daniela Mancini, and Giuseppina Piscitelli

Abstract This study investigates the contribution of digital platforms to manage-

ment control systems. They are hardware/software solutions able to connect people

in a “social” and safe environment and to provide tools useful to create, organise,

search and share documents, information, ideas, calendars and so on. Several

studies have investigated the organisational implications of such platforms, but

prior studies have provided little attention to their implications on management

control systems (MCSs). In order to conduct the study, we examined the case of an

Italian subsidiary of a European group, working in bathroom ceramic sector. We

describe the introduction of a digital platform to support communication flows

inside the organisation, and we illustrate how this platform has become more

important as a device to support management control processes. The implementa-

tion of the digital platform affects each components of management control system

and contributes to increase the level of integration among those components. The

paper aims to contribute both to academia, filling the gap in studies regarding the

relationship between MCSs and ICTs, and to practitioners, highlighting how a

digital platform could be implemented to support management control processes.

Keywords Management control systems • Digital platforms • Information

sharing • Integration • Microsoft SharePoint

1 Introduction

Companies are constantly involved in searching new forms of activities’ coordina-
tion in order to improve the levels of efficiency and effectiveness of operational

processes, to guide operations towards objectives and to align employees’ activities

K. Corsi (*)

University of Sassari, Sassari, Italy

e-mail: Kcorsi@uniss.it

D. Mancini • G. Piscitelli

Parthenope University of Naples, Naples, Italy

e-mail: daniela.mancini@uniparthenope.it; pina.piscitelli@uniparthenope.it

© Springer International Publishing AG 2017

K. Corsi et al. (eds.), Reshaping Accounting and Management Control Systems,
Lecture Notes in Information Systems and Organisation 20,

DOI 10.1007/978-3-319-49538-5_9

131

mailto:Kcorsi@uniss.it
mailto:daniela.mancini@uniparthenope.it
mailto:pina.piscitelli@uniparthenope.it


to organisation’s goals. Management control systems are a set of controls and

organisational mechanisms that companies use to realise that alignment [1].

Information and communication technologies (ICTs) offer useful solutions to

improve coordination of activities and processes. In the last decades, the spread of

the Internet and the development of ICT have provided new digital solutions useful

to share ideas, information and documents, to manage complex projects and to find

people and their personal details [2–7]. In general terms, these platforms can be

defined as “shared, unbounded, heterogeneous, open, and evolving socio-technical

systems comprising an installed base of diverse information technology capabilities

and their user, operations, and design communities” ([8]: 748).

Digital platforms are “generative” technological tools that typically include the

following components:

1. A tool to share contents, with other employees, across the organisation

2. A tool to organise information and document sharing, activities and communi-

cation flows among people and teams

3. A tool to search information and people

4. A tool to analyse data from multiple sources, visualising them in a graphic way

It is known that ICTs do not produce any relevant effect on value creation if it is

considered as an isolating system [9]: what is important is the way in which ICTs

interact with other systems as information system, activity systems and human

resource management, etc. [10]. From an organisational point of view, studies

highlight that ICT adoption can generate a better coordination among offices, a

more efficient sharing of information and a greater increase of productivity [11, 12].

In this field of research, studies regarding digital platforms are essentially

focused on organisational issues [2, 5–7, 13–15], while little investigation is upon

their implementation for control’s aims and their implications on management

control systems (MCSs).

In this research, we explore the effects of digital platforms on MCSs in order to

highlight if and how they help companies to better organise their MCSs package.

Through the literature review and the analysis of a case study, we intend to highlight:

1. If a digital platform, primarily implemented to improve information sharing

among organisational units, is also useful to support MCS

2. How a digital platform affects each component of MCSs:

(a) Organisational control, in terms of a wider and timelier sharing of values and

culture

(b) Administrative control and information procedures, in terms of their

reconfiguration, transparency and compliance

(c) Cybernetic control, in terms of enhancing behaviour alignment, integration

of models, activities and tools

3. How a digital platform affects the MCS as a whole, especially in terms of

coordination and integration of its components

132 K. Corsi et al.



Our study contributes to the existing literature on the relationship between ICT

and MCS in two ways. First, it expands the studies on the use of ICT by providing

evidence on the use of digital platforms. Second, it expands the studies on MCS by

considering a recent technological tool usually employed for information sharing.

The research, finally, contributes to enrich the theoretical debate about the rela-

tionship between MCSs and ICTs and to highlight new capabilities of digital

platform. From the empirical point of view, the paper describes a possible applica-

tion of a digital platform in support of management control, with a specific focus on

the integration of control system mechanisms and components.

The paper is structured as follows: in the second section, we review the literature

concerning the implications of ICT adoption on MCS and the digital platform

potentialities; in the third section, the research methodology is presented, while in

the fourth section, the case study is described and commented; in the last section,

we discuss the main findings, highlighting the limits of the research and suggesting

further directions for future research.

2 Literature Review

MCSs include a number of devices (accounting models, hardware/software devices,

organisational structure, policies and decision support systems) that companies use

to align employees’ behaviour to organisation’s goals and strategies [1, 16–18],

influencing the employees’ behaviours and measuring corporate performance

[19–21]. These systems are usually studied, analysing separately the following

aspects: strategic control, relational control, organisational control, management

control, risk control, internal control system over financial reporting and compli-

ance control [22–27]. Other studies assert that the MCSs come from the systematic

coordination of several mechanisms [1, 26]:

• Cultural control systems based on value, beliefs and social norms (organisational

or clan control)

• Cybernetic controls that act on results through the definition of objectives, their

measurement and the distribution of reward and compensation (management

control)

• Administrative control systems that include control mechanisms able to monitor

employee behaviour defining governance rules, organisational structure and

policies and procedures [28]

• Compliance control systems that include a mix of mechanisms able to assure

transparency and compliance with law, regulation and internal standards.

The academic debate on the relationship between MCSs and ICTs highlights the

existence of a bidirectional link [29], which means that the implementation of an ICT

tool may affect MCSs, stimulating changes in their components and, conversely,

MCS assets and characteristics may influence ICT’s implementation and use.

Usually scholars analyse separately each component of MCS and different

ICT tools [29, 30]. For the first aspect, studies consider management accounting
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systems [31], performance measurement systems [32], balanced scorecard scheme,

activity-based costing, etc. For the second aspect, scholars consider office automa-

tion tools or integrated tools for management and control function as ERP systems,

BI systems, Internal Auditing Suite, CRM and SCM software and so on.

Regarding to the influence of ICTs on MCSs, in recent years, particular attention

has been addressed to ERP. They are integrated technology solutions used by

companies to support operational processes that have relevant organisational,

managerial and accounting implications [33, 34]. Examining ERP’s impacts,

some studies show that ERP’s characteristics (as integration, standardisation,

centralisation, etc.) provide a lot of accounting and forward-looking information

[35–37]. Other studies also highlight the positive impact of ERPs on management

accounting practices, in terms of data collection: they show ERP’s support to MCSs

as an integrated database which, through a centralised data repository, could allow

each user a direct access to the available information [38, 39].

ICT also influences the information quality and the effectiveness of decision-

making processes. Scholars explore how ICT acts on the relationship between cost

and effectiveness of information processes: ICT improves the accuracy of infor-

mation and the timeliness of information process [40]. Particularly, ERP systems

have the ability to support long-term decisions in a more timely way, even if

detecting this impact is not always easy [41].

Another important area of research investigates the relation between ICT and the

organisation, with particular regard to management accountants’ role [1, 35, 42]

and administrative processes. Studies highlight that ICT activates a hybridisation of

management accountant professionals: management accountants experience an

enlargement of their responsibilities and competencies, while simultaneously,

non-accountants assume familiarity with numbers and indicators and problem-

solving responsibilities, formerly considered the domain of the accounting depart-

ment [35, 43–45].

Recently some studies examine how ICT actuates the dematerialisation of

administrative and managerial processes and how it generates changes in

organisational procedures [46, 47].

Literature concerning ICT and MCS also investigates integration and disinte-

gration of information systems [41]. It examines the level of integration that

companies reach through different kinds of ICT products and identify three steps

of integration [48]:

• Data integration, which refers to the fact that “data are stored and maintained in

one place only” ([29]: 43)

• Hardware/software integration, which concerns “network connectivity” and the

communication among computers

• Information integration, which concerns “the interchange of information

between different departments”

The first two levels affect ICTs, while the latter concerns MCSs. Studies analyse

integration inside different components of MCSs in terms of data, information
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flows or procedure consistency [1, 26], while few studies examine how ICTs

support integration between MCS components looking to MCSs as a whole.

As highlighted above, studies are essentially concentrated on ICT traditional

solutions, disregarding new solutions as digital platforms.

Scholars analysed digital platform in different decisional contexts, sectors and

functions [2, 6, 7, 14, 15, 49]. These studies examined, especially through case

studies, how and why they can improve communication within groups [13], facil-

itate creativity [5], stimulate the generation of knowledge [2] and dematerialise

processes [50], but only few (to the best of our knowledge) consider the possible

impact on management control system.

These studies show that the new solutions, compared with the traditional ones,

have a different approach to manage the complexity. From modular systems that

allow flexibility through the composition of the various modules (mixing and

matching strategy) [51, 52], they switch to generative systems, which allow a better

flexibility, arising from the continuous interaction of several employees that can

create new output without entering any input in the original system [53].

Digital platforms underline a sociotechnical process and not only a technological

one [8], which allows to communicate, store and process all types of information

and also to prepare a structure of information not fully defined. These platforms are

based on the concept of “generativity” because “they are never fully complete, that

they have many uses yet to be conceived of, and that the public and ordinary

organizational members can be trusted to invent and share good uses” ([54]: 43).

This concept, therefore, is not separable from socialisation’s concept, based on

variously coordinated interactions among different persons. Some authors [3], in

fact, discern in digital platforms three types of structure of social interactions, such

as information sharing, collaboration and collective action.

In this viewpoint, digital platforms present broad potentialities, in terms of

organisational integration: this allows us to conjecture the relationship between

digital platforms and MCSs, which includes the cybernetic perspective (the most

traditional), but also the administrative and cultural ones.

Digital platforms could easily support an interactive management of inside and

outside company’s workflow, incentivising not only information integration but

also integration in procedural, administrative, documental, interpersonal and cul-

tural field [55].

Digital platforms are relevant tools of communication because they offer the

opportunity for interacting with several subjects and establishing close relationships

able to contribute to the creation of organisational knowledge and organisational

memory [56, 57]. ICT supports the acquisition process of knowledge in big

enterprises more than in small and medium enterprises, because of the several

difficulties in information sharing among individuals and groups [58, 59]. In big

enterprises, the digital platforms are considered as a tool, which can compensate

traditional problems associated with ERPs (such as centralised control, administra-

tive orientation, over-standardisation of communication, loss of social interaction

among users, etc.) [60, 61].
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In literature, some contributions (certainly still few) analyse new digital solu-

tions focusing essentially on the concept of organisational integration and control,

as a form of coordination. Particularly some scholars [8] distinguish “digitising” as

technical process from “digitalisation”, as sociotechnical process of applying tech-

niques to a broader social and institutional context. These authors show that new

technologies, at the same time, strengthen and weaken the ability of organisations

to exercise control. The new technologies, through the digitisation of processes,

allow to increase the control points and generate more “granularity”, which leads to

the paradox of control between centralisation and decentralisation.

Other authors [3], in analysing the digital platforms in virtual communities,

focus on the role of social interactions as forms of control/coordination. They

identify three different structures of social interactions (as mentioned above), not

necessarily all present in every digital platform. These interactions are related to the

three traditional forms of control/coordination (market, hierarchy and clan) [62]:

• In the sharing of information, the platform supports the diffusion of codified

information among all the users; there is a form of external control without

formal rule or governance mechanism, since each user performs similar tasks

independently, pursuing its objectives (market).

• In the collaboration, the platform generates common interests and values among

users through the dissemination of information codified or abstract, and it aims

to create a relationship of trust among users who are still free to pursue their

goals: in this context control/coordination is still horizontal although adjusted so

formal and hierarchical (hierarchy).

• In the collective action, the platform should support the negotiation of objectives

and create a spirit of loyalty between the groups, in order to generate high

congruence between the objectives of the members. There is an environment

in which prevail trust and shared values between the users (clan): in this context,

the control/coordination is based on “mutual adjustments”, although formal and

hierarchical control can exist.

3 Methodology and Research Design

In order to fill the literature gap, this research highlights if and how digital platforms

affect MCSs, as relevant systems of governance, using a qualitative case study

methodology [63, 64].

From a methodological viewpoint, the case examined represents an exploratory

case, in which the empirical evidence has the helping function to formulate a

theory, which will be tested in future research. Particularly, this type of case study

aims to highlight what happens in the presence of a given phenomenon, which is the

implementation of a digital platform. According to the literature on methodology

research, the exploratory case study (compared to the descriptive and explanatory
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ones) is appropriate when it is quite difficult to draw on empirical evidence of

previous literature [65].

In order to ensure the necessary methodological rigour, we represent the

research design followed in this work in Fig 1.

The case study concerns the description of a digital platform developed with

Microsoft SharePoint suite and its utilisation by an Italian subsidiary of a European

group (Sanitec) working in bathroom ceramic sector. We analyse the structure and

the functioning of the platform, examine the main reasons of its implementation and

describe the most relevant business processes supported. In order to deeply under-

stand the case study, we used multiple information sources:

• Semi-structured interviews to key users of the digital platform aiming to under-

stand the effective use and application environment of the platform. We inter-

view two key users: the general director of the factory and the head of

purchasing department. The interviews, of about half and an hour, were tape-

recorded and transcribed.

• Analysis of project documents and reports produced by the headquarter work

team in the first phase of the implementation, including presentations to explain

the philosophy and objectives of the project;

• Deep observation of the platform’s functioning and of the user’s interaction.

The case examined is particularly useful to investigate the implication of a

digital platform on MCSs for many reasons. The platform was implemented

3 years ago, after a long period (1 year) of presentations and discussions in meetings

between company’s project team and function team of each subsidiary. The

Empirical Analysis

Case study
(Pozzi Ginori)

Digital platform 

(DP) MCSs

Theoretical propositions

Validation of the initial

proposition regarding the relation 

between PD/MCSs 

In-depth analysis

Updating of the initial proposition 

regarding the relation between 

DP/MCSs

Conceptual Analysis

Purpose 

and scope
Literature 

review

MCSs Framework

Initial proposition regarding 

relation between DP/MCSs 

Fig. 1 Research design
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international nature of the group and the centralised organisational structure made

seriously important the need of collaborative tools in order to support communica-

tion and coordination. This need was emphasised by the growth strategy followed

by the group. It was based on acquisitions of local and famous companies and

brands all over European countries with a consequent proliferation of languages,

information systems, procedures and so on.

4 Case Study Description

The case study concerns the description of a digital platform realised through

Microsoft SharePoint suite and its utilisation by an Italian subsidiary of a

European group (Sanitec). The group operates in several European countries

(Italy, German, England, France and so on) through specific plants and brands for

each country. The Italian company is a wholly owned subsidiary acquired in 1994.

It operates with one of the most famous and ancient ceramic brand, in a productive

plant located in Gaeta. The subsidiary has a functional structure where purchasing

and production activities, human resource and industrial control take place and

report to the headquarter. Administration and commercial functions are located in

another Italian subsidiary, while ICT, planning and control are located, respec-

tively, in Poland and Finland. Table 1 shows companies’ results and performance

realised in 2014.

The collaboration platform is regularly used by 2 years. It is organised as a

website and structured in the following sections:

• An intranet area where employees can find information and documents of

general interest

• Several thematic sections, with reserved access to different departments of the

group, where documents, reports, projects, managerial processes and their

related administrative and information flows are shared

The project starts with the creation of an intranet of the group called “Insider”

(Fig. 2), accessible from each person of the company, even in the factory. Through

Table 1 The financial

performance of the examined

company (millions of euro)

Group 2014

Net sales 701.8

Operating profit 67.9

Net profit 42.5

Average number of employees 6149

Italian subsidiary 2014

Net sales 45.517

Operating profit �4.171

Net profit �8.446

Average number of employees 424
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Insider it is possible to collect and share information regarding several aspects of

the group or business unit. The intranet is a multilingual interactive environment; it

is articulated in three main sections:

1. Sanitec: this section is divided into three different subsections called About us,

People and Market Information. They provide information about the company,

such as details on governance model and people, financial performance, social

and political situation and competitive positioning in Europe and in the global

market. In this area, it is possible to find information on the change of top

management, figures on financial results, on ICT products and innovation, on

purchasing market dynamic and on new rules and laws.

2. Resources: this section is divided into three different subsections called Orga-

nisation, Processes and Policies providing information about human resource

organisation and management, operating processes and company’s policies,

i.e. organisational structure; job opportunities among the group; interviews to

managers; social events, like travels and sport activities reserved to the

employees; directives and open management letters; and standard document

models like greeting card.

3. Cooperation: this is a section with restricted access used to deliver specific

services to the employees such as travels and meeting arrangements (Travel

and Meetings), to manage operating process workflows (Workgroup) and to

share certain documents and information about the subsidiaries (My local site)

such as headed papers, company’s standard forms and greeting card with

company’s brand.

Insider helps the company to improve and easy manage institutional communi-

cation and helps people to know each other, to improve and intensify information

exchange. Before the implementation of the digital platform, information sharing

Fig. 2 Insider home page
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was very poor among the group and limited to the communication of organisational

changes. According to the interviewers, in the first stage, the tool helps employees

to intensify communication and interaction among the company and the subsidi-

aries, in terms of quantity and frequency of information exchange. Despite this, the

platform was not able to overcome the inter-functional barriers.

Before the implementation of the platform the purchasing function had only an annual

meeting to define and share strategic vision and objectives. After the implementation of the

digital platform, we have continuous contacts; we use the platform for both an instant

exchange of information and a periodical brainstorming. Now information about problems

and the solutions adopted by the other purchasing functions are recorded and shared

through the platform, this helps to improve processes. Also the culture is changed, we are

more collaborative and prompt to help each other, despite the fact that each purchasing

function compete with the other among the group. While at the subsidiary level, I think that

we have reached a low level of collaboration because the purchasing function and the

production function are low integrated. (The Chief Purchasing Officer)

In this sense some utilities are particularly useful, such as (a) the “search”

function, through which it is possible, for example, to collect information on

colleagues, on function activities and on new projects; (b) the tool to comment

every news and article; and (c) the tool for instant messaging.

During the interviews, we deeply analysed and observed these tools and contents

and their usage. In order to reach the aims of this research, we have conducted a

deep investigation on the following subsections: Services and Utilities, Investment

Demand and Operations.

The subsection “Services and Utilities” is in “Shortcuts” section, and it is an

interactive space where the company manages two very important services for each

subsidiary:

1. The travel service, i.e. arrangements of business travels and transfers for man-

agers and top managers

2. The EDP support service, i.e. computer services aiming to remove

malfunctioning of information system, hardware and software tools and security

system assistance (maintenance, security interventions, etc.)

Before the implementation of the digital platform, each subsidiary had an office

dedicated to travels and overnight stay arrangements on the bases of managers’
requests. Each activity of the process was managed manually, and several infor-

mation and communication channels were used contextually (e-mail, fax, internal

mail, etc.). In order to rationalise travel expenses, the process has been centralised

to the headquarter and managed by the digital platform. It is used to:

1. Collect the starting request for the transfer using an online form, where managers

provided travel details.

2. Deliver the service proposal containing different travel solutions.

3. Manage the approval process of the transfer.

4. Give some additional information for a pleasant business trip like weather

forecast, tourist information, news and details on strikes, etc.
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According to the purchasing manager, this new way to manage the travel service

helps each subsidiary to rationalise the number of suppliers and to reduce admin-

istrative costs of the process and business trip costs.

The EDP service is an interactive area that the Group EDP Department, located

in Poland, uses to:

• Solve problems concerning hardware and software devices. Each employee

located in the subsidiaries can fill a form starting a request for intervention

(ticket) including the detailed description of the malfunction. The request is

numbered and automatically classified, according to the level of priority. Every

information regarding the problem is managed through the platform and auto-

matically replicated via e-mail until the problem is solved, and these information

are also recorded in order to have a repository of the history of each malfunction.

• Communicate some update and news regarding the information systems, the call

conference system and maintenance interventions.

• Measure automatically and communicate the EDP performance for the support

service in terms of timeliness, punctuality and quality of the process. Periodi-

cally, in this section, online satisfaction questionnaires are delivered.

The second examined subsection, “Investment Demand”, is in workgroup space,

a restricted area, which contains the following subsections:

• Investment demand: it is an area reserved to the head of the factory and used to

manage high-cost investment.

• Intelligence: it is an area reserved to the marketing and commercial function.

• Information management: it is an area where the ICT function communicate

with the other ones providing information on IT organisational structure (name

and details of ICT employees, job descriptions, scheduled holidays, etc.), on

planned activities (IT audit plan, SAP migration calendar, work in progress, etc.)

and on documents and internal policy (disaster recovery plans, security policy,

etc.).

• Operations: it is an area reserved to the operational functions, in particular

production, purchasing and logistic.

The Investment Demand area (see Fig. 3) is an interactive area used by the head

of the factory to manage the approval process of relevant investments. Before the

implementation of the digital platform, the information flow management was very

complicated: the whole documentation used for the request and the approval of

investments for customer projects were managed with paper documents and sent

via e-mail after a scanning.

The Investment Demand area is able to:

• Support the manager to submit his request to the top management of the group,

filling a standardised form containing some detailed information to proper

classify the type of the investment.
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• Upload some financial details in order to promote the project credibility as

performance indicators (NPV, net present value; WCI, working capital increase;

payback period).

• Share some attached information like the business case, the investment evalua-

tion, technical details and so on.

• Automatically identify the approval chain, on the bases of the amount of the

investment and other additional information provided with the initial request

submission.

• Monitor and manage each approval phase and the whole approval process.

Before the implementation of the digital platform, the investment process approval was

very complicated because we have to prepare a paper dossier, scan it in order to have an

electronic version, and send to the headquarter. Now, the management of the process is

better than the past because it is paperless; the control of the process remained the same in

term of activities, but now it is easier and really effective. (General Director of the factory)

• Stimulate the share of knowledge, giving the possibility, to the head of the

factory, to examine the database of the investment dossiers of each subsidiary

of the group, to learn technical solution and to investigate measures and meth-

odologies of evaluation adopted in other approved investment projects.

There is also a time of information sharing, in fact I can access to every approved dossier, I

can see all the documentation attached to the investment request, and I can see also the

technical documentation. These is very useful, anyway it also depends on the accuracy and

on the level of detail of investments requests. (General Director of the factory)

Fig. 3 Investment demand area
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The third subsection, “Operation”, is the most developed area inside the

“Workgroup” section; it includes some contents useful to manage purchasing

function (Fig. 4):

• Suppliers’ evaluation (which has not yet been completely implemented).

• Suppliers’ approval.
• Global purchasing.

The first area is a module that the company is implementing; it supports the

suppliers’ evaluation process. Before the implementation of the digital platform, the

suppliers’ evaluation took place one time in a year, and it concerned only the main

suppliers identified on the bases of two dimensions:

• The amount of purchases.

• The financial situation measured considering, financial solidity and vendor

rating indicators such as timeliness of delivery, prices, payment conditions and

distance.

With the implementation of the digital platform, the company introduces a

different evaluation system called OTIF: every 3 weeks the digital platform auto-

matically elaborates data, coming from the ERP system, regarding suppliers’
performance, measured by the timeliness of the delivery (on time, into a reasonable

interval, out of time).

The second area is an interactive environment where the purchasing function

manages suppliers’ approval process, from the identification of the supplier port-

folio, through the vendor rating procedure until the supplier approval. The supplier

approval area makes the purchasing function able to manage: 1) the request form

through which an organisational unit asks for the creation of a new code and a new

Fig. 4 Suppliers’ approval process
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supplier, 2) the authorisation process where the approval chain is automatically

identified considering the category of materials, 3) the final communication of the

successful or unsuccessful end of the process. The purchasing process is long and

complex, and the digital platform helps managers to monitor each step of the

process and to calculate automatically performance indicators using an interface

with the ERP system. The users are able to:

1. Search, select and read identification data of suppliers, employing research keys

such as website, country, product categories or destination of goods and services

(raw materials, marketing services and so on).

2. Monitor the duration of the suppliers’ approval process and the sequence of the

activities.

The third area, called “Global Purchasing,” contains information and data

elaboration regarding the following processes:

1. Data market: elaboration of data related to specific sectors, these reports are

produced by the employees and free uploaded and shared on the platform.

2. Lead buyer category is a specific space where buyers can share some informa-

tion on their work, for example, report on specific kind of materials and goods.

3. Local report package: in this area, the company manages globally data entry of

each subsidiaries, used for performance measurement.

In the local report package are uploaded budgets and performance information of

purchasing activity in terms of negotiation carried out, numbers of item included,

starting and final price and type of transactions (cost out or cost saving) for each

category of materials. The company uses an ERP system to manage and follow each

purchasing transaction and uses the digital platform as an interface to decentralise

the data entry, to collect information on performance, which are automatically

elaborated for the entire group according to different dimensions (material, geo-

graphical area, etc.). These information are useful to discuss results, premium and

benefits with top management using a shared system, while in the past each

manager had his personal statistics. In order to collect information useful for the

reporting system, a calendar of deadline for uploading each information is shared

by the headquarter.

According to the head of the purchasing function, the collaborative platform is

very useful for several reasons:

• It creates more frequent occasion to discuss work problems and projects also

between people working in different countries and subsidiaries.

• It makes easier the use of benchmark of performance and comparisons between

different administrative and business models.

• It helps the organisation to standardise processes and procedures and to speak

really the same language.

• It facilitates best practice sharing and makes more transparent the benefits

coming from innovation in operational processes, in administration ones and

in technical solutions.
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Table 2 The main impacts of the digital platform on MCS components

Impacts

Intranet

insider

Travel

service

EDP

service

Investment

demand Purchasing

Cultural control

Sharing of values,

believes, social norms

Increased

Management of

institutional

communication

Increased

Human relation Increased Increased Increased

Collaboration among

different functions

Collaboration among

the same function in

different subsidiaries

Increased Increased

Cybernetic control

Performance

measurement

Shared Shared and

automatic

Shared and

standardised

Shared

Automatic

and detailed

Performance

benchmark

Facilitated Facilitated

Distribution of

the rewards and

compensation

Shared

Reporting system Timely in

elaboration

and sharing

Standardised

and timely in

elaboration

and sharing

Standardised

and timely in

elaboration

and sharing

Data collection Scheduled More simple

and homoge-

nous and

accurate

Scheduled

and

homogenous

Administrative control

Homogeneity of

documents

Increased Increased Increased Increased Increased

Data collection along

each administrative

process

Automated

and timely

Automated

and timely

and detailed

Automated

and timely

and accurate

Automated

and timely

and accurate

Governance rules Timely

shared and

updated

Identification of

people involved in

each process

Automated

and fixed

Automated

and simple

Organisational

structure

Plain and

simple

(continued)
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• It induces a cultural change and makes people more open-minded and

collaborative.

Considering the MCS theoretical framework adopted in this work and the

empirical evidence emerging from the case study, Table 2 summarises the impacts

of the implementation of the digital platform on the sections/functions examined in

Pozzi Ginori.

5 Discussion and Conclusion

The paper analyses the relationship between MCSs and digital platform in a

manufacturing company.

Control system is a package of organisational mechanisms used to guide com-

panies towards their goals. These systems usually are studied, analysing separately

the following components: cybernetic, cultural and administrative and compliance.

Usually automation provides tools (e.g. ERP or BI) able to manage individually

these different subsystems. Preview studies do not consider digital platforms as a

tool for management control, but are focused on DPs’ implications on information

and knowledge sharing. Secondly, literature examines ICT as a tool able to improve

Table 2 (continued)

Impacts

Intranet

insider

Travel

service

EDP

service

Investment

demand Purchasing

Procedures Timely

shared and

updated

Timely

shared and

updated

Timely

shared and

updated

Timely

shared and

updated

Timely

shared and

updated

Efficiency of adminis-

trative processes

Increased Increased Increased Increased

Compliance control

Authorisation system Automated,

transparent

and

interactive

Automated,

transparent

and

interactive

Transparency of

administrative

processes (people

involved, document

needed and activity

performance)

Increased Increased Increased Increased

Monitoring of the

progress of processes

(phases concluded,

phases in progress,

time spent)

Increased Increased Increased Increased
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data, hardware/software and information integration, with little attention to its role

in improving coherence between components of management control systems.

In the case examined, the objective of the implementation of digital platform

was to encourage a more fluid communication and a more open shared information,

realised with the intranet. The results obtained exceeded those expected; in fact the

platform has become an integrated environment, a unique place where the company

and its subsidiaries manage coherently each dimension of MCS.

The digital platform makes the company able to manage, for example, each step

of the administrative process for supplier’s approval, and to monitor automatically

the involved employees and the time consumed, consistently with compliance and

administrative perspectives of control system. The digital platform provided also

some instruments able to elaborate information in order to help managers in

decision-making, and it is also able to match information for management control

and monitoring of objectives. Moreover the digital platform helps the company to

spread different culture and values than the past, it makes more easy the collabo-

ration and the exchange of information, it makes more transparent the benchmark

between business units, and it gives to the managers a positive meaning of control

environment where good results must be imitated, while bad results can find

collaborative solutions.

For the company, the implementation of the digital platform has represented an

opportunity to activate several changes in internal processes. In particular:

• A more effective realisation of the integration of control and management

processes, administrative procedures, information flows and management

accounting processes.

• A more transparent and compliant information flow.

• A higher level of integration between different control mechanisms, based on

results, behaviours and culture.

The case study shows that a digital platform is able to support simultaneously

most part of MCS components. In other words, this ICT tool gives to the company

the opportunity to reach a higher level of integration. This integration is based on

the convergence of different control subsystems in the same ICT platform and not

only on data integration, hardware/software and information integration, because of

the fact that the digital platform contains tools:

• To share information and manage information flows from an office to another,

tracing every action and defining people, time and deadline for the execution of

the activities. In this way, the system helps the examined subsidiary in its

compliance and transparency purposes.

• To publish and share ideas, objectives and information in a well-defined com-

munity, in order to create a control mechanism based on cultural and soft

variables.

• To manage the budgeting process, the variance analysis and the reward system,

offering tools able to automatically match objectives and results formalised on a

dashboard.
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• To organise and manage digital documents and dossiers in order to improve

efficiency in administrative processes.

According to the literature, this work confirms that digital platforms are useful to

improve communication, knowledge and information sharing among organisational

units and project teams. It also demonstrates original implications of these plat-

forms related to MCSs. They can represent a relevant opportunity to improve

simultaneously each component of the control systems and to reach a higher level

of integration. The research also highlights some critical success factors in using

these platforms for management control aims, in particular the capacity of

employees to respect the deadline for the uploading of data and to share detailed

information and, finally, their perception of benefits coming from platform.

The previous considerations are limited to the case study examined. Many are

possible directions for future research; in particular it would be interesting to extend

the research to a greater number of case studies comparing different kinds of

organisations and sectors and types of digital platforms.
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AIS and Reporting in the Port Community

Systems: An Italian Case Study

in the Landlord Port Model

Assunta Di Vaio and Luisa Varriale

Abstract The aim of this chapter is to analyze the role of Accounting Information

Systems (AIS) in the information management when in the relationships system,

characterizing the port communities (PCs), an information technology platform has

been adopted, such as the Port Community System (PCS). More specifically,

drawing upon the existing literature on the architecture of PCS for the information

flows management among the port users, this chapter aims to investigate the nature

and role of reporting to support the decision-making of Port Authorities (PAs) in the

landlord port model.

In order to achieve our goal, we have conducted a literature review on the Port

Community Systems (PCSs) and AIS in PCSs. Using the case study methodology,

we have also conducted some semi-structured interviews with port users and Port

Authority (PA) in an Italian seaport. The analysis conducted outlines a strong need

to get more detailed reporting on goods. In this way, the PCSs, which include the

functions of AIS, can help to improve the information basis for PAs in the future

developmental decisions of seaports.

Keywords Port community systems • Information management • AIS • Reporting

1 Introduction

Over the last decades, the port organizational models have been of interest due to

significant changes. First, very interesting phenomena concerning the increase of

the efficiency of the infrastructures and the effectiveness of the port facilities have

been observed. In order to obtain these targets, the port reforms have led to the

development of four port models, like service ports, tool ports, landlord ports, and

private ports. The landlord port is the most widespread organizational form char-

acterized by the separation between public (e.g., PA) and private (e.g., concession-

aires) [1–6]. Therefore, the control, coordination, and promotion activities by the
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PA have required that the information on traffic flows managed by concessionaires

and other port users would be readily available and easily accessible for PA. In this

direction, the adoption of PCS became relevant in the competition among seaports.

Drawing from these studies, this manuscript aims to investigate the role of AIS

in the information management when in the relationships system, characterizing the

PCs, an information technology platform has been adopted, like the PCS. Hence,

considering the main contributions and results of previous studies on the architec-

ture of PCSs for the information flows management among the port users, in this

chapter we analyze the nature and role of reporting to support the decision-making

process of PAs in the landlord port model. We have conducted a literature review

on the PCSs and on the contribution of AIS in PCSs. Using the case study

methodology, we have also conducted some semi-structured interviews with port

users and PAs in an Italian seaport.

The chapter is structured as follows: Sections 2 and 3 focus on the analysis of

PCS in the seaports literature. Section 4 evidences the role of AIS in the PCS.

Sections 5 and 6 outline the methodology adopted and the description of the case

study. Finally, in the last section we present a brief discussion on the results of the

interviews and some final considerations.

2 Port Community System (PCS)

In the last decades, due to the numerous changes occurring in the world, such as the

high competitiveness of markets and the increasing innovativeness of the supply

and demand, the seaports have to face many challenges adopting the international

regulations about the organizational and managerial models and information tech-

nologies (IT) in the decision-making process. The seaports need to manage specific

criticisms related to the evolution of the international trade and container through-

put, the introduction of ultra-large container vessels, the deep changes of cus-

tomers’ demand, and the development of IT, addressing the same seaports to

assume a strategic position as “hub ports” [7].

Regarding the growing role of IT in the seaports, we observe that these organiza-

tions perceive an increasing need to adopt IT tools to support all their processes, in

particular, the requirements related to containerized and passengers traffic. Thanks to

the technology, seaport users are able to manage data and information with real time

about cargo and passenger flows and availability of port facilities, and also IT makes

ships and terminals to work together assuming a collaborative orientation as parts of

an integrated office infrastructure [8]. In this direction, seaports can effectively and

efficiently carry out customs control adopting IT tools [9]. Thus, in the seaports which

implement IT, all the actors involved, that is, port administration, terminal operators,

truckers, customs, freight forwarders, carriers, ship agents, and other organization,
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are electronically linked by the IT systems, improving the information and data

sharing within the port community [8].

In order to facilitate the communication process and the development of the

inter-organizational relationships among the actors in the port community, the port

community systems (PCSs) have been introduced.

Different contributions in the literature provide interesting and variegated def-

initions of PCSs concept focusing their attention on role, functions, or their network

nature. For instance, Srour and colleagues [3, 10] have defined PCSs as “holistic,

geographically bounded information hubs in global supply chains that primarily

serve the interest of a heterogeneous collective of port related companies.” In this

definition, the heterogeneous companies mainly concern the terminal operators,

carriers (ocean, road, and rail), freight forwarders, enforcement agencies (i.e.,

customs), port authorities, various lobby groups (including workers’ unions, envi-
ronmentalists, and other policy makers), and also other shareholders of maritime

transportation [10, 11]. Furthermore, PCSs have been defined as “networks which

link up the port with all the companies that use it” [12]. Instead, according to the

European Port Community Systems Association [13] have conceptualized PCS as

an electronic platform that permits to connect the multiple systems operated by a

variety of organizations that make up a seaport community explaining the integra-

tion of each organization to the port community system [12, 14].

PCS permits “an easy, fast, and efficient information exchange,” that is, Elec-

tronic Data Interchange (EDI) ([15]: 1]; the customs declarations; the electronic

management of all information about the handling operations in import and export;

the traceability of the traffic flows along supply chain; the reporting and statistics;

and so on [15]. In addition, PCS facilitates both collaboration and integration,

allowing both members of the community to immediately access relevant data

and to interact and control data improving the quality of the same data among the

stakeholders, and also preventing the replication of the same [16]. Likewise, Carlan

and colleagues ([17]: 1) define PCS as “an electronic platform which connects the

multiple communication systems of each of its members.” This definition is based

on the main tasks attributed to PCS which consist in improving the port operations

efficiency, and increasing the competitiveness along the supply chain, which

requires the cooperation between private and public stakeholders.

Therefore, PCSs promote the fast and safe exchange of information between

both private and public organizations with the specific goal to improve the com-

petitiveness of seaports [17, 18]. From this point of view, all the involved organi-

zations have to efficiently and effectively collaborate creating the critical

prerequisites able to optimize all the logistic processes using a single data

submission [9].

The main function recognized for PCSs consists in making the users to manage

the service requests and directly upload their information into the port’s informa-

tion system. Indeed, PCSs significantly reduce paperwork, can improve data qual-

ity, allow integrating data among different stakeholders, and support the port

management for operations. In this perspective, although a crucial role has been
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recognized for PCSs in increasing the competitive power of the port, numerous

companies still show strong resistances to adopt them [10, 14]. Otherwise, the

seaports tend to invest increasing resources in infrastructure and improve their

operation systems, including port community systems, which are “computer net-

works which link up the port with all the companies that use it, including hauliers,

rail companies, shipping lines, feeder ports, shippers and customs officers” [14].

Regarding the architectures of the inter-organizational relationship systems for

the information and data sharing in the port community, the authors [10] have

distinguished four different architectural types: bilateral, private hub, central

orchestration hub, and modular distributed plug and play architecture.

The first architectural type of PCSs, bilateral, concerns one-to-one connections

in which two partners are strongly linked sharing and integrating their data and

information and services requests, mostly using easy communication channels and

technological tools, such as phone and fax. Otherwise, also adopting Electronic

Data Interchange (EDI), the integration between the two partners easily occurs

without the need of intermediaries. The second and third architectural types of

PCSs, private hub and central orchestration hub, allow connecting to many partners

with minimal linkages, requiring only one connection point or more than one

connection point. In fact, two different typologies of hubs perform: in the private

hub only one party owns the same hub and all the connections (generally large),

whereas in the central orchestration hubs the parties perform and are interconnected

in a kind of network. In detail, the private hub consists in a one-to-many type,

instead the central orchestration hubs are considered many-to-many. The fourth and

last architectural type of PCSs, modular distributed plug and play architecture,

concerns hubs in which parties are connected not permanently and mainly consid-

ering their plug and connect capabilities; indeed, they tend to connect and share

information and data only when they need to interact to quickly conduct businesses

and it is not possible to standardize the information and data sharing and commu-

nication process.

In summary, in all the architectural types of PCSs, independently of their

definition, many ports tend to consider as main means of communication the

EDI because of the high costs for the initial investments and the historical

evolution of dislocation [19]. As a consequence, small ports face more difficul-

ties to implement EDI as outlined in some empirical studies in the literature

[10, 15, 20–22].

Four stages have been identified in designing and implementing of PCS [21]:

project initiation, systems analysis and design, implementation and adoption, and

maintenance and growth. In fact, the process begins with the correct and clear

identification of the need for an information system, and then it continues analyzing

the business setting and the goal to achieve, including the design of the architecture

and the following selection of the communication language.

As already evidenced, PCSs are generally based on EDI technology. EDI has

been widely recognized as a system in which data and information about commer-

cial or administrative transactions are transferred from computer to computer on the

basis of an agreed standard [19]. Thanks to EDI technology, the information within
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an organization is managed by computers but for transferring and sharing between

organizations, papers, forms, or printouts are not necessary; easily all the data

transfer occurs between the organizations’ databases [22–24].
Some authors have grouped the benefits of EDI into three main categories ([24]:

74): “direct benefits, such as paper savings, avoiding repetitive administrative

procedures, or reducing administrative personnel; indirect benefits, such as

avoiding errors, faster payments/improved cash flow; and finally, strategic benefits,

such as increasing business relationships with companies using EDI or improving

customer loyalty.”

3 The Adoption and Evolution of PCSs in Seaports

The prevalent literature focused on PCSs outlines that these systems are

implemented by a few but important seaports in different countries all over the

world (e.g., Germany, France, UK, Spain, Belgium, China, USA, Netherlands,

South Korea, and Singapore) [7, 10, 17].

Some scholars have systematically reviewed the main contributions of the

literature from 1994 to 2015 on the adoption of PSCs by seaports, evidencing that

they had been primarily based on the costs and benefits of the PCSs [17]. Also, the

results of this systematic review have evidenced that there are many studies with

descriptive nature, i.e., Tijan and Sasa [25], Donselaar and Kolkman [26], and so

on, based on the case studies or benchmarking analysis methodology, whereas only

few studies are focused on the identification of performance indicators (see Duran

and Cordova [27]).

Moreover, the literature shows that the first ports that have adopted the Port

Community platforms (PCp) are in Germany (Hamburg and Bremen), France

(Le Havre), the UK (Felixstowe), and Singapore. Among these different seaports,

Portnet in the seaport of Singapore is the most investigated PCS platform in the

previous research because of its organizational model and peculiarities; in fact, this

platform has high levels of development, allowing the representative port commu-

nity system and the PSA’s terminal operating system (CITOS) and custom decla-

ration system (TradeXchange) of Singapore government to be strictly

connected [7].

Furthermore, other ports have adopted the port community platforms, such as the

ports of Los Angeles and Long Beach (USA) which have adopted eModal; the ports

of Amsterdam and Rotterdam (Netherlands) which have, respectively,

implemented before Portnet and then Portbase; the port of Hong Kong (China)

which is a public port (service port) implemented before the Tradelink and then

OnePort [7, 17].

The slow development of these systems could be justified considering the high

costs of the investment [17] and also other variables, like training and education;

instead, the size of the ports does not seem really crucial in affecting the choice to
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adopt the PCSs [7]. These results have been clearly shown in the study on the

Cyprus by Forward [28].

The presence of more advanced technical infrastructures in the seaports signif-

icantly facilitates the adoption of PCSs because the employees are more comfort-

able and able to use the platforms, especially because of their increasing experience

and exclusive knowledge about PCSs. Otherwise, most studies have evidenced that

trust becomes more and more relevant when the reliability of the system tends to

decrease [7]. In this direction, the cost is recognized less important than the benefits

of the system, specifically the reliability of the same system.

4 The Role of AIS in the PCSs

The adoption of technology provides information and data to the port users with

real time regarding the status of cargo, paperwork, and availability of port facilities,

allowing ships and terminals to work together toward an integrated system [8].

Traditionally, port users utilized paper-based methods, such as sending fax or

handing in documents directly for the delivery of cargo. Also, port users used to

send the documents via e-mail thanks to the Internet channel. Every time the

information and data have to be typed again in the port’s information systems

requiring more time and making more mistakes [7].

In this scenario, the adoption of technology by port users provides interesting

and relevant advantages in the port community, especially considering the inte-

grated information technologies useful for the Accounting Information Systems

(AIS).

The port community deals with a large amount of information, both internal and

external, which tends to make more complex the decision-making process [29]. As

already outlined, the application of new accessible and integrated information

technologies useful for Accounting Information Systems (AIS) can significantly

facilitate the information and data collecting and management.

Thus, thanks to AIS in the PCSs, port users, especially PAs, can benefit of a

faster and clearer information and data management process, not easily in terms of

quantitative information but especially in terms of significant qualitative knowl-

edge. That is, the players in the port community are able to get relevant factors and

knowledge with details about the accounting and financial areas and, consequently,

the value of the ports. In sum, the AIS can let the data and information “speak for

themselves” among all the users, supporting their decision-making process, and the

system does not easily integrate these elements. Besides, because of the character-

istics of the landlord port model in which the activities are carried out by PAs

through the concessionaires agreement to private operators, reporting becomes very

relevant assuming a crucial role for the PAs.

Hence, IT may support the actors in rapidly sharing and managing information

and data in the real time, and also it may help the accounting activities and

controlling function. The implementation of an integrated information system,
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rather than the use of spreadsheets, allows firms to produce higher quality infor-

mation becoming more rapid and efficient. Most theoretical and empirical studies

show the positive effects of IT on the firms’ performance and evidence its key role

to support management accounting activities and to facilitate exchange of infor-

mation among firms [30].

Compared to the AIS in the port community, the PCSs provide a broader

function consisting in controlling and reporting activities of all the actors of the

port community depending on the infrastructural model of the same platform. Thus,

PCSs do not easily improve the coordination and collaboration for transferring

goods and their information and data among all the involved stakeholders. In this

direction, the combination between AIS and PCS might create positive conditions

able to improve the relationships between the Port Authority and all the users in the

port community also making more effective and efficient the different port organi-

zational models, that is, service port, tool port, landlord port, and private port

models [8].

On the other hand, previous studies focused on PCSs have paid their attention to

the private and public partnerships between the port stakeholders [31], or they have

mainly investigated the collective work achieved by the port community or the

adoption process [32].

This study is focused on the private and public partnership, that is, the landlord

model, in order to investigate the main effects provided by the PCSs integrated to

the AIS, especially considering their main role in supporting the control and

reporting activities.

5 Methodology

The authors adopt a case study methodology investigating one port experience in

Italy, the Port of Livorno. We have chosen Livorno because it has been one of the

first ports which implemented a PCS, called Tuscan Port Community System

(TPCS). The system is started in 2010, and it has been oriented mainly to manage

goods in the logistic supply chain.

This is an explorative study conducted through semi-structured interviews with

key actors in the investigated sector through face-to-face meetings. In detail, we

gathered information and data during our interviews with the key actors, managers,

in the port of Livorno.

5.1 Case Study Description

In 2011/2012, thanks to the financial support by the European project, named

MOS4MOS, the port of Livorno (Italy) implemented the Tuscan Port Community

System (TPCS), a platform based on web service structure. It falls within the
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services of general interest regulated by the Ministerial Decree on 14th November,

1994. Therefore, it is a information support to the public authorities, and, at the

same time, the TPCS represents a “centralized data.”

TPCS enables ocean carriers and the shipping agents to obtain information about

goods; in this way, it is possible to complete the poster for the leaving goods (called

MMP) and incoming goods (called MMA). The data management is fully auto-

mated; in this phase, the players involved can act only in case of error messages.

The freight forwarders can submit the customs declaration by TPCS and the

electronic boarding requests. The terminal concessionaires can plan the boarding

thanks to TPCS; indeed, the data on the loads management by TPCS can be

transferred on management software of the concessionaires. The road carriers can

control on TPCS the condition of the goods at the terminal and to carry it away.

Finally, the PCS permits to public authorities, and, in particular, the PA to monitor,

control, and supervise the port activity chain in real time, both incoming and

outgoing.

In summary, TPCS responds to all the innovative systems of communication

between traders and Control Authorities (e-Customs, customs, and paperless con-

trols). It permits the exchange and display of data among the port users (e.g., ocean

carriers, freight forwarders, terminal, customs, institutions of public control, and

road carriers). Thanks to the TPCS, the brokers, the terminal concessionaires, the

importers, and the exporters can easily communicate; in fact, they can interact

overcoming any hierarchical barriers and finally simplifying and improving their

work with the development of the port traffic.

The PA supplies a free website, hardware, and a specific line allowing the

operators to interact. This system does not require any staff to support the process;

there is a control room managed by the PA. The security of data is guaranteed from

different archiving and recovery systems. The member of the port community can

access by the login (username and password). The platform is composed of two of

fifteen prototypes proposed: the former, “T2L Electron Intra-Community Flight

Formalities,” refers to the international transit and the codes to be used for com-

pleting the documents certifying the Community status of goods not shipped under

Community transit; the latter, “paperless Customs control,” is related to the

so-called process of dematerialization of customs controls.

TPCS is composed by four functional areas: import, export, national and com-

munity cabotage (CNC), and customs single window (SUD).

Regarding the first area (import), TPCS manages the ship voyages and the goods

arriving at Livorno port. In addition, it provides information about the further

embarking of goods for the final destinations. The platform allows to manage the

applications related to the management of the MMA (i.e., poster of incoming

goods). This phase related to import is mainly based on management of the

document called “A3” by the players involved in the process. Fig. 1 evidences

the phases of process; in detail, it is possible to observe: the custom forwarder draws

up the MMA and sends it to AIDA, that is, a software application that processes the

data. Then, the MMA processed is transferred to customs forwarder in a condition

entitled “not clearable” by the A3. Later the custom forwarder sends the A3 to
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TPCS. In the second phase, the freight forwarder accesses A3 by TPCS, even if the

A3 is still not working (called A3 not operable), but this operation permits freight

forwarder to fill the statements of outcome. At the same time, the custom forwarder

obtains by AIDA the result for each A3 that can be with or without “customs

release.” The custom forwarder verifies the A3 status by PCS, and he sends the

customs bills to AIDA. Finally, obtaining the customs release the custom forwarder

sends to TPCS the inbound loading lists.

Concerning the export area, TPCS manages ship voyages and leaving goods. It is

possible to check the condition of MMP (i.e., poster for the leaving goods) by the

software.

Fig. 2. shows that in the export phase the port users involved are more than those

included in the import phase. More in detail, in this phase there are also the terminal

and the agency. The first step of the process evidences the role of the agency that

deals with the ship’s data entry by the TPCS. In this relationship, both players agree
on some profiles on the operation of incoming goods by ships (i.e., ship name,

voyage, estimated time of arrival—ETA—closing time—CT—and so on). In the

same phase, the agency indicates the custom forwarder that can download the file in

order to create the MMP.

The terminal validates the ship’s data entry. Then, the freight forwarder sends

outbound loading lists to TPCS within the closing time.

After these steps, the customer forwarder download by TPCS the data to create

the MMP. The platform manages the D, E, F, S, X, N data flow according to the

customs regulations. Furthermore, the MMP is sent to AIDA for the processing.

The data process by AIDA is called IRISP, and the customs forwarder sends IRISP

Fig. 1 Import phase (Source: http://www.tpcs.eu)
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to TPCS. Finally, the terminal concessionaire sends to TPCS the report on goods

embarked entitled COARRI.

In both phases (import and export), the relationships among the players for the

data management are developed by the platform.

Regarding the national and community cabotage (CNC) the MOS4MOS project

aimed to create a seaport network in order to track the goods “house to house.” The

software application concerns also goods without customs implications. The main

players involved in CNC are: agency, customs forwarder, freight forwarder, termi-

nal concessionaire and the other Member State port community system. CNC

provides the following supporting activities: the transfer of data between systems

for the exchange of T2L; the data management and the creation of the MMA and

MMP; and finally, the transformation of T2L data in XML messages and PDF

documentation, that can be transferred to other Member State port community

system. Also, in this case the relationship among the players is managed by the

platform.

Finally, concerning “customs single window” (SUD), it enables port users to

submit documents at a single location and/or single entity. Such documents are

typically customs declarations, applications for import/export permits, and other

supporting documents such as certificates of origin and trading invoices. The main

scope of the local government and public authorities involved is to increase the

efficiency through time and cost savings for users in their dealings with government

authorities. Thanks to the digitization of the process, the SUD permits to require

and control certifications and authorizations via computer.

Fig. 2 Export phase (Source: http://www.tpcs.eu)
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6 Concluding Remarks

This study contributes to the existing literature on PCSs by investigating the

structure of the PCSs in a landlord port model characterized by the PA like a player

with tasks of coordination and control of the information on traffic flows managed

by the port users.

The descriptive analysis shows that the PCS represents the main coordination

mechanism in the relationships among the port users. The data information man-

agement on the traceability of the goods would seem to meet the objectives of PA

and other users of the seaport. Indeed, the reduction of papers and of time along the

port supply chain, the easy access to the PCS, and the ability to access the system at

any time and from anywhere are the main benefits obtained thanks to the PCS.

The case study described evidences an architecture of the inter-organizational

relationships system for the information and data sharing characterized by central

orchestration hub. That is a system that permits to connect to many port users with

minimal linkages.

Regarding the main tools of the AIS, like the external reporting, we observed

that the reports produced by the system present information processed related to the

traceability of the goods. We observed that the reports produced by the “national

and community cabotage” area of the PCS are intended to other Member State port

community system.

In the relationship between PA and port users involved in the import and export

processes, the PCS analysis does not clearly evidence the transfer of the informa-

tion processed by PCS to PA. According to the results of the interviews, the

managers of PA can access the system to provide the reports on the goods infor-

mation flows. This means that the production of the reports could not respect a

specific time schedule. Finally, the reports do not include financial and qualitative

information about the goods. The information is obtained by the manifests; it is

processed by clearing sensitive data and transferred as a statistic base to the

departments of the PA. In the AIS, the financial information is relevant above all

in the decision-making of top management.

In summary, these results seem in line with the study on PCS mainly with the

results of study of [7] in which the authors have verified the relationship between

the adoption of PCS and the port organization size. Indeed, the adoption and the

development of the PCS are linked to the intention to use by top management, in

our case the PA in accordance with the customs.

This study presents some limitations, because of its explorative nature; in fact,

we consider only one case study in which exclusively one single partner, that is, PA,

has been analyzed, and also we do not clearly describe the technical details and

related benefits derived from the adoption of specific AIS and reporting tools.

In order to know in depth and clearly the causes that limit the possible develop-

ment of the benefits of AIS using PCS, in the future we aim to extend the analysis to

the accounting managers of the organizations (port users and PA) involved in the

processes described in this case study.
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Building Effective SMA Systems Taking

Advantage of Information Technology

Iacopo Ennio Inghirami

Abstract Strategic management accounting (SMA) is a set of valuable tools to

manage a company at its best. However, it is expensive and complex to implement.

After a first part of theoretical introduction about the SMA framework, this paper

will attempt to assess the possible contribution from the information technologies

(IT) in this field both theoretically and empirically. The second part describes a

medium-size company and its experiences in implementing a SMA system.We will

describe the Nespoli Group, which comprehends 45 medium-size firms localized

all-over Europe and the issues linked to the management of such a differentiated

multinational ensemble of entities. In the third part, we will propose a new approach

to the use of information technology in SMA systems. For this purpose we will

evaluate in depth a particular indicator, the service level agreement (SLA), to

understand how IT can effectively improve SMA systems. Several final consider-

ations conclude the paper.

Keywords Accounting information systems • Strategic management accounting •

Business intelligence • ERP systems • Simulation • Modelling

1 Introduction

Most textbooks of management accounting define the discipline in terms of its

decision-making role. It is generally stated that since managerial functions involve

using information for better planning and control, management accounting princi-

ples are very important for effective and successful management at all levels. In this

paper, we will review the role of strategic management accounting (SMA) that

claims to be the future of management accounting discipline.

The purpose of the paper is to analyse the definition and the use of the SMA in a

medium-sized company: the Nespoli Group Spa. The Nespoli Group is a worldwide
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family-owned Italian company, mainly operating in the “Tools for painting”

market.

The Nespoli Group’s established position on domestic and international markets

increases the interest on the analysis of the company’s performance measurement

models. In particular, the Nespoli Group started a pilot project regarding service

level agreement. We have found some interesting aspects in this project, in partic-

ular a relevant contribution from information technologies.

Moreover, we will explore new approaches for the use of information technol-

ogy. In particular, we would like to propose some thoughts on increased exploita-

tion of the potential of information systems.

2 Mutual Relations Between Accounting Information

Systems and Strategic Management Accounting

2.1 Accounting Information Systems and Strategic
Management Accounting: Some Definitions

The definition of accounting information system (AIS) depends on the definition of

accounting itself. It is possible to distinguish between the two kinds of accounting:

financial accounting and management accounting. Financial accounting is defined

as:

The art of recording, classifying, and summarizing in a significant manner and in terms of

money, transactions and events which are, in part at least, of financial character, and

interpreting the results thereof [1],

Likewise, management accounting is defined as:

The process of identification, measurement, accumulation, analysis, preparation, interpre-

tation and communication of information used by management to plan, evaluate and

control within an entity and to assure appropriate use of and accountability for its resources.

Management accounting also comprises the preparation of financial reports for

non-management groups such as shareholders, creditors, regulatory agencies and tax

authorities [2].

The aim of financial accounting (FA) is to gather and summarize financial data

to prepare financial reports, such as a balance sheet and income statement, for the

organization’s management, investors, lenders, suppliers, tax authorities and other

stakeholders. FA main recipients are external users, and financial reports must

follow precise layouts and rules. In fact, FA must accomplish national and inter-

national principles, such as the generally accepted accounting principles (GAAP) or

their equivalent in each different country. The focus of FA is to exhaustively

represent all the events that occurred by means of reports produced every month,

quarter and year.

The theories and the reference models adopted by FA have been defined from a

long time and will not change in the future. Hence, FA systems are stable and do not
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evolve, particularly when comparing this field with other management topics. Once

the organization has introduced and implemented a system, FA can run for several

years with very little or no changes at all, unless there is a change in external

requirements such as new rules, principles or laws.

While FA is oriented towards the request of external users, management

accounting (MA) focuses on the needs of managers. In literature, it is possible to

find several conceptual models that may be useful in providing information to

managers.

These well-known and well-defined models are designed for planning activities

and, after the execution of the activities themselves, to control the obtained results

and to report discrepancies, if any. Garrison et al. present this non-exhaustive list of

reference models [3]:

• Cost classification

• Job-order costing

• Process costing

• Cost behaviour

• Cost-volume-profit relationship

• Variable costing

• Activity-based costing

• Profit planning (budgeting)

• Capital budgeting

• Advanced reporting

In the mid-1980s major complaints versus MA emerged in the literature [4]. In

fact, although MA is considered essential for informed management activity, MA

itself seems to have some flaws, particularly arising from its roots in cost account-

ing, as it is possible to observe in the above-reported list. As a matter of fact,

traditional MA approach considers cost classification and analysis, cost-volume-

profit models, profit planning (budgeting), capital budgeting and advanced

reporting.

Researchers [5, 6] argued that:

1. MA had not evolved over the past decades.

2. MA is too focused on costs.

3. MA is not very useful for managers, because it is not focused on strategy and on

market opportunities.

Manager risks to undertake incorrect decisions based on inadequate and obsolete

management accounting data. The lack of attention to clients, competition and

performance, together with a poor or even non-existing strategic approach, could

lead to incapacity to cope with the new highly competitive environment [7].

Strategic management accounting (SMA hereafter) is a promising and well-

acquainted evolution of management accounting [8]. SMA tries to address all the

above-mentioned criticisms levelled against management accounting. SMA was

initially proposed by Simmonds at the beginning of the 1980s [9], and it was not

taken seriously until the late 1980s. Simmonds argues that SMA greatly differs
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from MA because of its focus on the comparison of the business with its compet-

itors. Langfield-Smith affirms that there is no agreed definition of SMA in literature

[7]. However, Wilson declares that MA differs from SMA in several aspects (see

Table 1) [10].

An interesting definition of SMA has been proposed by Bromwich [11], who

argues that SMA is:

The provision and analysis of financial information on the firm’s product markets and

competitors’ costs and cost structures and the monitoring of the enterprise’s strategies and
those of its competitors in these markets over a number of periods.

Ma and Tayles argue that SMA finally bridged the gap that existed between MA

and strategic management [12]. SMA moved MA from monetary issues to a more

multidimensional approach. It is not simply a new orientation, which is aimed

towards strategy; it is a radically different way of rethinking MA around strategic

concepts [8]. In fact, according to Lord [13], the functions commonly associated

with SMA are:

1. To collect information related to competitors

2. To use accounting for strategic decisions

3. To cut costs on the basis of strategic decisions

4. And to gain competitive advantage through it

2.2 Strategic Management Accounting: An Empirical
Perspective

A straightforward characteristic of the SMA literature is the paucity of empirical

research [14]. Actually, most of the literatures regarding SMA were at conceptual

level and with a prominent academic emphasis. The main concern is that SMA

adoption cannot be measured directly: it is in fact necessary to investigate the

Table 1 Traditional management accounting versus strategic management accounting

Traditional MA Strategic MA

1 Historical Prospective

2 Single entity Relative

3 Introspective Outward looking

4 Manufacturing focus Competitive focus

5 Existing activities Possibilities

6 Reactive Proactive

7 Programmed Un-programmed

8 Data oriented Information oriented

9 Based on existing systems Unconstrained by existing systems

10 Built on conventions Ignores conventions
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adoption of those techniques that can be reconnected to the SMA concept. This is an

alternative way to define SMA.

While researching the link between SMA and strategy, Cinquini and Tenucci

[15] proposed to define the ensemble of techniques that companies really imple-

ment instead of trying to measure the implementation of SMA itself. Cinquini and

Tenucci measured the adoption of one or more of the following techniques:

1. Activity-based costing/management (ABC/M)

2. Attribute costing

3. Benchmarking

4. Competitive position monitoring

5. Competitor cost assessment

6. Competitor performance appraisal on public financial statements

7. Customer accounting

8. Integrated performance management systems

9. Life cycle costing

10. Quality costing

11. Strategic costing

12. Strategic pricing

13. Target costing

14. Value chain costing

Actually, organizations hardly understand the meaning of SMA concept; hence,

it is easier to ask them if they currently implement some of the above-mentioned

techniques and then evaluate if they are de facto applying a SMA approach. Several

researchers followed this course: Guilding et al. [16] created a report based on the

survey of 12 SMA practices in different countries and concluded that the extent of

diffusion was not uniform in New Zealand, the UK and the USA. Fowzia [14]

measured the implementation of 14 SMA techniques and in this way measured

business strategy and strategic effectiveness of manufacturing organizations in

Bangladesh.

2.3 Strategic Management Accounting and Information
Technology

The mentioned literature has essentially academic roots and does not consider

actual implementations of the SMA systems. This means that on the one hand the

researchers did not consider the implementation aspects and, on the other hand, they

do not assess the potential related to information technology.

As regards the first aspect, we must note that to implement SMA systems is

extremely expensive. In fact, it is not sufficient to adopt an online transaction

processing (OLTP) system, but you also need to implement an online analytical
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processing (OLAP) system. Traditional SMA architecture is based on a three-layer

structure (see Fig. 1).

The first tier is a database server that is a relational database system, and it is

devoted to data warehouse (DW) support. The second tier is an OLAP server that is

typically implemented using either (1) a relational OLAP (ROLAP) model, that is,

an extended relational DBMS that maps operations on multidimensional data to

standard relational operations, or (2) a multidimensional OLAP (MOLAP) model

[17]. The third tier is a front-end client layer, which contains query and reporting

tools, analysis tools and/or data mining tools to support the end users.

This architecture has been developed in the last years and is quite functional, but

it is heavy and expensive. The major drawbacks are related not only to the

sophistication of the scheme itself but also to complexity and cost of the required

equipment, both hardware and software. Even relatively small projects, such as

pilot projects, may often result to be difficult to implement, expensive and prone to

failures. However, it should be stressed that a robust IT architecture is the only one

capable to collect and process information necessary for the implementation of an

SMA. In fact, neither an OLTP system nor an OLAP system can support by

themselves the needs of a SMA system.

Recent studies suggest that it is possible to delete a level, i.e. you can use three-

tier architecture taking advantage of IMT (in-memory technology)-based software

[18] (Fig. 2).

IMT boosts the software of the end users and thus enables them to create their

own hypercubes directly in seconds with intuitive and easy-to-use tools. In this

way, IT professionals can focus on pure data issues, and end users can “play” alone

with the cleaned and corrected data sets following their thoughts and intuitions.
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Fig. 1 Strategic management accounting: traditional architecture
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The second aspect is even more intriguing: is it possible to envisage new

perspectives in SMA systems arising from the potential offered by current computer

technology? SMA theory is based on the evaluation of static indexes. Computers

are used as calculators even if employed in complex models. Instead, in many cases

it would be useful to adopt models that describe a process, rather than a static

situation. In this case we can take full advantage of both the calculation power of

the computers and their ability to handle large volumes of data.

We will present a case to prove this assertion, that is, a case in which it was built

a model that describes a process. This system is then employed to perform

simulations.

3 Methodology

The methodology used is the case study research approach, following the methods

recommended in the literature. The decision to analyse a single case study [19] may

be useful for giving a detailed outline of the grounds and distinctive features of the

development and subsequent implementation of the internal reporting model

represented by the SMA.

The case study approach [20] is interesting since it may offer the option of

constructing theories and generalizations based on the study of a single operational
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Data Mining
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Transform
Load
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Semistructured
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Data
Warehouse
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Fig. 2 Strategic management accounting: IMT-based architecture
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case [21–23]. In the case examined, the benefits of such an approach can be seen in

the ability to illustrate the factors that drove the company to adopt a SMA system

and the consequences within the planning and control function.

We were searching for an empirical case to deeply investigate the implementa-

tion of a SMA system. The selected company was interested in developing a SMA

system; hence, we followed systematically the implementation of the new system.

The research carried out feature aspects of a qualitative and quantitative nature:

the data examined are based on interviews and the company’s economic and

financial documentation made available to the public on the company’s website

and on internal reporting documents. The period analysed concerns the period from

2011 to 2014. The interviews were conducted with the headquarter CFO and those

responsible for management control: the questions were designed to explain the

various stages of the SMA’s implementation to illustrate the progress achieved and

the benefits in terms of company results achieved.

The interview as opposed to the questionnaire approach offers greater flexibility

even if the results were characterized by a certain degree of subjectivity due to the

difficulties of interpreting the answers. However, this was useful for understanding

the competitive context in which the company operates and the particular features

of the sector to which it belongs.

The contribution of the paper to the literature is motivated by the lack of surveys

about the SMA implementation. The major limitation of this research is that results

are related to the analysis of a single case study. This study cannot lead to general

conclusions, and it will be necessary to conduct a comparative study between the

observed company and other companies. Thus, this study represents a starting point

for further research in the application of SMA concepts.

4 Strategic Management Accounting in Action: The

Nespoli Group Case

4.1 Presentation of the Nespoli Group

The Nespoli Group was founded in North Italy right after the Second World War.

At the end of the 1940s, Oreste and Bruno Nespoli started what was called

“Pennellificio Nespoli” (the Nespoli Brush factory). Initially the company was

made of a few artisans working with clear and simple rules: serious work and

customer satisfaction.

The company grew steadily, and at the end of the 1970s, it passed from being a

small business to becoming an industrial-sized complex. At the end of the 1990s,

Nespoli Group started a series of acquisitions in the Paint Tools sector throughout

Europe (see Table 2).

The first strategic acquisitions have been made in Spain, France and Germany.

Together with the acquisition of Franpin Group, it acquired ZFI (Zhongshan
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Franpin Industries) its China-based factory. Later on, Nespoli Group decided to

diversify its offer and made further acquisitions in the sector of Aerosol Paint Spray

with the acquisition of Italideal and CIA in Torino (Italy).

In addition, Metal Tools become part of Nespoli Group business with the

acquisition of Milbox in France in 2006 and of Techno in Germany in 2008. Nespoli

Group entered in the business of Wood and Leather Treatment through the acqui-

sition of Gubra and Grand Chic (Italy).

In 2010, it was added as another business unit for Cleaning Tools, driven by the

acquisition in Italy of the well-known Pippo and Eurostile brands. Today the

Nespoli Group, led by Luigi and Alessandro Nespoli, is the first European group

in the market segment of “Tools for painting”, in terms of sales figures, production

volumes and market size. Entering in UK, Poland, China, Russia and Turkey

markets, the Group had a turnover approaching 350 million euros with over 2000

employees. The Nespoli Group owns several renowned brands such as Nespoli,

Roulor, Franpin, Rulo Pluma, Friess, Techno, Pippo and Coronet, and it manufac-

tures tools for several “private labels”.

4.2 The Implementation of Nespoli Group’s SMA System:
Architectural and Theoretical Aspects

In recent years, Nespoli Group started a relevant project with the aim to provide top

management and business analysts with reporting information and key indicators

Table 2 Nespoli Group acquisition history

Year Country Company

1996 Spain Rulo Pluma s.a.

1999 France Roulor s.a., Monitor s.a., Le Herisson s.a.

2001 Germany Schabert GmbH

2004 France Franpin Group

2005 Germany Friess GmbH

2006 France Milbox s.a.

2008 France Mancret

Italy Gubra s.r.l.

Germany Techno

Italy Gaia s.r.l.

Italy Italideal—Cia s.r.l.

2009 Italy Grand Chic s.rl.

2010 Spain Castor

Italy Pippo brand

Italy Eurostile

2011 Germany Noelle Group
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that are common across the entire group and that could be analysed in a consistent

way with various levels of details.

Dr. Bosisio, the Nespoli Group Chief Information Manager (CIO), declared that

DataManager is the powerful and flexible tool utilized for getting deeper into

business information, empowering business analysts with OLAP technology. As

we said earlier, SMA should be fed by various sources of data; however, the

principal source remains a sound and well-running ERP system. Here a problem

arises, because the various companies that compose the Nespoli Group are actually

running diverse ERP systems, such as legacy systems (IBM AS400), SAP, Oracle

and MS Dynamics. Therefore, (1) in the long term, the Group has to choose a single

ERP system, and all the companies have to gradually switch to it; (2) in the short

term, it is necessary to create a system that can receive data from several sources,

clean it and consolidate it.

The Common Nespoli Group’s ERP
Dr. Bosisio stated that several considerations forced top management to progres-

sively adopt a unique ERP system throughout the Group:

1. To unify processes and data of all the legal entities

2. To cope with the obsolescence of hardware and connectivity

3. To deal with the increasing number of malfunctions and difficulties in finding

spare parts

4. To replace non-updateable software

5. To fight decreasing performance

6. To counteract decreasing security

During 2012, the Group has started a major project for an ERP common to all the

companies of the Group itself. A “steering committee” expressly created for this

task (1) has defined the specific characteristics that the new software should

possess, (2) has performed a software selection and (3) has chosen the hardware

architecture and the related organizational aspects.

The steering committee has stated that all the companies of the Nespoli Group

have to move towards the implementation of Microsoft Dynamics NAV ERP

system in external data centres. This system will unify the bookkeeping and the

fiscal accounting of each legal entity composing the Group. Moreover, the steering

committee decided to perform a “pilot” implementation in Noelle Group, Nespoli

Deutschland and Coronet Germany, treating them as “model company” and con-

sidering from the beginning the needs of all the Group’s companies. The project

started in September 2012 for Noelle Group, in January 2014 for Nespoli Deutsch-

land and in June 2014 for Coronet Germany.

The Nespoli Group’s SMA System

Waiting to have a unique ERP system in all the Group’s companies that will ease

the data gathering phase, it was necessary to predispose a sound SMA system to

support top management’s activities. For this purpose, it has been developed a

proprietary system called DataManager, basically a data warehouse. This system

gathers fiscal and managerial data from every company’s transactional system.
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DataManager extracts final data by means of appropriate interfaces from those

transactional systems. Utilizing listed processes and documented rules, it consoli-

dates the gathered data, and it arranges data sets that can be analysed from final

users. This final data allows managers to prepare budgets and forecasts regarding

sales, purchases, stock and manufacturing.

The outcome of the Nespoli Group’s SMA system consists in several managerial

reports regarding cost classification, job-order costing, process costing, activity-

based costing, profit planning and budgeting and advanced reporting. In particular,

managers can access SMA via an Excel interface and directly analyse information.

In fact, it is possible to modify reports and dynamically choose legal entities, time

periods, etc. freely picking the desired dimensions of analysis. A non-exhaustive

list comprehends:

• Business unit analysis

• Market channel analysis

• Customer chain analysis

• Trend analysis

• Stock analysis—expiring/obsolete product, consumption spread, ABC analysis,

Stock Health Evaluation

4.3 The Implementation of Nespoli Group’s SMA System:
The Service Level Agreement Pilot Project

In the last 10 years, the Nespoli Group is grown exponentially through acquisitions

in Italy and abroad. In a first step, the model of development has been to acquire

new companies, leaving the dedicated local management of the acquired compa-

nies. The dual advantage was to maintain business continuity and to have a

simplification of the chain of command; the disadvantage was the maintenance of

an identity of the acquired companies that was not merged into the “Nespoli

vision”, as stated by Dr. Ripamonti (Group Planning & Control).

In recent years, the size and complexity of the Group have become such as to

require a change in the Group’s vision; hence, it was created a headquarter structure
with the goal to:

• Steer the group as a single entity.

• Act as a chain of transmission between strategies identified by the ownership and

Group companies.

• Develop the business unit that represents the main product lines (Paint Tools,

Metal Tools, etc.) by focusing on the needs of customers.

The Group’s strategy continues to be a growth strategy, walking in two

directions:
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(a) Markets: strength in markets already served and further geographic expansion

into new high-growth markets such as Turkey, Russia and China

(b) Business: diversification in products for household cleaning, spray paints, in

specific products for the construction industry (Metal Tools) and in products

dedicated to the care of the wood and leather

Dr. Scribani, the Nespoli Group Chief Value Officer (CVO), explained the

growth path for products: firstly, these are complementary products; secondly,

they are often purchased from the same “buyer”; and thirdly, they fall into the

Nespoli Group “mission”. Similarly, the growth path in the new markets is aimed:

1. To exploit the competitive advantages already acquired in the markets currently

occupied. It is possible to adopt a “copy and paste” strategy.

2. To exploit the high rates of growth in emerging countries.

3. To follow Nespoli Group main customers in their international expansion.

In order to develop this vision, the Group has started to implement IT tools that

allow setting up basic information on the subject of strategic planning and control.

Furthermore, the Group has chosen to implement a “pilot project” to test the real

potential of the system itself. This project consists in a system capable to evaluate

the “service level agreement”.

The Service Level Agreement Concept

A service level agreement (SLA) is a document describing the level of service

expected by a customer from a supplier, laying out the metrics by which that service

is measured, and the remedies or penalties, if any, should the agreed-upon levels not

be achieved.

In the field of organized large-scale retail trade (OLSRT), there is a high level of

attention to the quality and the level of service. In particular, customers (i.e. large

retail stores or large retail groups) require that the rate of delivery on time of

ordered products is greater than percentages of 95%.

Delays and bad deliveries create revenue loss to the customer itself, which

charges substantial penalties to its suppliers for this reason. Usually these penalties

are planned in the supply agreement, and therefore both the supplier and the

customer are aware of them.

The problem arises at the time of accounting. In fact, while the penalty is born in

a certain period, the related accounting can take place several months away. Not

only it is often impossible to trace the events that led to the penalty, but also it is

very difficult to account the penalty itself. In other words, an accounting period,

which ended positively, could later prove to be a negative period.

To avoid this problem, it is necessary to monitor continuously orders and

shipments. The daily collection of information for each order, for each shipment

and for each customer, indicating the level of service and the causes that have led to

any stock-outs (delays by suppliers or production), allows a better control of the

supply chain.
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Service level agreement (SLA) key measures are integrated into a supply chain

scorecard (see Fig. 3) that is consistently measured across the organization allowing

benchmarking inside the Group. The main KPI analysed in SLA report are:

• Forecast accuracy

• Stock levels

• Internal/external supplier delivery performance

• Transport provider measurements

• Warehouse operation measurements

• Order fill rate

• Product availability or stock-out rate

• Days sales outstanding

• Customer delivery transport measurements

• Customer order outstanding analysis

In addition to the above-mentioned tactical aspects, the model developed to

measure SMA allows several strategic thoughts. As a matter of fact, it is possible to

Fig. 3 The SLA report
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evaluate the convenience to operate on a particular market. After loading all the

information related to logistics and production, you can simulate the production

levels achievable and then decide whether it is possible or not to meet the demands

of a potential market.

It is important to underline the complexity of the model: in fact it requires (1) a

thorough understanding of the processes, (2) the availability of information related

to logistics and production and (3) the availability of adequate computer facilities

and databases.

5 Evaluation of the Nespoli Group’s SMA System

and Conclusions

Several considerations can be done about the Nespoli Group’s experience. How-
ever, it is important to stress that what we described is only the initial part of a long

and challenging process. The final goal is to implement a rich set of procedures not

only aimed to support the management, but that will also evaluate the Group’s
performance.

The Nespoli Group is a multinational, multilingual ensemble of companies,

formed over a quite long time. The definition of a common SMA is the first effort

to implement a common management background. A relevant aspect has been the

definition of a common timing for data collection and subsequent elaboration of

reports and documents. The SMA system homogenizes the data, the process to

create reports and reports themselves. Moreover, the system acts as communication

media within the Group, and it replaces all other means of communication.

Even if the SMA system was born according to the needs of the Group’s
headquarter, the implementation of the system in all the companies eased dramat-

ically the management of each company of the Group itself. While preserving the

autonomy of each legal entity, the adoption of SMA eases the coordination within

the Group. The SMA facilitates the vertical integration between legal entities’
management and Nespoli Group’s management. In this way, it is ensured an

effective coordination, and both local entities’ and Group’s strategies can be

reached.

In this respect, the Nespoli Group’s experience is highly positive. Against a

relevant investment in terms of structures and management empowerment, the

Group has acquired an invaluable tool that turned to be irreplaceable to manage

each legal entity composing the Group and the Group itself.

Finally, this model allows Nespoli Group’s management to keep checking

whether it is possible or not to meet the demands of a particular market and then

decide whether to continue or to leave the market itself.
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Accounting Information System

and Organizational Change: An Analysis

in “First Mover” Public Universities

Elisa Bonollo, Simone Lazzini, and Mara Zuccardi Merli

Abstract This chapter aims to investigate the role of accounting information

system in supporting the adoption of accrual accounting in public universities and

its main effects on the organization. The study is focused on Italian public univer-

sities, with a specific reference to the accounting management of research projects.

The treatment of the research projects is particularly interesting because of their

relevance in the university budget and their effects on the whole organization

(e.g. on the delegation system). Therefore, the configuration of the new accounting

information system of universities is not a mere technical problem but involves

organizational changes. The research is based on a comparative case study of two

Italian public universities (Universities of Genoa and Pisa) relating to the role of the

accounting information system in supporting the research project accounting and in

affecting their organization (in terms of competences and responsibilities).

Keywords Accounting information system • Public organizations • University

1 Introduction

Since the 1990s, Italian public organizations have been interested in a modern-

ization process to overcome the traditional bureaucratic model [1–3]. This process was

legislation driven and focused (in Italy as well as in other countries) on public

financial management reforms, so much so that some international scholars coined

the term “New Public Financial Management” [4–6]. In Italy, these reforms also led

to the adoption of new accounting systems (i.e. accrual accounting, cost accounting,

etc.) with the aim to better satisfy the stakeholder information needs, improve the

level of efficiency and empower the staff to use public resources.
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In recent years, these changes have also involved Italian public universities,

initially with academic studies focused on the criticalities of the traditional public

accounting, then with empirical research describing the state of the art or the experi-

ences of first adopter universities and, finally, with legislative initiatives addressed

to all public universities [7–11].

More specifically, Law no. 240 of 2010, Legislative Decree no. 18 of 2012 and

Ministerial Decree no. 19 of 2014 changed the accounting information system of

public universities, which passed from the traditional cash- and commitment-based

accounting system to accrual accounting with an annual “authorizing” budget. As a

consequence of this reform, the universities have to adopt a single economic and

investment budget rather than having separated and independent budgets prepared

by the central administration and by each individual peripheral units (departments,

centres of excellence, etc.). Thus, the main consequent innovation consists of a

complete redesign of the accounting information system.

In this context, the chapter aims to investigate how the information system

supports the use of the accrual accounting and affects the organization of the

university, with specific reference to the accounting management of research

projects.

The treatment of research projects is interesting because of their relevance in the

university budget (in terms of revenues, costs and investments) and the impact of

their management on the whole organization (in terms of competences, responsi-

bilities, etc.). Therefore, the configuration of the accounting information system

[12] is not only a technical problem but involves the whole management of the

university [13].

The method of analysis used is a comparative case study [14–16] in order to

provide a picture of the main elements characterizing the configuration of the

accounting information system of the universities, with particular reference to the

IT procedures and organizational changes for the management of research projects.

More specifically, in our research the Universities of Genoa and Pisa are analysed

and compared. This choice is due to the fact that these Universities have introduced

the accrual accounting system earlier than requested by law and have already

highlighted criticalities in connection with this change. The sources of data were

internal documents and semi-structured interviews. More specifically, in both

Universities we examined documents such as university accounting rules and

accounting manuals, guides and training documents prepared by the accounting

software provider, university organizational charts and organizational deliberations

of the university general manager. The semi-structured interviews were conducted

in both Universities face-to-face with members of the accounting unit of the central

administration. Each interview lasts about 1 h and was conducted twice, in June

2014 and then in June 2015 (with the same persons).

The chapter is structured as follows. It starts with a literature review on the

accrual accounting in the public sector and an analysis of the renewal of the public

university accounting information system. Secondly, the chapter presents peculiar-

ities and organizational changes related to the accounting management of research

projects. Finally, the comparative case of the Universities of Genoa and Pisa is

described and discussed.
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2 Accrual Accounting in the Public Sector

and Organizational Change: A Literature Review

The Italian university system has recently been going through a process of change

that has involved also its accounting information system [8]. The main laws and

government interventions of this process of change are depicted in Table 1.

Since the 1990s, Italian public universities have been able to choose their

accounting information system, and their central administration and peripheral

units have produced their own budgets and annual reports. It was very difficult

both to conduct unitary policy through the accounting documents (for internal

Table 1 Main laws and government interventions on Italian public universities

Normative

reference Main topics Effects

Law 68/1989 University

reform

Organizational, financial, accounting autonomy

Law 537/1993 Financing

evaluation

New financing system

Institution of the National Commission for the Evalua-

tion of the Italian University System

Institution of a University Evaluation Commission in

each university

Leg. Decree

29/1993

Leg. Decree

286/1999

Control system Introduction of an internal control system (only for the

activities supporting research and teaching)

Law 43/2005 (art.

1-ter)

Programming

evaluation

Adoption of a 3-year plan (according to ministerial

direction)

Ministerial ex post performance measurement regarding

all university activities (with impacts on future financial

resources)

Ministerial Decree

14/11/2006

Accounting Introduction of an Information System on Public Orga-

nizations’ Operations (SIOPE)

Ministerial Decree

01/03/2007

Accounting Adoption of a common reclassification scheme of annual

report

Law 1/2009 Financing Introduction of a percentage of State financial resources

distributed according to performance obtained by each

university

Law 15/2009

Leg. Decree

150/2009

Programming

evaluation

Adoption of a 3-year performance plan, an annual per-

formance report, a system of performance measurement

and evaluation (only for the activities supporting

research and teaching)

Law 240/2010 University

reform

Organizational changes

Accounting changes

Leg. Decree

18/2012

Ministerial Decree

19/2014

Accounting Introduction of ministerial accounting standards

Adoption of mandatory budget and annual report

schemes
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stakeholders) and to have a unitary photo of the results of universities (for external

stakeholders) [17]. This need to satisfy information requirements of internal and

external stakeholders and the need to make public managers accountable for a

proper use of resources have required that lawmaker introduces changes in the

accounting information system. These changes are within a wider reform process

that also concerns other public organizations and that, with different timing, aims to

introduce accrual and cost accounting systems with or in replacement of the tradi-

tional public accounting [18, 19]. This reform process, as already said, is the

so-called “New Public Financial Management” widely investigated by Italian and

international scholars [1–6].

Actually, the traditional cash- and commitment-based accounting system had

already been criticized in the 1950s [20, 21], but it has been in the 1990s, with the

“New Public Financial Management”, that many authors suggested again that

lawmaker should innovate the accounting information system of public organi-

zations. According to these authors, the traditional public accounting system did not

provide the necessary information for an effective management of resources and for

the control of results [2, 22–24]. That is why the adoption of accrual and cost

accounting was proposed [4, 25, 26].

Some authors pointed out that the benefits of accrual accounting would be

associated with the contemporary adoption of the cost accounting system [2, 27,

28]. Other authors also associated the introduction of accrual accounting with a

greater focus on the management of assets, the availability of comprehensive

information on liabilities and the improvement of transparency and accountability

towards external stakeholders [23, 29, 30].

We should also point out that some studies have highlighted criticalities regard-

ing the replacement of the traditional public accounting system with accrual

accounting [29, 31]. Just think of the challenge of valuating the starting capital

and the operating capital, particularly in connection with assets with a cultural or

historical value, art and museums [32–35], the risk of a poor control of expenditure

[18], the difficulty of interpreting the result for the year [36–38] and the need to

define uniform accounting standards [39, 40].

The main pros and cons of the adoption of the accrual accounting in public

organizations are summarized in Table 2.

The accounting system change does not just impact on technical aspects, but

reveals its effects on the whole management, also and above all on the organization.

Indeed, the accounting information system is not a mere technical tool and is not

neutral. It is at the same time the result of a progressive accumulation and stratifi-

cation of experiences, procedures, processes and information needs and the factor

that affects the future development of the organization, as possible element of

cultural change or, on the contrary, possible factor that causes inertia and resistance

to change [29, 41–43].

Innovations of accounting information systems are often considered as essential

in the process of organizational change. In recent decades, scholars of the so-called

“alternative” perspectives of accounting highlight the interdependence between

accounting information systems and human behaviours [44], although with
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different theoretical assumptions, methods and aims, according to the “critical” or

“interpretative” perspectives.

Scholars of the “critical perspective” emphasize the critique of the status quo and

the emancipation towards a better society. They are focused on the mutual influence

between power relations and accounting information systems. Their belief is that

accounting information systems play an important role in maintaining existing

structures of power and that the accounting rules are the result of particular forms

of domination (e.g. the accounting standards represent a compromise between

stakeholders and power holders). In this context, some authors propose to take an

active role and help to change the existing accounting information systems in order

to improve the functioning of society [45–48].

The “interpretative perspective” argues that a same stimulus (regulatory require-

ment or new available technology) can lead to a different reconfiguration of the

accounting information system, as expression of the organizational

Table 2 Accrual accounting in public organizations

Main Pros Main references

Providing information for an effective man-

agement of policies and resources and for the

control of results

Anessi Pessina (2000), Anessi Pessina and

Steccolini (2007), Anselmi (1995), Borgonovi

(1995), Hood (1991, 1995) and Olson et al.

(1998)

Providing more accurate information on the

economic dimension of management

Anselmi (1995), Anthony (2000), Borgonovi

(2002), Paulsson (2006) and Sicilia and

Steccolini (2011)

Greater focus on the management of assets,

availability of comprehensive information on

liabilities and improvement of transparency

and accountability towards external

stakeholders

Anselmi (1995), Buccoliero et al. (2005),

Pezzani (2005) and Steccolini (2004)

Compliance with rules, norms and values

(often imposed from outside)

Covaleski and Dirsmith (1988), Covaleski

et al. (2003), Meyer and Rowan (1977) and

Steccolini (2009)

Providing a mean of power for influencing

actors’ behaviours
Baxter and Chua (2003) and Hopwood (1994)

Providing a mean of power for enhancing

positions of specific stakeholders

Odgen (1997) and Pinch et al. (1989)

Main Cons

Difficulty of valuating the starting capital and

the operating capital, particularly in connection

with assets with a cultural or historical value,

art and museums

Barton (2000), Carnegie and Wolnizer (1999),

Christiaens and De Wielemaker (2003) and

Micallef and Peirson (2008)

Risk of a poor control of expenditure Catturi et al. (2004)

Difficulty of interpreting the annual result Garlatti and Pezzani (2000), Guthrie (1998)

and Mautz (1981)

Need to define uniform accounting standards to

ensure both the comparability in space and time

and the reliability of annual report

Agasisti and Catalano (2009) and Borgonovi

(2004)
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interdependence. This organizational interdependence, in turn, depends on specific

dominant culture, available distinctive expertise and existing formal and informal

power relations.

There are several approaches of the “interpretative perspective”. The main ones

are the new-institutional, Foucault’s and Latour’s approaches. The

new-institutional approach focuses on the role of the accounting information

systems in supporting the change in organizational culture and in obtaining legiti-

mization, consensus and visibility for the organization itself [49, 50]. According to

this approach, the adoption of an accounting information system, in this case the

accrual accounting, is influenced by the will more to conform to rules, norms and

values (often imposed from outside) than to consider its efficiency and effective-

ness on management [51, 52]. According to scholars of Foucault’s approach,

accounting practices are instruments of power, able to influence and guide the

behaviour of individuals in formalized organizational contexts, such as those of

public organizations [41, 53, 54]. Latour’s approach argues that accounting is used

by some stakeholders to strengthen their positions through a targeted use of the

information obtained precisely through the accounting information system [55, 56].

The main contributions of “alternative” perspectives are summarized in Table 3.

In short, the “alternative perspective” to mainstream accounting rejects the

assumption of objectivity of the accounting information system and underlines,

even if with different approaches, the impact on the organization, people and

environment (issues that can be found, however, also in traditional studies of

Economia Aziendale).

Table 3 Main contributions of “alternative” perspectives to mainstream accounting

Alternative perspectives Main references

Critical perspective

Mutual influence between accounting infor-

mation system and power relations

Broadbent et al. (2001) and Laughlin (1987)

Active role of accounting researchers in order

to help changes in society

Lemman and Tinker (1987) and Tinker et al.

(1982)

Interpretative perspective

New institutional approach

Accounting information system as an instru-

ment of organizational change and of

legitimization

Covaleski and Dirsmith (1988), Covaleski

et al. (2003), Meyer and Rowan (1997) and

Steccolini (2009)

Foucault’s approach

Accounting information system as an instru-

ment of power and guide for actors’ behaviours
Baxter and Chua (2003), Burchell et al. (1980)

and Hopwood (1994)

Latour’s approach

Accounting information system as an instru-

ment used by some stakeholders to strengthen

their positions

Ogden (1997) and Pinch et al. (1989)

188 E. Bonollo et al.



3 The New Accounting Information System of Italian

Public Universities

In order to adapt the accounting information system of universities to the informa-

tion needs of internal and external stakeholders, Italian lawmaker introduced

accrual and cost accounting systems and the documents specified in Table 4 (Law

240/2010, Legislative Decree 18/2012 and Ministerial Decree 19/2014). The dead-

line for universities to switch to the new accounting information system was

1 January 2015.

The main innovations can be summarized in the following points:

• Universities are required to adopt accrual accounting, unlike in the past, when

they could adopt the accounting information system they preferred. The

non-coexistence between cash- and commitment-based accounting and accrual

accounting has been established to prevent the risk of generating confusion in

decision-making process. According to several authors, public managers could

receive inconsistent information from the joint presence of the two accounting

systems and end up by basing their decisions on the traditional public accounting

system [28, 37, 57].

• Cost accounting must be mandatorily used in order to provide information for

the decision-making process and to make public managers accountable in terms

of use of public resources, investments and so on [8].

• The consolidated 3-year budget must be prepared to ensure the economic and

financial sustainability of the medium-term activities of the university.

Table 4 University documents in budget and reporting phases

Budget phase (within 31/12/n� 1) Reporting phase (within 30/04/n + 1)

Consolidated 3-year budget

• Economic budget

• Investment budget

Consolidated annual budget

• Economic budget

• Investment budget

“Chart of expenses classified by missions and

programmes”

Consolidated traditional public accounting

budget

Consolidated annual report

• Statement of assets and liabilities

• Income statement

• Accompanying notes

• Cash flow statement

• Report on operations

• SIOPEa statements

• “Chart of expenses classified by missions and

programmes”

• Board of auditors’ report
Consolidated traditional public accounting

report

Consolidated financial statements

• Statement of assets and liabilities

• Income statement

• Accompanying notes
aSIOPE Sistema informativo sulle operazioni degli enti pubblici [Information System on Public

Organizations’ Operations]
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• The consolidated annual budget, consisting of the economic and investment

budgets, becomes an authorizing document, thus avoiding the reduction of

control on available resources.

• The consolidated annual budget (as well as the consolidated annual report) is a

single “consolidated” document, which means that it is referred to the university

as a whole, including both the central administration and any peripheral unit

such as departments, centres of excellence, libraries, etc. [58, 59].

• The consolidated traditional public accounting budget and report must be pre-

pared and accompanied by a reclassification of expenses by missions and

programmes (connected with the COFOG code), in order to consolidate and

monitor public organizations’ accounts.
• The consolidated financial statements must be prepared in compliance with the

ministerial accounting standards; the consolidation area includes university,

university foundations, subsidiaries and other organizations where the university

has the majority of votes in the shareholders’meeting or the power to appoint the

majority of the members of the boards of directors.

• General accounting standards, the Statement of Assets and Liabilities, the

Income Statement and the Cash Flow Statement, valuation criteria for annual

report items and criteria for the preparation of the first Statement of Assets and

Liabilities have been introduced by Ministerial Decree.

Clearly, the lawmaker wished to ensure the required attention for the economic

aspect of management (accrual accounting), the control of the resources used

compared to those planned (consolidated annual authorizing budget), the consoli-

dation of accounts of all public organizations at national level (reclassification of

expenses by missions and programmes) and the comparability over time and space

(general accounting standards and consolidated annual report schemes set forth by

Ministerial Decree).

Although several studies have been published on the accounting information

system of Italian public universities since the approval of Law 240/2010, most of

them have focused on an analysis of the contents of the reform [17, 60, 61], on the

implementation stage of the new accounting information system [11, 60] and on

existing best practices [8]. There is a lack of studies investigating how these

accounting innovations impact on operations and organization. The next sections

of our work will analyse in depth one of these issues, connected to the accounting

management of research projects.

4 The Accounting Management of Research Projects

The introduction of accrual accounting in universities has been only a part of a

thorough reconfiguration of the relationships between the central administration

and peripheral units and has become one of the most complex situations universities

had to face over the last few years.
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At present, departments and other peripheral units (e.g. centres of excellence)

are no longer independent as to accounting. The former budgeting and financial

reporting documents have been unified at university level.

Therefore, the accounting information system of the universities had to be

configured for the need to pass from the traditional public accounting to accrual

accounting and to support the new competencies of peripheral units within the

framework of the new accounting information system.

The main point is to define which economic and financial flows each unit

can record autonomously and how they are interconnected at central level. To

this purpose, it is essential for the accounting information system to reflect the

delegation system, where powers are conferred upon units, and the reconciliation

processes.

The choice of a more or less extended delegation between the central adminis-

tration and peripheral units involves the management of universities, for example as

regards payment of suppliers, treasury control, contract management, utility cost

allocation and particularly the management of research projects.

Under this perspective, the accounting management of research projects takes on

a crucial role due to the importance of research within the university and to the

complexity of their accounting. The management of research projects entails the

need to allocate tasks between the department that carries out the research activity

and the central administration that has to report said activity in the consolidated

financial statements and therefore determine its accrual in each financial year.

The accounting information system of universities is mainly dealt with in

Ministerial Decree 19/2014, which imposes how to prepare the consolidated annual

report.

The legislation identifies specific accounting standards for universities and

refers, for any specific item not dealt with in the Ministerial Decree, to civil law

provisions and the accounting practices defined by the Organismo Italiano di
Contabilit�a (OIC), the Italian commission for accounting. We can, therefore,

acknowledge how the lawmaker elected to intervene selectively on the preparation

of the annual report by specifying only the criteria concerning those items that,

being peculiar of universities, could not have been easily dealt with in the civil law

or in the accounting standards established by the OIC.

Article 4 (letter g) of the Decree indicates annual report valuation criteria for the

research projects. More specifically, the lawmaker highlighted how the valuation of

accrued income or deferred income in the university takes on a peculiar significance

in connection with the accrual of income derived from ongoing projects and

research funded or co-funded by third parties.

The lawmaker identifies two types of research projects: “competitive” research

projects and “commissioned” research or research deriving from “technological

transfer”. The first type of project is usually accessed by taking part in competitive

selection procedures that are generally proposed by international or national public

institutions (European Union, Italian Ministry of University and Research, etc.) or

by public or private foundations that have an interest in specific fields of research.
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The second type of project consists of research activities commissioned to depart-

ments by external entities, called “outsourced research projects”.

Projects that start and finish within the same financial year are assessed on the

basis of the cost criterion, where annual report items are valued based on cost. This

cost “should be intended as the whole expense borne to procure a given good or

service, including those that can be directly or indirectly allocated for the reason-

ably allocable portion” (article 2, Ministerial Decree 19/2014). Therefore, for

annual research projects, valuation is quite easy because all the costs incurred for

the implementation of the project accrue during that year and are allocated to it

based on the pertinence between the costs and the revenues [19].

As regards multi-year research projects, each university can choose a valuation

based on the cost criterion or as a function of the progress of works. We also point

out that, once made, this choice will be univocal. This means that the choice will

concern all the research projects of that university, subject to the condition that the

Accompanying Notes will specify the method used and criteria adopted.

The valuation of multi-year research projects requires the identification of the

portion of costs and revenues to be allocated to the year considered as distinguished

from the portion that must be transferred to future years.

Between the two options above mentioned (cost criterion and work in progress

criterion), the legislator seems to prefer the former solution. In detail, the adoption

of the cost criterion consists in the determination of the portion to be allocated to the

year considered by assuming that the revenue to be allocated corresponds to the

costs incurred during the year and, consequently, proceeding by booking a deferred

income (if revenue amount is higher than the cost incurred for the implementation

of the project) or accrued income (in the opposite case).

This accounting method has two important consequences: firstly, this approach

implies the income neutrality of the research projects during their implementation

period. The revenues allocated during the various years always correspond with the

costs of those years, so no impact is expected on the annual result. Any margin will

emerge only during the closing year and usually in “outsourced research projects”.

The second consequence regards the accrued income or deferred income that has

originated from the progression of costs during the years (cost-to-cost method)
rather than in connection with the time relevance of the economic component to the

year, as traditionally happens.

Consequently, the accounting management of research projects first of all

requires the definition of specific competencies between the departments or other

peripheral units where the research activities are carried out and the central admin-

istration that takes care to reflect them in the consolidated annual report. Then the

configuration of the accounting information system must ensure the allocation of

the cost items to the different research projects, their subdivision by peripheral units

and, finally, the determination of the portion of revenues to be allocated to the year

considered and the closing of accounts at the end of the year [8].
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5 The Comparative Case Study of the Universities

of Genoa and Pisa

The comparative case study considers the Universities of Genoa and Pisa that have

introduced the accounting innovations of the last university reform earlier than

required by law. Consequently, they have already faced criticalities that other

Italian public universities will now have to overcome. Moreover, they are compa-

rable, as they have similar sizes in terms of students and employees and therefore

supposedly the same management complexity.

The University of Genoa has adopted accrual and cost accounting since January

2013, whereas the University of Pisa has started the process of transition to accrual

accounting at the end of 2012.

Both Universities use the Cineca’s U-GOV application platform that, as we will

say, has affected the organizational aspect of the management. U-GOV is an

application platform for the introduction of an integrated accrual and cost account-

ing system. In this regard, we should point out that the charts of accounts for accrual

accounting and cost accounting are distinct but, obviously, interconnected. More

specifically, the U-GOV system uses the chart of accounts for cost accounting to

enter the provisions of the consolidated annual authorizing budget. Subsequently,

when management operations are carried out, these provisions will be checked for

budget availability in order to proceed with cost accounting and/or accrual account-

ing bookings.

As regards the accounting management of research project, the U-GOV system

allows to:

• Manage research project master data with a taxonomy previously defined at

central level.

• Connect the research project with organizational units, human resources and

funders involved.

• Book and report on the acquisition and use of financial resources connected with

the costs and revenues of the research project.

In order to describe the accounting management of research projects and its

organizational impacts, the following phases will be summarized:

• Configuration of the “project form”.

• Management of research projects during the year.

• Closing of the year.

The configuration of the “project form” has been managed centrally during the

start-up phase of the U-GOV system. Specifically at the Genoa University, the

organizational unit Support for Research of the central administration has worked

with peripheral units for the identification of types and names of existing and

potential research projects. Then this central unit has defined the taxonomy of

projects, developed at three levels (classes, macro-typologies, typologies). The

other information has been defined by the Cineca’s U-GOV staff and the personnel
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of the accounting unit of the central administration. The University of Pisa has

assigned the configuration of the “project form” to a dedicated staff at central level.

The configuration of the “project form” has also required the specification of

sub-forms that will collect information in the initial phase of research projects, such

as:

• Cost/revenue statement forms and activity statement forms with lists of cost/

revenue items and activities to be booked and/or reported.

• Typology and master data of funders.

• Financing schemes according to the types of reporting requested.

Therefore, potential connections between projects, cost and revenue items for

accrual and cost accounting, activities to be carried out, funders and reporting

criteria are already created during the configuration phase. Moreover during this

phase, both Universities decided to assess research projects by reporting their value

(at the year end) with the cost-to-cost method.
The management of research projects during the year involves peripheral units

in both Universities. At Genoa University, these peripheral units can enter the data

of the research project proposals and label them as “draft”. Then when there is the

signature of an agreement, convention, resolution, ministerial decree, etc., the

peripheral units confirm the data and label them as “final”. We should however

outline that peripheral units often fit the data only when the research projects have

the “final” status to avoid loading and then erasing research projects remained only

fine words.

The “draft” phase does not exist in the University of Pisa.

The information to be entered creates the actual connections between the

research projects and:

• The organizational structure, by entering the organizational units involved in the

research project.

• The human resources, by entering the names of the university employees

involved, their roles and their commitment in terms of work time.

• External funders, by entering their names and cash contributions.

• The accrual and cost accounting system, through the project codes, the financial

resources available, the project start and end dates, the project typology, the

financial scheme and finally the cost/revenue statement form adopted.

The transition to accrual accounting has also led to a redesign of activities and

responsibilities between the central administration and peripheral units. Fig. 1

shows the procedures between the old and the current accounting information

system for both Universities.

In the past, with the traditional public accounting, the accounting management

of research projects involved mainly peripheral units that dealt with the approval of

their budgets, the phases of revenues and expenditure, the closing of accounts and

the preparation of their annual reports. The central administration intervened only

for the construction of the traditional consolidated public accounting report of the

whole university [62].
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At present, we should point out a process of centralization that is not so much the

operational management of the research projects (that still depends on peripheral

units), but their accounting management and, therefore, the information

management.

This could mean changes in actors’ behaviours and decision-making process.

Indeed, the central administration has much more updated information than in the

past and could use it in order to play a proactive role in collecting money for

research projects, for example, during the year the central administration could

support those peripheral units showing more difficulties in collecting money for

their research activities.

In detail, when the research project has reached the “final” stage, according to

the so-called “pro-forma invoice” or the outgoing invoice or another legal claim,

the revenue is booked in the accrual and cost accounting by the peripheral unit at

Genoa University and by central administration at the University of Pisa. In all

cases, the U-GOV system requires that the period of accrual of the revenue be

defined; it is a particularly significant piece of information because, at the year end,

Central Administration

Peripheral unit

Old procedure
(both Universities)

Approval of single annual budget by
each peripheral units

Approval of single annual budget of University Approval of single annual budget of University

Genoa University Pisa University

Identification and classification of research
projects, identification of the funding scheme,
Budget allocation, Loading on sharing portal

labelled as <<draft>> version

Identification and classification of research
projects, identification of the funding scheme,
Budget allocation, Loading on sharing portal

Labelled research project as “ final”

Accounting entry (”accertamento”) Accounting entry for revenue Accounting entry for revenue and
Authorization to spend financial resources

Check on legal claim existence

Authorization to spend financial resources

Proposal of expenditure by researchers Proposal of expenditure by researchers

Budget availability check

Execution of expenditure Execution of expenditure

Accounting entry for costs Accounting entry for costs

Reporting to the funder(s) Reporting to the funder(s)

Closing of accounts Closing of accounts

Consolidated Annual Report of University Consolidated Annual Report of University

Proposal of expenditure by researchers

Budget availabilty check Budget availabilty check

Accounting entry (”impegno”)

Execution of expenditure

Other accounting entries

Reporting to the funder(s)

Closing of accounts
and Annual report of peripheral unites

Provisional proposal expenditure

Eventually request for change in spending plan

Fig. 1 Old and new procedures at Universities of Genoa and Pisa
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in adjusting entries, the IT procedure will automatically connect the non-accrued

revenue portion to the following period.

At the same time, in the Genoa University the central administration checks on

the mere existence (not on the legal regularity) of the documents under which

bookkeeping entry of the revenue was carried out. If the check has been completed

successfully, the central administration authorizes the peripheral unit to use finan-

cial resources, regardless of the time of actual payment of the amount due for the

research project. This phase is carried out manually and has led to the creation of a

new organizational unit called Authorization for budget and support for accrual
accounting, within the organizational area Resources and Accounting of the central
administration. Differently Pisa has preferred to act directly on individual skills,

without constituting a specific organizational unit to authorize to spend.

In the past with the traditional public accounting, the authorization to spend was

automatic after the accounting entry “accertamento”, booked at the peripheral level
and without any information flow towards the central administration. At present, as

already said, in both Universities, even if in different ways, the central administra-

tion has the opportunity to know the type and amount of research projects at the

same time they begin and therefore has the potential to monitor the ongoing ability

of the peripheral units to attract financial resources and their possibility to spend

money for research projects. Up to now, the central administration of both Univer-

sities seems not to exploit this possibility. Perhaps technical software modifications,

organizational changes of “Gelmini reform” and new legal requirements

(e.g. electronic invoice) have requested a lot of time and efforts without any

room for changes in actors’ behaviours.
During the research project, the researchers can make proposals for spending in

connection with their work. Following these requests, the peripheral unit checks the

budget availability for the research project and then, if the outcome is positive, the

relative amount is reduced and subsequently the bookkeeping entries in accrual and

cost accounting are made. In the U-GOV system, the availability of the budget can

be checked through an analytical control (on the budget availability of the individ-

ual cost item used for the booking) or a synthetic control (on the resources globally

available during the year for the research project). For reasons connected with the

management flexibility in conducting research projects, the Universities use this

availability check synthetically on the global budget availability of the project.

The check of budget availability and the following bookkeeping entries are

carried out in the peripheral units. More specifically, in the current organizational

configuration, at the peripheral level, there are an Administrative Secretary
(in charge of whole administrative management) and several heads of organiza-

tional units including the Support for Research Unit. Nowadays in both Universi-

ties, uniform procedures have not yet established so that there is not a clear

distinction between the above-mentioned roles in relation to the management of

research projects.

At the year end, in both Universities the cost-to-cost procedure will be managed

centrally and will be started by booking depreciation in cost accounts, so that the

cost for the use of fixed assets allocated to the research project will be considered in
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the said calculation. Only afterwards will the cost-to-cost method be applied on

each typology of research project. It is the U-GOV system itself that automatically,

in the cost accounting, adjusts revenues to the annual costs. Then in accrual

accounting the procedure is made up of the determination of depreciation and the

determination of the “project balances” and the cost-to-cost method will be applied.
The U-GOV system will automatically generate the deferred income item, if

revenues exceed costs. On the contrary, if revenues are lower than costs, an accrued

income item will be activated manually by the user who allocates the accrued

portion to the year.

In short, the transition from traditional public accounting to accrual accounting

with the single annual authorizing budget and the adoption of the U-GOV applica-

tion have led to organizational changes. In Genoa at the central level, within the

organizational area Resources and Accounting, there is a new organizational unit

authorizing peripheral units to use the financial resources of the budget and

supporting them with the accrual accounting. Pisa has preferred to act directly on

individual skills, without constituting an ad hoc unit. Furthermore, at peripheral

level, in both Universities the accounting management of research projects is

carried out by the Administrative Secretary and/or the head of Support for Research
Unit. We should highlight a centralization not for operational management but for

the accounting management and, therefore, relating to information flows.

6 Discussion

From the organizational point of view, Universities of Genoa and Pisa have passed

from a situation in which the peripheral units had their own budgets and their annual

reports to a situation in which the budget and the annual report are under the

responsibility of the central administration. Consequently, the Universities of

Genoa and Pisa had to reconfigure all the accounting procedures that operate

simultaneously at the central and peripheral level. The configuration of their IT

applications is essentially oriented to an integrated management of research pro-

jects. This integration spans over three different but interconnected planes:

• A first plane concerns technical-accounting integration, which takes form in the

chart of accounts that links cost accounting entries to accrual accounting entries.

• A second plane regards integration at the level of attributions between central

administration and peripheral units. The accounting information system breaks

down the research project booking process into subprocesses that are attributed

to different entities. For example, we point out how peripheral units mainly

operate on booking entries during the year, while the central administration has

taken upon itself the budgeting phase, the closing of accounts and the reporting

of research projects in the consolidated annual report.

• The third integration plane concerns the decision-making process. The manage-

ment of research projects implies integration between the decision-making
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processes that link peripheral units and central administration. In this way, the

accounting information system operates as a carrier for the decision-making

process. Indeed, the accounting treatment of research projects is fed by a

decision-making process of the peripheral units and this process, in its turn,

will trigger the decision-making process of the central administration. This

integration plane seem to be at an early stage, because technical and organi-

zational changes have requested a lot of time and efforts, but in the future also

actors’ behaviours and decision-making process will be certainly deeply affected

by accounting information system changes.

As regards criticalities, our investigation showed how, for technical-accounting

aspects, including the most significant, the new accounting information system

requires manual actions from the operators. The definition of accrued income, for

instance, requires the operators to identify the portion of revenues accrued during

the year, to be booked with the integration entry. This not only involves a quite

large amount of work but also exposes to the risk of errors and inaccuracies.

7 Conclusions

The outcome of our research activities shows how accounting management of

research projects, and more generally the transition from traditional public account-

ing to accrual accounting, is not a mere technical accounting problem but definitely

becomes a managerial issue as it impacts on the organization and (potentially) on

decision-making process.

The accounting management of research project needs an organizational

reconfiguration that clearly conveys the differences between competencies and

responsibilities in the peripheral units where the research project activities are

developed and the central administration that has the task of reporting those

activities in the annual report.

For all these reasons, the accounting information system is important both as an

instrument closely connected with operational processes of the public organizations

and for its prescriptive value, as it affects the definition of accounting procedures,

responsibilities and organizational tasks. Indeed, the analysis conducted shows how

the role of the accounting information system in support of research projects is not a

neutral item. Indeed, accounting information system has restrictions and boundaries

that affect accounting procedures and organization.

Further research perspectives may concern an extension of the cases examined to

understand whether other Italian public universities made different choices in terms

of accounting procedures and organizational change. Another possible extension of

the research may investigate the impact of the new accounting information system

on accountability and decision-making processes in the medium term.
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A Performance Management System

to Improve Student Success in Italian Public

Universities: Conditions and Critical Factors

of an IT System

Lucia Giovanelli, Federico Rotondo, and Ludovico Marinò

Abstract Didactic performance plays a central role in the survival and success of

public universities especially because of the present and future effects on the public

financing system of Italian universities. It also contributes to the goal of quality

assurance in higher education, which is pursued by a new frame that is set by the

state. The aim of this paper is to design a performance management system to

improve student success. It also aims to highlight the conditions and features that an

IT system should have in order to effectively serve its purpose. The level of analysis

is the degree course of a department of an Italian public university, which is

responsible for the organization, planning and results of didactics. Three specific

moments during the student’s career are considered: precollege and entrance phase,
degree course duration and final phase and postcollege outcomes.

Keywords Universities • Performance management • Student success •

Information system

1 Introduction and Objectives

In management literature, performance evaluation systems have been proposed as

fundamental tools to improve rationality in the decision-making process as well as

organizational mechanisms to align an individual behaviour to a firm objective and,

consequently, to improve strategic and operational management [1].

Performance management has also been gaining momentum in the public sector.

This follows new managerial paths of reform, mainly in the Western countries,
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which have broadened the responsibilities of public managers and have emphasized

the concepts of efficiency, effectiveness and long-term economic performance [2].

In Italy, in the early 1990s, while the public sector in general was undergoing a

profound reform, which was inspired by New Public Management (NPM), public

universities delayed the introduction of managerial practices and tools [3]. This was

most likely due to the large organization, management and accounting changes that

were introduced during the 1980s (DPR 382/1980; DPR 371/1982). Such changes

conditioned the acceptance of a new process of change. Consequently, the innova-

tions that were inspired by NPM were barely implemented by Italian public

universities. Furthermore, the principle of autonomy, which was established by

Law no. 537/1993, was not accompanied by an adequate assumption of responsi-

bility [4]. The public finance problems of Italy, as well as the general financial

crisis, determined budget-cutting policies and a season of deep changes in the

governance, organization, management and accounting of universities, started

with Law no. 240/2010 [5]. Performance-based principles and reward systems in

resource allocation, competitive mechanisms among public universities and a new

accounting model were introduced [6].

In order to survive and succeed, Italian public universities must develop

advanced information systems at all levels (central administration, departments

and degree courses). This will improve decision-making qualities and, conse-

quently, performances that are related to their activities (research, didactics, ser-

vices for students and transfer of technology to the local territory). In particular,

didactic performance plays a central role due to the effects it has had and will have

in the future on the public financing system of universities (Decree no. 893/2014).

The aim of this paper is to design a performance management system to improve

student success that is the degree of attainment within the regular duration of the

degree course. It also aims to highlight the conditions and peculiarities that an IT

system should have in order to effectively serve its purpose. This paper is theoret-

ical but with an explorative nature, as the proposed system is built on a literature

review and on what the Italian law requires, and is currently being tested in a

bachelor’s degree course of an Italian university. The level of analysis is the degree
course of a department of an Italian public university, which is responsible for the

organization, planning and results of didactics. The complex concept of student

success [7] is investigated at three specific moments in time: the precollege and

entrance phase, duration of degree course and final phase and postcollege out-

comes. The rationale behind the model is that student success must be planned in

advance and operationalized into concrete actions and indicators. It must also be

evaluated along a student’s career through a continuous monitoring system and

must rely on a sound and complete IT system.

This paper is organized as follows. Section 2 presents a literature review on

performance management in the public sector and in public universities. Mean-

while, Sect. 3 outlines the Italian situation, with a particular focus on the evolution

of legislation on university and didactic evaluations. In Sect. 4, a performance

management system that improves didactic outcomes is proposed, as well as an

assessment of the characteristics that an IT system should have in order to make it

properly work. Finally, Sect. 5 is devoted to discussion and conclusion.
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2 Performance Management Systems in the Public Sector

and in Public Universities

Over the last 25 years, performance measurement systems have been one of the

main tools that have been introduced by the reforms of Western countries, follow-

ing the principles of New Public Management (NPM) [8]. Since the 1980s, the

attention that has been paid to the development of result-based management

mechanisms has increased. This has led some scholars to label the current era as

that of the “audit society” [9].

However, the accountability purpose of a performance measurement system,

which is to inform citizens and funders on resource use, has often prevailed over its

primary purpose of giving public managers and policy-makers timely and useful

information to improve service outcome [10]. Furthermore, in the public sector,

performance management, which is the concrete use of performance information in

decision-making, has been barely achieved. This is due to some critical factors,

which have been highlighted in literature. The first problem is that the adoption of a

performance measurement system has usually been seen as a fulfilment of the law.

This issue is related to the poor managerial culture, which has traditionally affected

the public sector. This can be seen, for instance, by the common underestimation of

developing accompanying mechanisms to enhance performance management. In

fact, while major efforts have been made to collect and report data by public

administrations, much more commitment is required to link long-term strategic

objectives to short-term activities. Although environmental variables unavoidably

have an impact on public sector performance [11], literature agrees on the fact that

supportive leadership, completeness of a management cycle and organizational

culture are key elements to promote performance information use [12].

Furthermore, some authors argue that the public sector’s uniqueness sometimes

imposes upon the success of performance management. The concept of perfor-

mance itself, with reference to public services, seems to be rather controversial. On

the contrary, the approach that is used to develop performance management sys-

tems in the public context has often assumed that outputs can be easily measured

and counted [13] through a narrow range of indicators. This has given rise to

unintended consequences [14] and, in the worst cases, to what has been defined

as a “performance paradox” [15].

Additionally, since the early 1990s, public universities have been subjected to an

increasing emphasis on management by objectives that are developed following a

sort of goal-directed and institutional approach. They strictly adhere to an instru-

mental and technically rational paradigm, which leads to a lack of coupling between

goals and performance indicators. Modell contrasts such an approach in his study

on the development of performance measurement by the government in order to

control the university sector in Sweden [16]. He highlights the need for perfor-

mance measurement systems that are more tailored to objectives, targets and

standards, as well as being capable of providing information to a broad range of

constituencies.
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Following a macro perspective, scholarly attention has mainly focused on the

implementation of performance evaluations in the public sector. However, the

subject of their outcome has almost never been evaluated [17]. In particular, at

different stages of the reforms of public universities, several concerns regarding the

potentially negative effects of performance measurement for the quality of teaching

and student success have risen on an international level. In addition, the student

perspective has often been disregarded by academic research on performance

measurement. Actually, among the multiple perspectives under which didactic

performance can be evaluated, the degree attainment within the regular duration

of a university course by a student is obviously the main outcome of the didactic

activity. This perspective has never been more important, considering the complex

social, political and cultural issues of modern society and the current financial

crisis. Furthermore, the decision level of the units that are directly involved in the

organization, planning and monitoring of student careers, such as university depart-

ments and degree courses, has also been disregarded.

The construct of student success is very complex. This is because, over time,

multiple definitions have been proposed, for example, considering degree attain-

ment as the definitive measure of success [18]. Traditional measures of student

success are included in the category of academic achievement, such as scores on

entry exams, college grades and credits that are earned in academic years or terms.

These represent progress towards a degree. Otherwise, the category of post-

graduation achievement comprises graduate school admission test scores, profes-

sional school enrolment and postcollege employment rates and income. To evaluate

success, student satisfaction with his/her learning experience must also be taken

into account [19], as well as the plurality of outcomes that are related to the benefits

for individuals and society [20].

In the array of measures of student success that are explored in literature, there is

wide agreement on the multidimensional nature of the concept, as well as on the

different meaning it has in relation to at least three specific moments in time. These

moments are during the precollege and entrance phase, along the degree course

duration and in the final and postcollege phase. Finally, some external variables that

are conducive to good student outcomes, such as parental encouragement, support

of friends, finances, economic trends and workforce development needs, are typi-

cally beyond the direct control of organizations [21]. Consequently, student

engagement, which has a considerable impact on didactic performance as it is

conducive to student success, can be greatly influenced by universities and their

didactic structures [22]. In fact, decision-makers at department and degree course

level can reasonably affect the behaviour of students and create fruitful institutional

conditions. Student behaviours include the time and effort that students put into

their studies and the interaction with faculty and peers. Meanwhile, institutional

conditions include didactic resources, educational polices, programmes and struc-

tural features [7].
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3 Introducing Performance Budgeting in Italian Public

Universities: Lights and Shadows

Recent reforms of the Italian university sector have aimed at improving perfor-

mance, which is evaluated from the double perspective of educational quality

improvement and efficiency in service delivery. This is achieved through the

gradual introduction of a quasi-market framework [23] and giving increased auton-

omy to universities [24].

In particular, since the 1990s, several acts have changed the resource allocation

model from the state to universities in order to abandon an incremental financing

system that is based on historical expenditure and supply.

Nevertheless, in Italy, the evolution towards performance budgeting financing

models followed a rough path. In fact, the frequency and speed of the changes,

which affected the ministerial parameters that were used to allocate the share of

rewards of the state funding (Fondo di funzionamento ordinario or FFO) in the last

15 years, did not let universities align their behaviours to the incentives that were

set by the financing system. In other words, the retroactive effects of the models led

to a sort of “schizophrenia” in university and department decision-making. Initially,

Law no. 537/1993 considerably increased the degree of financial autonomy of

universities, giving them the possibility of managing resources from the state

without a purpose bond. This promoted the transition to a lump sum budget

model [25]. Furthermore, in order to remedy the situation of lack of balance,

which was provoked by the use of historical expenditure as the main resource

allocation principle, FFO was shared in a basic share (linked to historical expendi-

ture) and a (even smaller) share to restore equilibrium (8% of FFO in 1999).

In the second phase, which started with the Ministerial Decree no. 146/2004, a

performance budgeting model was introduced for the first time. DM no. 146 set new

criteria for the “restoring equilibrium share”. This is now based on educational

demand (full-time equivalent students, for 30%), educational results (number of

university credits—CFU—earned by current students, for 30%), research results

(30%) and specific incentives (as they were not identified, this 10% was spread on

the other shares). In this phase, for the allocation of reward shares (66.6%), didactic

performance seems to prevail over research performance. This means that univer-

sity competition is mainly influenced by attractiveness (number of full-time stu-

dents regularly enrolled) and educational quality (CFU earned and annual number

of graduated students).

The third phase started with Law no. 1/2009. From 2009 (with a retroactive

effect), this established the allocation of a reward share (no less than 7% of FFO) on

the basis of two variables. These were (a) educational supply quality and educa-

tional results and (b) research quality. Under this framework, resources were

allocated for 34% and 66%, respectively, in relation to didactic and research

performance. Prior incentives were changed and competition became dramatically

oriented towards research quality. With regard to didactic performance, the model

was simplified, passing from the original five to two weighted indicators: A1, the
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number of “active” students (at least five CFU earned) shared and weighted for each

category, and A2—CFU earned/CFU expected ratio (DM no. 71/2012).

Nevertheless, as soon as universities began to assimilate the model, it was

changed by DM no. 893/2014, following the principles of Law no. 240/2010. It

introduced a demand-driven mechanism in resource allocation. In relation to the

basic share of the FFO (for about 20%), this entered into force in 2015. However,

by 2019, it is going to become the only criterion for the whole basic share of the

FFO. Under the new framework, didactic performance plays a key role and is

measured with just two essential indicators. These are the number of current

students and the standard cost per student for each university. A current student is

defined as a “student enrolled within the regular duration of the degree course” (art.

1, c. 1., DM no. 893/2014), irrespective of the number of CFU earned. Meanwhile,

the standard cost is an economic measure that defines an efficiency target in service

delivery. In theory, it shows how much it should cost a university to educate a

student within the expected time and considering the different socio-economic and

structural contexts. In brief, the product of standard cost for the number of current

students, in relation to the National standard cost, determines a portion of the basic

share (20% in the FFO 2014) that is given to each university, without any

consideration of qualitative didactic performance. This is in line with the basic

hypothesis of quasi-market theory. This argues that the free choice of service users

rewards the best performers, drives supply towards higher levels of need satisfac-

tion, increases efficiency and improves resource allocation in the market [26].

The Law no. 240/2010 also established the introduction of an accreditation

system for university departments and degree courses, based on specific indicators

defined in advance by a National agency (Agenzia nazionale di valutazione del

sistema universitario e della ricerca, or ANVUR). The following Decree

no. 19/2012 disciplined the implementation of the system of self-evaluation, peri-

odic evaluation and accreditation (autovalutazione, valutazione periodica e

accreditamento, or AVA), started in the academic year 2012/2013. Table 1 sum-

marizes all the different laws and reforms about the financial system and the overall

evaluation criteria set for public universities.

The new financing model has strongly impacted universities, as it tends to

reward those with a high number of current students and penalize those with a

low level of attractiveness. Otherwise, the propensity to increase the number of

enrolled students seems to depend not only on service quality but also on context

variables, which remarkably affect the demand characteristics. Thus, the hypothesis

that the choice of users rewards the best producers is mostly unrealistic. This is

because information asymmetry and other factors that influence demand should be

considered. The choice of a certain university, for instance, is largely conditioned

by context variables such as quality of life and services of the city in which the

university is located, rather than income, logistical reasons and prestige. The

evaluation of didactic quality shows the traditional ambiguity of relational services.

Evidently, the number of enrolled—or graduated—students, the number of CFU

earned or that of out-of-course students (those who have not completed the degree

course within its regular duration) may also depend on the ease of graduating in
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countries where the educational qualification has the same legal force. Parameters

that are used by the financing system drive the behaviour of service deliverers. This

is because they naturally try to draw as many resources as possible, sometimes

creating distortive effects on service quality or incentives to overproduction. On the

other hand, it is certainly simpler to achieve a better performance in a favourable

environment and vice versa. Demand quality in the entrance phase, which is related

to socio-economic factors, also has an impact on didactic performance.

Financing mechanisms that are based on rewards tend to increase the gap

between the best performers, which will gather extra resources, and the worst

performer, whose funds will be progressively cut. Although this is an intended

consequence of such a competitive model, in cases where a university is strongly

affected by territoriality or socio-economic handicaps, resource cut increases

unfairness between universities.

4 A PerformanceManagement System to Improve Didactic

Performance of a Bachelor Degree Course

A bachelor degree course, which usually lasts three academic years in Italian

universities, is considered. The rationales behind the model are that the improve-

ment of didactic performance in an organization derives from student success [7]

and that the latter should be planned in advance and explained in terms of strategic

Table 1 Reforms, laws and interventions in the Italian public universities

Act Topic

Law no. 537, 24 December

1993

Financial autonomy of public universities

Ministerial Decree

no. 146, 28 July 2004

New evaluation model (and financing system) for public

universities

Law no. 1, 9 January 2009 Merit and quality of research activity and university system

Law no. 240, 30 December

2010

Organization and recruitment in public universities, quality

and efficiency of the university system

Legislative Decree

no. 19, 27 January 2012

Efficiency, reward system and accreditation system of public

universities

Ministerial Decree

no. 71, 16 April 2012

State funding (FFO) allocation for 2012

Ministerial Decree

no. 827, 15 October 2013

Triennial planning of public universities 2013–2015

Ministerial Decree

no. 104, 14 February 2014

Indicators and parameters for university monitoring and eval-

uation 2013–2015

Ministerial Decree

no. 893, 9 December 2014

Standard cost for current students

Ministerial Decree

no. 335, 8 June 2015

State funding (FFO) allocation for 2015

A Performance Management System to Improve Student Success in Italian Public. . . 209



goals and operational results, which are measured by appropriate indicators. In

addition, specific actors must be appointed as responsible for achieving such goals

through a set of actions that are taken at scheduled times. During the whole

educational cycle, a continuous monitoring of student activities, as well as a report

that relies on an information system that includes all of the useful performance

information, should be developed. For this purpose, a performance management

system is a powerful tool that can be used to increase rationality in decision-making

at a degree course level.

The functioning and effectiveness of such a system are strongly related to the

characteristics of the information system. The operational complexity of an orga-

nization and the multitude of information that is gathered from the outside to depict

the context in which the educational offer will be delivered need advanced systems

of data storage and integration. In fact, a balanced planning and control system [27],

including a plurality of objectives for each phase of the didactic path (precollege

and entrance phase, degree course duration and entrance in the job world), must rely

on a double-purpose information system. Not only should it be useful to collect and

archive internal and external data, but also, it should select and aggregate the data to

inform decisions [28]. It can be defined as a “strategic intelligence system” that is

able to continuously store data, regardless of the time of the decision-making

[29, 30].

After defining the strategic goals, they must be translated into strategic and

operational actions that are to be entrusted to a specific responsible actor and

performed within a scheduled time. The responsible actor, scheduled time, actors

involved and indicators to be reported and evaluated must be clearly defined for

each operational phase (Table 2).

For example, in the following section, a mapping of strategic goals, actions and

indicators of student success for each key phase of a university student’s career is
shown. The law that is related to each indicator (reference), as well as its impact

(low–medium–high) on the financing system of universities, is also shown.

4.1 Phase A: The Precollege Phase and Entrance
to Academic Year “t”

The central purpose of this phase is to protect a student’s interest and support

him/her in making the right choice. In this regards, the actions to be taken should

not be oriented towards increasing attraction rate (more enrolled students in a

certain degree course). Instead, they should be oriented towards enrolling students

who are really motivated to that specific course and have the right basic skills.

During this phase, a wrong degree choice compromises a student’s whole

educational path and often leads to student failure. It is also the main reason for

the presence of “accidental students” that express an improper demand. In turn, this
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significantly worsens a degree course’s performance, as it negatively impacts on

abandonment rates and inactive students.

The information system supports decision-making by giving useful information

about the context in order to frame the potential characteristics of students and

prefigure enrolment policies that foster their future performance. The collection of

such external data is crucial. This can be done through simple questionnaires that

are submitted during student orientation programmes. They should permit a full

mapping of the student in terms of educational provenience, place of residence,

part-time or full-time status, score average, attitude and so on.

Strategic Goals

1. Attracting high-quality and motivated students

2. Enhancing the consistency between enrolment alternatives and student status

(part time or full time)

3. Improving the quality of students entering university (Table 3)

Some strategic actions that need to be taken in order to achieve the strategic

goals are shown below. Such actions, in turn, are translated into operational actions

that specific actors must take in due times. These are measured through a set of

indicators (for space reasons operational actions are not reported). Indicators that

are used at this moment do not have a direct impact on financing. Nonetheless,

attracting high-quality and motivated students consequently leads to good results

along all of student careers, thus increasing the number of graduated students and

their entrance into the work force.

Strategic Action 1

Orientation policies and programmes for the entrance phase, in collaboration with

high schools of selected territories, which are aimed at attracting motivated and

skilled students for a certain degree course.

Strategic Action 2

Communication plan of the degree course.

Table 3 Indicators for strategic reporting and evaluation

Code Indicator Measurement

Impact on the

financing system

A1 High-quality

students rate

Enrolled students with high school final score

>90/Total enrolled students ratio

Low

A2 High-quality

students rate

Students passing mathematics entrance exam/

Total enrolled students ratio

Low

A3 High-quality

students rate

Students passing Italian entrance exam/Total

enrolled students ratio

Low

A4 Working

students rate

Students enrolled as part-time students/Total

enrolled students ratio

Medium

A5 Improving

entrance quality

rate

Students recovering from entrance exam failure

(mathematics or Italian) before degree course

beginning/Students who failed entrance exam

Low
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4.2 Phase B: The Educational Path (Duration of the Degree
Course)

4.2.1 Phase B.1: The First Year of the Degree Course

The first year is probably the most delicate phase of a student’s career, as he/she has
to get used to a new way of living and studying. During this phase, student

behaviour must be monitored and continuously supported, especially in the case

of problems. Above all, during the first months of the first year, a student may feel

confused or just realize that he/she has made the wrong choice of degree course or

university studies. In the worst case, he/she may decide to leave university.

For this reason, it is essential to guide and go after him/her, to understand his/her

problems and help him/her to cope with them. Expected results include a reduction

in the abandonment rate between first and second year and an increase in the

average number of university credits that are earned by a student.

Strategic Goals

1. Increasing the rate of enrolment to second year (equal to reducing the abandon-

ment rate)

2. Increasing the number of university credits that are earned in relation to expected

credits (those shown in the degree course plan)

3. Increasing the average number of university credits that are earned by a student

(Table 4)

Strategic Action 1

Monitoring freshmen career and evaluating the critical factors at the end of terms.

Strategic Action 2

Reviewing teaching programmes and coordinating professors and lecturers.

4.2.2 Phase B.2: The Second and Third Year of the Degree Course

During this phase, it is important for decision-makers to be informed about the

study delay of the students who enrolled 1 and 2 years before. A critical factor of an

information system is the timeliness in taking note of passed exams, which can be

fostered by leaving the hardcopy archive in favour of online systems. Data stored in

this way should be promptly made available by the information system for reporting

selected indicators in order to evaluate a student’s career and take specific action to
remove any hindrances.

Strategic Goals

1. Increasing the average number of university credits that are earned by a second-

and third-year student

2. Increasing the monitoring activity of teachings
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3. Promoting participation in international exchange and mobility programmes

4. Increasing the number of internships (Table 5)

Strategic Action 1

Monitoring student careers and also making evaluations term by term in order to

promote participation in international mobility programmes.

Table 4 Indicators for strategic reporting and evaluation

Code Indicator Measurement

Impact on the

financing system

B1.1 Study continuation

and abandonment

rate

Students enrolled to the second year of the

same degree course/Students enrolled in the

previous year �100

High

B1.2 Student productiv-

ity rate

Number of students enrolled to the second

year of the same degree course with at least

40 CFU/Students enrolled in the previous year

ratioa

High

B1.3 Student productiv-

ity rate

Number of students enrolled to the second

year of the same degree course with at least

12 CFU/Students enrolled in the previous year

ratiob

High

B1.4 Inactivity rate Number of students earning no CFU in the

first year/Students enrolled in the first year

ratioc

High

aThis coincides with the 1.Ia.1 indicator of the Ministerial Decree on triennial planning 2013–2015

(DD.MM. no. 827/2013 and 104/2014). The last Ministerial Decree on resource allocation (FFO)

for 2015 (D.M. no. 335/2015) establishes the new limit of 20 CFU that are earned in 2014 by

students that enrolled in the academic year 2013/2014
bThis coincides with the 1.Ia.2 indicator of the Ministerial Decree on triennial planning 2013–2015

(DD.MM. no. 827/2013 and 104/2014)
cThis indicator previously contributed to the weighting factor that was used to allocate the share of

FFO related to didactic among Italian universities

Table 5 Indicators for strategic reporting and evaluation

Code Indicator Measurement

Impact on the

financing system

B2.1 Rate of student

productivity

Variation of university credits that are earned on

average by a student, compared to the previous

year

High

B2.2 Rate of moni-

tored teachings

Number of teachings evaluated by students/Total

number of teachings

Low

B2.3 Student satis-

faction rate

Satisfaction level about teachings compared to

standard parameters

Low

B2.4 Rate of

internationality

Number of enrolled students who took part in

mobility programmes/Total enrolled studentsa
Medium

aWith reference to the Ministerial Decree on triennial planning 2013–2015 (DD.MM.

no. 827/2013 and 104/2014) the indicator 1IIe.2 is “number of students going abroad in mobility”
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4.2.3 Phase B.3: The Second Term of the Third Year of the Degree

Course

In the second term of the third year, students must be oriented towards the

successful completion of their degree courses (acquisition of all university credits

and graduation in due time).

Strategic Goals

1. Increasing the annual percentage of graduates in due time

2. Increasing the satisfaction level of students who are about to graduate (Table 6)

Strategic Action 1

Monitoring students to enhance the frequency and outcome of remaining exams and

assigning degree thesis with a didactic weight that corresponds to the university

credits that are set for the degree course.

4.3 Phase C: Post-degree Phase and Entrance into the Job
World

After graduating students must be supported in their choice of the next best path. It

is important to encourage the best students to continue their study with a master’s
degree or a first-level master. However, attention has also got to be paid to help a

student choose the best way in relation to his/her own needs and peculiarities.

Otherwise, those who decide to not continue the studies should be oriented towards

a post-degree internship experience in order to promote their entrance into the work

force.

In this phase, the information system must include a multitude of external data

on the labour market. The main critical factor is the cost of gathering such

information. This can be effectively reduced by taking operational actions that

are aimed at involving the firms and companies of the territory.

Strategic Goals

1. Increasing the annual percentage of graduates with a post-degree internship

Table 6 Indicators for strategic reporting and evaluation

Code Indicator Measurement

Impact on the

financing system

B3.1 Rate of graduates in

due time

Annual percentage of graduates in the

expected time

Medium

B3.2 Student satisfaction

rate

Satisfaction level of students who are about

to graduate

Low
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2. Increasing the percentage of graduates who find a job within a year from their

degree (Table 7)

Strategic Action 1

Updating data and linking graduate registry to the business world.

Strategic Action 2

Organizing events aimed at promoting demand–supply matching and training

students to enter into the work force.

The balanced set of the above-mentioned indicators is useful to express, control

and evaluate the achievement of didactic performance objectives. In summary, two

simple indicators can show the performance improvement of a didactic structure.

The rate of graduates in due time (number of graduates of an academic year/total

enrolled students of 2 years before ratio) expresses the output of the educational

process. It is also a measure of efficiency and internal effectiveness. This is because

it accounts for the ability of a didactic organization to graduate students within the

time expected for a degree course. On the other hand, the student employment rate

within 1 and 3 years from their degree is an extraordinary measure of external

effectiveness of the degree course. This is because it expresses the real outcome of

the educational process.

Table 7 Indicators for strategic reporting and evaluation

Code Indicator Measurement

Impact on the

financing system

C1 Internship rate Number of graduates with a post-degree

internship, within a year from their degree/

Total graduates in the same year ratio

Low

C2 Employment rate

within a year

Number of graduates employed within a year

from their degree/Total graduates in the same

year ratioa

Medium

C3 Employment rate

within 3 years

Number of graduates employed within 3 years

from their degree/Total graduates in the same

year ratio

Low

C4 Internal master’s
degree attraction

rate

Number of graduates enrolling in a master’s
degree of the same department/Total graduates

in the same year ratiob

High

C5 External master’s
degree attraction

rate

Number of graduates enrolling in a master’s
degree of another department or university/

Total graduates in the same year ratioc

High

aThis coincides with the A4 indicator of the Ministerial Decree on triennial planning
bIt is important to distinguish between internal and external master’s degrees
cThis is a rate of student departure

216 L. Giovanelli et al.



5 Conclusion

For university management, the development of advanced information systems to

cope with the increased competition and progressive lack of resources is challeng-

ing. Competing and succeeding in such a complex environment seems to be related

to the improvement of the decision-making quality, followed by performances that

are related to university activity. Since the 1990s, several reforms have changed the

resource allocation model from the state to universities in order to abandon a

financing system based on historical expenditure and supply, in favour of reward

systems, which are based on didactic and research performance. Following Law

no. 240/2010, the recent DM no. 893/2014 introduced a demand-driven mechanism

in resource allocation. In particular, didactic performance is extremely important

due to the effects it has on the public financing system of universities and the goal of

quality assurance in higher education that are set by the state.

Starting with the complex concept of student success, this paper was aimed to

design a performance management system to improve didactic performance. It also

aimed to highlight the conditions and peculiarities that a university IT system must

have in order to be effective. Considering the key role it has on didactic organiza-

tion, planning and outcomes, the degree course was viewed as a privileged

decision-making level. Meanwhile, a bachelor’s degree course was chosen as the

time interval over which the system is to be implemented. In fact, degree course

policy can reasonably affect the behaviour of students and create fruitful institu-

tional conditions to foster student engagement. Furthermore, the multidimensional

nature of didactic success led to the identification of three specific moments of a

student’s career to be separately evaluated: precollege and entrance phase, degree

course duration and final phase and postcollege outcomes.

For each moment in time, a set of strategic goals, which are then translated into

strategic and operational actions and finally measured by performance indicators,

were identified. Responsible and involved actors, as well as the scheduled times,

were also identified. The rationales behind the model are that improving didactic

performance derives from student success and that this can be rationally planned in

advance and explained in terms of strategic goals, operational results and indica-

tors. A key point of this study is the importance of a sound and complete IT system.

The multitude of internal and external information that needs to be gathered to

monitor a student’s career along its different phases requires advanced systems of

data storage and integration. The possibility of selecting and aggregating archived

data to inform decisions at the right time marks the evolution towards a “strategic

intelligence system”. This is a significant difference for university didactic perfor-

mance. The proposed system is currently being tested in a bachelor’s degree course
of a department of an Italian university. Future research avenues are related to the

results of the biennial test and include the refinement of the model and its extension

to other degree courses.
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Intelligent Systems in Health Care:

A Socio-Technical View

Andreea-Roxanna Obreja, Penny Ross, and Peter Bednar

Abstract This chapter reflects on the relationship between various stakeholders in

the health-care industry and intelligent medical systems. It takes into consideration

the potential impact that intelligent systems have on health care. The aim of the

chapter is to emphasise a set of decisive factors for the successful deployment of

intelligent systems in health care including the individual needs of patients and

medical staff. The motivation for this study was the publicity and investment that

intelligent agents like Watson have benefitted from since the outset of their trial

deployments in health-care organisations, which have preceded doctors’ feedback.
In this chapter, we discuss some incentives to use intelligent medical systems and

the ethical considerations. Potential roles of intelligent systems in health care are

explored from a socio-technical perspective. Additionally, potential decision-

makers and their responsibilities in assessing the medical personnel’s attitude

towards the intelligent systems before their final deployment are discussed. The

conclusion outlines limitations of both human clinicians and intelligent agents and

how they can work together to overcome them.

Keywords Intelligent systems • Socio-technical analysis • Systems practice •

Organisational change • Work-related learning • Intelligent agents • Health-care

systems

1 Introduction

Expert medical systems have been around for decades. One of the first examples is

MYCIN, developed by Shortlife in 1976 at Stanford University, representing the

first research effort able to solve complex real-world problems and provide clinical

assistance [1]. The recent advances in Artificial Intelligence have brought about a

new generation of expert systems, empowered with cognitive capabilities such as
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machine learning, reasoning and decision-making. They include off-the-shelf appli-

cations such as IBM’s Watson, HP’s Autonomy and Palantir but also their pre-

cursors, a set of in-house-built intelligent decision support systems using scorecards

and dashboards to improve clinical outcomes.

Principles of Soft Systems Thinking, ETHICS and AIM have been used for the

purpose of the analysis of human–computer interaction in this chapter which

include analysing the health-care industry from a systemic point of view and

focusing on the people system rather than the IS technology they use to do their

jobs ([2], pp. 18–19; [3], pp. 3–5). To avoid confusion between the notion of system

in IT (sum of technology and applications) and the one in Systems Thinking (people

and technology), intelligent systems such as Watson will be referred to as intelli-

gent agents. A clinical decision support system (CDSS) incorporates established

clinical knowledge which is constantly updated with patient information in order to

improve the patient care standards and includes a knowledge base software to

integrate patient information with the knowledge base and a user interface for the

clinician to interact with the system. The intelligent agent is a large-scale CDSS

which is intended to deal with expert knowledge only and is able to process both

structured and unstructured data ([4], p. 5; [5], p. 504).

Research The initial aim of the chapter was to outline the considerations that

various decision-makers have been taken into account and others that have been

ignored before allocating resources for the implementation of intelligent medical

agents. Given the limited academic works specifically targeting intelligent agents

and the lack of feedback available from medical staff who have used them in real-

world practice to comment on their effectiveness, the scope of the chapter was

amended to a balanced account of the consequences of adopting intelligent agents

in health-care organisations affecting the medical staff’s day-to-day job. The

pre-adoption considerations advised in this chapter are based on the previous

deployments of CDSS as outlined in academic publications, the initial feedback

of users who participated in testing the intelligent agents at work and case studies

with advertising character sponsored by intelligent agents’ software vendors. Cau-
tion needs to be employed in using results from these case studies by constantly

comparing the outcomes they present with academic conclusions based on the

adoption of CDSS.

The motivation of the authors was the publicity and investment that intelligent

agents like Watson have benefitted from since the beginning of their trial deploy-

ments in health-care organisations. The feedback that has surfaced so far seems

more concerned with the potential technical capabilities of these agents rather than

the impression they have made on clinical personnel [6]. This chapter does not

present itself as a comprehensive review of all the consequences associated with the

adoption of intelligent agents. This chapter researches the stakeholders with deci-

sional powers in the adoption process and their involvement in a technology-

assisted medical process. It also aims to outline some examples that should be

considered before the final deployment of intelligent agents in order to ensure a
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smooth integration of the technology in the daily jobs of both doctors and admin-

istrative staff in health care.

Thus, this chapter is structured as follows. The first section sets up the context

used to briefly review intelligent medical agents from a socio-technical point of

view. The second section provides a brief account of how expert systems have

evolved into intelligent agents. The third section introduces a systemic view of the

health-care industry and starts analysing the people system around it by considering

the administrative decision-makers. The stakeholders’ views are discussed in

Sect. 4. In Sect. 5, the ethical aspects are reflected upon. Finally, conclusive

remarks are presented in Sect. 6.

2 Considering Intelligent Systems

An expert system is defined as “a piece of software which uses databases of expert

knowledge to offer advice or make decisions in areas such as medical diagnosis”

(Oxford Dictionary). There are two key aspects connected to the technology behind

expert systems: they are built to simulate the judgement and cognitive processes of

the human brain and they are processing expert knowledge and experience from a

particular field ([7], pp. 4–12). Both these aspects point to the human element’s
decisive role in creating the expert system: the data that is fed into the system,

regardless of whether it is development data or the knowledge that medical staff has

gathered over the years.

The technology behind expert medical systems was first pioneered in the early

1960s using programs that performed statistical analysis. The Dendral (1961)

project and the software it produced represents the first use of Artificial Intelligence

in biomedical research and was developed by Joshua Lederberg (geneticist) and

chemistry professor Carl Djerassi. The 1970s brought a wave of IT systems

performing diagnoses and making therapy recommendations which included PIP,

CASNET, INTERNIST, CADUCEUS and PUFF [1].

Liebowitz ([8], pp. 32-1, 32-2) predicted that the stand-alone systems named

above would evolve into fully integrated information systems that would also

connect to hospital database systems and medical devices (e.g. EMRs, ECG and

EEG, CT and MRI). The predicted evolution started to materialise after 2010

through advanced systems employing technologies such as machine learning,

natural language processing and speech recognition brought about by the advances

in Artificial Intelligence. Examples of systems already on the market and adopted

by medical bodies include IBM Watson, HP Autonomy and Palantir. The recent

support that expert medical systems have received both from technology companies

and medical bodies is partly justified by the increased use of technology in health

care and diverse stakeholder demands.

Health care has recently been under scrutiny after a series of failures to achieve

its targets ([9], pp. 1–4), both at a scalable level (deadlines, budget, patient waiting

time) and at a less quantifiable one—“quality of care”.
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In their attempt to become value-based organisations, medical bodies are strug-

gling to maximise their services’ value, achieving best outcomes at lowest costs,

and at the same time working towards patient-centred systems organised to meet

their patients’ needs [10]. Patients start being seen as customers and technology as a

catalyst to improve their satisfaction with the service they receive. In an environ-

ment with a decreasing number of experts and increased demands and pressure,

expert medical systems are often seen as strong arguments in favour of a

technology-assisted health care.

The promoted advances in cognitive computing and artificial intelligence

together with the pressure put on human capabilities have paved the way for what

has been advertised by software providers as more cost and time effective and

accurate technical solutions. The predicted benefits of intelligent agents such as

Watson (e.g. immense memory space, processing of unstructured data)

recommended them as viable candidates [4]. However, their technical development

has tended to bypass or avoid an analysis concerned with what their role in medical

care should be and whether medical staff actually needs the assistance of intelligent

agents. The possible roles discussed in this chapter are replacement of the human

doctor, guarantor of diagnostic accuracy or human dependent repository of

data [11].

3 Impacted Parties

Health-care delivery is a highly complex environment and consists of numerous

loosely connected and independent systems and subsystems which make it difficult

to assess its overall business value on one side and quantifiable clinical outcomes on

the other ([12], pp. 1–7).

Health care and Hospitals as Socio-Technical Systems The health-care industry

and hospitals can both be seen and analysed as socio-technical systems, a hetero-

geneous ensemble of people, technology and legacy practices that are expected to

work together for the benefit of the patient without neglecting the notion of work

satisfaction for the medical personnel. Employing systemic thinking techniques can

facilitate a differentiation between the system as a whole and the sum of its parts

([2], pp. 18–19).

When looking at the health-care system as a whole, the ensemble is made of

inputs (patient queries), internal processes (medical interventions) and outputs

(patient treatments and work satisfaction). An intelligent agent can be designed to

store data inputs in one place, process them and ensure a smooth data flow through

the internal processes regardless of whether they are tests performed by care staff or

administrative reports for health-care management.

A comprehensive intelligent agent might face a number of challenges before

ensuring a smooth transition of data across various departments and stakeholders.

First of all, different stakeholders have completely different priorities.
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Administrative staff and management team’s jobs focus on budgets, feasibility

strategy and resource allocation. The IT department’s main responsibility is a viable

IT strategy, security risks, upgrades and maintenance. Doctors and nurses need to

think about time management, patients’ care and effectiveness of treatments and

also job satisfaction and work–family balance. They might have developed their

own work routine and repository of data without necessarily following the policies

put in place by administrative staff and the IT department. At the same time, they

might need other stakeholders’ permission to perform certain tests or prescribe

certain treatments and definitely depend on their resource allocation. The interac-

tion between medical personnel and their professional areas brings with it more

complexity. While more tests and procedures contribute towards increased diag-

nostic accuracy for doctors, they increase an already strained budget and put more

pressure on the administrative staff ([13], pp. 85–86; [14]). In an industry where

technical skills are not distributed evenly across generations, there will always be a

two-way training. Introducing an intelligent agent might put additional strain on the

younger, technology-savvy generation who might feel responsible for teaching the

older one how to use it [15]. However, the older generation includes the real-world

experts, clinicians with many years of real-world practice who will need to teach

the younger generation to develop their intuition and know when to question the

intelligent agent’s judgement. Another issue of this industry is the technology gap

between the IT departments and medical personnel. Dr. Atul Gawande, a Harvard

University surgeon, summarised this issue by explaining that “part of the baffle-

ment occurs because the folks who know how to make such systems (i.e. intelligent

agents) don’t understand how the clinical encounter actually operates” [16].

To make the challenges even more complex, the health-care system is part of a

constantly changing environment made up of government, regulatory bodies,

technology companies, medical insurance companies and, more importantly, pro-

spective patients. Although a clear definition and delimitation is envisaged, the

system can only be analysed as part of the environment, being characterised by

connectivity and a high degree of influence for external factors ([2], p. 20). In state-

funded health care, the government is the main investor and the patients do not have

the advantages of a competitive market.

Administrative Decision-Makers The health-care business sector provides a hint

of how the idea of profit can influence the role of technology in health care. The

money flow and assumed financial motivation of using intelligent agents in health

care is beyond the focus of this chapter. What remains within focus is the interac-

tion between intelligent medical agents, management and IT support staff in health

care, whose concerns include resource allocation, reporting and performance both

for people and technology.

The health-care managements’ motivation to support the use of intelligent

agents is mentioned by Shortliffe (1979) cited by Liebowitz ([8], pp. 32-1, 32-2),

who argues that an expert system should only be used if it improves the standard of

quality of care at a justifiable cost in time or money or if it maintains the same level

of quality by saving time or money.
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Some of the technical information that appeals to political decision-makers and

managers includes the following: IBM Watson is considered the first system to

understand questions posed in natural language and research the entire body of

medical knowledge and patient records to create a diagnosis plan in 3 s ([17],

pp. 1050–1054). HP IDOL is described as recognising concepts, patterns and ideas

in unstructured natural language descriptions delivering a significant impact on the

productivity and efficiency of health-care professionals at the point of care. It is

intended to contribute towards informing strategic decision-making, as an early

warning system, or as a system to benchmark drug deployment, yielding rapid

results [18]. Apart from the ability to search and interpret vast amounts of data

which is virtually impossible for a human doctor, medical intelligent agents have

been described as having a better diagnosis precision when it comes to known

cases. IBM claims that Watson’s successful diagnosis rate for lung cancer is 90%

as opposed to only 50% for human doctors [19]. Another element that supports the

use of expert systems is connectivity and integration. While previous systems such

as MYCIN were operating in isolation, contemporary expert systems are being

developed with the intention to be able to interact with medical equipment such as

EMRs and HIS, contributing towards improvements in the quality of care and more

efficient resource management ([17], pp. 1053–1059). However, there is a danger

that in many cases systems might be looked upon as a silver bullet. By reducing the

exploration of possible leads and replacing them with a more certain path in

assigning a diagnostic, it is seen to have the potential to address the medical

personnel shortage and also support financial savings [20]. This is in line with

what many decision-makers strapped for staff want to hear. However, the majority

of these benefits resulted from various simulations and testing activities conducted

by potential software vendors in collaboration with medical institutions that have a

rich expertise of technical solutions such as the Memorial Sloan Kettering Cancer

Center. One of the arguments supporting this statement is the vast gap between the

theoretical benefits predicted and the real-world outcomes for digitised records

systems in the UK ([21], pp. 92–107). The interoperability advertised by developers

must also be regarded with caution. First of all, multiple data formatting might lead

to brand loyalty issues and eventually the question of market monopolisation by

certain vendors. Secondly, not all medical institutions start from the same level of

technology adoption. While some might have successfully implemented electronic

record systems, others are still operating with paper-based ones. They support

mutual learning and knowledge sharing and coordination and might not be simply

replaceable by their electronic counterparts ([15], pp. 79–83; [21], pp. 105–107).

The evolution of expert information systems in general has been shaped by the

advances in technology. When Watson developers first decided that health care

could benefit from its capabilities, they looked at the masses of unstructured data

resulting from care processes but not necessarily at how people working with that

data make sense of it [22]. Doctors did not say “we need help in trying to memorise

millions of medical journals” but rather factors such as misdiagnosis rate, shortage

of staff or failure to achieve waiting-time targets signalled opportunities for
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improvement [4, 23]. This means that there may be significant mismatch between

problem solution and expected outcomes.

The medical and IT professionals share a vital responsibility: the data that the

intelligent agent will learn and the format they will use to redistribute the informa-

tion between people and technology. Specialists with wide practical expertise tend

to develop their own “language”, jargon and internal collaborative code of practice

(20]; [24; [25], pp. 2–3; [26]). The health-care industry is characterised by a certain

level of discipline, a specific way of managing conflicting statements and an

arbitrary level of detail. Barley et al. refer to the abstract models of work used in

analysing a system as representations of provisional theories which might or might

not capture the essence of people’s activity [15]. The interpretation required to load
and unload data into an intelligent agent will cause further contextual difficulties.

Overcoming those contextual difficulties can ultimately dictate the efficiency of the

agent ([21], p. 105 [5]).

Around 75% of medical students and junior doctors in the UK own a

smartphone and occasionally use 1–5 medical applications ([27], p. 121), but the

percentage is significantly lower with more senior care providers. Before being able

to use an intelligent system, medical professionals will need training and technical

support which will make an IT support team an absolute necessity with a

guaranteed budget share [22]. This is an investment in organisational change and

requires significant resources to be successful.

The use of intelligent agents is yet to be widely spread in practice, and their real

benefits and limitations are still to be identified. However, some medical institu-

tions have pioneered their use and claimed expected benefits from informative

results. A preliminary announcement from the partnership between IBM’s Watson

Group and Cleveland Clinic, Ohio, claimed that researchers at the clinic will use

IBM’s Watson Genomics Analytics to enhance the use of personalised medicine

based on the patient’s DNA. While doctors don’t have the time or the tools to

explore specific treatment alternatives for individual patients based on their unique

genetic configuration, Watson is said to be able to solve this problem [28]. On the

same note, Watson has already ingested all 23 million medical papers in the

National Library of Medicine (MEDLINE) and can access that data in

milliseconds [29].

When Watson’s developers first envisaged to target the health-care industry,

they regarded the patient’s case as a problem scenario. The need they identified was

patients and caregivers are overwhelmed with “hoards” of unstructured, ever-

changing data. The initial aim of the technology they created was to provide

resources needed to rationalise important medical decisions [30]. Testing showed

promising results in areas such as drug prescription, drug-to-drug interaction and

drug-associated complications ([4], pp. 5–10). When moving to less predictable

areas, it is vital to ensure that the intelligent agent is able to cope with clinicians not

following all its instructions and support them along the path dictated by their

practical expertise rather than predetermined, ideal scenarios.

As senior decision-makers, the investors (private/government) and health-care

management personnel carry responsibility in assigning one of the following roles
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to an intelligent medical agent: replacement of human doctor, guarantor of diag-

nostic accuracy, human dependent repository of data or support for human doctor’s
decision-making practices.

4 Consequences of Intelligent Agents’ Implementation

in Health-care Organisations

The Demand Improved living standards and advances in technology have made

people more demanding over the years [20]. They want to be healthier and they

want to live longer. If they get sick, they want to know the cause after being

investigated for as little time as possible and to be given a quick, efficient treatment.

In their view, there is no room for errors ([31], pp. 583–585).

The percentage of medical errors is situated between 3% and 5%, while 40% of

ambulatory malpractice claims are made for assigning an erroneous diagnosis. A

study from John Hopkins University reveals that 40,500 patients die in intensive

care in the USA as a result of diagnostic errors ([32], pp. 1–3).

The demographic increase and life expectancy growth have led to an increase in

the number of patients whom medical bodies need to provide care to. According to

a report by HSCIC [33], in 2013–2014 NHS personnel dealt with 42,400 NHS

hospital admissions per day. The figure is 870 (2.1%) more per day on average than

in 2012–2013, while the greatest number of admissions by age band was for

patients aged 65–69 (1.3 million, equivalent of 5.5%). Although people tend to

live longer, the healthy life expectancy has not increased at the same rate which

leads to an increased need for care for an increased number of patients ([9],

pp. 1–4).

These factors have led to challenges in dividing patients into categories and

assessing their needs based on the affiliation to a single category. An example of the

type of patients includes the elderly who represent the major consumers of health-

related services including primary care (GPs), secondary care (hospitals), commu-

nity (social nurses) and social care (care homes) [34]. They prefer doctors with

whom they build long-lasting relationships based on patience, empathy and trust

and at the same time demand relatively long and frequent consults and attention

from the medical staff [35]. Other types are the younger and middle-aged patients

who have very limited time and patience for health check-ups and prefer quick

results to human relations and empathy. Being surrounded by smart, mobile devices

many of them with built-in medical functions (i.e. applications that check blood

pressure, intelligent fitness activity trackers), they tend to trust human doctors better

if their view is confirmed by an app or a medical website. They also might be

willing to get a second opinion, even if that is only a Google search of their

symptoms and therefore might be more prone to support the utilisation of an

intelligent agent such as Watson in health care ([10], pp. 516–517). However,
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their awareness of technology might make them more concerned regarding IS

security and more demanding when it comes to their medical data handling.

Financial costs are an essential aspect to be discussed in relation to the patients’
view and acceptance of intelligent agents as part of the care process. A UK-based

review conducted in 2011 has revealed that in practice, patients were billed more

after the introduction of clinical decision support systems because the computer

recommended additional tests and also because it was easier for doctors to order

them on an online-based system ([21], pp. 92–107).

The above examples show how various factors can influence patients’ prefer-
ences towards intelligent medical agents. When looking at health care in general

from a systemic point of view, it is vital to understand that patients are an essential

stakeholder with increased decision-making responsibilities [14]. The systems

thinking theory strongly argues that a contextual and holistic review of individual

circumstances can be much more efficient than identifying broad categories of

stakeholders and depersonalising the systems analysis ([2], p. 28; [3], pp. 3–5).

Elements of disruption such as trust in technology and data security need to be taken

into account in the use of intelligent agents interacting with patients. While people

may be aware of intelligent medical agents through mass communication, they may

have more questions when the doctor mentions, adds data or retrieves information

from the agent. Additionally, doctors who have seen intelligent agents at work fear

that Watson’s ability to identify many possible diagnoses will encourage patients to

ask for even more tests and procedures, setting off a cost-inflating “diagnostic

cascade” [23]. This might distract the clinicians from the contextually relevant

and truly needed health-care solutions that apply to particular circumstances.

Supply When it comes to the supply side, the users of an expert system can be

divided into many categories. They can be doctors or medical support staff, and

then the doctors could be researchers (professors), specialists, GPs or junior doc-

tors; the support staff can include nurses, carers, receptionists or health advisors.

They each have specific jobs, but more importantly, from a systems analysis point

of view, they are individuals. They have specific work requirements, personal

aspirations and ways to achieve excellence. They have different competences and

abilities and may not always be able to identify contextual exceptions where the

agent cannot be relied upon. The implementation of expert systems should not be

dictated by how much medical literature a system can compile or its successful

diagnosis rate.

As mentioned before, the key in analysing those ways is seeing patients as

individuals and taking into account their particular characteristics, not classifying

them as a homogeneous group. Data quality can only come under scrutiny at some

point because of what is recognisable as “little data”, which is personal and

immediate and a context-specific alternative to Big data ([36], pp. 355–356).

Trust and recognition for the experts authoring the data fed into the intelligent

agent are major factors of influence for the data users. Most of the times, in medical

care, information is fit for use when the doctor or nurse trusts it or knows how

competent the colleague who provided it is ([15], pp. 80–86). On the other hand,
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doctors considered competent by their colleagues might use their practical experi-

ence and tacit knowledge in many situations and the resulting “data” stays invisible

and will not be published anywhere. A major risk for the future sustainability of

intelligent medical agents is that experienced doctors will not be motivated to

repeatedly question the knowledge of the agent while junior doctors might get

into the habit of relying on the expert agent, following a robot-like set of instruc-

tions without being incentivised to expand their individual knowledge by

experimenting in practice and eventually hinder them from developing intuition

([20], [3], p. 3; [21], pp. 100–107]). The downside might be that they lose motiva-

tion to learn and remember endless variations of the same case because they know

that they can access this kind of information and even more in less than 3 s ([37],

p. 986; [38], pp. 188–195; [23]), resulting in the appearance of functional stupidity

[39]. Conversely, more experienced doctors might find the large number of alerts

and recommendations repeatedly displayed by intelligent agents disturbing and

distracting, so in practice counterproductive, and start turning them off without

necessarily paying attention to every single one. To find a balance in the number of

reminders that an intelligent agent should flag, developers need to consider more

the doctors’ preferences and less the protection from lawsuits that vendors might

face in the future ([21], pp. 106–107; [5]; [40], pp. 503–505).

This refers back to the actual need for an expert system; 75% of diagnostic

errors in the USA are reported to be related to cognitive factors which would

translate in physician’s judgement limitations ([33], pp. 1–3). At the same time,

there is little known about the opposite (e.g. when cognitive factors help identify

exceptions).

To link back to the patient and their view of the situation, doctors cannot be seen

as IT support workers (the patient queries them; they query a database and come up

with the highest probability response) and IT experts cannot be seen as replace-

ments for doctors. There is a large category of IT-skilled patients who google their

symptoms, but in the end, they all see human doctors for an accurate diagnosis and

treatment. Historically, the medical profession has been highly respected because of

its human interaction and trust in the healing abilities of its people [16]. Patients are

not prepared, at least at the moment, to compete with the intelligent agent for the

clinician’s attention ([21], p. 80).

As with other computerised systems in different industries, there might be

champions and there might be saboteurs. The difference in health care is highly

hierarchical, based on long years of experience culture. Even if junior doctors and

patients might be impressed by the technical specifications of an expert system, if a

senior consultant with hundreds of hours of experience thinks the system is not

viable, there are serious concerns to be considered [35].

At the same time, the number of experienced medical staff is decreasing. The

figure for global health workforce shortage was 7.2 million in 2013, with a

prediction to dramatically increase to 12.5 million by 2035 [38, 41]. The UK has

temporarily found a solution to its shortage of medical experts by recruiting

medical personnel, especially nurses from abroad ([42], pp. 558–561).
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The advances in medicine and medical technology, discovery of new diseases

and mutations of known ones and the enormous market of treatments represent too

much information for a single doctor to learn and put into practice at the same time.

Additionally, the medical knowledge generated by research and practice doubles

every 7 years. The human body contains a number of variables that is simply too

large for a human to monitor ([17], pp. 1051–1059). Young people who are

currently studying medicine have been born in an era when a smart, mobile device

is almost an extension of the human body. It is difficult to believe that they will be

refractory towards technology enablement at their workplace, even if that is a

hospital.

At the same time, the doctors’ views are conflicting. According to Herbert

Chase, a professor of clinical medicine at Columbia University and member of

IBM’s Watson Healthcare Advisory Board, “it’s not humanly possible to practice

the best possible medicine. We need machines”. Given the creation rate for medical

literature, a physician would need to read around 600 h per month in order to stay

current ([43], pp. 21–27). Other doctors do not consider this a priority. Physician

Mark Graber who heads the Society to Improve Diagnosis in Medicine thinks that

“doctors have enough knowledge”. On the other hand, some suggest that intelligent

agents such as Watson and Autonomy could overcome difficulties linked to the soft

side of the human doctors and provide unbiased second opinions [16]. But then it

can also be argued that human experts are capable of making contextually relevant

decisions because of the same bias [44]. Other positive predicted outcomes would

include encouraging patient questions, decrease duplicate data and the solving the

issue of illegible hand writing by linking the agent to an electronic record system

and prescription system ([4], pp. 5–7). There are many more questions that can arise

upon the actual implementation of the technology in health-care organisations.

Leaving aside the natural resistance to change, doctors will want and need to

understand how the technology works. This will count towards a number of training

sessions and also practice ones. Additionally, the doctors will put pressure on

making the processes as transparent as possible, as without seeing the internal

reasoning of the intelligent agent, they will not be able to understand and validate

the final diagnostic. Apart from that, technology has proven breakable over the

years. Having a patient on the operating table in desperate need of support and a

technical fault with the intelligent agent will leave little time tolerance for escala-

tion and troubleshooting processes. This points to technical support once again, but

as opposed to other technical industries, with potentially deadly consequences. IT

support people might have serious difficulties [20].

Patients expect timely and personalised care putting pressure on physicians to

see immediate results in consultation, diagnosis, treatment and recovery. Their

expectations play an important part in the role that expert medical systems can be

assigned over the next few years. The need for human interaction and reassurance

rules out the role of replacement of human doctor. For them, care is more important

than protocols and predefined care strategies. They want care personnel to be

attentive to their individual needs which can be easily dismissed by a

depersonalised intelligent agent ([15], pp. 80–90). The agent’s role of human-
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dependent repository of data would not take advantage of the intelligent capabilities

of the expert system, leaving the most likely role to be the guarantor of diagnostic

accuracy ([25], p. 2).

As empowered as the technology might be, the ideology behind it is to simulate

the cognitive capacities of the human brain. However, at least at the moment, a

machine cannot be enriched with imagination, creativity or feelings. No human

doctor is able to read through 23 million medical papers before providing a

diagnosis, but at the same time, no computer can simulate human intuition or

empathy. Modern computers have displayed outstanding results in terms of data

processing, but medicine and patient care is about people, and ultimately, people

should be the main decision-makers.

5 Ethical Aspects

Using an expert medical system as guarantor of diagnostic accuracy carries a sum

of ethical concerns and liability issues. Bringing an intelligent agent to the medical

act does not relieve medical staff from accountability and liability. As long as the

people providing care are responsible for it in the patients’ eyes, they should also be
the ones who decide how much they can trust and rely on the intelligent agents

([45], pp. 3–6).

One of the general issues with intelligent agents is “depersonalisation”. They

have an inherent tendency to “empty out” the context of local interactions, specif-

ically validity and authority, resulting in a lack of relevance. Intelligent agents

capture professional expertise by formalisation—deploying impersonal knowledge,

classificatory systems and procedures to shape, monitor, standardise and render

calculable the work they support [34].

“Depersonalisation” leads to two follow-up concerns. The need for less medical

experts might contribute towards a resistance to change showed by medical per-

sonnel who might feel excluded from the medical act. At the same time, if the

intelligent agents will prove beneficial only when used by experts, it will lead to the

exact opposite: more qualified experts are needed instead of mediocre personnel.

Secondly, one of the major issues which has triggered long debates is the issue of

liability in case of malpractice ([45], pp. 5–10). Preliminary studies suggest that

intelligent agents will fall in the same category as robotic surgery or cyber-

medicine when it comes to regulations. Only one death has been registered in the

USA after using robotic surgery where the lawsuit was settled outside the court, so

at the moment, there is limited expertise ([17], pp. 1053–1055).

Even before malpractice, there might be a series of conflicts between doctors and

the intelligent agents. Pointing back to the roles that intelligent agents might be

assigned in this context, there will have to be clear policies in place to clarify who or

what has supreme authority. If the doctor can disagree with the intelligent agent and

the treatment is unsuccessful, there is a follow-up question of who takes responsi-

bility for the action. So far, doctors who have used Watson have superficially
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dismissed the discussion of responsibility and best course of action. Eric Topol, a

genomics professor at the Scripps Research Institute, argued that since doctors

ultimately make a final diagnosis, there’s no need for regulation like the one used

for traditional devices used to treat patients [46].

Transparency and justifiable reasoning for the intelligent agent’s processes and
outputs are the key (a necessity for a doctor to be able to make a relevant judgment).

However, giving doctors and support staff access to the internal structure of the

intelligent agent makes the technology more vulnerable to manipulation or poten-

tially unlawful data collection. Going a bit further and linking the agent to a

pharmaceutical database through the treatments it might suggest deepens the

concerns regarding data processing, data collection and sharing and, eventually,

market competition issues as the agent might develop a preference for a certain

medicine or producer.

Expert medical systems have been prototyped for over 50 years, but their

cognitive capabilities have not appealed to physicians in practice. Recent develop-

ments in medicine generated enormous quantities of information that physicians

would need to learn and update constantly. However, the time dedicated to learning

would prevent them from being able to maintain the standard quality of care while

dealing with their regular number of patients. At the same time, adding a piece of

technology as intermediary might further increase that time and introduce addi-

tional issues with training and utilisation, therefore making the intelligent agent a

suboptimal solution to the problem. Additionally, while computers are better than

humans at storing, remembering and processing data, it is vital to outline that

human understanding and machine understanding are significantly different. For

an intelligent agent, the data it learns is a succession of symbols and its lack of

consciousness prevents it from grasping how the manipulation of the data could

impact a patient’s life [47].

6 Conclusion

While various stakeholders in the health-care industry have very different opinions

regarding the feasibility of using Watson for medical diagnosis, an essential feature

distinguishes itself—that is individuality. Managers, patients and doctors can be

seen as part of a system but cannot be simply divided into two basic categories: tech

savvy and tech reluctant. Their particular characteristics, needs and expectations

not only dictate their acceptance of intelligent agents in their daily lives (medical

ones in this case) but also how they are being applied (e.g. their role in the decision-

making process). Various characteristics will lead to various scenarios in real life

which need to be considered before widely deploying intelligent agents.

The medical world might not be prepared to cope with an autonomous intelligent

agent but, at the same time, might highly benefit from a combination of guarantor of

diagnostic accuracy and human-dependent repository of data roles [16]. The intel-

ligent agent may help with accuracy but not contextual relevance. If the artificial
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system proposes a decision how will the doctor sustain the ability to ensure it is the

correct one? Doctors might save time by querying a machine but will waste

valuable time in learning how to use it and to judge it. Perhaps the biggest difficulty

will be to overcome potential functional stupidity and to sustain professional

competency and capability.

Ideally, to balance the two, intelligent agents would tackle complicated and

standardised problems while human doctors would focus on complex matters which

require contextual deviation in decision-making as opposed to standardised

assumptions. However, this would make the intelligent factor redundant and ignore

stringent health-care issues such as shortage of personnel and human errors.

Intelligent agents are here to stay, but expecting them to combine machine

processing capabilities with emotional intelligence is an unrealistic short-term

expectation. Getting them to work closely with humans, learn from experts that

are dealing with people and their individual needs on a daily basis could take us one

step closer to autonomous intelligent medical agents. The immediate priority is to

enrich the agents with comprehensive learning capabilities, to make them able to

cope with lessons that clinicians have learnt from practice not from books and,

ultimately, to ensure that the agent will get this knowledge along the way by

following the clinicians’ path rather than distracting them by dictating a completely

new one.
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Data-Mining Tools for Business Model

Design: The Impact of Organizational

Heterogeneity

Nicola Castellano and Roberto Del Gobbo

Abstract Business models may be considered as “cognitive” devices since a deep

level of knowledge about customers, suppliers, and competitors is needed for their

development. Recent studies show that data-mining tools produce a positive inter-

action with business models, empowering the strategic performance capabilities

that drive the achievement of competitive advantage.

The present paper aims to discuss whether the adoption in a real context of data

mining in support of business modeling may be enabled or hindered by organiza-

tional heterogeneity.

The Structured Neural Network, adopted in the case study, is particularly

suitable in support of strategic management, since it stimulates the convergence

of personal knowledge and beliefs toward the exploitation of the key concepts and

the cause-and-effect relations needed for the design of the business model. Further-

more, it provides a fact-based test for its robustness. The results provide both

scientific and practical implications.

Keywords Business models • Data mining • Structured Neural Network •

Decision-making support • Knowledge discovery

1 Introduction

Extant studies about business models do not express consensus about what a

business model is, how it is composed, and what it is for, probably due to extreme

difficulties in creating a general taxonomy which might be adaptable to every kind

of environment. However, some concepts seem to be generalizable:

• Business models should explicit the value proposition that a company aims to

address to its customers.
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• A learning and cognitive ability is needed during the exploitation of a business

model in order to detect signals that reveal the opportunity to adapt the existing

model to changing environments (for established companies) or to create a new

model (for start-up companies).

The adoption of business models assumes that strategy is “discovery driven”

rather than planning oriented. Earlier approaches to strategy assumed that managers

should have been focusing on discovering the company core competencies and

consequently in searching the most profitable market opportunities. Conversely the

business model approach assumes that managers should be constantly monitoring

the changes in customers’ need and values, in order to properly adapt the company

value proposition [1].

The learning activity about customer needs and values can be intended as a

knowledge discovery and, considering the massive amount of data often available,

can be facilitated by the use of data-mining applications. Heinrichs and Lim [2]

show that the adoption of data-mining tools creates a positive interaction with

business models, improving the managers’ speed to focus on the most significant

opportunities and threats that require actions to develop and sustain the competitive

advantage.

The research of Heinrichs and Lim is based on an experimental study which

implicitly assumes that all the respondents play the same role in a virtual company

environment, holding similar skills and competencies.

The present paper aims to extend the research by investigating the adoption of a

data-mining tool in support of a business model design in a real context, charac-

terized by extreme organizational differences concerning the actors involved, that

can enable or hinder the effective adoption of the information tool. In particular the

data-mining application is limited to the initial stage of the business model design,

when a common explicit knowledge about the customer needs is required to

develop a suitable value proposition accordingly.

The results obtained provide slight evidence that Structured Neural Networks

(the tool adopted) may provide effective support to decision-making, even when

organizational heterogeneity occurs. The paper also provide evidence that the

successful adoption is conditioned by the organizational attitude to learn and

discuss the managers’ personal beliefs.
As practical implication, the paper also provides an example about how the

information emerging from the data-mining tool may support the knowledge

generation (for what concern the customer needs) and ease the design of a business

model.

The remainder of the paper is structured as follows: in Sects. 2 and 3, a review of

the literature about knowledge generation in support of the business models’ design
and data mining is summarized. The case study research is described in Sect. 4,

while in Sect. 5 the main findings are discussed. Final considerations and further

research directions are described in the last section.
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2 Knowledge Generation and Business Modeling

Business models adopt a holistic and systemic perspective, based on activities,

intended to describe dynamics, components, and linkages through which value is

created and captured.

In essence a business model describes how the company intends to meet specific

customer needs, how the customers will be disposed to reward the value received,

and how the company is expecting to generate an adequate level of profit [3].

Despite the definitions adopted, a common issue in literature is that the design of

a business model requires creativity at first, as well as a good level of knowledge

about customers, suppliers, and competitors. The business models may be consid-

ered as “cognitive” devices [4]. They promote an outside-in, rather than an inside-

out, focus [1], meaning that the managers should be constantly engaged in discov-

ering and adapting to the changing customer needs and values. Internal core

competencies and key resources should be developed accordingly.

In particular for what concern the customers, the questions that need to be

answered are the following [3]: What do customers really value? How will the

company satisfy their needs? What might the customer pay for the value received?

Reasonably, non-accurate assumptions produce uncertainty and risky future

outcomes. Managers make frequently false assumptions in those areas where they

believe to hold a deeper understanding and knowledge, so they don’t perceive the
necessity to test their thinking [5]. The only possible way to reduce the uncertainty

risk is to have a clear and explicit organizational learning, able to capture the

essential changes in the environment. Furthermore, it is necessary that managers are

inclined to learn, to discuss, and to revise their personal beliefs and knowledge

about the company and its competitive environment.

If the customer needs are clearly exploited, the managers will have the possi-

bility to formulate a suitable value proposition. Furthermore, the knowledge about

what the customers are willing to pay for is essential in order to connect the sale

prices with the items perceived by customers as more valuable, thus amplifying the

managers’ expectations about monetization.

Assuming that lot of knowledge about these players is implicit, the managers

involved in the business model design may face difficulties to fully rationalize and

articulate it, and then a discovery approach based on experimentation and learning

may be needed [3].

The generation of knowledge can be effectively supported by information

technology, through which useful information might be produced sourcing from

the massive amount of data often available in the companies’ information systems

and on the Internet. The adoption of information-based knowledge management

tools may produce the following advantages [2]:

• Improve the managers’ strategic capability, intended as the speed needed to react
to environmental changes and select appropriate strategic and tactical business

models.
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• Develop a fact-based consensus, driving decisions without exclusively relying

on personal perceptions and past experience.

Generally, the knowledge creation is supported by the following information

tools: data bases, cognitive maps, decision support systems, data mining, and

intranets. In particular the adoption of data mining is ever increasing.

Data-mining tools are based on statistical and machine learning theories. Their

first adoptions date back to the end of the 1980s in support of marketing and other

operating tasks. In the present paper, a Structured Neural Network (SNN hereafter)

is adopted, since it is particularly suitable for supporting the business models’
design. In the following section, the main characteristics of SNN are described.

3 Structured Neural Networks and Business Modeling

Neural Networks are inspired by biological systems and can be defined as compu-

tational models composed by a system of units (neurons) and linking connections

(weights).

Every neuron is stimulated by data received as input and produces a value as

output. The inputs can be generated either by external stimuli or produced by

preceding neurons.

In general, the adoption of a NN is suitable when the relationships between the

variables are known to be nonlinear or, not known, a priori. Additionally, a NN may

be preferred over traditional parametric statistical models, when the data do not

meet the assumptions required by the parametric model or when significant outliers

are included in the dataset.

Usually NN applications produce results without requiring any preliminary

explicit assumption about the system or the process modeled; therefore, many

users, especially those not holding developed informatics skills, may perceive NN

as a “black box” and may feel skeptical about the significance and reliability of the

information produced.

Particularly, when supporting strategic decisions, a preliminary shared knowl-

edge about the variables included in the model and their expected cause-and-effect

relations may improve the level of trust and acceptance among the managers

involved. In this context the SNN technique can be considered a valid solution

for predictive modeling.

SNN is based on cognitive models that summarize the managers’ beliefs and

experiences about a concept [6]. Their adoption requires a preliminary exploitation

and sharing of personal knowledge, converted into an explicit cause-and-effect

predictive model. The SNN allows managers to test the robustness of the predictive

model and provide insights about the relevance of the expected relations between

the variables in terms of magnitude of the impacts produced.

The adoption of a SNN requires a top-down approach, suitable for hypothesis

testing, in order to confirm existing notions and opinions about a fact [7].
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Generally, the adoption of a data mining requires the integration of managerial

and technical (statistic and informatics) skills, which are usually held by different

actors. Consequently managerial interaction is required to generate useful insights.

In the following section, we describe the adoption of a SNN in Lube, a company

operating in the kitchen furniture industry. The SNN has been adopted to support

the initial step of the business model design, during which the customers’ percep-
tions are explored in order to discover the items considered as more valuable. The

information obtained will drive managers in developing a suitable value

proposition.

4 Mining Through Customers’ Perceptions

The Lube company is actually ranked as one of the top Italian kitchen producers. In

Italy the company gets in touch with its final users by means of a wide network

composed by 1500 private resellers, which are usually multi-branded licensees.

The resellers can significantly influence the final users’ purchasing decision,

since they have room to promote the brands of the companies they feel more

satisfied with. Their level of satisfaction, in turn, is affected by multiple factors

which include, of course, the product, but also extend to the operating processes

(promotional, commercial, logistic, administrative, and so forth) that the resellers

need to manage in strict connection with Lube.

For the above mentioned reasons, when exploring the customer needs and value

perceptions in order to design an effective business model, the managers of Lube

need to consider a double-layer customer perspective, centered either on the final

users and the direct customers (i.e. the resellers). The direct customer perspective

must help the managers to discover the needs and value perceptions of the resellers,

in order to develop suitable actions and resources and activate win-win relations

that may trigger shared satisfaction and profitability and a durable competitive

advantage.

The Lube company does represent an interesting case study at least for two

reasons. To the best of our knowledge, this paper represents the first attempt to

describe the adoption of a data mining in support of a business model design.

Secondly, considering the critical role of the relations between Lube and its

customers, the process employed to implement the data mining and the information

produced may develop the recent growing literature about network business models

[8, 9].

The case study can be considered explanatory, since it is employed to explain

how a set of (qualitative) variables impact on a complex phenomenon. The case

study methodology is well suited for many kinds of information systems and

software engineering research, as the objects of study are contemporary phenomena

hard to study in isolation [10]. Data are collected through direct observation,

adopting an action research approach. In particular one of the authors directly
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participated to the processes under investigation with the role of project

coordinator.

The case study describes an attempt to adopt a Structured Neural Network, in

support of the design of a business model. The project has been divided in three

steps:

Business model design, through knowledge exploitation and sharing of personal

beliefs

Data collection about customer perceptions through survey

Adoption of the data-mining technique to test the robustness of the business model

The case study may extend the extant literature on business models, by providing

evidence about how the qualitative factors may enable or hinder the adoption of

data mining in an organizational context characterized by heterogeneity. Summa-

rizing, we formulate the following research questions:

RQ1: May the adoption of data-mining tools provide results perceived as useful by
managers even in a context characterized by organizational heterogeneity?

RQ2: Are there any organizational factors enabling or hindering the perceived
usefulness of results?

During the first step the managers of the company have been involved in creating

a shared causal map in which the most significant cause-and-effect relations

between customer needs, value perceptions, and level of satisfaction are

represented.

According to Langfield-Smith [12], collective maps cannot be elicited by means

of a structured protocol, since its determinants (the collective cognitions) are not

durable and persist only during the collective encounter. Conversely, the products

resulting from the collective cognitions can be investigated and so the processes

needed to their development.

In particular, the collective cognitions are expressed during encounters where a

group of individuals attempt to find some common ground in order to take a shared

decision or agree to take some collective action. Consequently, the identity of these

collective cognitions may be inferred only from the group’s discussion and behav-

ior. For that reason we decided to base our analysis only on what occurred during

managers’ meetings.

As an initial step, a focus group has been organized, participated by the project

coordinator and by the following directors: sales, marketing, production, finance,

and R&D. Furthermore, a panel of five significant customers, considered as strate-

gic partners in terms of volume of sales and robustness of the relation with Lube,

participated to the focus group in order to stimulate a discussion between managers’
beliefs and customer expectations useful to elicit a more customer-oriented

causal map.

To facilitate the discussion, the project coordinator asked the participants

to comment the well-known ECSI framework (European Customer Satisfaction

Index) and adjust it according to the peculiarities of the Lube environment (see

Fig. 1).
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The ECSI provides an economic assessment of customer satisfaction. It derives

from an adaptation of the Swedish customer satisfaction barometer [13], and its

wide theoretical ground lends it to be adaptable to several different industries.

Customer satisfaction cannot be directly measured since it is developed through

mental constructions. Assuming that a set of determinants produces relevant

impacts on customer satisfaction, the measures about those variables might then

provide a valid proxy of customer satisfaction.

During the focus group, the managers articulated the variables expected to

impact on customers satisfaction and loyalty.

As a result, the satisfaction framework shown in Fig. 2 has been developed. For

matters of privacy only, a simplified version is shown.

The Lube framework includes the latent variables (LV), customer expectations

(CE), perceived quality (PQ), image, perceived value, satisfaction, and profitability.

Either CE or PQ is connected to a group of 11 manifest variables (MV),

representing the technical/functional features, sellout support, and operating

relations.

The technical/functional features determine the efficiency of the operating

processes, in which the company and the customers are involved, and include

accuracy and on-time delivery to final users, rapidity in replacing defective or

nonconforming products, and availability and ease of use of the configurator

software employed by the customers to design the kitchen project on the base of

the requests received by the final users and to submit the order to the headquarter.

Sellout support includes all the activities undertaken in order to increase

the likelihood for the customers to successfully sell the kitchens produced by

Lube. The following variables are considered: richness and detail of catalogs,

merchandising initiatives organized by the headquarter (products promotions,

advertising material, and so forth), and specific training initiatives directed toward

the customers.

Operating relations represent the human side of the relation between Lube and

its customers and include courtesy, promptness of the headquarter staff in providing

answers and solutions to the customers’ requests and problems, and technical

assistance.

Image

Customer

expectations

Perceived

quality

Perceived

value

Customer

satisfaction

Loyalty

Complaints

Fig. 1 The ECSI model

Data-Mining Tools for Business Model Design: The Impact of Organizational. . . 243



The CE expresses how customers consider relevant the three drivers, whereas

PQ measures the perceptions of customers about how Lube produces quality and

satisfaction when managing issues relating to the three drivers.

The perceived value is connected to the quality/price ratio and to a qualitative

assessment about the value of products and services provided by Lube in compar-

ison with those of the main competitors.

The architecture of the network defines how the nodes are interconnected. In

total the developed framework considered 34 manifest variables. The construction

of the SNN was conducted by following the structured process described by

Coakley and Brown [11]. The software “STATISTICA Data Miner” (StatSoft)

was employed to support the analysis.

In the following step, a sample of customers has been involved in a survey and

has been asked to evaluate, through a questionnaire, the 34 manifest variables by

means of a 10-level qualitative scale, where 1 expresses a “very negative” and 10 a

“very positive” opinion about the item.

The sample was composed by 600 sales outlets randomly selected. The sample

was stratified by level of sales and by geographical area. The survey consisted of

items related to each LV shown in Fig. 2. As input variables for the model,

24 questions have been identified. All items were scaled from 1 to 10. The data

collected allowed to develop a Structured Neural Network (SNN) to measure the

Customer  

expectations

Perceived 

quality

Profitability

Image

Perceived 

value

Technical/

Functional 

features 

Operating 

Relations

Sell-out 

support 

Operating 

Relations

Sell-out 

support 

Satisfaction

Technical/

Functional  

features 

Fig. 2 The (direct) customer perspective of Lube business model
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significance of the stimuli produced by the variables included in the framework (the

arrows in Fig. 2).

As described above, SNN are particularly suitable in this context, since they

allow to model nonlinear relations between variables in the absence of any a priori

information about their shape and nature, as in the case of customer satisfaction and

its determinants.

Moreover, since the customer perspective of Lube business model has been

developed as a cognitive representation of the managers’ knowledge, exploited and
shared, the SNN may provide a test of robustness based on data sourced directly

from customers and representing their needs and beliefs. The SNN provides, then, a

fact-based support to the managers’ assumptions and provide a focus on the vari-

ables which should be more sensitive in improving satisfaction and profitability.

The inclusion of profitability in the network allows to quantify the importance of

a latent variable in creating monetary value and allows managers to evaluate

whether the costs generated by the initiatives aimed to improve satisfaction might

be covered by the expected revenue streams.

Figure 3 shows the results produced by the adoption of the SNN: the weights

reflect the importance of the stimuli produced on the neurons. When a weight is

negative, the connection produces an “inhibitory” effect. As an example, customer

expectation produces an inhibitory effect on perceived value. This means in prac-

tical terms that the customers’ expectations do not produce a direct impact on
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Fig. 3 Results produced by the Structured Neural Network

Data-Mining Tools for Business Model Design: The Impact of Organizational. . . 245



perceived value but produce a stimulus on perceived quality that, in turn, stimulates

perceived value and satisfaction. Conversely, when the weights are positive, the

highest the value, the highest the magnitude of the stimulus produced on the neuron.

5 Discussion of Results and Managerial Implications

The results produced by the SNN have been discussed during a meeting participated

by the CEO, the project coordinator, and all the managers involved in the focus

group. The managers hold extremely different profiles for what concern the past

working experience and educational background (see Table 1).

The CEO did not attend university; he got a high school certificate in accounting

and worked in the company since the early 1970s. He developed a really high

experience in the industry and he is one of the elder managers.

The directors of marketing and finance are both graduated in economic disci-

plines and have been working in their actual role for more than 20 years. The

directors of R&D and production also have been working in Lube for more than

30 years covering different positions that let them develop a high on-the-job

experience and technical skills on production planning and product development.

The sales director developed past experiences in different companies of the same

industry, and once in the company, he covered different roles in the sales depart-

ment, such as the head of the sales orders processing office. None of the managers

involved have developed competencies related to the management information

systems.

The project coordinator is the youngest in the group; he is graduated in economic

disciplines, got a PhD in management, and developed deep mathematic, statistic,

Table 1 Managers’ profile: working experience and educational background

Managers

Level of

instruction

Experience in the

company

Previous working

experiences

Information

systems skills

CEO High School

Certificate

>40 years No Low

Sales High School

Certificate

> 25 years Yes Low

Marketing Degree in

Economics

> 20 years Yes Low

Production High School

Certificate

> 30 years Yes Low

Finance Degree in

Economics

> 20 years No Low

R&D High School

Certificate

> 30 years No Low

Project

Coordinator

PhD in

Management

< 15 years No High
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and informatics skills. His experience in the company is relatively low (compared

to that of other managers). He represents the company intelligence, since he is

appointed to produce almost all the information needed in support of strategic and

tactical decision-making.

Despite the differences between the managers, they all considered as reliable the

results obtained and did not show any skepticism, neither when the results, unex-

pectedly, did not confirm their individual or collective expectations and prior

beliefs.

The results obtained are in line with extant literature [2], but in addition our

study provides an empiric slight evidence that the adoption of data-mining tools

may provide an effective support to strategic planning and business model design,

even when the operating managers do not hold similar competencies, past experi-

ences, and educational background.

It’s worth noting that the CEO played a key role in determining the tool

effectiveness in terms of support to decision-making. During the meeting he

never showed any doubt about the reliability of the results produced by the SNN

and always considered them as accurate and reasonable. His mind-set positively

influenced all the participants that aligned their mental attitudes with that of the

CEO. We may then argue that the company attitude to learn, either if shared

between managers or produced by a top-down persuasion, is necessary to determine

the effectiveness of the information tool.

For what concern the managerial implications, the managers agreed that the

image was the main driver of customer satisfaction since it showed the largest

positive weight in connection to the satisfaction neuron. After the discussion the

managers decided to align their decision to what revealed by the SSN: the corporate

and product image needed to be strengthened, in order to positively impact on

satisfaction and foster profitability. Surprisingly, before the meeting the image was

generally perceived as one of the less significant drivers of customer satisfaction.

6 Conclusions

Summarizing, the present paper shows how a SNN may support the business model

design and its managerial implications in terms of knowledge generated.

The paper extends literature on business models since it shows that data-mining

tools, and Structured Neural Networks in particular, may improve the managers’
strategic capability even when they do not hold similar competencies and educa-

tional background. The successful adoption of the SNN has been positively condi-

tioned by the mental attitude of the CEO that played a key role in determining the

general acceptance of the results by all other managers and the effectiveness of

information produced in driving decision-making.

The paper also provides several managerial implications. It shows that the

preliminary design of the network can be considered as a knowledge creation
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step, where managers’ experience and perceptions are converted into collective

explicit knowledge through externalization.

The cognitive map developed, which represents the architecture of the SNN, can

be considered an explicit vehicle of information that allow to transfer, share, and

discuss company knowledge throughout the organization and foster a general

consensus about company policies and strategies.

The quantitative results, expressed in terms of magnitude of the impact that a

variable is expected to produce, allow to test the robustness of managers’ percep-
tions and provide a model that facilitate decision-making and strategic planning.

Finally, it’s worth noting that the considerations drawn in the case study are

context specific and may not necessarily be generalizable to other companies.

Further applications of data-mining tools both in similar and different organiza-

tional and competitive environments might provide further comparable evidences.
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Accounting Information System

and Transparency: A Theoretical

Framework

Daniela Mancini and Rita Lamboglia

Abstract This article contributes to the growing literature on transparency by

developing a theoretical framework to analyse the relation between the AIS inte-

gration level and the transparency level in the Italian public sector. Based on the

literature review regarding transparency and IIS, a research model is proposed. The

AIS integration level is measured through three dimensions: part integration, full

system integration and full information integration. The transparency level is

assessed by the following dimensions: formal transparency, quality transparency

and full transparency. The framework shows how different AIS integration levels

match with various transparency characteristics. Higher levels of AIS integration

enable an increase in the characteristics of transparency and guarantee its effec-

tiveness and interactivity. In contrast, lower levels of AIS integration determine a

sufficient and minimum degree of transparency that is evaluated only through the

existence or the nonexistence of the information on the public organisation website.

Keywords Transparency • Accounting information systems • Public

administration • Integrated information systems

1 Introduction

This study provides an analysis of the relation between the accounting information

system (AIS) integration level and the transparency level in Italian public

organisations.

Over the last two decades, transparency has become a relevant issue as a result of

recent legislation [1]. Many governments have introduced norms of transparency as

a key component of their efficiency and reform programmes to improve perfor-

mance and accountability in the public sector (e.g. transparency agenda in the UK

2010, open government in the USA 2009, Dlgs. 33/2013 in Italy).
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According to the transparency laws, public organisations must publish the key

data set on their websites in specified, open data standards to disclose information to

many parties and make public data more accessible, interesting and dynamic via

websites, mobile device apps and other platforms.

In this context, AIS integration appears to play a pivotal role by providing

assurance and support on how to improve and manage transparency.

Transparency in regulation’s growing significance has stimulated a call for

additional research.

Many studies have focused on the advantages and disadvantages of transparency

and on the descriptions of specific transparency initiatives [1–5]; however, they do

not consider the dynamics of this phenomenon [6]. These dynamics are very

complex because the transparency results from the interactions between many

and different actors and the rapid changes in technologies. Therefore, there are

large differences in the characteristics of transparency initiatives and in the degree

to which transparency is applied.

The construction of transparency involves a variety of actors. Public organisa-

tions make decisions on and apply a transparency programme; however, in this

process, they are influenced by different stakeholders that are crucial for the success

or the failure of the process [7]. Moreover, these relations between public organi-

sations and stakeholders are developed in different cultural settings and in complex

national and international policy contexts. In addition, the decisions and the imple-

mentation of the transparency are influenced by new and constantly evolving new

technologies.

The dynamics and changes regarding transparency can be examined in terms of

these features. To begin, the institutional relations between public organisations and

stakeholders may be developed in terms of what are considered to be correct actions

and which external actors could access the information. Second, information

exchanges may be analysed in terms of speed, ease of use and accessibility.

All of these aspects need to be explained further.

To date, a growing number of studies have been conducted on the construction

of transparency in interactions between the public sector and stakeholders (trans-

parency as an institutional relation) [6, 8] and on the interaction between transpar-

ency and new technologies (transparency as information exchange). However,

these studies use a reductionist approach because they focus only on short-term

changes and ignore the fact that transparency is a phenomenon that is built and

rebuilt over time through a social and political process as well as information

exchanges. Public disclosure is related to information system and, more specifi-

cally, AIS because the information that public organisations must publish, at least in

Italy, concerns mainly financial data. Despite this aspect, the literature is nearly

silent on the relations between transparency and AIS.

Therefore, considering these research gaps, we need further studies to analyse

transparency.

This article fits in the research area concerning transparency as an information

exchange.

The key goals of this paper are as follows:
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• To contribute and expand the literature on transparency that explores the relation

between AIS integration and transparency. Specifically, this work analyses

whether and how the integration level of AIS influences the level of transparency

in terms of regulatory compliance and access to information in public

organisations.

• To develop a theoretical model to analyse whether and how different levels of

AIS integration contribute to improve transparency’s effectiveness.

The remainder of this paper is structured as follows: the next section analyses the

literature and formulates the research question, and the third section presents and

analyses the theoretical model. Finally, conclusions and future implications of the

research follow.

2 Literature Review

2.1 Concepts of Transparency in the Public Sector

Although transparency in public sector organisations has been the object of several

studies, particularly since the 1990s [1], there is not yet a mutually agreed-upon

definition for transparency [6]. Transparency is defined and analysed in a variety of

forms, which reflects the fact that researchers often have different perceptions of

transparency and examine it from different perspectives.

The literature on transparency in the public sector can be articulated in two main

research areas.

In the first area, transparency is considered a tool to curb corruption and is

confused with “good government” and accountability [9]. Some of these studies

analyse government corruption and accountability from the principal-agent theory

perspective and consider transparency to be the principal means to reduce infor-

mation asymmetries between citizens (principals) and the government (agent). The

principal-agent theory presupposes that information asymmetries are the main

obstacle that prevents principals from monitoring agents. Therefore, if agents create

and operate in transparent organisations, principals are more enabled to evaluate the

extent to which their interests are being served by government and to encourage

accountability and deter abuses by officials. In contrast, “if agent creates an opaque

organisation, principals are largely obstructed from exercising accountability” [9].

Transparency is often used as synonymous to accountability; however, Bovens

[11] considers this definition a reductionist approach because he believes that

transparency “is not enough to qualify as a genuine form of accountability”.

Accountability is a complex concept composed of five different dimensions: trans-

parency, liability, controllability, responsibility and responsiveness. According to

this broader conceptualisation, transparency appears to represent only one element

of accountability that is instrumental for the success of the accountability process

[10, 11].
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Furthermore, this first research area shows that transparency and accountability

require changes in the public administration culture [12]. When political leaders

and public managers promote more transparency, this request often produces a

negative reaction from others. Citizens, for example, view these initiatives solely as

vehicles for politicians to seek re-election. However, public employees consider

these initiatives to be signs of mistrust and think that they waste time and effort in

reporting what they do rather than doing more. To change the work culture and

resolve this conflict, certain suggestions appear to be relevant [12]. First, to develop

and rebuild the trust in citizens, electors, the media and employees, governments

must work to safeguard organisations’ integrity and reputation. Second, to develop

trust means to reduce suspicion. Public managers must be able to communicate that

the requirements for accountability do not indicate that managers have lost trust but

that they attempt to minimise the corruption risks. Furthermore, managers must

spread this message to others: “Even if a report is not read, writing it can be of

value” [12]. Providing updates may modify work approaches and make people

more competent to improve the products and services provided.

The second research area defines transparency as the public disclosure of

information. Transparency refers to the ability to disclose information to relevant

parties, thus reducing uncertainty by developing trust. This definition of transpar-

ency considers three elements: the act of disclosure, the information disclosed and

the agents that either disclose the information or are its recipients [1]. All of these

elements are management practices that reduce corruption and contribute to the

stabilisation of the government organisation. In accordance with this definition,

transparency can be analysed from three different perspectives [1]. From a market

perspective, transparency is considered a tool to reduce the risk of exposure and

vulnerability. From a political perspective, transparency represents the character-

istic of a well-functioning government that follows democratic and empowering

principles. From an international perspective, transparency makes a “platform for

international trust and for better assessment and implementation of international

treaties; a lack of disclosure implies a weakening, if not sabotage, of the interna-

tional regime” [1].

In fact, the literature discusses two other distinct approaches to information

disclosure related to transparency: a “functional rationale” approach and a “cultural

rationale” approach.

The first focuses on the utilitarian benefits of transparency and attributes to

transparency the functional role of developing trust in both government and

democracy, of improving confidence in a country’s economy and of leading to

major economic prosperity and political stability. This approach can be applied at

both the national and international levels. A national level of transparency is related

to policy compliance; however, the international levels are associated with the

formation of international treaties.

The second approach focuses on transparency as a norm of appropriateness. The

country’s transparency level permits the measurement of its embeddedness in the

world polity. The requirement of transparency is not only based on mandatory

regulations, but appears to be based on a cultural model of proper governance. In
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accordance with this approach, transparency is considered a new transnational norm

that can be matched to the principles of social progress and social justice. Govern-

ment organisations explain what they do and who they are by providing data and

information to their broadly defined stakeholders. These organisations can develop

transparency in several social spheres that are composed of human rights, local

politics, defence, democracy, welfare and family relations. In this context, trans-

parency permits governments to achieve two goals: organisational efficiency (often

called “development”) and empowered social involvement (often called

“democracy”).

The analysis of the transparency literature shows that many studies have focused

on the advantages and disadvantages of the phenomenon, the impacts that it pro-

duces on the democracy and the accountability factors that influence transparency.

Therefore, the existing literature is very silent on the dynamics that guide and

determine the transparency level in the public sector. These dynamics are several

and complex and regard the interactions between people and the continuous

development of information and communication technologies (ICT).

Focusing on the dynamics between transparency and ICT, a growing number of

studies [13, 14] are primarily focused on analysing the potential contribution of

electronic government (E-government) to enhance interactivity and transparency as

well as the openness of the public sector to promote new forms of accountability.

E-government has been defined as the “use of ICTs, and particularly the internet as

a tool to achieve better government” [15]. “It is considered as a mechanism to

transform public sector organisations through the use of ICTs” [16]. The literature

[14, 16] shows that the main benefit of these technologies is the enhancement of

citizen participation. The creation of blogs, collaborative websites (e.g. Wikipedia),

social networking sites (e.g. Facebook), microblogging services (e.g. Twitter) and

multimedia sharing services (e.g. Flickr, YouTube) permits all users to participate

directly in the process of communication through the contribution of contents,

comments regarding social and political problems and tagging.

The analysis of E-government studies and Italian transparency regulations (Dlgs.

33/2013, CIVIT deliberation 105/2010, Commissione Anticorruzione deliberation

50/2013) has enabled the identification of the following transparency characteris-

tics: publication of information, accessibility, information quality, usability and

interactivity [4, 17–26].

In this paper, the compliance level with the transparency process is measured

through these variables, which are described in Sect. 4.

2.2 Accounting Information System and Transparency

AIS is considered a relevant component of the general information system that has

the role of collecting, processing and communicating accounting information

[27]. Studies reveal that the first use of information systems (ISs) was in relation

to accounting [28].
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Although a growing number of studies highlight the relevance that accounting

information has in the transparency process [29–33], the literature is actually nearly

silent on the relation between AIS and transparency.

In recent years, scholars have conducted theoretical and conceptual studies that

generically consider the link between AIS and transparency.

Dillard and Yuthas [34] reveal the importance to construct new AIS to respond

to the needs of an increasingly pluralistic society. The authors consider “critical

dialogics” and “agonistic pluralism” to be two relevant theories for AIS design and

implementation. Critical dialogics refers to the power of accounting information to

facilitate democratic mechanisms. Agonistic pluralism is a branch of democratic

theory, in which AIS must provide a starting point to enable and support pluralistic

discussion and decision-making. Based on these considerations, the authors require

an expansion of the traditional AIS with regard to system development and use. AIS

must incorporate tools and techniques that promote the dialogue among multiple

stakeholders, enhance transparency and generate consensus on values, interests and

beliefs.

Darabos [29] conducted a theoretical study in which the main article and books

that have approached the study of “accounting information” from a decisional

perspective are reviewed. At the end of the analysis, the paper shows the relevance

of AIS to achieving the consistency, usefulness, transparency and unambiguousness

of information.

Empirical studies focus primarily on the capital market [31] or inter-

organisational relationships. This research shows that the adoption of new infor-

mation technology, such as a real-time business reporting technology (RBRT),

increases transparency and enables the attainment of capital at a lower cost than

rivals; in addition, it can lead to the creation of organisational capabilities and the

realisation of relational capital.

The literature review reveals none of the existing theories, and the framework

considers if and how the integration level of AIS influences the transparency

process in the public sector.

The motivation of this research project is derived from this research gap.

Therefore, the purpose of this study is to develop a better understanding of the

relation between the integration levels of AIS and transparency levels. There

appears to be the potential for government organisations to make better use of

integrated AIS when performing a transparency activity. This research project will

attempt to uncover how integrated AIS can offer support to transparency and how it

can be exploited.

The next section presents the research model developed to analyse the

relation.
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3 Developing a Research Model to Analyse the Relation

Between AIS Integration and Transparency

The model, which the authors developed on the basis of the literature to explore the

relation between the AIS integration and transparency in government organisations,

focuses on the following areas:

• Integrated information systems (IISs)

• Transparency in public organisations

Public transparency has been analysed in the previous sections of this paper.

Therefore, in this section, we focus on the aspects regarding the IIS (how previous

studies have examined and evaluated the IIS) and on the model construction.

IS integration consists of an integrated technology by which data and applica-

tions, through different communication networks, can be shared and accessed for

organisational use [35]. The main scope of IIS is to provide significant information

support in the organisation to react to continuous challenges in the market.

IS integration is also considered a process that develops step by step and in

different firm levels. According to this definition, IS integration is considered not

only a tool to facilitate the use of data and applications “but also provide the

flexibility to meet future business demands in information and applications” [35].

Research on IIS has evolved in recent years, and it has principally analysed the

impacts of enterprise resource planning (ERP) systems on IS quality. Other studies

have attempted to analyse the impact of ERP systems on managerial reporting and

control [36–38].

IIS can be described by components and characteristics [28].

IIS components represent all the elements that enable the support of manage-

ment accounting. Examples of components are ERP systems, data warehouses as

well as executive portals.

IIS characteristics instead are analysed by utilising two different approaches.

A first approach considers the general characteristics of integration: flexibility,

system scope, complexity, functionality, user-friendliness and the level of effort

needed to implement the system. A second approach analyses the characteristics of

integration that consider different dimensions.

Booth et al. [39] identify three dimensions of integration: data integration,

hardware/software integration and information integration. The first refers to the

feature of IIS in which data are stored and maintained in one place only. Hardware/

software integration regards the technical aspects of integration, whereas informa-

tion integration refers to the business aspects and the interchange of information

between different departments.

In examining the role of IS integration on business process improvement, Bhatt

and Troutt [35] re-elaborate the model of Booth et al. [39] and examine two

interrelated dimensions of IS integration: data integration and communication

network integration. Communication network integration can be further separated

into different parts: communication network connectivity and communication
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network flexibility. Therefore, IS integration is valuated through three elements:

data integration, communication network connectivity and communication network

flexibility.

Data integration refers to data standards and logical coding schemes. The firms

need to develop common data resource management policies to share data in the

organisation and between suppliers and customers. An organisation can gradually

improve integrated systems by using standards in data definition, logical coding and

data structure.

By using integrated communication networks, information can be easily

transmitted.

The communication level between two or more integrated information systems

(ISs) depends on two factors: communication network connectivity and communi-

cation network flexibility. Communication network connectivity regards the level

in which various systems, in and between different firms, are connected to sharing

information. To geographically connect ISs, a firm can use, for example, local area

communication networks (LAN) and wide area networks (WAN). Communication

network flexibility refers to the level to which an organisation utilises common

standards and protocols to promote compatibility between various ISs. The com-

patibility between systems enables companies to meet the existing information

needs and helps to address future demands (alliances with several other companies).

Considering the literature review, the framework used to assess if and how the

AIS integration influences the transparency level in public organisations is shown in

Fig. 1.

The framework articulates AIS integration and transparency on three levels and

defines hypothetical relations that could be developed between the different levels.

A starting point to analyse the three AIS integration levels is to define the

following dimensions of AIS integration [35, 39]:

• Data integration

• Network connectivity

• Network flexibility

Fig. 1 Research model
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“Data integration” is the first integration dimension; it refers to two features of

IIS. The first concerns the existence of one common database for all applications,

by which data are stored and maintained in one place only. The second features

relate to the use of standards in data definition, logical coding and data structure,

which permit sharing data both inside and outside the organisation. This aspect

requires the development of data resource management policies.

“Network connectivity” is the second integration dimension. Network connec-

tivity consists of hardware and software integration and considers only the technical

dimensions of information management. On this level, the integration refers to the

degree to which various systems, in and between different firms, connect to share

information.

“Network flexibility” represents the third integration dimension. Although “net-

work connectivity” considers only the technical aspects of integration, this level

also considers the quality of information. In the model, we introduce the “network

flexibility” as synonymous to information integration to describe the scope of

interchange and the use of data and information generated by enterprise applica-

tions and functional areas. Network flexibility refers to the degree to which orga-

nisations utilise standards and protocols to promote compatibility between

various IISs.

To define the AIS integration levels, a three-point ordinal scale was developed

by considering the feasible combinations of these dimensions.

The AIS integration levels are the following, defined from lowest to highest:

• Part Integration (PI): a high level for “data integration” but a low level for the

other two dimensions

• Full System Integration (FSI): a high level for “data integration” and “network

connectivity” but a low level for “network flexibility”

• Full Information Integration (FII): a high level for all the dimensions

To define the transparency levels, we begin with three dimensions. According to

the literature analysed, the authors consider transparency not only as the publication

of information on the website but also other information characteristics that can

guarantee effectiveness and interactivity. Therefore, we considered the following

dimensions:

• Publication of information

• Accessibility, information effectiveness and usability

• Interactivity

The first dimension refers to the existence or the nonexistence of the information

that the public administration must publish on the website, according to the

regulation. “[. . .] for publication means the publication in the public administration

web sites of documents, information and data relating to the organisation and

activities of public authorities [. . .]” (Dlgs. 33/2013, art. 2).
Accessibility regards the facility to achieve specific information that the law

requires local governments to publish. To increase the access to the information

disclosed on the websites, we adopt Decree No. 33/2013, which states the follow-

ing: “For the full accessibility of the information published on the home page of the
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institutional websites has placed a special section called ‘Transparent administra-

tion’, in which are contained data, information and documents published under the

current legislation” (Dlgs 33/2013, art. 9). Information effectiveness refers to all of

the characteristics that each data item that is published must have. Usability regards

the possibility to directly download data from a website in a format that permits its

reuse and aggregation.

Interactivity regards the existence of tools on the website that ensure a direct and

mutual interaction between users and the public administration. In addition to the

integration levels, a three-point ordinal scale was developed by considering the

feasible combinations of these dimensions.

The three transparency levels are the following:

• Formal Transparency (FoT): a high level for “public information” but a low

level for the other two

• Quality Transparency (QT): a high level for “public information” and “accessi-

bility, information effectiveness and usability” but a low level for “interactivity”

• Full Transparency (FT): a high level for “public information”, “accessibility,

information effectiveness and usability” and “interactivity”

The theoretical framework supposes the existence of specific relations between

the AIS integration levels and the transparency levels. According to previous

studies, we hypothesise the following:

• A part integration (PI) matches with a formal transparency (FT).

• A full system integration (FSI) matches with a quality transparency (QT).

• A full information integration (FII) matches with a full transparency (FT).

The model emphasises these relations, which highlights that higher levels of AIS

integration enhance the performance characteristics of transparency, whereas a

lower AIS integration level determines the minimum requirements of transparency.

Greater success in the transparency initiatives is achieved when we have a high

level of “data integration”, “network connectivity” and “network flexibility”.

4 Conclusions and Future Research

This paper set out to enhance our understanding of the relation between AIS

integration and transparency. Based on the literature review, a theoretical frame-

work has been presented to analyse if and how the integration level of AIS

influences the process of compliance to the transparency regulation in the public

organisations. The AIS integration level is assessed through three dimensions: data

integration, network connectivity and network flexibility. To define the AIS inte-

gration levels, a three-point ordinal scale was developed by considering the feasible

combinations of these dimensions. The AIS integration levels are the following,

defined from lowest to highest: part integration (PI), a high level for “data integra-

tion” but a low level for the other two dimensions; full system integration (FSI), a
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high level for “data integration” and “network connectivity” but a low level for

“network flexibility”; and full information integration (FII), a high level for all the

dimensions.

The transparency level is measured through the following dimensions: publica-

tion of information; accessibility, effectiveness and usability; and interactivity. In

addition, for the integration levels, a three-point ordinal scale was developed by

considering the feasible combinations of these dimensions. The three transparency

levels are the following: formal transparency (FoT), a high level for “public

information” but a low level for the other two; quality transparency (QT), a high

level for “public information” and “accessibility, information effectiveness and

usability”, but a low level for “interactivity”; and full transparency (FT), a high

level for “public information”, “accessibility, information effectiveness and usabil-

ity” and “interactivity”.

The framework shows how different AIS integration levels match with various

transparency characteristics. Higher levels of AIS integration enable an increase in

the characteristics of transparency and guarantee its effectiveness and interactivity.

In contrast, lower levels of AIS integration determine a sufficient and minimum

degree of transparency, evaluated only through the existence or the nonexistence of

the information on the public organisation’s website.
Transparency is an active and ongoing research field. The goal of this article was

to provide a theoretical framework based on the literature review, with which to

analyse how AIS integration levels contribute to transparency effectiveness. In

future research steps, we will consider case studies to test the research project

and the validity of the framework. Those cases that will be selected will differ in

terms of policy domains, level of government and external actors and be highly

relevant in terms of the significant changes in government transparency over the

past two decades.
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Factors Influencing Mandatory

and Voluntary e-Disclosure Diffusion

by Municipalities

Benedetta Gesuele and Concetta Metallo

Abstract This study takes a first step toward understanding the diffusion of

e-disclosure tools by Italian municipalities. We construct a synthetic indicator for

measuring mandatory disclosure through website and an indicator for voluntary

disclosure through social media usage, such as Facebook and Twitter. Moreover,

we propose a research model to analyze the determinants of e-disclosure tools

diffusion in order to underline any differences for mandatory and voluntary

e-disclosure. We use OLS regression modeling on 93 Italian municipalities’ data
during 2012. The central idea is that determinants can influence in different ways

the mandatory and voluntary e-disclosure tools diffusion.

Keywords e-Disclosure municipality • Facebook • Twitter • Website

1 Introduction

Nowadays, characterized by profound economic and financial crisis, citizens need

to control the public activities and public entities’ performance. Consequently,

public entities have the need to disclosure information concerning their activities.

New technologies can help governments in information provision, and the Internet

has become an important tool to increase the public transparency and accountability

[1], key drivers for good governance in the public sector. The Web 2.0 applications,

and social media in particular, represent the last step in Internet development usage

by the government. Social media provide new and innovative methods to improve

the interaction between the government and citizens about policy issue and to

enable citizens to participate the democratic process [2].
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In the last years, many municipalities have added to their official website

(e-disclosure) also several social media to communicate with citizens, as an addi-

tional form of online communication (such as Facebook, Twitter, and YouTube).

Our study focuses on Web 2.0 application usage by municipalities because of their

rising adoption and the small amount of academic research on the topic. These

issues have become an interesting area of inquiry for Public Management scholars

and Information Systems researchers. In fact, Mossberger and colleagues [3]

have shown that local government is an important subject for the study of social

media because of traditions of citizen participation at the local level. The Italian

context is an interesting field of investigation of these phenomena because in Italy

the importance of mandatory e-disclosure through municipality’s website is recog-
nized (with legislative decrees 150/2009 and 33/2013). Despite this, voluntary

e-disclosure through social media is becoming more and more established.

This study takes a first step toward understanding the diffusion ofWeb 2.0 tools by

Italian municipalities. In particular, we constructed a synthetic indicator to measure

web and social media diffusion, such as Facebook and Twitter, by local government.

Moreover, based on agency theory and neo-institutional framework, we propose a

research model to analyze the determinants of social media diffusion in order to

underline any differences for mandatory and voluntary e-disclosure. The structure of

this paper is as follows. In the next section, we introduce the literature review on

e-disclosure and social media usage by municipalities. In Sect. 3, we describe the

research model and hypotheses, and then we outline the research methodology and

the results of the analysis (Sect. 4). Finally, in Sect. 5, we discuss findings.

2 Literature Review

The disclosure via web (e-disclosure) by municipalities has received much attention

among researchers. Agency theory and neo-institutional framework represent the

most commonly applied theoretical backgrounds for understanding the impacts of

web application on the public communication by local government.

Many research on e-disclosure have focused on disclosure via website [4–6],

while only a very few have investigated social media adoption [2, 5, 7, 8]. Most of

these studies were aimed to the realization of an e-disclosure index, summarizing

the information disclosure on municipalities’ website and identification of

e-disclosure determinants. For example, Serrano-Cinca [6] investigated the deter-

minants of voluntary Internet financial reporting by local administrations. In their

study, size, political will, and citizens’ income level affect e-disclosure. Gandia [9]

analyzed the websites of several municipalities for understanding e-disclosure

determinants and showed that political competition, public media visibility, and

citizens’ educational levels affect voluntary disclosure levels. Yu [10] highlighted

how the size, wealth, local authority’ organization, pro-capita income, and financial

condition affect the e-disclosure. Garcı́a and Garcı́a-Garcı́a [11] analyzed determi-

nants of nonfinancial reporting in the Spanish municipalities, such as level of

citizens’ economic development, life quality level, size, municipality’s budgetary,
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political stability, political strength, and political rivalry. Similarly, Garcia-Sanchez

[12] assessed the determinants of sustainability disclosure practices in Spanish

municipalities, considering as variables the level of citizens’ economic develop-

ment, life quality level, size, municipality’s budgetary, political stability, political
strength, and political rivalry.

The rapid diffusion of social media applications is ushering new ways for the

government to communicate with and engage the public, and social media usage by

municipalities represents an additional form of e-disclosure. Norris and Reddick’s
[13] survey on social media adoption of local governments (e.g., Facebook, Twitter,

and YouTube) in the United States highlighted an amazing adoption rates;

two-thirds of local governments had adopted at least one social media. Bonsón

and colleagues’ research [2] on the use of Web 2.0 and social media tools in EU

local governments has shown that most local governments are using social media

although the use of these applications to promote e-participation is still in their

infancy at the local level. Klang and Nolin [14] investigated several Swedish social

media policies produced by municipalities in order to recommend practical guide-

lines for improving transparency and interaction through social media. Kavanaugh

[15] analyzed social media use by local governments for managing crisis situations

from the routine (e.g., traffic, weather crises) to the critical (e.g., earthquakes,

floods). Feeney and Welch [16] investigated whether different e-participation

technologies and the intensity of e-participation technology use are associated

with managers’ perceptions of outcomes in the local governments. Mossberger

[3] examined the use of social media and other interactive tools in the 75 largest US

cities between 2009 and 2011, constructing an index of interactivity. Oliveira and

Welch [17] have shown patterns of social media application for particular purposes,

highlighting that social media tools are not a monolithic group. Ma [18] examined

the diffusion of police microblogging (e.g., Twitter) and its determinants in Chinese

municipal police bureaus through the perspective of organizational innovation

diffusion. Her findings have shown that government size, Internet penetration

rate, regional diffusion effects, and upper-tier pressure are positively and signifi-

cantly associated with the adoption and earliness of police microblogging.

3 Research Model and Hypotheses

This study is aimed to analyze the determinants of mandatory (trough website) and

voluntary e-disclosure (trough social media such as Facebook and Twitter) by

Italian municipalities. In this research, we propose a research model to analyze

the determinants of e-disclosure tools diffusion in order to underline any differ-

ences for mandatory and voluntary e-disclosure.

We built two e-disclosure indices: e-disclosure website index (eDI) measures the

mandatory disclosure through municipalities’ websites; social media usage index

(smI) measures the voluntary disclosure via social media such as Facebook and

Twitter. The use of synthetic indicator to measure website and social media diffusion

among municipalities has been developed in some previous studies [2, 19, 20].
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Several empirical studies [5, 31] have found evidence that social determinants,

such as municipalities’ size, are able to influence the use of web applications for

mandatory and voluntary disclosure tools. Other scholars highlighted the role of

economic and political factors as the key drivers of web application adoption by

local government [6, 20]. In this study, we chose to identify three types of

determinants that can affect e-disclosure: environmental determinants (size,

municipality’s type, and geographical position), political–social determinants (gen-

der of mayor and political position), and economic status determinants (financial

autonomy and citizens’ wealth). We developed a research model in order to

investigate determinants of mandatory and voluntary e-disclosure by Italian munic-

ipalities in order to underline the existence of different types of determinants; see

Fig. 1.

The scholars agree that [4, 6, 11, 19–21] there is a positive relationship between

size and usage of strategic communication tools by municipalities. In line with the

agency theory, we consider the organization size as e-disclosure determinants, in

the biggest municipalities people have less face-to-face contacts and use more web

application as communication tools, that can be consider as showcase for munic-

ipalities activities [11]. Large municipalities would show greater information

asymmetries among managers and citizens, and the social media usage can be

considered as a strategic tool for reducing the agency costs [6]. Consequently, we

proposed the following hypothesis:

H1: There is a positive relationship between municipality’s size and e-disclosure
tools (eDI and smI).

Several authors [20, 22–24] considered the geographical position and regional

differences as a determinant in the development of e-government activities. The

scholars considered that the regional differences could influence also differences in

political culture and governance styles [25] as patterns of accounting and disclosure

[6, 7, 26]. Thus, the following hypothesis was proposed:

H2: There is a relationship between municipalities’ geographical position and
e-disclosure tools (eDI and smI).

Previous research investigated about the relationship between municipality’s
type as urban district (small town) or city (large town) and e-disclosure propensity

[2, 4]. e-Government tools usage requires specific technical and administrative

Political-Social 
Determinants

Mandatory disclosure Voluntary disclosure

Environmental 
Determinants

Economic Status
based

Determinants

Fig. 1 Research model
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structure [21] and availability of financial, technical, or personnel capacities

[27, 28]. Several authors agreed that cities have more resources and tend to be

more inclined to e-disclosure tools [29, 30]. Thus, the following hypothesis was

proposed:

H3: There is a positive relationship between municipality’s type and e-disclosure
tools (eDI and smI).

Municipalities are governed by politicians, and their political ideology may

influence disclosure practices, because different ideologies usually suggest differ-

ent situations facing local authorities [6, 12]. The ruling party’s political ideology
may support different e-government styles and influence some aspects of adminis-

tration culture such as e-disclosure propensity. The previous empirical studies have

shown different results. For example, Tolbert and colleagues [32] highlighted the

positive influence of left-wing ideology on e-government development. Similarly,

other studies showed that municipalities governed by left-wing majorities are more

transparent than those ruled by conservative mayors [4, 12]. On the contrary, other

scholars found opposite results [5]. In this study, we hypothesized that political

position may influence disclosure practices through website or social media by

municipality. Thus, we proposed the following hypothesis:

H4: There is a relationship between political position and e-disclosure tools (eDI
and smI).

In literature there are different studies that include the gender of mayor as

political determinant [3, 22, 31]. The scholars investigated participatory inequality

between men and women, showing that the gender is related to political activity

[3, 33, 34].Thus, we proposed the following hypothesis:

H5: There is a relationship between gender of mayor and e-disclosure tools (eDI
and smI).

Many studies [4, 11, 30, 34, 35] considered the relationship between municipal-

ities’ financial condition and disclosure. The central idea is that financial condition

reveals the ability of municipality’s management to benefit from considerable

proper revenues (essentially taxes and fees) [5]. Consequently, local government

has an increased responsibility to give citizens explanations on where and how is

spending such revenues [5] and tends to highlight more the results of municipali-

ties’ activities. Thus, we proposed the following hypothesis:

H6: There is a positive relationship between financial autonomy and e-disclosure
tools (eDI and smI).

In different studies, citizens’ wealth is considered as a disclosure determinant

[10, 19, 20, 22]. People that have higher economic status have more access to new

technology [10] and greater user experience [9]. In fact, Yo [10] shown that people

with a lower per capita income are less inclined to web usage. Moreover, citizens
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with higher income per capita expect more services and performance information

[6, 9, 10, 18]. Thus, we proposed the following hypothesis:

H7: There is a positive relationship between citizens’ wealth and e-disclosure tools
(eDI and smI).

4 Methodology

This section introduces the information about the sample, measurement, and data

analysis.

4.1 The Research Context: The Italian Municipalities

The Italian public sector is divided into three levels: state, 20 regional governments,

101 cities (such as large town), and 9.195 urban districts (small town). In Italy, there

are several acts about the e-disclosure. The last acts are legislative decrees

150/2009 and 33/2013. In 2009, the legislative decree 150 proposed the extend

control on municipalities’ activities in order to improve performances. This reform

predicted that the local government discloses some information on their activity,

such as objectives, organization, performance indicators, and data about resources

spent to deliver public services. The legislative decree 33/2013 established the

mandatory disclosure and outlined the information to publish on the website.

To test the proposed model, we used ordinary least squares (OLS) regression

modeling on 93 Italian municipalities’ data during 2012. The sample is composed

by Italian municipalities that use both Facebook and Twitter for voluntary

disclosure.

4.2 Measurement

e-Disclosure website index (eDI) measures interaction level among citizens and

municipalities using official/mandatory disclosure channel [2]. For e-disclosure

website index, we considered some items based on previous literature. In particular,

we analyzed the website of each local government and looked for the following

13 items (i): organization (i1), governing body (i2), consults (i3), wage body (i4),

management (i5), controlled company (i6), internal auditing (i7), performance (i8),

balance (i9), balance controlled company (i10), economic planning (i11), support

planning (i12), and assets (i13). They are collected manually. For every item, we
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analyzed the presence that was scored with a binary variable (presence, 1; no

presence, 0). It is calculated by the following equation (Equation 1):

eDI ¼
X13

k¼1

ik

The social media usage index (smI) is constructed using Facebook information,

which describes municipalities’ Fb activity, and Twitter information, which

describes municipalities’ Twitter activity. The use of a synthetic indicator to

measure the level of Fb and Tw usage by municipalities has been developed in

some previous studies [2, 19, 20, 36]. The Fb index is composed of seven items

(i) collected from Arata’s (2012) report [37] and manually from municipalities’ Fb
Homepage. The items chosen are the number of friends (i1), up data frequency (i2),

reply to comment (i3), replay to link or video (i4), import by official page (i5),

presence of specific type of contents (i6), and type of account (i7). For every item,

we analyzed the presence that was scored with a binary variable (presence, 1; no

presence, 0). The Tw index is composed of eight items (i) collected from Arata’s
(2012) report [38]: total tweet (i1), following (i2), followers (i3), recognizability

(i4), Twitter frequency (i5), tweet number to others in the last 12 months (i6), mean

number of retweets (RT) to our tweet in the last 12 months (i7), and specific

contents (i8). For item number 3, 4, and 7, we analyzed the presence that was

scored with a binary variable (presence, 1; no presence, 0). The item numbers 1, 2,

5, and 6 have been measured in natural logarithm (LN). The smI is one synthetic

indicator that we construct adding up two indicators, Fb index and Tw index, and

calculated by the following equation (Equation 2):

smI ¼ FbI
X7

K¼1

iþ TwI
X8

K¼1

i

For the determinants, many data are collected from comuniverso.it.

comuniverso.it is a free web portal on Italian municipalities that publics data

about political, economic, and geographic information on the municipalities. Deter-

minants are described in the following table (Table 1).

Table 2 shows descriptive statistics.

4.3 Data Analysis

We analyzed the correlation among variables in order to use OLS regression model.

The following table (Table 3) shows that there is not a strong correlation among the

independent variables.
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Table 1 Determinant description

Variable Tag Definition Measurement Literature Sources

Size Size The number of

municipality’s
popu1ation

Number (Nat-

ural 1)

Number (1:

Nord; 2:

Centro; 3:

South; 4:

Island)

Laswad,

Fisher, and

Oyelere

(2005),

Alvarez

et al. (2010),

Guillimòn,

Bastida, and

Benito

(2011),

Albalate

(2013),

Serrano-

Cinca,

Rueda-

Tomas, and

Portillo-

Tarragona

et al. (2008),

and Garcia

and Garcia

(2010)

www.

comuniverso.

it

Geographical

Position

GeoPos The Municipal-

ities’ geograph-
ical location

The type of

local govern-

ment: munici-

pality (such as

urban district )

or city (Such as

large town)

Norris and

Moon

(2005),

Albalate

(2013)

www.

comuniverso.

it

Municipalities’
type

Mtype Number (0:

municipality;

1: city)

Laswad

Fisher, and

Ovelere

(2005)

www.

comuniverso.

it

Political

position

PolPos The political

ideology of

municipal

ruling parties

Number (1:

left; 2: right;

3: center-left;

4: center-

right; 5:

center)

Guillimòn

Bastida and

Benito

(2011)

www.

comuniverso.

it

Gender Gender The mayor’s
gender

Number (1:

woman: 0:

men)

Guillimòn

Bastida and

Benito

(2011)

www.

comuniverso.

it

Index of finan-

cial autonomy

FinAut Index of finan-

cial autonomy

Number Laswad

Fisher, and

Oyelere

et al. (2005),

Styles and

Tennyson

(2007),

www.istat.it

(continued)
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Table 3 Correlation

Size GeoPas MType Pol_Pos Gender AutFin CitWealth

1.0000 �0.0713 �0.6902 �0.2375 �0.1221 0.1031 0.6033 Size

1.0000 0.1762 0.0549 �0.1534 �0.4108 �0.4883 GeoPos

1.0000 0.1439 0.1124 0.1099 �0.5949 MType

1.0000 �0.0589 0.0071 �0.1647 PolPos

1.0000 0.2242 �0.0089 Gender

1.0000 0.2801 AutFin

1.0000 CitWealth

Table 2 Descriptive

statistics
Variables Mean Median Min Max

Size 9.76522 9.74373 5.18178 13.8046

GeoPos 2.02151 2.00000 1.00000 4.00000

MType 0.774194 1.00000 0.00000 1.00000

PolPos 3.82796 3.00000 2.00000 10.0000

Gender 0.043478 0.00000 0.00000 1.00000

AutFin 59.7097 62.0000 15.0000 86.0000

CitWealth 9.97551 9.96133 9.61820 10.3227

eDI 8.81720 9.00000 0.00000 13.0000

smI 40.2714 34.0865 13.5756 112.528

Table 1 (continued)

Variable Tag Definition Measurement Literature Sources

Guillimòn

et al. (2011),

and

Garcı́a et al.

(2010)

Citizens’
Wealth CitWealth The value of

economic

activity per

capita

Number Laswad

Fisher, and

Oyelere

et al. (2005),

Styles and

Tennyson

(2007),

Guillimòn

et al. (2011),

and

Garcı́a et al.

(2011)

www.istat.it
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Then, using regression analysis, OLS performed the data analysis for testing the

hypothesized relationships among constructs. The two models listed below show

the contribution of independent variables (environmental, political–social, and

economic status-based determinants) to dependent variables (e-disclosure website

index and social media usage index).

In particular, we tested the hypotheses concerning on the relationship on deter-

minants and eDI through the following OLS regression model (Equation 3):

eDI ¼ αþ β lnð ÞSizeþ βGeoPosþ βMTypeþ βPolPosþ βGenþ βAutFin
þ βCitWealth

Table 4 shows the findings of the first OLS regression model. Findings highlight

that size and citizen’s wealth affect to e-disclosure website index; thus, hypotheses

1 and 7 are supported.

Then, we tested the hypotheses concerning on the relationship on determinants

and smI through the following OLS regression model (Equation 4):

smI ¼ αþ β lnð ÞSizeþ βGeoPosþ βMTypeþ βPolPosþ βGenþ βAutFin
þ βCitWealth

Table 5 shows the findings of the second OLS regression model. Findings

highlight that size and political position are positively related to social media

index; thus, hypotheses 1 and 4 are supported. Moreover, Table 5 shows that the

geographical position and municipalities’ type affect social media index,

supporting hypotheses 2 and 3.

Table 4 OLS regression model (e-disclosure website determinants)

Coefficient Error Std. T Student p-value

const �103.306 24.5274 �4.2119 0.00006 ***

Size 0.543515 0.228585 2.3777 0.01969 **

GeoPos 0.205635 0.278213 0.7391 0.46189

MType 0.755022 0.883971 0.8541 0.39546

PolPos �0.186127 0.214482 �0.8678 0.38798

Gender 0.800325 1.20059 0.6666 0.50685

AutFin 0.0140757 0.0190251 0.7398 0.46146

CitWealth 10.589 2.49437 4.2452 0.00006 ***

R2 0.481509

R2 adjusted 0.438301

***, error <1%; **, error <5%; *, error <10%
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5 Discussion of Results

In line with previous studies [19, 20, 30], our findings have shown a positive

relationship between municipality’s size and e-disclosure. Large municipalities

are more likely to use website and social media, where a higher number and variety

of stakeholders might encourage the information disclosure [12].

Our results have also highlighted that citizens’ wealth affect e-disclosure

through website, in accord with several studies [10, 26, 31]. Domı́nguez [21]

have argued that higher income per capita is directly linked to purchases of

computers and technological devices, as well as access to the Internet; conse-

quently, these features influence demand for e-disclosure. Conversely, findings

have not shown a significant relationship between citizens’ wealth and social

media usage. Twitter and Facebook are the most popular social media tools because

they are entirely free and with open access and user-friendly, used for professional

and personal purposes in both workplace and “out-of-office” environments, and

individuals can access on their computers, phones, or both. For these reasons, we

believe that citizens’ wealth is not an important prerequisite of their adoption.

Moreover, Facebook and Twitter are increasingly gaining currency for both youn-

ger and older people, regardless of economic or social status and geographic

position. In fact, our results have highlighted that municipalities’ type and geo-

graphical position have a negative influence on social media usage, in contrast to

other studies [9, 25, 39]. We justify these results considering the characteristics of

the sample investigated. While the previous research analyzed national govern-

ments of several countries, our study is focused on municipalities of a single

country, such as Italy, where regional differences in administrative culture are

minor. Findings showed a significant relationship between political position and

social media usage by municipality, consistently with previous studies [6, 19,

36]. Governing party’s political ideology may support different e-government

styles and influence some aspects of administration culture such as e-disclosure

Table 5 OLS regression model (social media usage determinants)

Coefficient Error Std. T Student p-value

const �25.5858 153.784 �0.1664 0.86826

Size 5.54602 1.4332 3.8697 0.00021 ***

GeoPos �3.66365 1.74436 �2.1003 0.03870 **

MType �9.82247 5.54238 �1.7722 0.07998 *

PolPos 2.3832 1.34477 1.7722 0.07999 *

Gender 1.02161 7.52753 0.1357 0.89237

AutFin �0.13246 0.119285 �1.1104 0.26998

CitWealth 2.54882 15.6394 0.1630 0.87093

R2 0.475005

R2 adjusted 0.431256

***, error <1%; **, error <5%; *, error <10%
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propensity. Bonsón and colleagues ([2], p. 12) have shown that “the development of

an active presence in social media platforms is not country-related but dependent on

the political will and specific circumstances of each local government.”

This study presents several limitations. One limitation stems from the size of the

sample with respect to the determinants investigated. Second, literature of tradi-

tional disclosure (not web) indices is abundant and detailed, but the new disclosure

(via web or social media) indices present specific problems that may involve a

certain degree of subjectivity. Moreover, the e-disclosure index considered in this

work (eDI and smI) seems heterogeneous: the first is simple, and it can vary from

0 to 13; the second is more complex, and it is composed of dichotomous items and

not. Future research would be appropriate to make a validity test of this index.

Despite some limitations, this research contributes to the existing knowledge on

e-disclosure, highlighting the growing importance of voluntary disclosure through

social media. Findings from 93 Italian municipalities showed the presence of

different determinates for e-disclosure website and social media usage, pointing

out that large municipalities characterized by high income per capita are more

likely to use website to information disclosure. Moreover, municipality’s size and
political position are able to influence the use of social media as strategic commu-

nication channel. Moreover, the geographical position and municipality’s type

negatively affect e-disclosure through social media, differing from the results of

the most previous research.
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Accountability and Performance of Italian

Local Government Authorities: How Does

e-Disclosure Affect Performance?

Luigi Lepore and Sabrina Pisano

Abstract The Internet has become the most important channel to disclose infor-

mation and to reduce the distance between local government authorities and its

stakeholders, in order to maintain politicians, managers and public administrations

accountable. The study examines the relationship between accountability and

performance of Italian Local Government Authorities that are obliged to disclose

performance data on their website, in order to enhance transparency and participa-

tion for improving public performance. Findings show no significant relationship

between e-disclosure and performance, underlining that the greater transparency is

only symbolic, and a positive and significant relationship between media interest

and performance, highlighting the relevant role that media could have in stimulat-

ing citizens to control ways through which politicians and public managers spent

money and create public value.

Keywords Disclosure • Accountability • Performance • Media

1 Introduction

In the last two decades, many European countries have realized different public

management reforms to strengthen public accountability arrangements and to

design new ones, in order to improve public performance at both central and

local levels.

Research about the relationship between accountability and performance are

often based on agency theory framework, because it is useful to explain the

information asymmetry between local government authorities (LGAs) and stake-

holders and consequently the potential free riding of politicians and manager that

could choose a way to use public money that expropriates citizens, that are taxpayers

and so the lenders of public administrations.
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This research explores the relationship between accountability and performance

of Italian LGAs after the reform issued in 2009, which requires Italian LGAs to

disclose performance data on their website, in order to enhance transparency and, as

a consequence, improve their performance. The objective is to understand how the

accountability arrangements defined for LGAs actually work.

We also investigate the role of media that, spreading information about public

performance, could facilitate citizens in making judgments about the ways public

administrations spend public money to deliver public services.

2 Accountability and Performance of Local Government

Authorities

Public management reforms realized in the last two decades call for the introduc-

tion at both central and local government level of more transparency and account-

ability, in order to improve effectiveness and efficiency. The concept of

accountability could be defined as the state of being answerable, responsible and

or accountable for results in the own area of responsibility. Accountability goes

beyond rendering an account of the resources used, but also includes the efficient

use of those resources and the ability of policy decisions and managerial activities

to satisfy public needs [1].

The state of being responsible can be referred both to the organizational level—

in this case, for example, we speak about accountability of LGAs—and at the

individual level - i.e. the accountability of manager or politicians [2].

These reform processes originated from the assumption that to improve public

performances it is necessary to ensure transparency on performance data that allows

citizens to make judgments about the ways public administrations spend public

money to deliver public services (social control). Citizens, that are the electorate,

have the right to be informed about the actions and expenditures of the executive

and legislative arms of the government [3, 4]. Transparency enhances engagement,

involvement and participation in political and public issue by a large part of

stakeholder group, and this is important for keeping politicians and managers

accountable [5].

Research about the relationship between accountability and performance are

often based on agency theory framework [6]. There are, however, also other

theoretical approaches that have been used to investigate the implementation of

mandatory performance measurement system in government organizations, includ-

ing institutional theory. Cavalluzzo and Ittner [7], for example, refer to institutional

theory to explain implementation success of performance measurement system in

government activities.

Voters, citizens and other stakeholders are considered the principals, and poli-

ticians and managers are considered the agents. The relationship between principal

and agent in public sector is not easier to define, because here there are different
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accountability relationships: those between elected officials and managers, those

between elected officials and citizens and those between citizens and managers [8].

Consistent with what happened in other European countries, whose most

emblematic case is represented by the UK, the reform of Italian LGAs issued in

2009 by the Law 15/2009 and implemented by the Legislative Decree 150/2009

requires LGAs to disclose their objectives, performance indicators and data about

resources spent to deliver public services, as well as information about organiza-

tion, on their website (hereafter e-disclosure) in order to improve performances.

Despite considerable interest of researchers all around the world, relatively few

studies have been conducted on the effect of this kind of reforms on the efficiency

and effectiveness of LGAs. Convincing and homogeneous evidence that these

reforms will lead to better performance has not yet been found, particularly in

Italy and in that countries that are characterized by a public administration style

affected by structures, principles, logics and instruments inherited from a bureau-

cratic, hierarchical, Weberian public administration based on administrative law

[9, 10].

In this research, we explore the relationship between accountability and perfor-

mance of Italian LGAs after the reform issued in 2009, considering the account-

ability relationships between citizens and elected officials and those between

citizens and managers. In particular, we try to analyse in which way more trans-

parency and accountability, enhancing the social control, influence performance at

organizational level. We address prevalently to the agency theory, because it better

explains the information asymmetry between LGAs and stakeholders that inhibits

the supervision of government activities by citizens and consequently the perfor-

mance improvement.

Agency theory suggests that information asymmetry between citizens and pol-

iticians and managers pushes agents to free ride. So, in order to reduce the

opportunity of free riding and improve LGAs’ overall performance, it is necessary

to enhance social control.

The progresses in the use of Internet made more easy the diffusion of informa-

tion about performance and, in general, the interaction between LGAs and stake-

holders. So, the Internet became the most important “highway” to disclose

information, to reduce the distance between LGAs and its stakeholders and so to

maintain politicians, managers and public administrations accountable.

Many authors have highlighted the fundamental contribution of the Internet to

promote new forms of accountability, enhancing interactivity, transparency and

openness of LGAs [11–14]. These are all considered as positive values to increase

social control and so to strengthen citizen trust in governments [12, 15]. So, the

following hypothesis has been formulated:

H1 e-Disclosure is positively associated with LGAs’ performance.

However, the presence of the information on Internet does not assure that

citizens receive and use that information to exercise the social control. So, it

becomes important that media and newspaper disclose that information about the

performance. The relevant role of media and newspapers in stimulating public

opinion and social control is clear if we consider the case of the UK, where the
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LGAs’ score about the performance related to the delivery of public service and the

use of public money was published not only on the Audit Commission website, but

it was also disclosed by media and newspapers. According to these considerations,

we hypothesize that:

H2 Media interest is positively associated with LGAs’ performance.

3 Method

This study is part of a wider research aiming at testing the relationship between

accountability and performance in a longitudinal period (2010–2015), using panel

analysis. We decided to start the analysis from the year 2010 in order to test the

effects of the potential greater transparency of LGAs derived from the mandatory

implementation of accountability measures resulting from the issuing of Legislative

Decree 150/2009 and Law 15/2009. From that data set, this paper reports the results

of just the first year, i.e. 2010.

3.1 Sample

We empirically test the previous hypotheses on a sample of 162 Italian LGAs in

2010. Our sample is composed of all LGAs which responded to a questionnaire that

we sent during 2011 in order to collect data on our variables. We chose to

investigate LGAs because they are responsible for the provision of the most

immediate public services to citizens. In this sense, it is important to examine

how many information they release and how disclosure affects their performances.

We decided to analyse the information released in 2010 because the reform

required LGAs to disclose performance data starting from this year.

3.2 Measurement

Our dependent variable is the LGAs’ performance. The concept of performance, in

the public sector, is very complex and multidimensional. More specifically, the

financial aspect (i.e. profitability, costs, revenues) can be considered only one

dimension that composes the overall performance of a public institution. However,

in this paper we decided to use the financial autonomy (FAut) as a proxy of the

LGAs’ performance, on the basis that the financial crisis started in 2008 had a

relevant impact on the LGAs’ financial dimension.

We calculated FAut as the ratio between revenues obtained from local taxes and

tariffs to total current revenues. If this ratio is high, it means that LGA is little
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dependent on other public administrations for sources of financing. We collected

data on our dependent variable from the ANCI website.

We had two independent variables: e-disclosure released during 2010 (e-Disc)
and media interest (MedInt).

e-Disc was measured developing an unweighted disclosure index. The research

method was organized as follows. Firstly, we selected the performance data that

LGAs should disclose on the Internet on the basis of the reform issued in 2009. We

identified 11 items that mainly concern outcome, output and processes measures, as

well as information about the organization.

Table 1 reports the items identified.

Then, we inserted this performance information in the questionnaire sent to

LGAs and collected data for each item. A score of 1 was assigned to each item if

the LGA affirmed it was disclosed and a score of 0 otherwise. We verified the

answers received to the questionnaire by analysing the LGAs’ website, in order to

control if they were correct, and we did not find errors. The final score assigned to

each LGA was measured by an index, which varies from 0 to 1 and is equal to the

ratio between the number of items released and the total amount of items identified

ex ante.

We also used the questionnaire to collect data on our second independent

variable: MedInt. We measured MedInt using a 4-point scale varying from 0 to

3 according to the degree of media interest perceived by each LGA, on the basis of

the consideration that public organizations are prompted to work better if they feel

to be more evaluated.

3.3 Control Variables

We considered six control variables. We analysed the traditional disclosure

released by LGAs (TradDisc), and we measured this variable as the number of

both mandatory and voluntary reports drawn up by each LGA in 2010, using the

Table 1 The items identified Items

Mandatory informative documents

Organizational aspects

Performance indicators

Resource use indicators

Output of the measurement activities

Output of the assessment activities

Remunerations

Curriculum vitae

Information about managers and administrative clerks

Employee absence rates

Information about other administrative clerks
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questionnaire. Size (Size) was measured as the number of LGA inhabitants

[16, 17]. Employment (Empl) was computed as the percentage of inhabitants that

has a job. Both Size and Empl were collected from ISTAT website. Press visibility

(PressVis) was calculated as the number of items in the print press in which LGA

appeared during 2010 by a count search on Google [18]. Internet visibility (IntVis)
was measured as the number of incoming links to LGA website according to

Google [16]. Finally, citizens’ wealth (CiWeal) was measured as the disposal

income per LGA inhabitant [16, 19], and we collected data on this variable on

the ANCI website.

3.4 Descriptive Statistics

Table 2 provides descriptive statistics. The LGAs investigated are mainly small: the

average Size is 10,676.60 inhabitants. Moreover, only 55% of inhabitants has a job.

These LGAs present medium levels of FAut: on average 43% of current revenues is

obtained from local taxes and tariffs.

Passing to e-Disc, it emerges that the LGAs investigated released 53% of the

performance data identified on average, that is equal to six items. The mean of

MedInt is 0.88; it means that the LGAs studied consider media to be not really

interested in their performances.

TradDisc is very low (16%), because most LGAs do not draw up voluntary

reports. Those LGAs that prepare voluntary reports draw up at most three docu-

ments that are mainly social accountability reports. Both PressVis and IntVis
present low values (16.27 and 11.43). These findings could be due to the dimension

of the LGAs included in the sample. In other words, it could be that media are not

very interested in the events occurring in smaller LGAs.

We checked for any possible collinear issues among the variables through the

correlation matrix, variance inflation factors and condition indices.

Table 3 provides the correlation coefficients between FAut and the independent

and control variables.

FAut shows significant positive correlations with e-Disc, TradDisc, Empl and
IntVis. Furthermore, Table 3 shows that e-Disc is negatively correlated to MedInt
and positively correlated to TradDisc and IntVis.

In general, the analysis indicates that LGAs with a high level of e-Disc have

higher performance and that LGAs with high e-Disc perceive a lower degree of

media interest, maybe because they consider that these mechanisms act as sub-

stitutes for social control, draw up a higher number of both mandatory and volun-

tary reports and have a higher number of incoming links to their website according

to Google.
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4 Regression Analysis

To test our hypotheses, we used the following OLS regression model:

FAut ¼ αþ β1e-Discþ β2MedIntþ β3TradDisc
þβ4Sizeþ β5Emplþ β6PressVisþ β7IntVis
þβ8CiWealþ ε

ð1Þ

This econometric model investigates the influence of the independent variables

identified on LGAs’ performance.

Table 4 shows findings from OLS regression.

The results provide support for hypothesis H2, showing a positive relationship

between MedInt and FAut (β¼ 0.017, p< 0.10). The findings also show a positive

association both between Size and FAut (β¼ 2.164, p< 0.10) and between Empl
and FAut (β¼ 0.006, p< 0.01). However, considering the adjusted R2, the model

explains a mild proportion of the variation in FAut.

5 Discussion and Conclusions

In this study we have investigated the relationship between e-disclosure and

performance of Italian LGAs using the framework of agency theory.

Our results provide partial support for the hypotheses developed. In particular,

we found no significant relationship between e-disclosure and performance. The

mechanism of social control does not work, and so increased e-disclosure does not

mean better performance. In other words, in Italy the reform did not bring to an

increase in the performance; it could be because this variable is not related to

Table 4 Results from OLS

regression
Dependent variable: financial autonomy

Variables Estimated coefficient t-Statistic

e-Disc 0.011 0.218

MedInt 0.017 1.820*

TradDisc 0.045 0.602

Size 2.164 1.847*

Empl 0.006 6.382***

PressVis �2.922 �0.185

IntVis �0.000 �0.754

CiWeal �4.320 �0.845

Observations 162

R2 0.265

Adjusted R2 0.225

F-statistic 6.722***

***¼ p< 0.01, *¼ p< 0.10
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disclosure. Probably, holding LGAs accountable for results will only lead to

improved performance if certain external conditions are fulfilled. Our result is

different from those of previous research showing a positive relationship between

accountability and performance. Schaltegger and Torgler [6], for example, found

empirical evidence that government accountability is crucial for public indebted-

ness and fiscal discipline. However, our result is consistent with studies that do not

find evidence of benefits, in terms of performance improvement, from mandated

increase in performance measurement and accountability in government organiza-

tion. Cavalluzzo and Ittner [7] argue that organizations gain legitimacy by

conforming to external expectations regarding appropriate management control

systems in order to appear modern, rational and efficient to external observers but

tend to separate their internal activities from the externally focused symbolic

systems.

Government organizations implement the required practices, but the changes

will tend to be only symbolic: it is superficial and loosely tied to employees’
actions. Different empirical studies found that government organizations that

implement management accounting systems to satisfy legislative requirements

make little use of the systems for internal purposes [20–22]. These practices were

used by LGAs more as political strategies for controlling controversy than as tools

for improving accountability or decision-making [23]. These studies suggest that

the compulsory performance measurement systems may increase the development

of result-oriented performance measures but have little effect on accountability, use

or performance.

Moreover, we found a positive and significant relationship between media

interest and performance. Our result highlights the relevant role that media could

have in stimulating citizens to control ways through which politicians and public

managers spent money to create public value. The importance of this role was

emphasized in the UK during the reform process of LGAs’ control system in the

period 1997–2010. In the UK, the ranking of LGAs, defined according to the

methodology defined Comprehensive Performance Assessment, was made public

every year in mid-December on the website of the Audit Commission, and press

releases and conferences were reserved to the media a few days before publication

online, in order to stimulate public opinion and social control.

In a comparative perspective, the British LGAs are characterized by a high level

of professionalism, guaranteed by competitive mechanisms of recruitment and

career advancement from which spring both the clear distinction between politics

and administration and the widespread presence in government of managerial and

organizational skills and therefore not prevalently legal like in Italy.

The lack of a market for “local government control” prevents the operation of

the mechanism of social control. In practice, if in the underperforming LGAs,

managers and politicians responsible for the poor performance are not replaced,

the accountability mechanism, which assures that greater transparency is accom-

panied by a performance improvement of LGAs, obviously, cannot operate.

Therefore, reforms like that one implemented in Italy that try to strengthen

accountability mechanisms could fail because of the lack of instruments for the
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protection of stakeholders, such as a market for “local government control” or a

valid system of incentives that push underperforming managers and/or politicians

to improve the results of the organization.

Moreover, often the information provided to citizens do not reach the recipient,

or it is difficult to read and interpret, and therefore this information must be

diffused, “reinterpreted” and made more readable, for example, through the action

of the media.

The study presents some limits. First, it only reports the results of the first year of

accountability measures’ implementation, i.e. 2010. However, as discussed above,

this is part of a wider research, but until now we have only collected the data for

1 year. In future development of this study, we will extend our sample, and we will

also try to check for reverse relationship and problems eventually arising from

outliers. Second, the use of self-respondent questionnaire to measure different

variables is a limitation because it is subject to criticism of respondent bias.

Third, we used financial autonomy as a proxy of the overall LGAs’ performance,

but this is only a possible way to measure performance. To better test our hypoth-

eses, we could use other measures of performance, such as the level of LGAs’
indebtness, the fiscal discipline and so on. Finally, we merely referred to the agency

theory, but there are other theories that can be used in order to better explain the

relationship between accountability and performance, for example institutional

theory.
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Italian Web-Based Disclosure: A New Index

to Measure the Information Released

on Human Capital

Sabrina Pisano, Luigi Lepore, and Federico Alvino

Abstract This paper investigates the human capital (HC) disclosure provided by a

sample of Italian nonfinancial listed companies on their website. Different from

previous studies on HC disclosure, which mainly referred to Sveiby’s model, our

disclosure index includes items concerning both the stock of knowledge and

capabilities of employees and the human resource management practices. Unlike

prior researches, we found a higher level of HC disclosure released by firms,

demonstrating that the use of a wider index permits a better understanding of the

companies’ disclosure behavior. This study contributes to the literature on HC

disclosure in different ways. First, we develop a wider HC disclosure index,

which could be used in future studies, and compare our results with findings of

previous research. Moreover, this is the first study, to the best of our knowledge,

examining HC disclosure provided by Italian companies on their website.

Keywords Human capital disclosure • Website • Italian companies

1 Introduction

Over the last decades the relevance of HC disclosure has been widely recognized by

standards setters, regulators and scholars for different reasons. Releasing HC

information permits to increase the transparency to capital markets [1], informing

stakeholders on the company’s ability to create economic value, to establish

trustworthiness with stakeholders [2], to appear legitimate in the eyes of society

[3, 4], and so on.

Standards setters issued several guidance encouraging firms to improve their

business reporting by making extensive voluntary disclosures of information about

intellectual capital (IC) [5–9], and from the regulator’s perspective, instead, in 2003
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the EU issued Directive 2003/51/EC, which required companies to provide in their

management discussion and analysis statement information relating to HC.

Researchers conducted several studies aiming at analyzing the amount of HC

disclosure and, more generally, of IC disclosure voluntarily released by firms

operating in different countries. Most of the previous research conceptualized HC

using Sveiby’s [10] classification of IC, which comprises the following three

components: structural/internal capital, relational/external capital, and HC. The

overriding conclusion from these studies is that, although HC is considered the

most valuable asset within the three IC categories [11], this is the component less

disclosed.

According to Abhayawansa and Abeysekera [12], the low level of HC disclo-

sure, compared to the results concerning both external and internal capital disclo-

sures, is the consequence of the framework used to construct the disclosure indices.

HC disclosure indices developed using Sveiby’s [10] IC tripartite only consider the

stock of knowledge and capabilities of the employees, but do not take into account

the human resource practices implemented within the company to motivate and

leverage these knowledge resources. As a consequence, the authors suggested

developing new HC disclosure indices that consider both the stock of knowledge

and the human resource management practices involved within the firm. To our

knowledge, so far few studies have developed such wider indices [13–18].

In this paper, we responded to the call for research of Abhayawansa and

Abeysekera [12], developing a HC disclosure index that includes items concerning

both the stock of knowledge and capabilities of employees and the human resource

management practices.

This study is part of a wider research aiming at investigating the HC disclosure

provided by companies listed in different countries and its determinants, develop-

ing a regression model. In this study, however, we describe the HC disclosure index

developed and report the findings of the HC disclosure practices adopted by a

sample of companies listed in just one country.

We conducted our analysis on a sample of Italian nonfinancial listed companies

and, consistent with Cormier et al. [1], decided to focus on web-based HC disclo-

sure. The Internet has been widely recognized as the best channel for release

information to stakeholders [19] and, more specifically, HC disclosure. The

research conducted by Beattie and Smith [3] on a sample of UK firms’ human

resource directors showed that about 46% of them indicated the company web page

as an effective channel of HC external disclosure, mainly because it is able to reach

potential employees. However, the authors also found other incentives to HC

external disclosure, such as demonstrating that the company is socially responsible,

providing important information to investors that is not included in mandatory

financial disclosures, or helping to create trustworthiness with other stakeholders

in general and employees in particular.

The remainder of the paper is organized as follows. The next section reviews

previous studies on HC disclosure. Section 3 describes the sample and the research

model. Section 4 reports and discusses the results of the study. Finally, Sect. 5

draws some conclusions and limits of the study.
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2 Literature Review

The HC is a category of most IC models developed by academics and practitioners

[10, 20–24] (see [25] for a review of the principal guidelines and frameworks

developed with a focus in reporting IC). More precisely, HC is considered the

most valuable asset within the three IC categories [11], so that Roslender and

Fincham [26] defined HC as the primary IC and the other two categories as the

secondary IC, promoting an HC-centered perspective on IC.

During the years, different definitions of HC have been developed. Most of these

consider that HC (or employee competence used by Petty and Guthrie [11])

comprises the knowledge, skills, and capabilities that individuals own and use.

The most complete definition was developed by Abeysekera and Guthrie [14],

which defined HC as “A combination of factors possessed by individuals and the

collective workforce of a firm. It can encompass knowledge, skills and technical

ability; personal traits such as intelligence, energy, attitude, reliability, commit-

ment; ability to learn, including aptitude, imagination and creativity; desire to share

information, participate in a team and focus on the goals of the organization.”

The authors also identified three streams of research on HC: (1) developing HC

measurement for financial reporting, (2) understanding how users make decisions

using HC measurement information, and (3) exploring how HC is measured and

reported by firms.

This paper contributes to the third stream of research, by analyzing HC disclo-

sure provided by a sample of Italian listed firms.

Companies release HC information for several reasons: to create an image of its

hidden value [27], to communicate the link between HC and performance to

stakeholders [14], to mimic the “best practice” firms [11], to achieve an effective

management of the critical resources [3], and to reduce tension between firms and

their constituents in the interest of further capital accumulation [13].

Several studies have analyzed the amount of voluntary HC disclosure and, more

generally, IC disclosure provided by firms in Australia [28–30], Ireland [31], the

UK [17, 32], Italy [33], Sri Lanka [14, 15], Singapore [34], Hong Kong [35],

Malaysia [36], and New Zealand [37]. Some studies specifically focused on HC

disclosure [13, 38–41], while others conducted international comparative studies

[42–44]. The main document that has been analyzed is the annual report, but there

are also studies focusing on specific sections of the annual report, i.e., the manage-

ment discussion and analysis and the chairman’s letter [18], or other documents,

such as the reports of presentations to financial analysts [45, 46], the IPO prospec-

tuses [16, 47], or the sustainability report [48]. Very few studies have analyzed the

HC disclosure provided by companies on their website [1]. A small number of

longitudinal studies have been conducted and have found a slight improvement in

the amount of HC information disclosed during the years [49]. All previous studies

used a framework developed by the IC literature, mainly Sveiby’s [10] model, to

analyze the amount of disclosure provided by companies.
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The overriding conclusion from previous studies is that HC is the least fre-

quently reported IC category. By the way of example, Bukh et al. [16] found that

only 17.8% of companies provided HC information; Bozzolan et al. [33] found that

6 out of 30 firms investigated did not disclose HC information. When disclosed,

most studies found that HC is generally presented in a qualitative form [29] and that

the amount of HC information released is very small, compared to the information

disclosed on both external and internal capital (see Table 1).

In other words, although HC has been widely recognized as the most important

asset of the firm [15], the findings of most prior studies on IC disclosure in annual

report do not confirm this assumption, showing that the most reported category is

external capital. This result could be due to the lack of an established and generally

accepted framework for IC reporting [28], to the risk of such information being

used by competitors [33], to the lack of perception by firms that employees may be

relevant as value drivers, or to the risk of losing HC [45].

According to Abhayawansa and Abeysekera [12], the low level of HC disclosure

is the consequence of the framework used to construct the disclosure indices, which

mainly considers the stock of knowledge and capabilities of the employees, but

does not take into account the human resource management practices implemented

within the company to motivate and leverage these knowledge resources. As noted

by Bontis and Fitz-enz [50], both training and employee satisfaction have positive

effects on HC, and Roslender et al. [51] suggested that employee wellness should be

a component of primary IC.

Table 1 IC categories by frequency of reporting

Study Country Year/s

IC disclosure

External

structure

Internal

structure

Human

capital

Guthrie and Petty [28] Australia 1998 40% 30% 30%

Bozzolan et al. [33] Italy 2001 49% 30% 21%

Abeysekera and Guth-

rie [14, 15]

Sri Lanka 1998–1999 41% 24% 35%

1999–2000 44% 20% 36%

Cerbioni and

Parbonetti [44]

European

countries

2002, 2003,

2004

32% 50% 18%

Sujan and Abeysekera

[29]

Australia 2004 53% 28% 19%

Li et al. [17] UK 2004–2005 38% 34% 28%

Cinquini et al. [48] Italy 2005 38% 24% 38%

2006 37% 25% 38%
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3 Sample and Research Method

3.1 Sample Selection and Data Source

Our sample is composed of 30 Italian nonfinancial companies listed at 31 December

2014. Our population was composed of all Italian nonfinancial companies listed at

the MTA market. The complete list consisted of 197 organizations. We used a

simple random procedure to define the final sample.

Table 2 shows the list of the companies included in the sample. The table also

reports the industry and the value of the sales in 2014 for each firm, as a proxy of

their size.

Most of the sampled companies belong to the manufacturing industry (26%). It

follows the technology industry (20%), the clothing (13%), and the telecommuni-

cations (13%) industries.

The companies analyzed differ each other in terms of size, ranging from a

minimum value of the sales of € 1.18 (Mondadori Editore) to a maximum of €
127033.00 (Csp International).

Table 2 The sample

Company Industry

Sales (€/
000000) Company Industry

Sales (€/
000000)

Aedes Real estate 42.37 Gabetti Real estate 29.74

Best Union

Company

Technology 50.08 I Grandi

Viaggi

Tourism-leisure 70.18

Biesse Manufacturing 427.14 Immsi Automobile 1274.58

Boero

Bartolomeo

Manufacturing 95.94 Isagro Chemistry 145.94

Brunello

Cucinelli

Clothing 357.38 Italmobiliare Manufacturing 4451.30

Buzzi

Unicem

Manufacturing 2506.35 Mondadori

Editore

Telecommunications 1.18

Csp

International

Clothing 127033.00 Mondo Tv Telecommunications 18.26

Dada Technology 67.45 Ovs Clothing 689.71

D’Amico Manufacturing 212.48 Panariagroup Manufacturing 272.97

Digital Bros Technology 141.57 Piquadro Clothing 63.05

Emak Technology 354.76 Reply Technology 632.18

Enel Green

Power

Utility 2920.00 Retelit Telecommunications 37.16

Esprinet Technology 2291.14 Roma Tourism-leisure 128.44

Finmeccanica Manufacturing 14663.00 Seat Pagine

Gialle

Telecommunications 408.18

Fnm Tourism-

leisure

295.87 Servizi Italia Manufacturing 234.35
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Our data sources were the web-based HC disclosure voluntarily provided by

companies. As in Cormier et al. [1], we focused on the information on a firm’s
website provided in an HTML format, excluding documents in PDF format linked

to the website, such as financial statement, management discussion and analysis, or

other reports, both voluntarily and mandatorily drawn up. We analyzed every

sections of the firm’s website and we collected data in one week during the

month of May in 2015.

3.2 Research Method

To collect data on web-based HC disclosure, we used content analysis [52], which

is the research method most used in IC disclosure studies [53].

The coding procedure was organized as follows. Firstly, we identified the items

of HC disclosure using the IC literature. We decided to not define too many items in

order to avoid the possibility of coding errors deriving from a great number of

content categories [4]. As a consequence, we identified 9 HC disclosure items and

grouped these items in two categories: (1) the stock of knowledge and capabilities

of employees and (2) the human resource management practices (see Table 3), as

suggested by Abhayawansa and Abeysekera [12].

Once the HC disclosure items were identified, the website of each sampled

company was analyzed and data were collected for each item of information.

Table 3 HC disclosure items

HC disclosure item Definition and examples of information

Stock of knowledge and capabilities

Employee-related

measurements

Number of employees, median age distribution of employees, racial

distribution of employees, gender distribution of employees, number

of disabled employees, employee breakdown by job function, value

added per employee, revenue per employee

Education Education of directors as well as other employees

Know-how and

experience

Knowledge, know-how, expertise, or skills of directors and other

employees, employee work-related competences and knowledge

Human resource management practices

Recruitment Recruitment policies, description of job requirements

Training Training policies, description of training programs, training expenses,

number of training programs, number of training days per employee,

share of employees participating in training programs

Career development Employee development policies and programs, internal promotion

Welfare and motivation Remuneration and incentives systems, pension, insurance policies,

employee share option scheme, employee benefits, employee satis-

faction, employee motivation, job rotation opportunities, employee

turnover, flexibility, absence

Health and safety Safety policies, number of accidents at work

Union activity Trade union activities
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The analysis was conducted by an assistant researcher and an associate profes-

sor. The text units have been chosen as the recording units, in order to avoid the

limits deriving from the use of sentences. The use of sentence, in fact, requires to

determine which item dominates if different items are mentioned in the same

sentence. With the text unit, instead, we broke down the sentences according to

how many pieces of information they contain, and, then, we coded each text unit to

an HC disclosure item.

Each text unit was coded with a score of 0 if the company did not provide

information, with a score of 1 if the information was released in a qualitative form

and with a score of 2 if the information was disclosed in a quantitative form. We

decided to weight quantitative information more heavily than qualitative informa-

tion because precise information is considered more useful and able to enhance the

firm’s reputation and credibility [54]. If the same information was repeated, we

considered all the repetitions, because the extent to which HC disclosures are

repeated is also of interest [4]. We also coded the tables and considered each

table cell as a piece of information [36]. The amount of HC disclosure was

measured by counting the frequency of occurrence for each item. An overall

score was assigned to each firm in relation to the total amount of HC disclosure

released in both the categories identified by the following formula:

HCDj ¼
X2

i¼1

TextUnitij

The score (HCD) awarded to firm j is equal to the sum of text units disclosed

across the two categories i identified. This ordinal measure of HC disclosure level

will permit us to rank the sampled companies and make comparison between them.

To verify inter-coder reliability, the two coders firstly defined a set of coding

rules. Then, each researcher independently coded two websites, in order to identify

the differences between coders. Finally, these differences were discussed and, on

the basis of this discussion, the final set of coding rules was defined. To quantify the

level of inter-coder reliability, the Krippendorff alpha was calculated, obtaining an

acceptable result (78%).

4 Results and Discussion

Table 4 reports the web-based HC disclosure released by the sampled companies.

The percentage of firms providing information for each item identified shows the

richness, in absolute terms, of the HC disclosure released on their website by Italian

companies. As Table 4 shows, there are no items for which all the sampled

companies provided information. Moreover, 5 out of 30 companies investigated

Italian Web-Based Disclosure: A New Index to Measure the Information. . . 295



(Aedes, Csp International, Mondo TV, Piquadro, Roma) did not release information

on HC. Although we investigated the website, rather than consider the annual

report, which is the source of information mainly used in IC studies, our results

are in line, among others, with those of Bozzolan et al. [33], Bukh et al. [16], and

Garcı̀a-Meca [45] and could be explained using different arguments: these findings

could be due to the lack of an established and generally accepted framework for IC

reporting [28] or to the risk of such information being used by competitors [33]. The

item disclosed by the majority of firms is Recruitment (56%). In line with this

finding, almost all companies have the section “Work with us” on their website.

This result confirms the finding of Beattie and Smith [3], showing that 46% of

firms’ human resource directors considered the website as an effective channel of

HC external disclosure to reach potential employees.

With respect to the information released for each item, the last two columns of

Table 4 illustrate the total amount of text units (in absolute value and in percentage)

disclosed by all the sampled companies. The third and fourth columns, instead,

show for each item the number of text units disclosed both in qualitative (column 3)

and in quantitative form (column 4).

The total amount of HC information provided is 2781 text units. Companies

gave importance to the items concerning both the stock of knowledge and capabil-

ities of employees (54%) and the human resource management practices (46%).

Table 4 Italian listed companies web-based HC disclosure

HC disclosure item

% of

firms

Breakdown of total number of text units

Total N. of

text units

% of

text

Units

N. of text units in

qualitative form

N. of text units in

quantitative form

Stock of knowledge
and capabilities

73% 1111 378 1489 54%

Employee-related

measurements

46% 6 376 382 14%

Education 53% 225 2 227 8%

Know-how and

experience

53% 880 0 880 32%

Human resource
management
practices

66% 935 357 1292 46%

Recruitment 56% 477 0 477 17%

Training 33% 118 60 178 6%

Career development 10% 58 34 92 3%

Welfare and

motivation

33% 174 184 358 13%

Health and safety 23% 93 79 172 6%

Union activity 6% 15 0 15 1%

Total 2046 735 2781 100%

Mean 92.70

Standard deviation 153.63
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On average the sampled companies disclosed 92.70 text units. This result is

partially different from the findings of previous studies showing low levels of HC

disclosure for companies operating both in Italy [33] and in other countries

[29]. Our different result, compared to those of previous studies, could be the

consequence of the framework used to construct our index. Unlike previous

researches, our HC disclosure index does not exclusively consider the stock of

knowledge and capabilities of the employees, but, according to the suggestion of

Abhayawansa and Abeysekera [12], we also took into account the human resource

management practices implemented within the company to motivate and leverage

the knowledge resources. In fact, when we compare our finding with those of other

studies whose HC disclosure indices also include the human resource management

practices, we find similar results. Abeysekera [13], for example, found that com-

panies provided 937 HC items in 2001 and 784 in 2002; Abeysekera and Guthrie

[14, 15] showed that firms released 596 HC information in 1998–1999 and 790 in

1999–2000, although they used the sentence as recording unit. However, there are

other two reasons that could justify our result: first, we used the text unit as

recording unit, rather than the sentence. So, we broke down the sentences into

several text units. As a consequence, it was very likely to find a higher amount of

HC disclosure. Second, we investigated the website, rather than the annual report,

as most previous research did. If we analyze diverse documents, we obtain different

results. Cinquini et al. [48], for example, analyzed the Italian companies’ sustain-
ability reports and found results similar to ours: the amount of HC disclosure

provided was 1566 in 2005 and 1668 in 2006; however, they used the sentences,

graphics, charts, and tables as recording units.

The item with the highest percentage of text units is Know-how and experience.
This result is due to an extended and detailed description of the knowledge, know-

how, expertise, or skills of the firm’s directors. The second item most disclosed is

Recruitment, showing that Italian companies mainly use their website for recruit-

ment purposes like UK firms [3]. This kind of information, in fact, is mainly

released in the section “Work with us,” demonstrating that potential employees

are the prime stakeholders addressed by the sampled companies. It follows the

Employee-related measurements item and the Welfare and motivation item. In the

Employee-related measurements, the sampled companies mainly reported the num-

ber of employees; this result is not unexpected, considering that Art. 2427 of the

Italian civil code requires companies to release information on the number of

employees in the note of the financial statement. So, the sampled firms repeated

the information contained in the note in their website. Few companies (Buzzi

Unicem, Finmeccanica, and Mondadori Editore) reported data on the distribution

of employees per age, race, gender, geographical area, or job function. Only Seat

Pagine Gialle provided information on the revenue per employee and exclusively

Buzzi Unicem reported the value added per employee. The high amount of text

units released in the Welfare and motivation item is due to the Mondadori Editore

company, which described its remuneration and incentives systems, as well as the

employee benefits.
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The standard deviation shows a relatively high value (153.63), revealing that the

disclosure behaviors adopted by Italian firms have not been homogeneous. As

stated, this could be due to the lack of an established and generally accepted

framework for IC reporting [28].

Finally, Table 4 reveals that Italian companies mainly reported web-based HC

disclosure in a qualitative form. This result is in line with the findings of previous

studies [18, 29, 46]. Some quantitative information is reported in the following

items: Employee-related measurements,Welfare and motivation (mainly due to the

indication of the management’s remuneration and stock option by Mondadori

Editori), Health and safety (mainly due to the description of the accidents at work

by Buzzi Unicem and Mondadori Editore), and Training (mainly due to an

extended description of the training programs, expenses, and numbers by

Mondadori Editore).

Table 5 ranks the sampled companies according to their score.

The company that received the highest score was Mondadori Editore, while

there are five firms (Aedes, Csp International, Mondo TV, Piquadro, Roma) that did

not release HC information on their website. Considering the size of these compa-

nies reported in Table 2, it seems that there is no relation between size and HC

disclosure, although previous studies suggested that size is an important determi-

nant of IC disclosure [18, 33, 43, 46]. However, this assumption needs to be

empirically verified with further analysis.

Table 5 The companies’ rank

Company HCD Company HCD

Aedes 0 I Grandi Viaggi 37

Csp International 0 Emak 38

Mondo Tv 0 Brunello Cucinelli 61

Piquadro 0 Dada 70

Roma 0 Best Union Company 86

Digital Bros 2 Biesse 94

Fnm 7 Ovs 99

Boero Bartolomeo 8 D’Amico 113

Panariagroup Industrie Ceramiche 8 Gabetti 124

Esprinet 15 Italmobiliare 134

Immsi 24 Seat Pagine Gialle 266

Reply 24 Enel Green Power 289

Retelit 26 Finmeccanica 319

Isagro 30 Buzzi Unicem 423

Servizi Italia 32 Mondadori Editore 1187
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5 Conclusions

This paper contributes to existing literature on HC reporting by developing a

disclosure index that includes items concerning both the stock of knowledge and

capabilities of employees and the human resource management practices.

We used the abovementioned index to investigate the HC information released

by a sample of Italian nonfinancial listed companies on their website, and, unlike

previous research, we found a higher level of HC disclosure, demonstrating that the

use of a wider index, compared to those mainly referred to Sveiby’s model, permits

a better understanding of the companies’ disclosure behavior.
The study is exploratory in nature and presents some limitation. So, further work

needs to be done in several ways. First, the sample includes only 30 listed compa-

nies; hence, the results may not be generalized to all Italian firms. However, this

study is part of a wider research aiming at investigating the HC disclosure provided

by companies listed in different countries and its determinants, developing a

regression model. In addition, it could be interesting both to examine the HC

disclosure provided over a longitudinal period in order to better understand its

development and to compare the characteristics of HC disclosure via website to HC

disclosure released via traditional media, such as the annual report, in order to shed

some lights on possible differences or similarities and understand the reasons for

that. Finally, it could be interesting to analyze further attributes of disclosure, such

as the time orientation (forward looking or present or past) and the type (financial or

nonfinancial) of the HC information disclosed.
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Intellectual Capital Management

and Information Risk

Chiara Demartini, Delio Panaro, and Sara Trucco

Abstract The value relevance of intellectual capital (IC) disclosure has been

vastly investigated in different countries and settings. Prior studies investigate the

effect that IC has on different organisational performance dimensions. In particular

some scholars found that IC information is able to provide valuable information for

issuing positive recommendations on listed companies. However, to date the liter-

ature lacks in providing evidence of the effect of IC management on a company’s
information risk, defined as the analyst’s recommendations to buy, hold or sell

stocks. The aim of this research is thus to analyse the effect that IC performance

may have on the information risk, measured as the way in which the market is

informed about the firm performance. To test our main research question, we ran

panel data regressions applied to a sample of 3027 US listed companies, which

disclosed IC information on a stand-alone social or IC statement over the period

2008–2012. Empirical results may be of interest for both academics and practi-

tioners, since it allows to reduce a gap in the literature about the contribution of the

IC performance on firms’ reputation and to give support to managers to properly

understand the potential of both beneficial and unintended effects of such voluntary

disclosure.
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1 Introduction

The value relevance of intellectual capital (IC) disclosure has been vastly investi-

gated in different countries and settings [1–4]. In this framework, prior studies

investigate the effect that IC has on different organisational performance dimen-

sions. In particular some scholars found that IC information is able to provide

valuable information for issuing positive recommendations on listed companies

[5]. However, to date, the literature lacks in providing evidence of the effect of IC

management on a company’s information risk, defined as the analyst’s recommen-

dations to buy, hold or sell stocks.

Based on the previous considerations, we attempt to answer the main research

question, “Does IC management impact on a company’s information risk?”, by

testing whether the IC management reflects into a company’s information risk. To

answer the main research question, we used a “cross-sectional dominant” pooled

OLS regression model on a sample of 3027 US listed firms that issued stand-alone

social and IC statements over the period 2008–2012.

Empirical results may be of interest for both academics and practitioners, since

they allow to reduce the gap in the literature about the contribution of the IC

performance on firms’ reputation and to give support to managers to properly

understand the potential both beneficial and unintended effects of such voluntary

disclosure.

The remainder of the paper is organised as follows. The second and the third

sections will provide a review of the literature and the theoretical development of

the conceptual framework. The fourth section will discuss sample selection and

data collection. The fifth section will present the statistical model. The sixth section

will analyse results from the sample. A discussion of empirical findings and

concluding remarks are outlined in the final section.

2 Literature Analysis

2.1 Information Risk and Asset Pricing

Asset pricing literature stresses the role of information risk in setting an asset price

[6]. In an equilibrium-state market, indeed, individuals have common beliefs and an

asset price should be insensitive of information other than these beliefs. Nonethe-

less, differential information issued through public or private channels may affect

stock market prices.

Information risk, indeed, refers to private or public information, which can affect

asset prices. It is usually defined as the analyst’s recommendations to buy, hold or

sell stocks [5]. Other scholars investigated the information risk, by taking into

account the financial analysts’ report, such as [7, 8] In particular, they examined,

through a content-analysis approach, sell-side analyst company report, by finding

interesting considerations about the role of the narrative section of the annual report
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on the investment recommendation by analysts. Furthermore, other scholars carried

out a survey to financial analysts in order to analyse priority measures in their

reports [9, 10].

2.2 Intellectual Capital

Amongst the very different definitions of IC reported into the literature [11–13],

this study adapts the broad definition by Hsu and Fang [14] and defines IC as the

dynamic set of knowledge, capabilities, networks, operation processes and indi-

vidual and organisational relations that contribute to creating a company’s long-
lasting value. Such a definition encompasses most of the characteristics that prior

definitions put forward in that it is grounded on the most widespread classification

of IC components, which categorises three types of IC: human competencies, “the

knowledge embedded in people”; structural or organisational capital, “the knowl-

edge embedded in the organisation and its systems”; and relational capital, “the

knowledge embedded in customers and other relationships external to the organi-

sation” [4, 15, p. 70]. Furthermore, it accounts also for capabilities [11, 16, 17] and

organisational relations as part of the firm’s IC.
The IC literature increased significantly over the last three decades and addressed

some new knowledge into the managerial [18, 19], accounting [15, 20–22], leader-

ship [23] and organisational literature [24]. The increasing interest in this topic is

related to the positive effect that IC has on different organisational performance

dimensions, amongst which organisational learning and new product development

[14], incremental and innovative capabilities [19] and the orchestration and configu-

ration effects of top executives’ capabilities [25] are some of the most cited ones.

Although prior studies could not achieve a consensus on a shared IC theoretical

framework yet [4], the concept of IC states that knowledge management is at the

core of competitive advantage.

2.3 Information Risk and IC Management

Since mandatory financial information is getting less relevant in the decision issued

by financial analysts regarding a company’s recommendation consensus, more and

more voluntary and non-financial information provides support to this decision

[26–28]. In particular, some scholars, by using a survey of Belgian financial ana-

lysts, found that firms which disclose more forward-looking information and more

internal-structure information have more accurate forecasts by financial analysts

[29]. Amongst non-financial voluntary information, IC information has been found

to provide valuable information for issuing positive recommendations on listed

companies [5, 30] As a matter of fact, [30] found that financial analysts are more

willing to consider good news, such as an increase in the costumer satisfactions for

their firm’s forecast than bad news. Garcı́a-Meca and Martı́nez [5], through a
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sample of listed Spanish companies, demonstrated that financial analysts usually

convey some kinds of IC information in their recommendations, such as informa-

tion regarding a firm’s strategy, customers and processes. However, the extant

literature on the relationship between intellectual capital and information risk

focuses primarily on the quantity and quality of the voluntary information disclosed

by firms [1, 2, 5] without investigating whether IC management would affect finan-

cial analysts’ recommendation. Thus, in this paper we attempt to empirically test

whether the IC management reflects into a company’s information risk, which can

be stated into the following main research question: Does IC management impact

on a company’s information risk?

3 Hypothesis Development

In order to reply to our main research question, Does IC management impact on a

company’s information risk?, we grounded our theoretical development on both the

general asset pricing theory [31, 32] and the resource-based view of the firm

[33, 34]. Indeed, since firms seek to survive over time, they have to build a sustainable

competitive advantage based upon a financially viable positioning in the capital

market. IC literature found that the management of intangible assets, other than

those considered by the international accounting standards, contributes to the devel-

opment of a sound strategy [5] and a long-run competitive advantage [18, 22, 35].

However, the value of non-conventional intangible assets is neither easily acces-

sible to financial investors nor always professionally audited. Thus, financial inves-

tors have both to look for such kind of information through more expensive

systems, than the publicly audited financial information, and to check the extent

to which this information is reliable in making their investment decisions. There-

fore, there is a lack of correlation between the firm’s capability to generate future

earnings and its financial risk, as represented by capital markets. The value rele-

vance of intellectual capital disclosure has been vastly investigated in different

countries and settings [1–4]. However, to date the literature lacks in providing evi-

dence of the effect of IC management and a company’s information risk. Empirical

evidence of that could support more efficient capital market decisions. On the other

hand, IC management could become less trivial and more focused on those com-

ponents and items, which are supposed to provide better recommendations

[5]. Some studies investigate the quality and amount of IC information reported

on analysts’ recommendation report and found that analysts are more willing to use

IC information in their “buy” rather than “sell” recommendations.

When checking for the effect of each IC component on the overall report issued

by analysts, human capital information fell short in providing valuable insights to

financial analysts. This result could be due to the fact that employees’ capabilities
are not firm owned [36]. However, other streams of literature suggest that more

experienced and well-trained personnel drive higher organisational performance,

thus reducing the firm’s information risk [37, 38]. Moreover, lower levels of

turnover of employees allow the personnel competences to increase over time
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and generate productivity improvements, which result in higher organisational per-

formance. Human capital management has also been found to support the imple-

mentation of a company’s strategy, when it is performed at the average. Indeed, an

early investment in human capital is not able to offset the costs for it [39]. Financial

analysts might take this information into account when issuing their recommenda-

tion report. Therefore, we would like to test the following hypothesis.

HP1. Higher human capital performance positively affects a company’s informa-
tion risk.

Structural capital performance has to do with the company hard and soft infra-

structure supporting the firm’s core business. Effectiveness and degree of access to

the networks, information technology systems, production system, safety proce-

dures and so forth are all examples of organisational capital items. Prior literature

found that when such systems are in place, organisational performance improves

too [40]. Quality systems, such as Six Sigma, and safety systems, such as those

aimed at reducing the lost time for injury rate, have also been found to improve

organisational performance [41, 42]. Moreover, costs linked to innovation acti-

vities, which are aimed at enhancing the structural capital contributes to the quality

and productivity levels displayed by the company [43]. Structural capital has also

been found to contribute to a determinant of a firm’s information risk,

i.e. management accounting practices [44]. For instance, prior literature found

that traditional capital budgeting practices are strongly related to structural capital

management. Indeed, companies showing a strong budget emphasis should put in

place suitable structural assets to support managerial activity. This, in turn, leads to

the development of reliable private and public information, thus reducing informa-

tion risk. Therefore, financial analysts that are aware of the company’s performance

related to such kind of capital might well reduce the information asymmetry

between the company and the capital market by issuing a more favourable recom-

mendation on the company under investigation. We are therefore testing the

following hypothesis.

HP2. Higher structural capital performance positively affects a company’s infor-
mation risk.

Relational capital component oversees the relationship between the company

and its customers as well as other external stakeholders. It also includes corporate

reputation [45]. Prior literature found that profitable and loyal customers are

supposed to generate sustainable revenues in the long term [46, 47]. However,

these relationships are not easily captured and valued by traditional financial

reporting frameworks [48]. Thus, investors might take misleading investment deci-

sions, whether they are not able to gauge the relevance of such intellectual assets.

Analysts might reduce the asymmetry between the company and the financial

market by issuing a recommendation, which reports such information also.

HP3. Higher relational capital performance positively affects a company’s infor-
mation risk.
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4 Sample Selection and Data Collection

We selected all the US industrial listed firms from ESG Asset4 database (Thomson

Reuters Datastream). We excluded financial institutions, as they have particular

features and they need a separate treatment. We identified 3027 US listed firms that

issued stand-alone social and intellectual capital statements.

According to the literature, the information risk is measured by a proxy, which is

the analyst stock recommendations. A higher value issued by analysts indicates a

higher information risk [5].

To measure the quality of IC management, we first reviewed the literature on IC

[3] and identified eight items, which refer to performance of three components—

relational capital, human capital and structural capital—of IC. Data on the eight

items was gathered from Thomson Reuters Datastream, which provides the item

value on a scale from 0 to 100.

For the IC management, we identified, according to some scholars, the following

items: average training, client loyalty, turnover of employees, training hours total,

Six Sigma and quality management systems, lost time for injury rate, score perfor-

mance and internal promotion [3].

For each component of IC, the following items were included:

– Relational capital (RC): Client loyalty

– Human capital (HC): Average training, turnover of employees and training

hours total

– Structural capital (SC): Internal promotion, lost time for injury rate, Six Sigma

and quality management systems and score performance/cost innovations

As control variables and to test the firm’s complexity, we used total inventories,

total receivables and total assets.

Our sample time period goes from 2008 to 2012, ending up with 15,135 obser-

vations for each variable (N¼ 181,620).

5 Statistical Model

Table 1 shows some descriptive statistics of our research variables; correlation

matrix and Pearson index in order to check for the presence of multicollinearity are

presented in Table 2. Correlation matrix entries allow us to reject the hypothesis of

the presence of multicollinearity.

In order to test our research hypotheses, we used a “cross-sectional dominant”

pooled OLS regression model [49]. The linear model, based on panel data analysis,

is drawn as follows:

Yit ¼ β0 þ β1 X1itð Þ þ β2 X2itð Þ þ . . .þ βn Xnitð Þ þ εit
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where i¼ 1,. . ., 3027 for each firm in the panel data and t¼ 2008, . . ., 2012 refers to
the sample time period.

The dependent variable (y) is the information risk, whereas the independent

variables are average training, client loyalty, turnover of employees, training hours

total, Six Sigma and quality management systems, lost time for injury rate, score

performance and internal promotion, which together measure the performance

of IC.

In order to reduce data heterogeneity, which could affect analysis results, before

running the pooled data analysis, each variable has been normalised.

6 Empirical Findings

The results of the pooled regression analysis for the whole set of firms are reported

in Table 3.

Empirical findings show that if the average training, the training hours total and

the Six Sigma and quality management systems increase, the information risk that

analysts perceive decreases and vice versa.

Furthermore, results highlight that, if the client loyalty, the score performance

and the internal promotion increase, the information risk measured through the

recommendation consensus increases and vice versa.

Nothing can be said about the relationship between information risk and (1) turn-

over of employees and (2) lost time for injury rate.

Table 1 Descriptive statistics of the research variables (N¼ 181,620)

Variable Min Max Mean

Standard

deviation

Information risk 1 5 2.45 0.56

Average training 0.06 297 34.99 13.01

Client loyalty 38.61 100 44.37 14.71

Turnover of employees 0.00 84.52 11.49 3.99

Training hours total 138.50 3.6240e

+ 07

1.2767e

+ 06

1.1138e + 06

Six Sigma and quality management

systems

�1 1 �0.65 0.66

Lost time for injury rate 0.00 67 4.14 2.64

Score performance/cost innovations 0.06 63.21 56.91 15.65

Internal promotion �1 1 �0.17 0.85

Total assets 645 6.3165e

+ 11

2.4026e

+ 09

1.9426e + 10

Inventory �9.54 2.8106e

+ 10

9.7180e

+ 07

6.9707e + 08

Receivables 0.00 4.6291e

+ 10

1.5777e

+ 08

1.0463e + 09
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Therefore, the HP1 (higher human capital performance positively affects a com-

pany’s information risk) is partially supported since both the average training and

the training hours total affect the management of the IC.

The HP2 (higher structural capital performance positively affects a company’s
information risk) is partially confirmed since the Six Sigma and quality manage-

ment systems increase and the information risk decreases. However, internal pro-

motions and cost innovations move both in the opposite direction that we predicted.

Even if they deserve further investigation, the sign of cost of innovations could be

interpreted as a proxy of projects’ riskiness; therefore, they could be recognised as

intangible assets and increase, for this reason, the corporate risk.

Finally, the HP3 (higher relational capital performance positively affects a com-

pany’s information risk) is not supported, even if the relationship is statistically

significant (the sign is positive, therefore opposite to our expectations).

Amongst control variables, total assets and receivables are statistically signifi-

cant (β are both negative); therefore, if total assets and receivables increase, the

information risk decreases and vice versa.

7 Conclusions

Empirical results carried out in the US sample allow us to reply to our main research

question: “How does IC management impact on a company’s information risk?” As

a matter of fact, the extant literature on the relationship between IC and information

risk focuses primarily on the quantity and quality of the voluntary information

disclosed by firms [1, 2, 5] without investigating whether IC management would

Table 3 Results of the pooled OLS regression analysis (information risk is the dependent

variable)

β P value Standard error

Average training �0.074 0.001*** 0.022

Client loyalty 0.014 0.027** 0.006

Turnover of employees �0.216 0.263 0.019

Training hours total �0.106 0.001*** 0.031

Six Sigma and quality management systems �0.005 0.069* 0.003

Lost time for injury rate �0.008 0.731 0.023

Score performance/cost innovations 0.017 0.000*** 0.004

Internal promotion 0.009 0.000*** 0.002

Total assets �0.151 0.000*** 0.031

Inventory �0.035 0.485 0.050

Receivables �0.200 0.000*** 0.056

R2¼ 1.18%

*, ** and *** indicate a significance degree between 0.10 and 0.05, between 0.05 and 0.01 and

between 0.01 and 0, respectively
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affect financial analysts’ recommendation. Therefore, performing a pooled OLS,

we try to fill the literature gap, by testing whether the IC management reflects into a

company’s information risk.

In particular, we found that higher human capital performance positively affects

information risk of a company, since the IC performance related to average training

and the training hours total positively affect the information risk. These results

confirmed previous literature about this topic [36]. This is because lower levels of

turnover of employees and higher training hours allow the personnel competences

to increase over time and generate productivity improvements, which result in

higher organisational performance.

Surprisingly, the relationship between relational capital performance and infor-

mation risk shows an opposite sign with respect to the predicted one.

Furthermore, we found that higher levels of one component of the structural

capital performance positively affect company’s information risk; as a matter of

fact, the Six Sigma and quality management systems increases; and the information

risk decreases. However, internal promotions and cost innovations move both in the

opposite direction that we predicted. Even if they deserve further investigation, the

sign of cost of innovations could be interpreted as a proxy of projects’ riskiness;
therefore, they could be recognised as intangible assets, thereby increasing the cor-

porate risk. These particular results open interesting avenues of research.

Empirical results may be of interest to both academics and practitioners, since

they allow to reduce the gap in the literature about the contribution of the IC per-

formance on firms’ reputation and to give support to managers to properly under-

stand the potential both beneficial and unintended effects of such voluntary

disclosure.

This study is not without its limitations. First, the study sample is cross-sectional

so our analysis lacks any industry-specific focus or comparison between different

industries. As for control variables, we have controlled complexity with the amount

of accruals only, without taking into account merger and acquisitions, the number

of foreign subsidiaries and markets served, etc. Furthermore, the sample is large but

the research is focused only on the US market; thereby, it could be interesting to

extend the analysis to other countries and propose comparisons amongst them.
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XBRL Adoption in Public Organizations:

Criticalities and Perspectives

Elisa Bonollo

Abstract Last years have been characterized by an increasing need for transpar-

ency towards public organizations with a pressing request for publishing on line

official documents and financial data. In this context scholars and operators opened

a discussion on the adoption of XBRL in public organizations to promote wide

diffusion and timely use of financial data. The aim of this paper is to conduct a

theoretical analysis to understand whether XBRL could be easily adopted by Italian

public organizations. The analysis highlights criticalities related to the definition of

the XBRL taxonomy due to the heterogeneity of accounting information systems of

public organizations. It shows also that the coding system of the mandatory

integrated chart of accounts could offer perspectives to XBRL adoption.

Keywords XBRL • Public organizations • Accounting information systems

1 Introduction

Financial reporting in public organizations has once again become a significant

topic in the scientific debate especially following the public finance crisis of the last

decades. This crisis has produced a growing attention of the community on the use

of public resources and, consequently, an increasing request for accountability and

transparency [1–3].

Accountability and transparency are, at the same time, “old” and “new” con-

cepts. They are “old” because the public organizations have always accounted for

their use of financial resources, but, at the same time, they are “new” concepts as

they now mainly refer to releasing official documents and relevant data on institu-

tional websites of public organizations [4–6].

In this context, scholars and operators opened a discussion on the adoption of

XBRL (eXtensible Business Reporting Language) in public organizations to pro-

mote the diffusion and use of financial data. XBRL is a digital and open
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standardized language used for business disclosure [7–11]. Surprisingly, there are

few studies on its use in public organizations, particularly with reference to Italy.

This paper aims to analyse criticalities in adopting XBRL in Italian public

organizations. The implementation of XBRL in public organizations is rather

complex, and the first major issue is the development of an XBRL taxonomy that

harmonizes the use of financial terms [12–14]. Consequently, the paper focuses on

pros and cons of the existing coding systems used by public organizations in Italy

(e.g. SIOPE—Information System on Public Organizations’ Operations) to under-

stand whether they could be used as a basis for the development of an XBRL

taxonomy.

Consistently with the relative scarcity of XBRL research focused on public

organizations, this paper will conduct a theoretical analysis, mainly descriptive,

and is structured as follows. The next section begins with basic information on the

XBRL and reviews the prior literature on the subject in public organizations;

Sects. 3 and 4 describe the main criticalities for the adoption of XBRL in public

organizations by considering the heterogeneity of accounting information systems

and the definition of the taxonomy; the final section will draw some conclusions.

2 XBRL for Public Organizations: A Brief Overview

and a Bit of Literature

XBRL is a markup language that makes financial data readable and understandable

by any software [15]. In summary, when an XBRL file is created (by converting a

file originated in other formats or by directly entering data by using an ad hoc
software), the financial data to be disclosed are tagged, thus allowing their users to

promptly and easily process them by using traditional management software

[8]. XBRL makes information usable in a standard digital format, regardless of

their original viewing, with consequent savings in terms of time, costs, resources

and error risks.

In other words, during the creation of a financial document file (an annual report,

a table, a report for a website, etc.), financial data are tagged with labels similar to a

bar code [16]. These “tags” remain permanently connected to financial data and

associated to a set of other information, making them univocal financial data. When

data are subsequently “recalled” by using these tags, they can be processed imme-

diately, without having to enter them again manually.

Precisely like a real language, XBRL is based on a grammar, “XBRL specifica-

tion”, and a vocabulary, called “XBRL taxonomy” [17]. The specification is a

document that describes how to create an XBRL document in technical terms; it is

univocal and is defined by the International XBRL Consortium. The taxonomy

indicates how to describe financial information and provides a standard classifica-

tion system in a hierarchical order. It is a list of financial elements (called “con-

cepts”) that can be potentially used in a report and of the related attributes and
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connections (called “fields”) that identify information allowing the encoding in the

XBRL language (e.g. code, name in Italian, data type, period, regulatory reference

or accounting standard, mathematical and definitional relationships among data,

text labels in multiple languages) [18]. The taxonomy varies depending on the

country where it is used. Indeed, local jurisdictions have been created at national

level (in Italy, in 2006, XBRL Italy was founded with the task of developing and

validating taxonomies in compliance with the guidelines of the International XBRL

Consortium) [17, 19].

Prior research on this topic mainly deal with the adoption of XBRL in enterprises

[20–23], whereas there are very few specific contributions on the use of XBRL in

public organizations. Literature concerning public organizations can be found

mainly in professional journals, conference papers and book chapters, regards

normative issues and focuses on the potential benefits and criticalities of adopting

XBRL [19, 24–27] and on the actual costs and benefits demonstrated by the first

public organization adopters [26, 28–32].

In detail, some authors observed that the adoption of XBRL can bring benefits

for public organizations because they have to prepare many reports, often

containing similar or identical financial information but with different formats,

timeframes and targets; thus, XBRL adoption can eliminate costs, times and errors

due to re-entering data [33]. In other words, XBRL can be implemented to better

enable public organizations to manage their data and thus to offer better services to

their communities [21].

Furthermore, XBRL adoption could reduce the administrative burden also for

enterprises that are often required to report financial information to different public

organizations in different ways [34].

XBRL adoption by public organizations means also a higher level of account-

ability and transparency for external stakeholders. The introduction of XBRL can

reduce financial manipulations with a full and fair disclosure of financial data

[35]. In this regard, some authors highlighted how the stakeholder financial infor-

mation needs could be met much more effectively by using XBRL [17, 19,

24]. Indeed, XBRL gives the opportunity of downloading and immediately

analysing data of budgets and annual reports in the case of mandatory control

(just think of the activities of the Supreme Audit Institution, the Ministry of

Finance, etc.) or in the case of any form of political control (carried out by

individuals, lobbies, political parties, associations, etc.). Consequently XBRL is

expected to improve the accountability of public managers and so the community

trust [36].

In addition to this, as already said, XBRL improves the transparency of public

organizations by allowing access to relevant and user-friendly financial information

that could be used by individuals or entities in support of decision-making pro-

cesses (suppliers, potential investors, employees, etc.). Indeed, XBRL can make

reported financial information machine readable and comparable and, in this way,

can also support the development of e-government [12, 37].

Again, other authors highlighted some criticalities such as the heterogeneity of

the accounting information systems of public organizations. This accounting

XBRL Adoption in Public Organizations: Criticalities and Perspectives 319



heterogeneity means that we have different types of budget and reporting docu-

ments and so different types of data according to the public organization considered

(state central administration, regional and local governments, healthcare organiza-

tions, universities, etc.). Furthermore, the same authors reveal also the criticalities

related to the initial investment and the well-known public employees’ resistance to
change [19, 37].

In this context, this research has been developed to look more deeply into the

Italian situation and understand whether the disharmony in Italian public account-

ing information systems, combined with the existence of different coding systems

already in use in public organizations, could prevent the adoption of XBRL or even

make it useless or redundant.

3 Accounting Information System in Italian Public

Organizations

In order to understand the complexity of adopting XBRL in Italian public organi-

zations, we should first outline the main features of their different budgeting and

accounting information systems.

We could identify five “models” of budgeting and accounting information

systems, going from the traditional public model to models very similar to those

of enterprises [38–42]:

• State central administration, where the accounting information system is based

on traditional public accounting, the so-called cash- and commitment-based

accounting system. The state annual authorizing budget contains a classification

of expenses by missions and programs (that are the institutional purposes and the

activities to be carried out); at year end the “general statement of state account”

consists of the traditional public annual report (with revenues and expenses) and

the “general asset account” (which is not built on the basis of accounting and

includes several information sheets on assets and liabilities).

• Regional and local governments and their controlled entities (except healthcare

organizations and the so-called centralized healthcare management) with the

traditional cash- and commitment-based accounting system with authorization

function. These public organizations adopt common accounting standards and

common budgeting and reporting schemes, with a classification of expenses by

missions and programs. As to final reporting, the “general report” will include

the traditional public annual report, the income statement, the statement of assets

and liabilities and, as of 2016, also the consolidated financial statement. Starting

from 2016, the traditional public accounting system will be based on a common

integrated chart of accounts (standardized at national level) and will be

supplemented, just for information, by accrual accounting (that will be intro-

duced only in 2018 for local governments with a population of less than 5000

inhabitants).
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• Universities use only accrual accounting and, based on ministerial accounting

standards and schemes, prepare the authorizing consolidated economic and

investment budget, the table of reclassification of expenses by missions and

programs and at year end the consolidated financial statement. The common

chart of accounts at national level, even if required by the legislation, has not yet

been prepared [43].

• Local healthcare organizations, hospitals and the so-called centralized

healthcare management use only accrual accounting, with an annual economic

budget (with no authorization power), and at year end they prepare the financial

statement. Since 2012, financial statement schemes and accounting standards

have been introduced at national level. Moreover, since then, the table of

classification of expenses by missions and programs and the consolidated finan-

cial statement of the regional healthcare system have been mandatorily adopted.

• Other public organizations adopt an integrated system of traditional public

accounting and accrual accounting; this accounting information system has

been based, since 2014, on accounting standards and on a common integrated

chart of accounts. The budget includes the authorizing financial budget (with

expenses reclassified by missions and programs) and the economic budget. At

year end, in addition to the traditional annual report, they prepare the statement

of assets and liabilities, the income statement and accompanying notes.

The accounting framework of public organizations is therefore extremely com-

plex, as it includes both traditional and accrual accounting systems and different

reporting documents.

The recent accounting harmonization process reduced but did not eliminate the

heterogeneity of accounting information systems among the different types of

public organizations. On the contrary, within each type of public organization,

the lawmaker requires the use of common budget and annual report schemes,

identical valuation criteria, a common integrated chart of accounts and identical

accounting rules to record management facts. In this regard, Mussari [44] pointed

out how, in spite of the use of the term harmonization by the lawmaker, public

organizations of the same type seem to be heading towards a total unification of

accounting. Complete homologation, at least within the same type of public orga-

nization, could actually provide an excellent basis for the possible adoption

of XBRL.

4 XBRL Taxonomy for Public Organizations

At present, in the Italian context, it is not possible to create a single XBRL

taxonomy for all public organizations due to the aforementioned accounting het-

erogeneity. A specific taxonomy could be arranged at least for each type of public

organization.
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The creation of a taxonomy for the use of XBRL involves, as a first step, the

classification of the possible financial data of a public organization by creating a list

of all the financial items that could be processed to meet a wide range of disclosure

requirements.

Defining the taxonomy is a critical step that will affect all the subsequent

reprocessing of data, because users will be enabled to use only those existing in

the taxonomy. About this, some authors said that the standardization required by a

taxonomy involves the risk of flattening the information capacity of financial

documents [44].

Each item (“concept”) will be associated to an identification code and to

different “fields” (categories of information that are provided for the identification

and comprehension of the elements of the taxonomy) to specify their meaning

univocally and to enhance their information capacity by increasing the types of

reports and analyses the users may create.

The list of financial items and the corresponding fields will then be shared among

the potential stakeholders involved and subsequently validated by XBRL Italy to

become an XBRL taxonomy.

In Italy, the existing XBRL taxonomies (“Italian accounting standards taxonomy

version 2014-11-17” for non-listed companies and “International accounting stan-

dards IAS-IFRS taxonomy” for listed companies) can be used only by private and

public enterprises.

Public organizations need specific initiatives mainly due to the already said

heterogeneity of budgeting and accounting information systems, which means

data having different nature, and also to the existence of different coding systems

of financial data already being used in the public organizations for different

purposes. About this last point, there is the need to prevent XBRL from becoming

perceived as a further bureaucratic requirement. However, we should point out that

there could be the possibility of taking advantage of the aforementioned existing

coding systems to create an XBRL taxonomy.

In order to investigate this option, we will analyse the features and the diffusion

of these coding systems.

4.1 SIOPE: Sistema Informativo sulle Operazioni degli Enti
Pubblici (Information System on Public Organizations’
Operations)

The Information System on Public Organizations’ Operations (SIOPE) is a coding
system to log financial data regarding the cash flow operations of public organiza-

tions. More specifically a SIOPE code must be added by public organizations to

each revenue and expense item at the moment of receipts and payments. Its main

purpose is to allow the State General Accounting Department to constantly monitor

public revenues and expenses and facilitate the process of consolidation of public

accounts.
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SIOPE coded data are transmitted by the cash manager of each public organi-

zation to the Bank of Italy, on a daily basis. There are nine distinct coding systems

used for different public organizations: state central administration, regional and

local governments, universities, research agencies, healthcare organizations, social

security institutions, park authorities and chambers of commerce.

Gradually introduced starting from 2003, the SIOPE is consistent with the

European System of National and Regional Accounts (ESA) and is the result of a

collaboration of the State General Accounting Department, ISTAT (Italian National

Institute of Statistics), the Bank of Italy and the public organizations involved.

The items of this code depend on which accounting information system has been

adopted by the specific public organization considered and are continuously

updated following the evolution of the accounting legislation. Conversely, its

layout has remained virtually unchanged and includes a numerical code, a descrip-

tion of the item and a brief definition.

Since June 2014, the collected information have been made available for the

involved public organizations and for all the citizens through a specific freely

accessible web application (www.siope.it). This website contains:

• Daily and monthly coded data referred to the individual public organizations

• National, regional and provincial monthly aggregates of the coded data of each

type of public organization

• Monthly processing of the coded data referred to the individual public

organizations

• National, regional and provincial monthly aggregates of the processed data

indicated in the previous point

• Coded data regarding the payments made by the state central administration with

an electronic mandate on a daily and monthly basis

The data can be downloaded in Excel format referred to an individual public

organization or to multiple public organizations and can be aggregated in summary

tables organized by geographic or demographic variables. In addition, space and

time comparisons between public organizations can be provided.

Always based on SIOPE data, the website www.soldipubblici.gov.it allows

semantic searches among the payments of public organizations. The reference

coding is always SIOPE, but, unlike with www.siope.it, these data cannot be

extracted.

In short, SIOPE information concerns almost all public organizations. For the

singular public organization, the SIOPE code is a bureaucratic requirement, but the

State General Accounting Department can monitor through it the public expendi-

ture, and citizens can read and/or download in Excel format financial data through

specific websites.

It would be possible to use the SIOPE code as a work basis for the creation of an

XBRL taxonomy for each type of public organization. The adoption of a such

XBRL taxonomy would be useful for the users that could avoid the process of

re-entering data. The criticality of such a use of the SIOPE is that it concerns only

the monetary aspect of management and that it has a fragmentary nature, leading to

the use of nine different XBRL taxonomies, therefore not a single, unified language.
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4.2 ESA (European System of National and Regional
Accounts), COFOG (Classification of the Functions
of Government) and New Classification of Expenses by
Missions and Programs

The European System of National and Regional Accounts (ESA 2010) is the

European Union accounting framework for a systematic and detailed description

of the activities of an economy, its components and the relations between them.

This is the basic coding through which each member state of the European Union

sends information to the European Commission for monitoring public finance

trends [46].

The ESA 2010, implemented in September 2014 to replace the previous ESA

95, is the result of a close cooperation between the Statistical Office of the European

Commission (EUROSTAT) and the statistical offices of the member states. Indeed,

at European level consolidated reporting has a statistical nature. The ESA 2010 has

been adopted with Regulation no. 549 of the Council of the European Union

(Official Journal “G.U.” 26/06/2013), which defined in detail the data reporting

methodologies to be used and their subsequent transmission by governments to

EUROSTAT.

In the ESA 2010 coding, which concerns the entire economic system, public

organizations are distinguished into state central administrations (ministries and

autonomous public agencies), local governments (regional and local governments,

healthcare organizations, other public organizations whose competence extends to a

part of the national territory) and social security institutions.

The ESA 2010 adopted, as part of public finance statistics, a coding system of

expenses classified by public policies, developed in 1997 by the OECD and called

Classification of the Functions of Government (COFOG). The COFOG code is the

same for all public organizations of the member states of the European Union.

The COFOG, which highlights the aims of activities of public organizations

[47, 48], includes three levels of analysis for expenses:

• Divisions or first-tier functions representing the primary goals pursued by the

public organizations (totalling a number of 10)

• Groups or second-tier functions concerning the specific areas of intervention of

public policies (totalling a number of 68)

• Classes or third-tier functions identifying the single objectives that include the

areas of intervention of public organizations (totalling a number of 106)

In this respect we should point out that in Italy, after the accounting harmoni-

zation process, in the budget and annual report, the new classification of expenses

by missions and programs (requested to all public organizations) is in line with the

COFOG code. Missions and programs are identified by a progressive number, thus

creating a coding system of expenses by destination.

More specifically, public organizations must indicate in their budgets and in

their annual reports the corresponding second-tier function of COFOG for each
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“program”. There are different mission and program codes according to different

budgets and annual reports of public organizations, such as regional and local

governments, universities, healthcare organizations and other public organizations.

Conversely, at present there is not a predefined mission and program scheme for the

state central administration, so every year state budget and state annual report must

indicate the corresponding COFOG for each “program”.

The set of information is reported in two free access and very user-friendly

websites (www.finanzalocale.interno.it, www.openbilanci.it), but their data cannot

be copied into a file.

The codes of missions and programs could be used as a basis for the creation of

an XBRL taxonomy. In this case, data in XBRL format would increase the

information potential of the aforementioned websites, as in this way they would

offer visitors the opportunity to download data in a format that can be immediately

reprocessed.

In this regard, the major criticalities are that this code only concerns the expenses

classified by destination and that the number of mission and program items is rather

limited, with the risk of reducing the possibilities for users to process data.

4.3 The Integrated Chart of Accounts

The integrated chart of accounts (standardized at national level) is one of the main

instruments for the public accounting harmonization process in Italy. It is required

for all public organizations, except for the state and healthcare organizations, and

ensures the possibility of connecting accounts with the international classification

COFOG.

At present we can distinguish:

• Chart of accounts at national level for public organizations, such as regional and

local governments and other public organizations with traditional public

accounting to be supplemented in the future with the accrual accounting; the

charts of accounts of these different types of public organizations are substan-

tially the same, even if introduced with different legislative initiatives in differ-

ent times (in the state central administration, the integrated chart of accounts,

even if contemplated, has not yet been prepared).

• Chart of accounts of public organizations with only accrual accounting, for

which it has not yet been prepared (this is the case of universities) or is not

presently required (it is the case of healthcare organizations with a uniform chart

of accounts at regional level).

In all the public organizations where the integrated chart of accounts exists, this

must be attached to the budget and the annual report with all its items and relative

values.

The integrated chart of accounts is the result of a voluntary testing carried out by

some public organizations, and it includes the following parts:
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• Financial chart of accounts (for the cash- and commitment-based accounting

system)

• Economic chart of accounts (for the accrual accounting)

• Chart of accounts of asset, liability and equity items (for the accrual accounting)

The chart of accounts for the traditional public accounting is a table divided into

two sections (revenues and expenses) in turn divided into five levels. The economic

chart of accounts is a representation in six levels of items of revenues and costs.

Finally, the third part of the integrated chart of accounts is composed of a scheme to

seven levels of balance sheet items.

Due to its extremely analytical nature (with almost 9000 items in the case of

regional and local governments), the integrated chart of accounts could be a

possible XBRL taxonomy, with more effectiveness than the SIOPE code (which,

at the moment, is more fragmentary) and the mission and program code (which is

too short).

Table 1 shows a comparison among the existing coding systems considered in

this paper. The integrated chart of accounts appears as the preferred option because

it is shared, very detailed and linked with the COFOG code. The criticality is that, at

present, there is an integrated chart of accounts only for some public organizations.

State central administration, universities and healthcare organizations are, at the

moment, excluded.

On the basis of the observations reported, the XBRL taxonomy could be built by

using the items of the integrated chart of accounts associated with other information

(“fields”). Table 2 is a proposal with different types of information to collect for

Table 1 Code comparison

Codes Pros Cons

SIOPE – Shared

– Tested for years

– Mandatory

– Almost all public organizations involved

(regardless of the accounting information

system adopted)

– Too many types of codes

– Only monetary items (related

to receipts and payments)

Missions-

Programs-

COFOG

– Linked with international classification of

expenses (COFOG)

– Mandatory

– All public organizations involved

(regardless of the accounting information

system adopted)

– Rather synthetic

– Only expenses classified by

destination

Integrated

chart of

accounts

– Shared

– Very detailed

– Mandatory

– Including financial, economic, asset,

liability, equity items

– Linked with international classification of

expenses (COFOG)

– Almost all public organizations involved

– Not yet created for public

organizations adopting only

accrual accounting system
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each item of the taxonomy. Here the “technical” content of the XBRL taxonomy are

not considered; the focus is on the contents that characterize the taxonomy of Italian

public organizations. For example, the field “scenario” can consider the different

phases of revenues and expenditure reported in the annual report of public organi-

zations adopting the traditional public accounting. Alternatively, it can consider the

different stages (planning, programming and reporting) of revenues and costs in the

case of public organizations that adopt the accrual accounting.

5 Conclusions

An increasing interest for accountability and transparency requirements has

emerged in public organizations over the last few years. Consequently, public

organizations have begun to exploit the potential of the Internet by making their

official documents and/or significant information available in theWorld WideWeb.

In such a context, the possible use of the XBRL language has started to be

considered by scholars and operators. XBRL can be a potential instrument for

public organizations’ transparency and not a useless bureaucratic requirement if it

is used for enhancing information towards stakeholders. If, for example, the

institutional website of a public organization reports a file of financial data in

XBRL format, users can obtain and process information saving costs and time

compared to the past.

This paper highlighted, through a theoretical study, that the adoption of XBRL in

Italian public organizations presents some criticalities, essentially due to the het-

erogeneity of the budgeting and accounting information systems used, thus making

it impossible to create a univocal XBRL taxonomy. Moreover, different coding

systems already in use could lead to the risk of seeing the creation of the XBRL file

as just another bureaucratic fulfilment.

However, these coding systems could be used as a basis for the development of

an XBRL taxonomy. More specifically, our investigation highlighted how the most

appropriate taxonomy, at least for public organizations using the cash- and

commitment-based accounting system, could be the new integrated chart of

accounts, which is sufficiently analytical and shared to become a list of items for

the taxonomy.

The road towards the adoption of XBRL in public organizations is still long, and

there are also criticalities regarding the resistance to change and the cost of initial

Table 2 A proposal

ID Concept

Data

type

Unit of

measure Value

Context

Public organization Period Scenario

Italian

label

English

label

SIOPE

code

COFOG

code

Mission

code

Program code Accounting

standard
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investment not considered in this paper. A possible extension of this study could be

an international comparison in order to understand in which way other countries of

European Union are developing their XBRL taxonomy for public organizations.
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330 E. Bonollo



Implementation of Mandatory IFRS

Financial Disclosures in a Voluntary Format:

Evidence from the Italian XBRL Project

Andrea Fradeani, Carlo Regoliosi, Alessandro D’Eri,
and Francesco Campanari

Abstract Recent research has highlighted how intensely accounting literature has

focused on the potential benefits of XBRL for improving the efficiency and

effectiveness of communication between companies and their internal and external

stakeholders. Some studies have analyzed ex ante the degree of compatibility

between the existing XBRL Taxonomies and actual corporate financial reporting

practices, in order to identify the degree of potential misfit between these taxon-

omies and the related reported items in company financial statements. Other works

have addressed the structural characteristics of voluntary XBRL adopters, particu-

larly in the USA, based on the voluntary filing program of the Securities and

Exchange Commission (SEC). Finally, some papers consider the relevant impacts

of XBRL technology in one of two ways: either (a) once its formal implementation

has already occurred (on a voluntary or mandatory basis) or (b), even before then,

by assessing ex ante the potential impacts of this technology.

Based on existing research on the motivation and characteristics of companies

providing voluntary disclosures, our work takes a third way, by considering a pilot

project activated in 2011 to implement the IFRS Taxonomy in the Italian market,

thanks to an initiative of XBRL Italy. This empirical study was conducted over a

fairly limited sample of both listed and non-listed Italian companies using a case

study methodology and applying the 2011 IFRS Taxonomy to the main quantitative

financial statements of the surveyed companies (statement of financial position,

statement of comprehensive income, cash flow statement, and statement of changes

in equity), which we globally refer to as “face financials.” The results of each

application were then grouped together to derive qualitative considerations on the

extent to which the 2011 IFRS Taxonomy fitted the actual needs of preparers. This

study is qualitative in nature and represents the first step of a multiyear project to
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improve the IFRS Taxonomy by identifying the labels that need to be adjusted to

match the local Italian accounting requirements.

Keywords IFRS • XBRL • IFRS Taxonomy • Financial reporting • Digital

accounting

1 Introduction

Recent research has highlighted how intensely accounting literature has focused on

the potential benefits of XBRL1 for improving the efficiency and effectiveness of

communication between companies and their internal and external stakeholders

[1]. Some studies have analyzed ex ante the degree of compatibility between the

existing XBRL Taxonomies2 and actual corporate financial reporting practices, in

order to identify the degree of potential misfit between these taxonomies and the

related reported items in corporate financial statements [2]. Other works have

addressed the structural characteristics of voluntary XBRL adopters, particularly

in the USA, based on the SEC’s voluntary filing program [3]. Thus, in general,

previous research has considered the relevant impacts of XBRL technology in one

of two ways: either (a) once its formal implementation has already occurred (on a

voluntary or mandatory basis) or (b), even before then, by assessing ex ante the

potential impacts of this technology. Based on existing research on the motivation

and characteristics of companies providing voluntary disclosures, our work takes a

third way, by considering the Italian XBRL Pilot Project—launched in 2011 by

XBRL Italy—involving, on a voluntary basis, companies adopting IFRS (mainly

listed) that were asked to make an assessment of the viability of the IFRS XBRL

Taxonomy for their external and internal financial communication needs.

The paper (a) considers the characteristics of the firms that volunteered to take

part in the project and their motivation to undertake such an exercise and

(b) presents the actual degree of compatibility between the given taxonomy and

existing financial reporting practices adopted for traditional statements. We find

that actual implementation results are partially in line with those expected in

previous studies on Italian listed companies. The paper contributes to the existing

accounting literature in two ways: (a) it considers the adoption of XBRL

1XBRL is a markup language designed to code, use, and exchange business data in a way that

computers can directly manage it. It’s an open standard, free of license fees, derived from XML

and promoted by XBRL International Inc. Thanks to XBRL accountants, auditors and users can

share, reuse, and analyze data in a new interactive way. XBRL is either mandated or voluntarily

used for filing accounts in several countries including Australia, Belgium, Canada, China, Den-

mark, France, Germany, Israel, Italy, Korea, the Netherlands, Spain, Sweden, Singapore, the

United Kingdom, India, Brazil, Japan, and the USA.
2An XBRL Taxonomy is a list of concepts with their corresponding tags for a specific reporting

purpose, such as filing financial information under IFRS or US GAAP. Similar to a dictionary, it

defines each concept and describes its attributes and relationships. Each concept used in an XBRL

document must be defined in the corresponding XBRL Taxonomy.
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technology—although in the context of a pilot project—in light of the wider

literature on voluntary disclosures to assess if the findings of previous literature

addressing the “voluntary content” of disclosures are applicable and consistent to

the case of a “voluntary format” for mandatory disclosures, and (b) it considers, for

the first time, the pro forma implementation of XBRL for a sample of Italian

companies adopting IFRS.

Last but not least, we wish to acknowledge the contribution of the IFRSWorking

Group, established within XBRL Italy, which has enabled us to develop this

research idea and conduct this study.

2 Literature Review

The potential benefits of XBRL for improving the efficiency and effectiveness of

communication between companies and their internal and external stakeholders

have long been debated in the academic literature [1, 4] as well as their impact on

investors’ trading behavior [5]. In other works, the role of XBRL as a facilitator for

transparency in corporate reporting is discussed [6–10]. Some studies have inves-

tigated the degree of compatibility between the existing XBRL Taxonomies and

actual corporate financial reporting practices, in order to identify the degree of

potential misfit between these taxonomies and the related reported items in corpo-

rate financial statements [2]. Other works have addressed the structural character-

istics of voluntary XBRL adopters, particularly in the USA, based on the SEC’s
voluntary filing program [3, 11]. Recent studies have also addressed more in detail

the quality and types of extensions to the XBRL (IFRS) Taxonomy in order to

understand the degree of accuracy of such disclosures, thus testifying that a learning

curve exists for the preparation of XBRL disclosures [12, 13]. A more limited

number of studies as so far investigated the XBRL voluntary disclosure space.

Existing research in this area includes regression analysis on the characteristics of

firms which have decided to adopt XBRL on a voluntary basis [14]. In a recent

review of existing literature on XBRL [15], the research conducted on XBRL-

related topics and the issues and impacts being highlighted (as identified in terms of

occurrences) have been analyzed in order to identify what areas of XBRL impacts

and issues have been made subject to only limited or no research at all. Research on

taxonomy extensions can be linked to at least three major XBRL-related issues:

tagging process and accuracy [16, 17] and implementation efforts needed to

implement extensions [18–22]. One additional XBRL impact being investigated

most recently refers to the potential of XBRL to reduce information asymmetry in

financial markets [23, 24].

Thus, in general, previous research has considered the relevant impacts of XBRL

application to corporate reporting in one of two ways: either (a) once its formal

implementation has already occurred (either on a voluntary or mandatory basis) or

(b), even before then, by assessing ex ante the potential impacts of this technology.

Particularly, this paper enters the discussions regarding the quality of extensions

when XBRL reports are prepared in the specific setting of the Italian market,
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whereas the degree of experience in extending XBRL Taxonomies is at its initial

steps.

3 The IFRS Taxonomy Pilot Project

In December 2011, XBRL Italy—the entity affiliated with XBRL International in

charge of the Italian jurisdiction—started a working group focusing on companies

adopting IFRS (mainly listed) and their XBRL implementation challenges. This

working group represents a voluntary experiment to test to what degree the 2011

IFRS Taxonomy meets the needs of local preparers (IFRS Taxonomy 2011).

Companies were invited to take part in a specific exercise: verifying whether the

elements contained in the 2011 IFRS Taxonomy (i.e., the most recent version of the

IFRS Taxonomy available in the Italian language) are able to adequately represent

the information contained in the 2011 consolidated financial statements of the

surveyed entities. The adequacy was qualitatively tested based on the outcome of

the interviews with senior financial officers of the surveyed entities who expressed

their judgment on the XBRL elements based on their experience and on the need to

comply with the general principles of faithful representations, clarity, and correct-

ness. Also, entities were asked to express their views on the quality of the Italian

translation of the 2011 IFRS Taxonomy.

There are two reasons for choosing consolidated financial statements instead of

separate or individual financial statements:

1. Consolidated financial statements are the most relevant statements with respect

to informative power about a group of entities in its entirety.

2. They are less influenced by country-specific issues (such as local tax rules) than

are individual and separate financial statements.

Furthermore, the project considered the adequacy of the 2011 IFRS Taxonomy

for 2010 consolidated financial statements for two reasons:

1. The 2011 IFRS Taxonomy includes the XBRL translation of IFRSs as issued on

1 January 2011.

2. We found it less burdensome for the participants to test 2010 financial state-

ments than those of 2011, which were still being prepared at the beginning of the

pilot project.

The project followed a two-step process: in the first step, one entity was tested

for purposes of fine-tuning the model, and, in the second step, all other entities

joined the exercise. Two meetings were convened during 2012: the first was in

Rome (June 21) to discuss the results of the pilot application of the model to one

entity; the second meeting was split into two—one in Rome (December 18) and one

in Milan (December 19)—to analyze the Excel files filled in by the participants.
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4 The Participants

The pilot project involved a limited, though significant, number of entities. Partic-

ularly, the participants were among the most relevant—by size and type of opera-

tions—Italian IFRS adopters, most of which are listed in the Italian stock exchange.

The sample does not include entities belonging to the financial industry (i.e.,

insurance, banking, etc.) because:

1. These entities are subject to a peculiar regulatory regime that also involves

specific adjustments to the IFRS accounts.

2. The 2011 IFRS Taxonomy does not include industry-specific elements for those

types of entities.

The list of the nine participants is presented in Table 1 below.

We note that this exercise is particularly relevant for entities that may be willing

to file their financial statements in foreign markets, such as Eni e Telecom Italia,

which may apply to be admitted as a foreign private issuer to the US stock

exchange (via Form 20-F) by the SEC.

5 The Methodology

The participants were given a package with the Italian version of the 2011 IFRS

Taxonomy and an Excel file containing the 2545 elements of the IFRS XBRL

dictionary, sorted by type of statement they belong to (balance sheet, income

statement, cash flow statement, statement of changes in equity, and related

disclosures).

As shown in Fig. 1 below, for each item—identified by type and legal refer-

ence—participants were asked to express a judgment (column “Val”) on the ability

of the specific element to represent the corresponding concept presented in their

2010 consolidated financial statements. Where an item was considered as not

properly reflecting the concept used in the consolidated financial statements,

Table 1 Study participants

Group name Industry Listed/not listed

Atlantia Construction Listed

Enel Energy Listed

Eni Oil and gas Listed

Fiat Automotive Listed

Prysmian Energy and ICT cables Listed

RCS Publishing Listed

Telecom Italia ICT Listed

Ferrovie dello Stato Railways Not listed

Heineken Beverage Not listed
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participants were asked to indicate whether the IFRS XBRL elements needed to

achieve either a higher or a lower level of detail to faithfully represent the source

concept. For this purpose, columns “Modifica ITEM” and “Nota” were provided to

suggest an alternative solution to the IFRS label. Participants could also indicate

(by using the specific column “Traduzione”) an alternative translation when they

felt that the existing translation was not satisfactory.

This exercise has produced nine Excel packages that a working group of pre-

parers and researchers tasked with reporting the outcomes of these meetings to the

IFRS XBRL team discussed directly with the participant entities at the meetings

mentioned above.

6 The Translation

In the short run, the project aimed to test and, if necessary, improve the only public

output of the IFRS Working Group: the Italian translation of the IFRS Taxonomy

2011. In the following Tables 2 and 3, we present some relevant modification

proposals suggested by working group members.

We show here the desiderata (things wanted or needed), limited to the balance

sheet (in its current/noncurrent version) and to the income statement (either by type

of item or by purpose), focusing on both the referenced reporting standard and,

when possible, on its translation.

Before illustrating the desiderata, we offer some considerations about the

accounting terminology used:

1. It is strongly influenced by the socioeconomic context of the country where it

was developed.

Fig. 1 The ability of specific elements to represent a corresponding concept
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Table 2 Modification proposals for the balance sheet

Label Desiderata Reference Official translation

Prospetto della

situazione

patrimoniale-

finanziaria

Stato patrimoniale, Situazione

patrimoniale-finanziaria

consolidata

IAS 1.10.a Prospetto della

situazione

patrimoniale-

finanziaria

Attivit�a immateriali

diverse

dall’avviamento

Attivit�a immateriali,

Immobilizzazioni immateriali

IAS 1.54.c n/a

Attivit�a fiscali
differite

Attivit�a per imposte anticipate {4} IAS 1.54.

o/1.56

Attivit�a per imposte

differite, Attivit�a
fiscali differite

Altre attivit�a non
finanziarie non

correnti

Altre attivit�a non correnti {4} Common

practice

n/a

Altre attivit�a non
finanziarie correnti

Altre attivit�a correnti {3}, Crediti
diversi e altre attivit�a correnti

Common

practice

n/a

Capitale sociale

emesso

Capitale sociale {4}, Capitale

emesso

IAS 1.54.

r/1.78.e/1.

IG

Capitale emesso,

Capitale sottoscritto

Utili portati a nuovo Utili (perdite) portati a nuovo {2},

Utili e perdite accumulati

IAS 1.54.

r/1.78.e

Riserve

Totale patrimonio

netto attribuibile ai

soci della controllante

Patrimonio netto del gruppo {3},

Capitale e riserve di pertinenza del

gruppo

IAS 1.54.r Capitale emesso e

riserve attribuibili ai

soci della controllante

Partecipazioni di

minoranza

Interessenze di terzi {3},

Patrimonio netto di terzi {2}

IAS 1.54.q Partecipazioni di

minoranza

Accantonamenti non

correnti per benefici

per i dipendenti

Fondi per benefici ai dipendenti,

TFR e altri benefici ai dipendenti,

Benefici ai dipendenti non

correnti, Fondi del personale,

Benefici relativi al personale

IAS 1.78.d Accantonamenti non

correnti per i benefici

per i dipendenti

Passivit�a fiscali
differite

Passivit�a per imposte differite {5},

Imposte differite passive

IAS 1.54.

o/1.56

Passivit�a per imposte

differite, Passivit�a
fiscali differite

Altre passivit�a non
finanziarie non

correnti

Altre passivit�a non correnti Common

practice

n/a

Accantonamenti

correnti per benefici

per i dipendenti

Benefici ai dipendenti correnti,

Fondi del personale

IAS 1.78.d Accantonamenti

correnti per i benefici

per i dipendenti

Altri accantonamenti

correnti

Quota a breve dei Fondi rischi e

oneri, Fondi correnti, Fondi rischi

ed oneri

IAS 1.78.d Altri accantonamenti

correnti

Passivit�a fiscali
correnti, correnti

Debiti per imposte correnti {3},

Debiti per imposte sul reddito

IAS 1.54.n Passivit�a per imposte

correnti, correnti

Altre passivit�a non
finanziarie correnti

Altre passivit�a correnti, Debiti
diversi e altre passivit�a correnti

Common

practice

n/a

Note: frequency of desiderata is in curly brackets

Implementation of Mandatory IFRS Financial Disclosures in a Voluntary Format. . . 337



2. It derives, especially in Latin countries (including Italy), from both the Italian

accounting tradition and the tax and legal-specific terminology [25].

On the contrary, the jargon of IFRS has a different and peculiar origin; interna-

tional financial reporting standards are intended for global application and do not

take single jurisdictions into consideration (especially those not relevant for finan-

cial markets). Furthermore, IFRS are the result of an inherent cultural compromise

dominated by Anglo-American financial accounting (starting from the use of

English as the official language). In the light of this, the translation of IFRS is not

an easy task. As the IASB knows, this applies not only to Italy; the literature clearly

shows that translation can be an issue when a country has a radically different

accounting culture from others. Any student, researcher, or professional who has

attempted to handle the corpus of the IFRS has had to face this problem. The official

Italian version of the Taxonomy often looks odd and misleading, sometimes

Table 3 Modification proposals for the income statement

Label Desiderata Reference Official translation

Ricavi Ricavi delle vendite e delle

prestazioni {3}, Ricavi delle

vendite, Ricavi della gestione

caratteristica

IAS 1.82.a Ricavi

Utile lordo Margine lordo IAS 1.103 Utile lordo

Costi per benefici

ai dipendenti

Costo del personale {3}, Spese

del personale, Costo lavoro

IAS 1.102 Costi per benefici ai

dipendenti

Utile (perdita) da

attivit�a operative
Risultato operativo {3}, Utile

(perdita) operativo {2}

IAS 32.IE33 n/a

Utile (perdita) al

lordo delle

imposte

Risultato prima delle imposte

{3}, Utile/perdita ante

imposte, Risultato ante

imposte, Utile (perdita) prima

delle imposte

IAS 1.102/1.103 Utile prima delle

imposte

Proventi (oneri)

fiscali

Imposte sul reddito {4},

Imposte {2}

IAS 1.82.d/12.79 Oneri tributari, Oneri

(proventi) fiscali

Utile (perdita) Risultato netto dell’esercizio
(gruppo e terzi) {2}, Utile

(perdita) d’esercizio {2},

Risultato dell’esercizio, Utile
netto

IAS 1.82.f Utile (perdita)

d’esercizio

Utile (perdita),

attribuibile ai

soci della

controllante

Quota di interessenza del

gruppo, Risultato di gruppo,

Risultato netto di gruppo, Soci

della capogruppo

IAS 1.83.a.ii Risultato economico

d’esercizio
attribuibile ai soci

della controllante

Utile (perdita),

attribuibile a

partecipazioni di

minoranza

Utile (perdita) di competenza

di interessenze di terzi {2},

Quota di interessenza di terzi,

Risultato di terzi, Risultato

netto di terzi, Interessi di terzi

IAS 1.83.a.i Risultato economico

d’esercizio
attribuibile a

partecipazioni di

minoranza

Note: frequency of desiderata is in curly brackets
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requiring the support of the original version. As said above, we believe that this is

not only an issue of translation. In fact, the problem arises because of a mix of

cultural differences and the need to maintain a rigid systemic coherence between

the original text and its multiple translations. The IFRS Taxonomy has shed some

light on this issue. The possibility to personalize the accounting systems permitted

by international financial reporting standards allows preparers (we refer to the

written version of the financial statements) to bypass completely the problem. In

fact, the official translation does not imply the use of a specific language or

terminology or a specific level of detail. The IFRS Taxonomy only obliges pre-

parers to attribute a specific meaning to each element of the financial statement.

The use of XBRL—without the possibility of creating extensions even when the

taxonomy is the outcome of a wide consultation process—results in a contradictory

situation where a means for delivering financial information, created to be flexible

and fully customizable, becomes an element of rigidity in the overall financial

reporting process. In this respect, an unreliable translation is a limit that preparers

cannot overcome unless they are able to extend the taxonomy. Taxonomy exten-

sions are a hard topic to cope with, but there is now a trend toward using extensions

that is one of the results from the pilot project.

Particularly, Tables 2 and 3 illustrate that there is a trend toward a translation that

better reflects the Italian accounting tradition. In our view, although many of the

comments received from preparers are meaningful, they should not necessarily

trigger taxonomy changes. We refer, in particular, to the situation where the label

translation is identical to the official Italian text of the IFRS Bound Volume (the IFRS

translation published by the Official Journal of the European Union, as endorsed

following European Regulation (CE) 1606/2002). A significant example is the costs

associated with employee benefits (in Italian Costi per benefici ai dipendenti), which
is quite new in the Italian context but perfectly reflects what is written in the Italian

version of IAS 1 (par. 102). Other translations may be preferred (such as Costo del
personale, Spese del personale, or Costo del lavoro), which reflect the desiderata
expressed by participants. We note, however, that the IFRS Taxonomy cannot be

expected to correct issues inherent in the text of a standard itself.

The IFRS Working Group will certainly try, also thanks to XBRL Italy, to raise

the translation issue and eventually trigger a revision of the translated versions of

the taxonomy. Participants also expressed other desiderata, which could be con-

sidered as part of the IFRS Taxonomy revisions. These are instances where a

proposed XBRL label allows for better adherence of the IFRS Taxonomy to the

core text of the IFRS Bound Volume as officially translated in Italian. This is the

case, for example, of the label referring to deferred tax liabilities (in Italian

Passivit�a fiscali differite). Five of nine entities suggested revising the label to

mean liabilities for deferred taxes (in Italian Passivit�a per imposte differite). This
label would not only be more familiar to the surveyed entities, but it would also

better reflect the text of paragraph 54 in IAS 1. In other words, where an official

translation provides more solutions, it is certainly possible to adopt the translation

that more closely meets local accounting practices. Similarly, the labels derived

from the common practice analysis. When they do not rely on different degrees of
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detail, the lack of official references allows for more flexibility. Although, in the

2011 IFRS Taxonomy, these instances are not frequent, due to the IASB’s Industry
Practice Project, they will be more relevant in the future.

One of the translation issues identified by the participants is the lack of taxon-

omy items for deferral and integration items (in Italian Ratei e risconti). This lack
may also reflect the diversity between the Italian and the Anglo-Saxon accounting

traditions. Particularly, the detail of the disclosure items No. 800100 does not

include positive integration items (in Italian Ratei attivi), which could be inserted

by means of modifying the labels “Other noncurrent receivables” and “Other

current receivables” (in Italian, respectively, Altri crediti non correnti and Altri
crediti correnti) in the following “Positive integrations and Other noncurrent

receivables” and “Positive integrations and Other current receivables” (in Italian,

respectively, Ratei e altri crediti non correnti and Ratei e altri crediti correnti).

7 The Mapping Process

The IFRS reporting model is based on the wide ability for preparer to customize

their financial statements. In fact, notwithstanding the large amount of requirements

indicated in each standard (quite often these requirements can be met by either

providing the related information in the quantitative statements or in the notes), the

principles indicated in IAS 1 Presentation of Financial Statements merely represent

a starting point. Each preparer will then adjust these requirements to its own specific

needs to get to a “final product” that is represented by the bundle of quantitative and

qualitative information provided in the financial statements. These adjustments will

try to reflect the industry- and entity-specific needs, which in a certain time frame

are deemed to represent the economic and financial position of each entity.

Therefore, in the paper format of their financial statements, preparers have a

certain degree of “freedom,” as also mentioned when discussing translation-related

issues. This freedom involves both the structure and the content that, together with

the disclosures, comprise the financial statements. This freedom—in a “perfect”

IFRS-compliant world—is meant to offer preparers a tool for better communicating

with their stakeholders and providing them with a faithful representation of the

entity itself.

The adoption of XBRL intends to boost this flexibility-freedom concept thanks

to the “extensibility” of the taxonomy. Furthermore, XBRL as a means to commu-

nicate business-related information should support the capability of customizing

IFRS financial statements. Filing financial statements in XBRL format implies, as

shown in Fig. 2, finding the best match between the information included in the

financial statements and the XBRL elements provided by the taxonomy.

Sometimes, certain financial items cannot be mapped, either because of limita-

tions in the XBRL dictionary or due to the extreme specificity of a filing entity. In

those cases, it will be necessary to create extensions to the standard XBRL

dictionary. The customization required will depend on three main drivers:
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1. The quality and completeness of the taxonomy

2. The degree of freedom of the accounting standards

3. The degree of complexity and peculiarity of the phenomena to be represented

A set of accounting standards, such as IFRS, which is principles based and has

customizable reporting schemes, represents an important benchmark for the process

that results in the production of an XBRL instance, especially when this document

tries to represent the financial statements of large and complex entities operating in

the international environment.

While it is not possible to manipulate the degree of freedom offered by account-

ing standards and the peculiarities of the phenomena that financial statements

purport to represent, it is possible to try to improve the quality of the taxonomies.

Therefore, the target is to reduce the number of extensions, not only to limit the

costs of digitally codifying financial statements but also, primarily, to reduce the

potential problems of coherence and comparability (in this respect, consider the

experience of the US stock exchange, where filing financial statements in XBRL is

compulsory, which has shown how the use of extensions—notwithstanding the

availability of a richer taxonomy—has created significant difficulties in terms of

comparability).

Lastly, regarding the impact of XBRL as a tool, it is largely unavoidable that the

taxonomy will influence the choices of preparers who will almost certainly tend to

sacrifice their personal interpretation to make use of the available elements. We

note that, in this respect, the role of auditing and assurance in the mapping process

between the financial statement and the XBRL Taxonomy will become increasingly

relevant.

Fig. 2 Preparing financial

statements in XBRL format

(Source: IFRS Foundation,

The IFRS Taxonomy 2013

Guide, p. 27)
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8 XBRL Schemes Relating to the Balance Sheet

and Income Statement

Mapping the quantitative statements to the 2011 IFRS Taxonomy elements has

certainly been a delicate issue but has turned out to be a less burdensome task than

expected. This is probably the result of the effectiveness and the degree of “admin-

istrative maturity” of the preparers involved in the exercise.

Apart from one entity, which has been adopting XBRL for quite some time, all

other participants asked for a number of amendments to the original XBRL

dictionary being tested. On average, they asked for changes to about 25% of the

balance sheet items and to about 15% of those related to the income statement.

Some entities, in particular, found specific issues in the mapping process due to the

peculiarities of their business. This is the case, for example, of entities in the oil and

gas and railway industries. For those entities, the 2011 IFRS Taxonomy lacked

several basic concepts that have now been added, at least partially, in the latest

releases of the IFRS Taxonomy (e.g., the 2012 IFRS Taxonomy includes 3769

items, 1224 more than the 2011 Taxonomy used in our pilot project; these addi-

tional elements came largely from the Common Practice Project, which tries to

identify the most common items included in the financial statements of industrial

and commercial entities. The 2013 IFRS Taxonomy has been further improved,

with 114 additional elements, 76 of which came from the Industry Practice Project

related to the financial and extractive industries).

Table 4 outlines the most significant desiderata for the level of detail in the

balance sheet (in both current and noncurrent versions of the IFRS Taxonomy). In

Table 4 Most significant desiderata for the level of detail in the balance sheet

Label Desiderata

Avviamento Uso di un minor dettaglio {5}

Attivit�a immateriali diverse

dall’avviamento

Uso di un minor dettaglio {4}

Crediti commerciali e altri crediti non

correnti

Uso di un minor dettaglio {2}, Uso di un maggior

dettaglio {1}

Attivit�a fiscali correnti, non correnti Uso di un minor dettaglio {4}

Altre attivit�a finanziarie correnti Uso di un maggior dettaglio {3}

Utili portati a nuovo Uso di un minor dettaglio {3}

Riserva sovrapprezzo azioni Uso di un minor dettaglio {4}

Altre riserve Uso di un minor dettaglio {4}

Debiti commerciali e altri debiti non

correnti

Uso di un minor dettaglio {2}, Uso di un maggior

dettaglio {1}

Passivit�a fiscali correnti, non correnti Uso di un minor dettaglio {4}

Accantonamenti correnti per benefici per i

dipendenti

Uso di un minor dettaglio {3}

Altri accantonamenti correnti Uso di un minor dettaglio {3}

Altre passivit�a finanziarie correnti Uso di un maggior dettaglio {4}

Note: frequency of desiderata is in curly brackets
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most cases, entities want less detail than that described in the 2011 IFRS Taxon-

omy. The content of the balance sheet scheme that the IASB has envisioned is more

expansive than the one required in practice. We highlight two instances:

1. Most participants were surprised about the split into “Goodwill” and “Intangible

Assets Other Than Goodwill” (in Italian Avviamento and Attivit�a immateriali
diverse dall’avviamento), as this level of detail was meant to be more relevant

for disclosures than for the face financials. Similarly, the level of detail used in

the analysis of equity identifies six items (as opposed to the minimalistic

approach taken in IAS 1 at par. 54).

2. Less frequently, entities have requested a higher level of detail. In this respect,

entities suggested splitting “Other Current Liabilities” (in Italian Altre passivit�a
finanziarie correnti) into two elements to identify separately short-term financ-

ing from mid- to long-term financing facilities.

When entities discovered that certain specific items were missing or not

described (excluding those in the oil and gas and railway industries), this is largely

due to the unification into one single item of elements not included in the reference

taxonomy.

Table 5 indicates the most significant desiderata for the level of detail for items

in the income statements (in the version of this statement that sorts elements by type

of item). The desiderata are, in this case, more concentrated and bring out the

higher level of detail most entities applied to the residual item “Other Costs”

(in Italian Altri costi). In the income statement, participants would favor the

distinction of items such as “Services Expense” (in Italian Costi per servizi),
“Lease Expense” (in Italian Costi per godimento beni di terzi), “Other Expense”
(in Italian Oneri diversi di gestione), “Provisions” (in Italian Accantonamenti), and
“Impairment Charges on Receivables” (in Italian Svalutazione crediti commerciali
e diversi).

As previously discussed with reference to the balance sheet, for the income

statement, the oil and gas and railway industries also seem to be largely penalized

by the lack of specific items that are able to reflect the peculiarities of their business.

Table 5 Most significant desiderata for the level of detail in income statement items

Label Desiderata

Incremento (decremento) in rimanenze di prodotti

finiti e lavori in corso

Uso di un minor dettaglio {3}, Uso di un

maggior dettaglio {1}

Ammortamenti Uso di un minor dettaglio {2}, Uso di un

maggior dettaglio {2}

Altri costi Uso di un maggior dettaglio {5}

Note: frequency of desiderata is in curly brackets
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9 The Outcome of the Pilot Project

We believe that the pilot project, notwithstanding its inherent limitations due to the

small sample considered, has been mutually beneficial for both XBRL Italy and the

participants. The latter have been able to better analyze the implementation chal-

lenges posed by XBRL to their long-standing and well-consolidated accounting

practices. On the other hand, XBRL Italy has activated, as one of the first jurisdic-

tions in the world to operate in this field, a project to simulate the implementation of

the IFRS Taxonomy to directly test its most relevant issues, providing an important

feedback to the IASB itself.

We also believe that this pilot project represents a seminal fieldwork in Italy that

may trigger a more in-depth analysis of the following considerations.

First, the 2011 IFRS Taxonomy has not shown the degrees of quality and

completeness needed to make its application compulsory. In other words, it

would have been possible to apply the taxonomy but at the expense of significant

changes in the financial statements or by means of an intensive use of extensions. In

this respect, we want to note what the Center for Audit Quality expressed with

reference to the 2011 IFRS Taxonomy in its March 29, 2011, letter to the US

Securities and Exchange Commission. The SEC shared these views to substantiate

its choice to temporarily “freeze” the use of XBRL for foreign private issuers that

are IFRS filers: “We acknowledge the IFRS Foundation’s efforts to further develop
its IFRS taxonomy and the improvements that have been made to date; however, it

is our understanding that users of the IFRS Taxonomy 2011 still may need to create

numerous extensions for their interactive data exhibits, which may limit the use-

fulness of such interactive data to users of financial statements. Such extensions

may be needed because IFRS Taxonomy 2011 does not yet fully address common

reporting practice or industry specific disclosures and does not include standard

definitions. In addition, absent significant development of the IFRS taxonomy for

footnote disclosures, the need to create a significant number of extensions may

continue in year two of the phase-in period, when detailed tagging is required. Until

these issues are addressed in future taxonomy enhancements, we believe the

benefits achieved by requiring certain FPI’s to submit interactive data based on

IFRS Taxonomy 2011 may not outweigh the cost and effort to be expended and that

additional time is necessary to further develop the IFRS taxonomy.”

We commend the IASB’s choice to enrich the subsequent releases of the

taxonomies thanks to the Common Practice Project and the Industry Practice

Project, which have significantly improved the situation. Particularly, as noted

earlier, the Industry Practice Project has introduced, in the 2013 IFRS Taxonomy,

items that are specific to the financial (including insurance) and extractive indus-

tries. The 2014 IFRS Taxonomy will introduce items related to the pharmaceutical,

real estate and ICT, and transportation industries.

Second, if the compulsory adoption of XBRL is to become operational for IFRS

filers, preparers should be free to extend the taxonomy. This is a necessary precon-

dition to ensure the high degree of customization that is inherent in international

financial reporting standards themselves. The improvement of the future releases of
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the IFRS Taxonomy may mitigate the need for extensions, but cannot totally

eliminate it.

In our view, reaching these objectives will require entities to acquire a better

knowledge of the reference taxonomy—this knowledge could be enhanced by the

initiatives of XBRL Italy—and their availability to discuss, review, and, if neces-

sary, change their accounting practices, to improve the degree of consistency

between local practices and international practices, which the taxonomy tries to

represent.

Finally, we would like to raise the issue of the importance of reaching a certain

consistency between the translation of the IFRS Bound Volume and the IFRS

XBRL labels. No translation issues seem to have occurred, however, with respect

to the need for better coordination between IFRS Taxonomy items and issues that

are specific to the Italian economic and legal context. In this respect, it will be

important for Italian jurisdictions to involve a larger number of entities in a future

testing project to also extend the scope of the exercise to the separate financial

statements.

10 Looking Ahead

In the coming months, the IFRS Working Group, established within XBRL Italy,

will prioritize the following three XBRL-related areas of activities:

1. Synchronizing the translation activities of IFRSs and XBRL: the latest Italian

version of the IFRS Taxonomy is the 2011 version; during 2014, the working

group should work on the translation of the 2014 IFRS Taxonomy and, at the

same time, on an acceptable degree of synchronization between the IASB’s
issuance of new labels and the translation by XBRL Italy.

2. A new and wider testing exercise: the working group should focus in 2014 on a

larger sample, with wider institutional and technological support. We believe

that more input from the regulators will increase not only the number of entities

taking part in this exercise but also the quality and the relevance of the testing

itself.

3. Create synergies with other jurisdictions and with other international initiatives:

the working group will need to improve its international presence so that it can

disseminate the results achieved with its testing exercises and share its views in

the international arena to eventually influence the decision-making process in

the EU where necessary.

4. Provide extensions for regulatory purposes: given the aim of achieving a wider

mandate to adopt XBRL, it will be important to implement an extension module

for regulatory purposes.
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