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## Preface

A large amount of available data nowadays includes uncertain, imprecise and inconsistent information. The possibility of integrating and exploiting these data calls for sound and efficient techniques for managing uncertainty and handling inconsistency. These issues, which have been traditionally addressed within the artificial intelligence community, already play a key role in fields like databases or the semantic Web.

The annual International Conference on Scalable Uncertainty Management (SUM), grown out of this large interest in uncertainty and inconsistency, aims at bringing together all those interested in the management of uncertainty and inconsistency at large, fostering the collaboration and cross-fertilization between the reasoning under uncertainty community and the database and semantic Web communities.

This volume contains the papers presented at the Third International Conference on Scalable Uncertainty Management (SUM 2009), which was held in Washington DC, USA, September 28-30, 2009, following the successful previous editions of SUM 2007 in Washington DC, USA, and SUM 2008 in Naples, Italy. It contains 21 technical papers, which were selected out of 30 submitted papers in a rigorous reviewing process, where each paper was reviewed by three Program Committee members. The volume also contains abstracts of the two invited talks. We wish to thank all authors who submitted papers and all conference participants for fruitful discussions. We are grateful to Amol Deshpande and Thomas Lukasiewicz for their invited talks at the conference. We would like to thank all the Program Committee members and external referees for their timely expertise in carefully reviewing the submissions. Special thanks are due to Henri Prade and V.S. Subrahmanian, General Chairs of SUM 2009, for their invaluable help and support in organizing the conference. Many thanks also to the developers of the EasyChair conference system, which we used for the reviewing process and the preparation of this volume.
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# PrDB: Managing Large-Scale Correlated Probabilistic Databases (Abstract) 

Amol Deshpande<br>University of Maryland, College Park, MD, USA<br>amol@cs.umd.edu

Increasing numbers of real-world application domains are generating data that is inherently noisy, incomplete, and probabilistic in nature. Statistical inference and probabilistic modeling often introduce another layer of uncertainty on top of that. Examples of such data include measurement data collected by sensor networks, observation data in the context of social networks, scientific and biomedical data, and data collected by various online cyber-sources. Over the last few years, numerous approaches have been proposed, and several systems built, to integrate uncertainty into databases. However, these approaches typically make simplistic and restrictive assumptions concerning the types of uncertainties that can be represented. Most importantly, they often make highly restrictive independence assumptions, and cannot easily model rich correlations among the tuples or attribute values. Furthermore, they typically lack support for specifying uncertainties at different levels of abstractions, needed to handle large-scale uncertain datasets.

In this talk, I will begin by presenting our work on building a probabilistic data management system, called PrDB , aimed at supporting rich correlation structures often present in real-world uncertain datasets. I will present the $\operatorname{PrDB}$ representation model, which is based on probabilistic graphical models, and its key abstractions, and show how these enable PrDB to support uncertainties specified at various abstraction levels, from schema-level uncertainties that apply to entire relations to tuple-specific uncertainties that apply only to a specific tuple or a specific set of tuples. Query evaluation in $\operatorname{PrDB}$ can be seen as equivalent to inference in graphical models, and I will present some of the key novel techniques that we have developed to efficiently evaluate various types of queries over largescale probabilistic databases. I will then briefly discuss our ongoing work and some of the open research challenges in this area.

More details about the PrDB system and its key technologies can be found in [1|2|3].

## References

1. Deshpande, A., Getoor, L., Sen, P.: Graphical Models for Uncertain Data. In: Aggarwal, C. (ed.) Managing and Mining Uncertain Data. Springer, Heidelberg (2008)
2. Kanagal, B., Deshpande, A.: Indexing Correlated Probabilistic Databases. In: SIGMOD (2009)
3. Sen, P., Deshpande, A., Getoor, L.: PrDB: Managing and Exploiting Rich Correlations in Probabilistic Databases. The International Journal on Very Large Data Bases (2009)

# Uncertainty in the Semantic Web 

Thomas Lukasiewicz ${ }^{\star}$<br>Computing Laboratory, University of Oxford Wolfson Building, Parks Road, Oxford OX1 3QD, UK<br>thomas.lukasiewicz@comlab.ox.ac.uk


#### Abstract

During the recent decade, significant research activities have been directed towards the Semantic Web as future substitute of the Web. Many experts predict that the next huge step forward in Web information technology will be achieved by adding semantics to Web data. An important role in research towards the Semantic Web is played by formalisms and technologies for handling uncertainty and/or vagueness. In this paper, I give an overview of some own recent formalisms for handling uncertainty and/or vagueness in the Semantic Web.


## 1 Introduction

The Semantic Web [1|2|3|4] has recently attracted much attention, both from academia and industry, and is widely regarded as the next step in the evolution of the World Wide Web. It aims at an extension of the current Web by standards and technologies that help machines to understand the information on the Web so that they can support richer discovery, data integration, navigation, and automation of tasks. The main ideas behind it are to add a machine-understandable "meaning" to Web pages, to use ontologies for a precise definition of shared terms in Web resources, to use KR technology for automated reasoning from Web resources, and to apply cooperative agent technology for processing the information of the Web.

The Semantic Web consists of several hierarchical layers, where the Ontology layer, in form of the OWL Web Ontology Language [5], is currently the highest layer of sufficient maturity. OWL consists of three increasingly expressive sublanguages, namely, OWL Lite, OWL DL, and OWL Full. OWL Lite and OWL DL are essentially very expressive description logics with an RDF syntax. As shown in [6], ontology entailment in OWL Lite (resp., OWL DL) reduces to knowledge base (un)satisfiability in the description logic $\mathcal{S H} \mathcal{I F}(\mathbf{D})$ (resp., $\mathcal{S H O \mathcal { H }}(\mathbf{D})$ ). On top of the Ontology layer, sophisticated representation and reasoning capabilities for the Rules, Logic, and Proof layers of the Semantic Web are currently being developed next.

In particular, a key requirement of the layered architecture of the Semantic Web is to integrate the Rules and the Ontology layer. Here, it is crucial to allow for building rules on top of ontologies, that is, for rule-based systems that use vocabulary from ontology knowledge bases. Another type of combination is to build ontologies on top of rules, where ontological definitions are supplemented by rules or imported from rules.

[^1]Both types of integration have been realized in recent hybrid integrations of rules and ontologies, called description logic programs (or dl-programs), which are of the form $K B=(L, P)$, where $L$ is a description logic knowledge base, and $P$ is a finite set of rules involving either queries to $L$ in a loose integration (see, e.g., [7]8]) or concepts and roles from $L$ as unary resp. binary predicates in a tight integration (see, e.g., [9]).

However, classical ontology languages and description logics as well as formalisms integrating rules and ontologies are less suitable in all those domains where the information to be represented comes along with (quantitative) uncertainty and/or vagueness (or imprecision). For this reason, during the recent years, handling uncertainty and vagueness has started to play an important role in research towards the Semantic Web. A recent forum for approaches to uncertainty reasoning in the Semantic Web is the annual International Workshop on Uncertainty Reasoning for the Semantic Web (URSW) at the International Semantic Web Conference (ISWC). There has also been a W3C Incubator Group on Uncertainty Reasoning for the World Wide Web. The research focuses especially on probabilistic and fuzzy extensions of description logics, ontology languages, and formalisms integrating rules and ontologies. Note that probabilistic formalisms allow to encode ambiguous information, such as "John is a student with the probability 0.7 and a teacher with the probability 0.3 " (roughly, John is either a teacher or a student, but more likely a student), while fuzzy approaches allow to encode vague or imprecise information, such as "John is tall with the degree of truth 0.7" (roughly, John is quite tall). Formalisms for dealing with uncertainty and vagueness are especially applied in ontology mapping, data integration, information retrieval, and database querying. For example, some of the most prominent technologies for dealing with uncertainty are probably the ranking algorithms standing behind Web search engines. Vagueness and imprecision also abound in multimedia information processing and retrieval, and are an important aspect of natural language interfaces to the Web.

In this paper, I give an overview of some own recent extensions of description logics and description logic programs by probabilistic uncertainty and fuzzy vagueness. The rest of this paper is organized as follows. In Section2, I describe an approach to probabilistic description logics for the Semantic Web. Sections 3 and 4 focus on approaches to probabilistic and fuzzy description logic programs for the Semantic Web, respectively, while Section 5 describes an approach to description logic programs for handling both uncertainty and vagueness in a uniform framework for the Semantic Web. For a more detailed overview of extensions of description logics for handling uncertainty and vagueness in the Semantic Web, I also refer the reader to the recent survey [10].

## 2 Probabilistic Description Logics

In this section, we briefly describe the probabilistic description logic P-SHOIN(D), which is a probabilistic generalization of the description logic $\operatorname{SHOIN}(\mathbf{D})$ behind OWL DL towards sophisticated formalisms for reasoning under probabilistic uncertainty in the Semantic Web [11]. Closely related probabilistic generalizations of the DL-Lite family of tractable description logics (which lies between the Semantic Web languages RDFS and OWL Lite) and the description logics $\mathcal{S H \mathcal { H }}(\mathbf{D})$ and $\mathcal{S H O} \mathcal{Q}(\mathbf{D})$ (which stand behind OWL Lite and DAML+OIL, respectively) have been introduced in [11|12]. A companion paper [13] combines DL-Lite with Bayesian networks.

The syntax of P-SHOIN $(\mathbf{D})$ uses the notion of a conditional constraint from [14] to express probabilistic knowledge in addition to the axioms of $\mathcal{S H O \mathcal { I N }}(\mathbf{D})$. Its semantics is based on the notion of lexicographic entailment in probabilistic default reasoning [15|16], which is a probabilistic generalization of the sophisticated notion of lexicographic entailment by Lehmann [17] in default reasoning from conditional knowledge bases. Due to this semantics, P-SHOIN $(\mathbf{D})$ allows for expressing both terminological probabilistic knowledge about concepts and roles, and also assertional probabilistic knowledge about instances of concepts and roles. It naturally interprets terminological and assertional probabilistic knowledge as statistical knowledge about concepts and roles, and as degrees of belief about instances of concepts and roles, respectively, and allows for deriving both statistical knowledge and degrees of belief. As an important additional feature, it also allows for expressing default knowledge about concepts (as a special case of terminological probabilistic knowledge), which is semantically interpreted as in Lehmann's lexicographic default entailment [17].

Example 2.1. Suppose a classical description logic knowledge base $T$ is used to encode knowledge about cars and their properties (e.g., that sports cars and roadsters are cars). A probabilistic knowledge base $K B=\left(T, P,\left(P_{o}\right)_{o \in \mathbf{I}_{P}}\right)$ in P-SHOIN$(\mathbf{D})$ then extends $T$ by terminological default and terminological probabilistic knowledge in $P$ as well as by assertional probabilistic knowledge in $P_{o}$ for certain objects $o \in \mathbf{I}_{P}$. For example, the terminological default knowledge (1) "generally, cars do not have a red color" and (2) "generally, sports cars have a red color", and the terminological probabilistic knowledge (3) "cars have four wheels with a probability of at least 0.9 ", can be expressed by the following conditional constraints in $P$ :
(1) $(\neg \exists$ HasColor. $\{$ red $\} \mid$ Car $)[1,1]$,
(2) ( $\exists$ HasColor. $\{$ red $\} \mid$ SportsCar $)[1,1]$,
(3) (HasFourWheels $\mid$ Car $)[0.9,1]$.

Suppose we want to encode some probabilistic information about John's car (which we have not seen so far). Then, the set of probabilistic individuals $\mathbf{I}_{P}$ contains the individual John's car, and the assertional probabilistic knowledge (4) "John's car is a sports car with a probability of at least 0.8 " (we know that John likes sports cars) can be expressed by the following conditional constraint in $P_{\text {John's car }}$ :
(4) (SportsCar $\mid$ T) $[0.8,1]$.

Then, the following are some (terminological default and terminological probabilistic) tight lexicographic consequences of $P T=(T, P)$ :

$$
\begin{aligned}
& (\neg \exists \text { HasColor. }\{\text { red }\} \mid \text { Car })[1,1], \\
& (\exists \text { HasColor. }\{\text { red }\} \mid \text { SportsCar })[1,1], \\
& \text { (HasFourWheels } \mid \text { Car })[0.9,1], \\
& (\neg \exists \text { HasColor. }\{\text { red }\} \mid \text { Roadster })[1,1] \text {, } \\
& \text { (HasFourWheels } \mid \text { SportsCar })[0.9,1], \\
& \text { (HasFourWheels } \mid \text { Roadster })[0.9,1] .
\end{aligned}
$$

Hence, in addition to the sentences (1) to (3) directly encoded in $P$, we also conclude "generally, roadsters do not have a red color", "sports cars have four wheels with a
probability of at least 0.9 ", and "roadsters have four wheels with a probability of at least 0.9 ". Observe here that the default property of not having a red color and the probabilistic property of having four wheels with a probability of at least 0.9 are inherited from cars down to roadsters. Roughly, the tight lexicographic consequences of $P T=(T, P)$ are given by all those conditional constraints that (a) are either in $P$, or (b) can be constructed by inheritance along subconcept relationships from the ones in $P$ and are not overridden by more specific pieces of knowledge in $P$.

The following conditional constraints for the probabilistic individual John's car are some (assertional probabilistic) tight lexicographic consequences of $K B$, which informally say that John's car is a sports car, has a red color, and has four wheels with probabilities of at least $0.8,0.8$, and 0.72 , respectively:
$($ SportsCar $\mid \top)[0.8,1]$,
$(\exists$ HasColor. $\{$ red $\mid \top)[0.8,1]$,
$($ HasFourWheels $\mid \top)[0.72,1]$.

## 3 Probabilistic Description Logic Programs

We now summarize the main ideas behind loosely and tightly coupled probabilistic dlprograms, introduced in $[18|19| 20 \mid 21]$ and [22|23|24|25|26], respectively. For further details on the syntax and semantics of these programs, their background, and their semantic and computational properties, we refer to the above works.

Loosely coupled probabilistic dl-programs [18|19|20] are a combination of loosely coupled dl-programs under the answer set and the well-founded semantics with probabilistic uncertainty as in Bayesian networks. Roughly, they consist of a loosely coupled dl-program $(L, P)$ under different "total choices" $B$ (they are the full joint instantiations of a set of random variables, and they serve as pairwise exclusive and exhaustive possible worlds), and a probability distribution $\mu$ over the set of total choices $B$. One then obtains a probability distribution over Herbrand models, since every total choice $B$ along with the loosely coupled dl-program produces a set of Herbrand models of which the probabilities sum up to $\mu(B)$. As in the classical case, the answer set semantics of loosely coupled probabilistic dl-programs is a refinement of the well-founded semantics of loosely coupled probabilistic dl-programs. Consistency checking and tight query processing (i.e., computing the entailed tight interval for the probability of a conditional or unconditional event) in such probabilistic dl-programs under the answer set semantics can be reduced to consistency checking and query processing in loosely coupled dlprograms under the answer set semantics, while tight query processing under the wellfounded semantics can be done in an anytime fashion by reduction to loosely coupled dl-programs under the well-founded semantics. For suitably restricted description logic components, the latter can be done in polynomial time in the data complexity. Query processing for stratified loosely coupled probabilistic dl-programs can be reduced to computing the canonical model of stratified loosely coupled dl-programs. Loosely coupled probabilistic dl-programs can especially be used for (database-oriented) probabilistic data integration in the Semantic Web, where probabilistic uncertainty is used to handle inconsistencies between different data sources [21].

Example 3.1. A university database may use a loosely coupled dl-program $(L, P)$ to encode ontological and rule-based knowledge about students and exams. A probabilistic dl-program $K B=\left(L, P^{\prime}, C, \mu\right)$ then additionally allows for encoding probabilistic knowledge. For example, the following two probabilistic rules in $P^{\prime}$ along with a probability distribution on a set of random variables may express that if two master (resp., bachelor) students have given the same exam, then there is a probability of 0.9 (resp., 0.7) that they are friends:

$$
\begin{aligned}
\text { friends }(X, Y) \leftarrow & \text { given_same_exam }(X, Y), D L[\text { master_student }(X)], \\
& \text { DL[master_student }(Y)], \text { choice } m \\
\text { friends }(X, Y) \leftarrow & \text { given_same_exam }(X, Y), D L[\text { bachelor_student }(X)], \\
& D L[\text { bachelor_student }(Y)], \text { choice }_{b} .
\end{aligned}
$$

Here, we assume the set $C=\left\{V_{m}, V_{b}\right\}$ of value sets $V_{m}=\left\{\right.$ choice $_{m}$, $_{\text {not_choice }}^{m}$ $\}$ and $V_{b}=\left\{\right.$ choice $_{b}$, not_choice $\left._{b}\right\}$ of two random variables $X_{m}$ resp. $X_{b}$ and the probability distribution $\mu$ on all their joint instantiations, given by $\mu$ : choice ${ }_{m}$, not_choice ${ }_{m}$, choice $_{b}$, not_choice $_{b} \mapsto 0.9,0.1,0.7,0.3$ under probabilistic independence. For example, the joint instantiation choice $_{m}$, choice $_{b}$ is associated with the probability $0.9 \times$ $0.7=0.63$. Asking about the entailed tight interval for the probability that john and bill are friends can then be expressed by a probabilistic query $\exists($ friends $(j o h n$, bill $)$ ) $[R, S]$, whose answer depends on the available concrete knowledge about john and bill (namely, whether they have given the same exams, and are both master or bachelor students).

Tightly coupled probabilistic dl-programs [22|23] are a tight combination of disjunctive logic programs under the answer set semantics with description logics and Bayesian probabilities. They are a logic-based representation formalism that naturally fits into the landscape of Semantic Web languages. Tightly coupled probabilistic dl-programs can especially be used for representing mappings between ontologies [24|25], which are a common way of approaching the semantic heterogeneity problem on the Semantic Web. Here, they allow in particular for resolving inconsistencies and for merging mappings from different matchers based on the level of confidence assigned to different rules (see below). Furthermore, tightly coupled probabilistic description logic programs also provide a natural integration of ontologies, action languages, and Bayesian probabilities towards Web Services. Consistency checking and query processing in tightly coupled probabilistic dl-programs can be reduced to consistency checking and cautious/brave reasoning, respectively, in tightly coupled disjunctive dl-programs. Under certain restrictions, these problems have a polynomial data complexity.

Example 3.2. The two correspondences between two ontologies $O_{1}$ and $O_{2}$ that (i) an element of Collection in $O_{1}$ is an element of Book in $O_{2}$ with the probability 0.62 , and (ii) an element of Proceedings in $O_{1}$ is an element of Proceedings in $O_{2}$ with the probability 0.73 (found by the matching system hmatch) can be expressed by the following two probabilistic rules:

$$
\begin{aligned}
& O_{2}: \operatorname{Book}(X) \leftarrow O_{1}: \text { Collection }(X) \wedge \text { hmatch }_{1} ; \\
& O_{2}: \operatorname{Proceedings}(X) \leftarrow O_{1}: \operatorname{Proceedings}(X) \wedge \text { hmatch }_{2} .
\end{aligned}
$$

Here, we assume the set $\mathcal{C}=\left\{\left\{\right.\right.$ hmatch $_{i}$, not_hmatch $\left.\left._{i}\right\} \mid i \in\{1,2\}\right\}$ of values of two random variables and the probability distribution $\mu$ on all joint instantiations of these variables, given by $\mu:$ hmatch $_{1}$, not_hmatch $_{1}$, hmatch $_{2}$, not_hmatch ${ }_{2} \mapsto 0.62,0.38$, $0.73,0.27$ under probabilistic independence.

Similarly, two other correspondences between $O_{1}$ and $O_{2}$ (found by the matching system falcon) are expressed by the following two probabilistic rules:

$$
\begin{aligned}
& O_{2}: \text { InCollection }(X) \leftarrow O_{1}:{\text { Collection }(X) \wedge \text { falcon }_{1}}^{O_{2}: \operatorname{Proceedings}(X) \leftarrow O_{1}: \operatorname{Proceedings}(X) \wedge \text { falcon }_{2},}
\end{aligned}
$$

 random variables and the probability distribution $\mu^{\prime}$ on all joint instantiations of these variables, given by $\mu^{\prime}:$ falcon $_{1}$, not_falcon $_{1}$, falcon $_{2}$, not_falcon $_{2} \mapsto 0.94,0.06,0.96$, 0.04 under probabilistic independence.

Using the trust probabilities 0.55 and 0.45 for hmatch and falcon, respectively, for resolving inconsistencies between rules, we can now define a merged mapping set that consists of the following probabilistic rules:

$$
\begin{aligned}
& O_{2}: \operatorname{Book}(X) \leftarrow O_{1}: \text { Collection }(X) \wedge \text { hmatch }_{1} \wedge \text { sel_hmatch }_{1} ; \\
& O_{2}: \operatorname{InCollection}(X) \leftarrow O_{1}: \operatorname{Collection}(X) \wedge \text { falcon }_{1} \wedge \text { sel_falcon }_{1} ; \\
& O_{2}: \operatorname{Proceedings}(X) \leftarrow O_{1}: \operatorname{Proceedings}(X) \wedge \text { hmatch }_{2} ; \\
& O_{2}: \operatorname{Proceedings}(X) \leftarrow O_{1}: \operatorname{Proceedings}(X) \wedge \text { falco }_{2} .
\end{aligned}
$$

Here, we assume the set $\mathcal{C}^{\prime \prime}$ of values of random variables and the probability distribution $\mu^{\prime \prime}$ on all joint instantiations of these variables, which are obtained from $\mathcal{C} \cup \mathcal{C}^{\prime}$ and $\mu \cdot \mu^{\prime}$ (defined as $\left(\mu \cdot \mu^{\prime}\right)\left(B B^{\prime}\right)=\mu(B) \cdot \mu^{\prime}\left(B^{\prime}\right)$, for all joint instantiations $B$ of $\mathcal{C}$ and $B^{\prime}$ of $\mathcal{C}^{\prime}$ ), respectively, by adding the values $\left\{\right.$ sel_hmatch $_{1}$, sel_falcon $\left.{ }_{1}\right\}$ of a new random variable, with the probabilities sel_hmatch $_{1}$, sel_falcon $_{1} \mapsto 0.55,0.45$ under probabilistic independence, for resolving the inconsistency between the first two rules.

A companion approach to probabilistic description logic programs [26] combines probabilistic logic programs, probabilistic default theories, and the description logics behind OWL Lite and OWL DL. It is based on new notions of entailment for reasoning with conditional constraints, which realize the principle of inheritance with overriding for both classical and purely probabilistic knowledge. They are obtained by generalizing previous formalisms for probabilistic default reasoning with conditional constraints (similarly as for $\mathrm{P}-\mathcal{S H O \mathcal { O }}(\mathbf{D})$ in Section 2). In addition to dealing with probabilistic knowledge, these notions of entailment thus also allow for handling default knowledge.

## 4 Fuzzy Description Logic Programs

We next briefly describe loosely and tightly coupled fuzzy dl-programs, which have been introduced in [27|28] and [29|30], respectively, and extended by a top-k retrieval technique in [33]. All these fuzzy dl-programs have natural special cases where query processing can be done in polynomial time in the data complexity. For further details on their syntax and semantics, background, and properties, we refer to the above works.

Towards dealing with vagueness and imprecision in the reasoning layers of the Se mantic Web, loosely coupled (normal) fuzzy dl-programs under the answer set semantics [27|28] generalize normal dl-programs under the answer set semantics by fuzzy vagueness and imprecision in both the description logic and the logic program component. This is the first approach to fuzzy dl-programs that may contain default negations in rule bodies. Query processing in such fuzzy dl-programs can be done by reduction to normal dl-programs under the answer set semantics. In the special cases of positive and stratified loosely coupled fuzzy dl-programs, the answer set semantics coincides with a canonical least model and an iterative least model semantics, respectively, and has a characterization in terms of a fixpoint and an iterative fixpoint semantics, respectively.
Example 4.1. Consider the fuzzy description logic knowledge base $L$ of a car shopping Web site, which defines especially (i) the fuzzy concepts of sports cars (SportsCar), "at most $22000 €$ " (LeqAbout22000), and "around 150 horse power" (Around150HP), (ii) the attributes of the price and of the horse power of a car (hasInvoice resp. hasHP), and (iii) the properties of some concrete cars (such as a MazdaMX5Miata and a MitsubishiES). Then, a loosely coupled fuzzy dl-program $K B=(L, P)$ is given by the set of fuzzy dl-rules $P$, which contains only the following fuzzy dl-rule encoding the request of a buyer (asking for a sports car costing at most $22000 €$ and having around 150 horse power), where $\otimes$ may be the conjunction strategy of, e.g., Gödel Logic (that is, $x \otimes y=\min (x, y)$, for all $x, y \in[0,1]$, is used to evaluate $\wedge$ and $\leftarrow$ on truth values):

$$
\begin{aligned}
\text { query }(x) \leftarrow \otimes & D L[\text { SportsCar }](x) \wedge_{\otimes} D L[\exists \text { hasInvoice.LeqAbout22000 }](x) \wedge_{\otimes} \\
& D L[\exists \text { hasHP.Around } 150 H P](x) \geqslant 1 .
\end{aligned}
$$

The above fuzzy dl-program $K B=(L, P)$ is positive, and has a minimal model $M_{K B}$, which defines the degree to which some concrete cars in the description logic knowledge base $L$ match the buyer's request, for example,
$M_{K B}($ query $(\operatorname{MazdaMX5Miata}))=0.36, \quad M_{K B}($ query $($ MitsubishiES $))=0.32$.
That is, the car MazdaMX5Miata is ranked top with the degree 0.36 , while the car MitsubishiES is ranked second with the degree 0.32.

Tightly coupled fuzzy dl-programs under the answer set semantics [29]30] are a tight integration of fuzzy disjunctive logic programs under the answer set semantics with fuzzy description logics. They are also a generalization of tightly coupled disjunctive dl-programs by fuzzy vagueness in both the description logic and the logic program component. This is the first approach to fuzzy dl-programs that may contain disjunctions in rule heads. Query processing in such programs can essentially be done by a reduction to tightly coupled disjunctive dl-programs. A closely related work [33] explores the evaluation of ranked top-k queries. It shows in particular how to compute the top-k answers in data-complexity tractable tightly coupled fuzzy dl-programs.

Example 4.2. A tightly coupled fuzzy dl-program $K B=(L, P)$ is given by a suitable fuzzy description logic knowledge base $L$ and the set of fuzzy rules $P$, which contains only the following fuzzy rule (where $x \otimes y=\min (x, y)$ ):

$$
\begin{aligned}
\text { query }(x) \leftarrow \otimes & \text { SportyCar }(x) \wedge_{\otimes} \text { hasInvoice }\left(x, y_{1}\right) \wedge_{\otimes} \text { hasHorsePower }\left(x, y_{2}\right) \wedge_{\otimes} \\
& \text { LeqAbout22000 }\left(y_{1}\right) \wedge_{\otimes} \text { Around150 }\left(y_{2}\right) \geqslant 1 .
\end{aligned}
$$

Informally, query collects all sports cars, and ranks them according to whether they cost at most around $22000 €$ and have around 150 HP . Another fuzzy rule involving also a negation in its body and a disjunction in its head is given as follows (where $\ominus x=1-x$ and $x \oplus y=\max (x, y)$ ):

$$
\begin{aligned}
\operatorname{Small}(x) \vee_{\oplus} \operatorname{Old}(x) \leftarrow \otimes & \operatorname{Car}(x) \wedge_{\otimes} \text { hasInvoice }(x, y) \wedge_{\otimes} \\
& \text { not }_{\ominus} \operatorname{GeqAbout15000}(y) \geqslant 0.7 .
\end{aligned}
$$

This rule says that a car costing at most around $15000 €$ is either small or old. Notice here that Small and Old may be two concepts in the fuzzy description logic knowledge base $L$. That is, the tightly coupled approach to fuzzy dl-programs under the answer set semantics also allows for using the rules in $P$ to express relationships between the concepts and roles in $L$. This is not possible in the loosely coupled approach to fuzzy dl-programs under the answer set semantics in [27|28], since the dl-queries there can only occur in rule bodies, but not in rule heads.

## 5 Probabilistic Fuzzy Description Logic Programs

We finally describe (loosely coupled) probabilistic fuzzy dl-programs [31|32], which combine fuzzy description logics, fuzzy logic programs (with stratified default-negation), and probabilistic uncertainty in a uniform framework for the Semantic Web. Intuitively, they allow for defining several rankings on ground atoms using fuzzy vagueness, and then for merging these rankings using probabilistic uncertainty (by associating with each ranking a probabilistic weight and building the weighted sum of all rankings). Such programs also give rise to important concepts dealing with both probabilistic uncertainty and fuzzy vagueness, such as the expected truth value of a crisp sentence and the probability of a vague sentence.

Example 5.1. A (loosely coupled) probabilistic fuzzy dl-program is given by a suitable fuzzy description logic knowledge base $L$ and the following set of fuzzy dl-rules $P$, modeling some query reformulation/retrieval steps using ontology mapping rules:

$$
\begin{align*}
\text { query }(x) & \leftarrow \otimes \operatorname{SportyCar}(x) \wedge_{\otimes} \text { hasPrice }\left(x, y_{1}\right) \wedge_{\otimes} \text { hasPower }\left(x, y_{2}\right) \wedge_{\otimes} \\
& D L[\text { LeqAbout22000 }]\left(y_{1}\right) \wedge_{\otimes} D L[\text { Around150HP }]\left(y_{2}\right) \geqslant 1,  \tag{1}\\
\operatorname{SportyCar}(x) & \leftarrow \otimes \text { DL[SportsCar }](x) \wedge_{\otimes} s c_{\text {pos }} \geqslant 0.9,  \tag{2}\\
\operatorname{hasPrice}(x, y) & \leftarrow \otimes D L[\text { hasInvoice }](x, y) \wedge_{\otimes} h i_{\text {pos }} \geqslant 0.8,  \tag{3}\\
\operatorname{hasPower}(x, y) & \leftarrow \otimes D L[\text { hasHP }](x, y) \wedge_{\otimes} h h p_{\text {pos }} \geqslant 0.8, \tag{4}
\end{align*}
$$

where we assume the set $C=\left\{\left\{s c_{\text {pos }}, s c_{n e g}\right\},\left\{h i_{\text {pos }}, h i_{n e g}\right\},\left\{h h p_{\text {pos }}, h h p_{n e g}\right\}\right\}$ of values of random variables and the probability distribution $\mu$ on all joint instantiations of these variables, given by $\mu: s c_{\text {pos }}, s c_{n e g}, h i_{\text {pos }}, h i_{n e g}, h h p_{\text {pos }}, h h p_{\text {neg }} \mapsto$ $0.91,0.09,0.78,0.22,0.83,0.17$ under probabilistic independence. Here, rule (1) is the buyer's request, but in a "different" terminology than the one of the car selling site. Rules (2)-(4) are so-called ontology alignment mapping rules. For example, rule (2) states that the predicate "SportyCar" of the buyer's terminology refers to the concept "SportsCar" of the selected site with probability 0.91 .

The following may be some tight consequences of the above probabilistic fuzzy dlprogram (where for ground atoms $q$, we use $(\mathbf{E}[q])[L, U]$ to denote that the expected truth value of $q$ lies in the interval $[L, U]$ ):

$$
(\mathbf{E}[q u e r y(\text { MazdaMX5Miata })])[0.21,0.21],(\mathbf{E}[q u e r y(\text { MitsubishiES })])[0.19,0.19] .
$$

That is, the car MazdaMX5Miata is ranked first with the degree 0.21 , while the car MitsubishiES is ranked second with the degree 0.19.
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#### Abstract

Dung's argumentation system takes as input a set of arguments and a binary relation encoding attacks among these arguments, and returns different extensions of arguments. However, no indication is given on how to instantiate this setting, i.e. how to build arguments from a knowledge base and how to choose an appropriate attack relation. This leads in some cases to undesirable results like inconsistent extensions (i.e. the set of formulas forming an extension is inconsistent). This is due to the gap between the abstract setting and the knowledge base from which it is defined.

The purpose of this paper is twofold: First it proposes to fill in this gap by extending Dung's system. The idea is to consider all the ingredients involved in an argumentation problem. We start with an abstract monotonic logic which consists of a set of formulas and a consequence operator. We show how to build arguments from a knowledge base using the consequence operator of the logic. Second, we show that the choice of an attack relation is crucial for ensuring consistent results, and should not be arbitrary. In particular, we argue that an attack relation should be at least grounded on the minimal conflicts contained in the knowledge base. Moreover, due to the binary character of this relation, some attack relations may lead to unintended results. Namely, symmetric relations are not suitable when ternary (or more) minimal conflicts are in the knowledge base. We propose then the characteristics of attack relations that ensure sound results.


## 1 Introduction

Argumentation is a reasoning model based on the construction and evaluation of arguments in order to increase or decrease the acceptability of a given standpoint. It is used, for instance, for handling inconsistency in knowledge bases (e.g. [29]) and for decision making (e.g. [1]3]).

One of the most abstract argumentation systems in existing literature is Dung's one. It consists of a set of arguments and a binary relation encoding attacks among these arguments. Since its original formulation, this system has become very popular and different instantiations of it have been defined. Unfortunately, some of them such as the one presented in [8] can lead to very unintuitive results. In [4], it has been shown that this instantiation violates key postulates like the consistency of extensions. An extension satisfies consistency if the set of formulas used in arguments of that extension is consistent. What is worth noticing is that this postulate refers to the internal structure
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of an argument (i.e. its formulas) while the link between these formulas and the acceptability semantics is not clear. The link between the inconsistency of a base and the attack relation is also not clear. In summary, there is a gap between the abstract setting and the knowledge base from which it is built. Thus, basic choices like the definition of an argument and of an attack relation are made in an ad hoc way.

The purpose of this paper is twofold: First it proposes to fill in this gap by extending Dung's system. The idea is to consider all the ingredients involved in an argumentation problem ranging from the logical language to the output of the system. We start with an abstract monotonic logic as defined in [10]. Tarski defines an abstract monotonic logic as a set of formulas and a consequence operator that satisfies some axiom. We show how to build arguments from any subset of formulas using the consequence operator. Second, we show that the choice of an attack relation is crucial for ensuring consistent results and should not be arbitrary. In particular, an attack relation should be at least grounded on the minimal conflicts contained in the knowledge base. Moreover, due to the binary character of the attack relation in Dung's system, some attack relations may lead to undesirable results. Namely, symmetric relations are not suitable when ternary (or more) minimal conflicts are included in the base. We propose then the characteristics of an attack relation that should be used for ensuring sound results.

Section 2 recalls Tarski's axiomatization of a monotonic logic. Section 3 details our extension of Dung's system. Section 4 presents examples that show the importance of choosing correctly an attack relation. Section 5 studies the properties of such a relation while Section 6 gives recommendations on how to choose one.

## 2 Tarski's Abstract Consequence Operations

Alfred Tarski [10] defines an abstract logic as a pair $(\mathscr{L}, \mathrm{CN})$ where members of $\mathscr{L}$ are called well-formed formulas, and CN is a consequence operator. CN is any function from $2^{\mathscr{L}}$ to $2^{\mathscr{L}}$ that satisfies the following axioms:

1. $X \subseteq \mathrm{CN}(X)$
2. $\mathrm{CN}(\mathrm{CN}(X))=\mathrm{CN}(X)$
3. $\mathrm{CN}(X)=\bigcup_{Y \subseteq_{f} X} \mathrm{CN}(Y)$
4. $\mathrm{CN}(\{x\})=\mathscr{L}$ for some $x \in \mathscr{L}$
5. $\mathrm{CN}(\emptyset) \neq \mathscr{L}$

Notation: $Y \subseteq_{f} X$ means that $Y$ is a finite subset of $X$.
Intuitively, $\mathrm{CN}(X)$ returns the set of formulas that are logical consequences of $X$ according to the logic in question. It can easily be shown from the above axioms that CN is a closure operator, that is, CN enjoys properties such as:

Property 1. Let $X, X^{\prime}, X^{\prime \prime} \subseteq \mathscr{L}$.

1. $X \subseteq X^{\prime} \Rightarrow \mathrm{CN}(X) \subseteq \mathrm{CN}\left(X^{\prime}\right)$.
(Monotonicity)
2. $\mathrm{CN}(X) \cup \mathrm{CN}\left(X^{\prime}\right) \subseteq \mathrm{CN}\left(X \cup X^{\prime}\right)$.
3. $\mathrm{CN}(X)=\mathrm{CN}\left(X^{\prime}\right) \Rightarrow \mathrm{CN}\left(X \cup X^{\prime \prime}\right)=\mathrm{CN}\left(X^{\prime} \cup X^{\prime \prime}\right)$.

Almost all well-known monotonic logics (classical logic, intuitionistic logic, modal logic, etc.) can be viewed as special cases of Tarski's notion of an abstract logic.

Once ( $\mathscr{L}, \mathrm{CN}$ ) is fixed, we can define a notion of consistency as follows:
Definition 1 (Consistency). Let $X \subseteq \mathscr{L} . X$ is consistent wrt ( $\mathscr{L}, \mathrm{CN}$ ) iff $\mathrm{CN}(X) \neq$ $\mathscr{L}$. It is inconsistent otherwise.

This says that $X$ is consistent iff its set of consequences is not the set of all formulas. The coherence requirement forces $\emptyset$ to always be consistent - this makes sense for any reasonable logic as saying emptiness should intuitively be consistent.

Property 2. Let $X \subseteq \mathscr{L}$.

1. If $X$ is consistent, then $\mathrm{CN}(X)$ is consistent as well.
2. $\forall X^{\prime} \subseteq X$, if $X$ is consistent, then $X^{\prime}$ is consistent.
3. $\forall X^{\prime} \subseteq X$, if $X^{\prime}$ is inconsistent, then $X$ is inconsistent.

In what follows we introduce a concept that is useful for the rest of the paper.
Definition 2 (Adjunctive). $(\mathscr{L}, \mathrm{CN})$ is adjunctive iff for all $x$ and $y$ in $\mathscr{L}$, if $\mathrm{CN}(\{x, y\}) \neq \mathrm{CN}(\{x\})$ and $\mathrm{CN}(\{x, y\}) \neq \mathrm{CN}(\{y\})$ then there exists $z \in \mathscr{L}$ such that $\mathrm{CN}(\{z\})=\mathrm{CN}(\{x, y\})$.

Intuitively, an adjunctive logic infers, from the union of two formulas $\{x, y\}$, some formula(s) that can be inferred neither from $x$ alone nor from $y$ alone (except, of course, when $y$ ensues from $x$ or vice-versa). In fact, all well-known logics are adjunctive ${ }^{1}$ A logic which is not adjunctive could for instance fail to deny $x \vee y$ from the premises $\{\neg x, \neg y\}$.
Throughout the paper, the following assumption is made:
Assumption 1. The logic ( $\mathscr{L}, \mathrm{CN}$ ) is adjunctive.
From now on, we will consider a knowledge base $\Sigma$ which is a subset of the logical language $\mathscr{L}(\Sigma \subseteq \mathscr{L})$. With no loss of generality and for the sake of simplicity, the knowledge base $\Sigma$ is assumed to be free of tautologies:

Assumption 2. For all $x \in \Sigma, x \notin \mathrm{CN}(\emptyset)$.
If $\Sigma$ is inconsistent, then it contains minimal conflicts.
Definition 3 (Minimal conflict). Let $\Sigma$ be a knowledge base, and $C \subseteq \Sigma$. The set $C$ is a minimal conflict iff:

- $C$ is inconsistent
- $\forall x \in C, C \backslash\{x\}$ is consistent

Let $\mathscr{C}_{\Sigma}$ denote the set of all minimal conflicts of $\Sigma$.

[^2]
## 3 An Extension of Dung's Abstract System

Argumentation is a reasoning paradigm that follows three main steps: i) constructing arguments and counterarguments ii) defining the status of each argument, and iii) concluding or specifying the justified conclusions. In what follows, we refine Dung's system by defining all the above items involved in argumentation without losing generality. We start with an abstract logic ( $\mathscr{L}, \mathrm{CN}$ ) from which the notions of argument and attacks between arguments are defined. More precisely, arguments are built from a knowledge base, say $\Sigma$, containing formulas of the language $\mathscr{L}$. An argument gives a reason for believing a statement or choosing an action, etc. Formally:

Definition 4 (Argument). Let $\Sigma$ be a knowledge base. An argument is a pair $(X, x)$ such that:

1. $X \subseteq \Sigma$
2. $X$ is consistent
3. $x \in \mathrm{CN}(X)$
4. $\nexists X^{\prime} \subset X$ such that $x \in \mathrm{CN}\left(X^{\prime}\right)$

Notations: Supp and Conc denote respectively the support $X$ and the conclusion $x$ of an argument $(X, x)$. For $\mathcal{S} \subseteq \Sigma$, let $\operatorname{Arg}(\mathcal{S})$ denote the set of all arguments that can be built from $\mathcal{S}$ by means of Definition 4

Due to Assumption $2(x \notin \mathrm{CN}(\emptyset)$ for all $x \in \Sigma)$, it can also be shown that each consistent formula in $\Sigma$ gives birth to an argument:

Property 3. For all $x \in \Sigma$ s.t. the set $\{x\}$ is consistent, there exists $a \in \operatorname{Arg}(\Sigma)$ where $\operatorname{Supp}(a)=\{x\}$.

Since CN is monotonic, constructing arguments is a monotonic process: Additional knowledge never makes the set of arguments to shrink but only gives rise to extra arguments that may interact with the existing arguments.

Property 4. $\operatorname{Arg}(\Sigma) \subseteq \operatorname{Arg}\left(\Sigma^{\prime}\right)$ whenever $\Sigma \subseteq \Sigma^{\prime} \subseteq \mathscr{L}$.
We show next that any proper subset of a minimal conflict is the support of at least one argument. It is a result of utmost importance as regards encoding the attack relation between arguments.

Proposition 1. Let ( $\mathscr{L}, \mathrm{CN})$ be adjunctive. For all non-empty proper subset $X$ of some minimal conflict $C \in \mathscr{C}_{\Sigma}$, there exists $a \in \operatorname{Arg}(\Sigma)$ s.t. $\operatorname{Supp}(a)=X$.

Proposition 1 is indeed fundamental because it says that if statements from $\Sigma$ contradict others then it is always possible to define an argument exhibiting the conflict.

We refine Dung's abstract framework as follows.
Definition 5 (Argumentation system). Given a knowledge base $\Sigma$, an argumentation system (AS) over $\Sigma$ is a pair $(\operatorname{Arg}(\Sigma), \mathcal{R})$ such that $\operatorname{Arg}(\Sigma)$ is a set of arguments defined from $\Sigma$ and $\mathcal{R} \subseteq \operatorname{Arg}(\Sigma) \times \operatorname{Arg}(\Sigma)$ is an attack relation.

The attack relation captures the different disagreements that may exist between arguments. [6] is silent on how to proceed in order to obtain a reasonable $\mathcal{R}$ in practice. It happens, as pointed out by [4], that it is in fact an error-prone step. We will see in the next section how can things go wrong in this respect, and, in the subsequent section, to what extent our definitions help to circumvent the problem. For the time being, let us focus on what role $\mathcal{R}$ plays in Dung's approach.

Among all the arguments, it is important to know which arguments to rely on for inferring conclusions from a base $\Sigma$. In [6], different acceptability semantics have been proposed. The basic idea behind these semantics is the following: for a rational agent, an argument is acceptable if he can defend this argument against all attacks on it. All the arguments acceptable for a rational agent will be gathered in a so-called extension. An extension must satisfy a consistency requirement and must defend all its elements.
Definition 6 (Conflict-free, Defence). $\operatorname{Let}(\operatorname{Arg}(\Sigma), \mathcal{R})$ be an $A S$, and $\mathcal{B} \subseteq \operatorname{Arg}(\Sigma)$.

- $\mathcal{B}$ is conflict-free iff $\nexists a, b \in \mathcal{B}$ such that $(a, b) \in \mathcal{R}$.
- $\mathcal{B}$ defends an argument a iff $\forall b \in \operatorname{Arg}(\Sigma)$, if $(b, a) \in \mathcal{R}$, then $\exists c \in \mathcal{B}$ such that $(c, b) \in \mathcal{R}$.
The fundamental semantics in [6] is the one that features admissible extensions. The other semantics (i.e., preferred, stable, complete and grounded) are based on it. We only include the definition for the admissible semantics.
Definition 7 (Admissible semantics). Let $\mathcal{B}$ be a conflict-free set of arguments. $\mathcal{B}$ is an admissible extension iff $\mathcal{B}$ defends all its elements.

Since the notion of the acceptability is defined, we can now characterize the possible conclusions that can be drawn from $\Sigma$ according to an argumentation system over $\Sigma$. The idea is to conclude $x$ if $x$ is the conclusion of at least an argument which belongs to every extension of the system.
Definition 8 (Output of the system). Let $(\operatorname{Arg}(\Sigma), \mathcal{R})$ be an AS over a knowledge base $\Sigma$. Let $\mathcal{E}_{1}, \ldots, \mathcal{E}_{n}$ be the extensions of $(\operatorname{Arg}(\Sigma), \mathcal{R})$ under a given semantics $\Omega$ For $x \in \mathscr{L}, x$ is a conclusion of $\Sigma$ iff $\exists a \in \operatorname{Arg}(\Sigma)$ such that $\operatorname{Conc}(a)=x$ and $a \in \mathcal{E}_{1} \cap \cdots \cap \mathcal{E}_{n}$. We write Output $(\Sigma)$ to denote the set of all conclusions of $\Sigma$.
In [4], it has been argued that the extensions of an argumentation system should ensure consistent results. This means that the base built from the supports of arguments of each extension should be consistent.

Definition 9 (Consistency of extensions). Let $(\operatorname{Arg}(\Sigma), \mathcal{R})$ be an $A S$. An extension $\mathcal{E}$ (under a given semantics) satisfies consistency iff $\bigcup_{a \in \mathcal{E}} \operatorname{Supp}(a)$ is consistent.
It can be shown that if all the extensions of an argumentation system enjoy consistency, then the output of the system is consistent as well.
Proposition 2. Let $(\operatorname{Arg}(\Sigma), \mathcal{R})$ be an AS over a knowledge base $\Sigma$. Let $\mathcal{E}_{1}, \ldots, \mathcal{E}_{n}$ be the extensions of $(\operatorname{Arg}(\Sigma), \mathcal{R})$ under a given semantics. If $\forall \mathcal{E}_{i=1, \ldots, n}, \mathcal{E}_{i}$ satisfies consistency, then $\operatorname{Output}(\Sigma)$ is consistent.

[^3]
## 4 Some Problematic Cases

In the previous section we have provided a clear definition of an argument and how it is built from a knowledge base $\Sigma$. However, there still is no indication on how $\mathcal{R}$ is defined and how it is related to $\Sigma$. Moreover, in [4] it has been shown that there are some instantiations of Dung's system that violate extension consistency. Does this mean that the notion of being conflict-free is not sufficient to ensure consistency? It is sufficient provided that the attack relation is defined in an appropriate way. In this section, we present some problematic examples that shed light on the minimal requirements for defining an attack relation. Throughout the section, we consider propositional logic.

Let us start with an attack relation that is not related to inconsistency in $\Sigma$.
Example 1 (Independence from minimal conflict). Let $\Sigma=\{x, \neg x\}$. So, $\mathscr{C}_{\Sigma}=\{\Sigma\}$. Take $\operatorname{Arg}(\Sigma)=\left\{a_{1}, a_{2}\right\}$ where $a_{1}=(\{x\}, x)$ and $a_{2}=(\{\neg x\}, \neg x)$. Assume that $\mathcal{R}=\emptyset$. This means that $\mathcal{R}$ does not depend at all on minimal conflicts in $\Sigma$. In this case, $(\operatorname{Arg}(\Sigma), \mathcal{R})$ has an admissible extension that violates consistency, it is $\left\{a_{1}, a_{2}\right\}$.

Requirement 1. An attack relation should "capture" at least the minimal conflicts of the knowledge base at hand.

Let us now consider an attack relation that captures all the minimal conflicts of $\Sigma$. We start with a symmetric relation, due to [7], called rebut. An argument a rebuts an argument $b$ iff Conc $(a) \equiv \neg \operatorname{Conc}(b)$ (or vice-versa).

Example 2 (Binary minimal conflict). The two arguments $a_{1}=(\{x\}, x)$ and $a_{2}=$ $(\{\neg x\}, \neg x)$ rebut each other. So, the system $(\operatorname{Arg}(\Sigma)$, Rebut) has two admissible extensions $\left\{a_{1}\right\}$ and $\left\{a_{2}\right\}$. They each satisfy consistency.

Unfortunately, the fact that an attack relation captures the minimal conflicts of a knowledge base does not always ensure consistency of the extensions. Let us consider a knowledge base displaying a ternary minimal conflict.

Example 3 (Ternary conflict). Let $\Sigma=\{x, y, x \rightarrow \neg y\}$. Let $\operatorname{Arg}(\Sigma)$ consist of the following arguments:

$$
\begin{aligned}
& -a_{1}=(\{x\}, x) \\
& -a_{2}=(\{y\}, y) \\
& -a_{3}=(\{x \rightarrow \neg y\}, x \rightarrow \neg y) \\
& -a_{4}=(\{x, x \rightarrow \neg y\}, \neg y) \\
& -a_{5}=(\{y, x \rightarrow \neg y\}, \neg x) \\
& -a_{6}=(\{x, y\}, x \wedge y)
\end{aligned}
$$



Let $\mathcal{R}$ be such as depicted in figure above. The set $\left\{a_{1}, a_{2}, a_{3}\right\}$ is an admissible extension of $(\operatorname{Arg}(\Sigma), \mathcal{R})$. However, $\operatorname{Supp}\left(a_{1}\right) \cup \operatorname{Supp}\left(a_{2}\right) \cup \operatorname{Supp}\left(a_{3}\right)$ is inconsistent.

This example shows that a conflict-free set of arguments may fail consistency. This is due to the fact that $\mathcal{R}$ is binary, in compliance with Dung's definitions imposing the attack relation to be binary. Thus, the ternary conflict between $a_{1}, a_{2}$ and $a_{3}$ is not captured.

Requirement 2. If a knowledge base has ternary (or more) minimal conflicts, the attack relation should be asymmetric.

Indeed, [5] shows that an argumentation system which uses the asymmetric, assumption attack defined in [7] yields consistent extensions. An argument $a$ undercuts $b$ iff $\exists h^{\prime} \in$ $\operatorname{Supp}(b)$ such that $\operatorname{Conc}(a) \equiv \neg h^{\prime}$ (or $h^{\prime} \equiv \neg \operatorname{Conc}(a)$ ).

Example 4 (Ternary conflict cont.). The attack relation $\mathcal{R}$, in the sense of undercut, between arguments of $\operatorname{Arg}(\Sigma)$ from Example 3 is now such as depicted in the figure below:


There are three maximal (wrt set inclusion) admissible extensions: $\left\{a_{1}, a_{2}, a_{6}\right\}$, $\left\{a_{2}, a_{3}, a_{5}\right\}$, and $\left\{a_{1}, a_{3}, a_{4}\right\}$. All three extensions satisfy consistency.

## 5 Properties of Attack Relations

In this section, we discuss primitive properties that may be expected from an attack relation. The first of these is about the origin of $\mathcal{R}$. As argued in the previous section, an attack relation should capture at least the minimal conflicts arising from the knowledge base $\Sigma$ under consideration.

Definition 10 (Capturing conflicts). Let $C \in \mathscr{C}_{\Sigma}$. A pair $(a, b)$ in $\mathcal{R}$ captures $C$ if $C$ $\subseteq \operatorname{Supp}(a) \cup \operatorname{Supp}(b)$.

Alas, that an attack relation captures all the minimal conflicts is not sufficient to ensure consistency of extensions.

Example 5. Let $\operatorname{Arg}(\Sigma)=\{a, b, c\}, \mathscr{C}_{\Sigma}=\{C\}$ and $\mathcal{R}=\{(a, b)\}$. If $C \subseteq \operatorname{Supp}(a) \cup$ $\operatorname{Supp}(b)$ and $C \subseteq \operatorname{Supp}(a) \cup \operatorname{Supp}(c)$, then $\mathcal{R}$ captures (not "faithfully", though) the minimal conflict $C$ but the admissible extension $\{a, c\}$ violates consistency.

Definition 11 (Conflict-sensitive). An attack relation $\mathcal{R}$ is conflict-sensitive iff for all $a$ and $b$ in $\operatorname{Arg}(\Sigma)$ such that there exists a minimal conflict $C \subseteq \operatorname{Supp}(a) \cup \operatorname{Supp}(b)$ then either $(a, b) \in \mathcal{R}$ or $(b, a) \in \mathcal{R}$.

Being conflict-sensitive means this: If $\Sigma$ provides evidence (according to CN) that the supports of $a$ and $b$ conflict with each other, then this conflict shows in $\mathcal{R}$ (i.e., either $(a, b) \in \mathcal{R}$ holds or $(b, a) \in \mathcal{R}$ holds). In other words, being conflict-sensitive ensures that, when passing from $\Sigma$ to $(\operatorname{Arg}(\Sigma), \mathcal{R})$, no conflict is "forgotten" in $\mathcal{R}$.

Example 6. The attack relation $\mathcal{R}$ of Example 5 is not conflict-sensitive since neither $(a, c)$ nor $(c, a)$ is in $\mathcal{R}$.

In case the knowledge base does not contain an inconsistent formula, if $\mathcal{R}$ is conflictsensitive then $\mathcal{R}$ captures all minimal conflicts.

Proposition 3. Let $\mathscr{C}_{\Sigma}$ s.t. $\forall C \in \mathscr{C}_{\Sigma},|C|>1$. If $\mathcal{R}$ is sensitive, then $\mathcal{R}$ captures all minimal conflicts of $\mathscr{C}_{\Sigma}$.

That an attack relation is conflict-sensitive and captures all the minimal conflicts need not mean that it is strictly based on minimal conflicts. Next is an illustration:

Example 7. Consider $\operatorname{Arg}(\Sigma)=\{a, b, c\}, \mathscr{C}_{\Sigma}=\{C\}$ and $\mathcal{R}=\{(a, b),(a, c)\}$. Assume $C \subseteq \operatorname{Supp}(a) \cup \operatorname{Supp}(b)$. Then, $\mathcal{R}$ is conflict-sensitive and captures the minimal conflicts in $\mathscr{C}_{\Sigma}$. But $\mathcal{R}$ contains an attack, $(a, c)$, which is unrelated to $\mathscr{C}_{\Sigma}$.

Definition 12 (Conflict-dependent). An attack relation $\mathcal{R}$ is conflict-dependent iff for all $a$ and $b$ in $\operatorname{Arg}(\Sigma),(a, b) \in \mathcal{R}$ implies that there exists a minimal conflict $C \subseteq$ $\operatorname{Supp}(a) \cup \operatorname{Supp}(b)$.

Being conflict-dependent means this: $\mathcal{R}$ shows no attack from $a$ to $b$ unless $\Sigma$ provides evidence (according to CN) that the supports of $a$ and $b$ conflict with each other. That is, being conflict-dependent ensures that, when passing from $\Sigma$ to $(\operatorname{Arg}(\Sigma), \mathcal{R})$, no conflict is "invented" in $\mathcal{R}$.

Example 8. $\mathcal{R}$ in Example 7 is not conflict-dependent since the attack $(a, c)$ does not depend on the minimal conflict $C$.

Clearly, an attack relation that is conflict-sensitive need not be conflict-dependent. Conversely, in Example 5] $\mathcal{R}$ illustrates the fact that an attack relation that is conflictdependent is not necessarily conflict-sensitive. Note that an attack relation which is conflict-dependent exhibits no self-attack:

Proposition 4. Let $(\operatorname{Arg}(\Sigma), \mathcal{R})$ be s. t. $\mathcal{R}$ is conflict-dependent. For all $a \in \operatorname{Arg}(\Sigma)$, $(a, a) \notin \mathcal{R}$.

When the attack relation is conflict-dependent, if a set of arguments is such that its corresponding base (set-theoretic union of supports) is consistent then it is a conflictfree set:

Proposition 5. Let $(\operatorname{Arg}(\Sigma), \mathcal{R})$ be s. t. $\mathcal{R}$ is conflict-dependent. $\forall \mathcal{B} \subseteq \operatorname{Arg}(\Sigma)$, if $\bigcup_{a \in \mathcal{B}} \operatorname{Supp}(a)$ is consistent, $\mathcal{B}$ is conflict-free.

When $\mathcal{R}$ is both conflict-sensitive and conflict-dependent, $\mathcal{R}$ then essentially makes no difference between arguments that have equivalent supports:

Proposition 6. Let $(\operatorname{Arg}(\Sigma), \mathcal{R})$ such that $\mathcal{R}$ is conflict-sensitive and conflictdependent. For all $a$ and $b$ in $\operatorname{Arg}(\Sigma)$, if $\operatorname{CN}(\operatorname{Supp}(a))=\mathrm{CN}(\operatorname{Supp}(b))$, then for all $c \in \operatorname{Arg}(\Sigma)(a, c) \in \mathcal{R}$ or $(c, a) \in \mathcal{R} \quad$ iff $\quad(b, c) \in \mathcal{R}$ or $(c, b) \in \mathcal{R}$.

Definitions $10-12$ characterize the "origin" of the attack relation $\mathcal{R}$ by relating it to the minimal conflicts of the knowledge base $\Sigma$. It is then natural that the attack relation conforms with the minimal conflicts. In what follows, we present rules about $\mathcal{R}$ that relate to the minimal conflicts.
Definition 13 (Homogeneous relation). Let $a$ and $b$ in $\operatorname{Arg}(\Sigma)$ such that $\operatorname{Supp}(a) \subseteq$ $\operatorname{Supp}(b)$. For all $c \in \operatorname{Arg}(\Sigma)$,

R1: $(a, c) \in \mathcal{R} \Rightarrow(b, c) \in \mathcal{R}$.
R2: $(c, a) \in \mathcal{R} \Rightarrow(c, b) \in \mathcal{R}$.
$\mathcal{R}$ is homogeneous if it satisfies both $R 1$ and $R 2$.
The above two rules capture exactly the idea of Property 2 which says that if a set of formulas is inconsistent, then all its supersets are inconsistent as well. This property is captured by two rules since an attack relation is not necessarily symmetric whereas inconsistency is not oriented. We show that, when the attack relation is symmetric, if it satisfies one of the above two rules, then it also satisfies the other.
Property 5. Let $\mathcal{R}$ be symmetric. If $\mathcal{R}$ satisfies rule $R 1$ (resp. $R 2$ ) then it satisfies $R 2$ (resp. R1).
Finally, according to the definition of a minimal conflict $C$, any partition of $C$ into two subsets $X_{1}$ and $X_{2}$, it holds that $X_{1}$ and $X_{2}$ are consistent. Since Proposition 1 ensures that $X_{1}$ and $X_{2}$ are the supports of arguments, then it is natural to consider that those arguments are conflicting.
Definition 14 (Conflict-exhaustive). Let $(\operatorname{Arg}(\Sigma), \mathcal{R})$ be an AS over a knowledge base $\Sigma$.

- $\mathcal{R}$ is strongly conflict-exhaustive iff for all $C \in \mathscr{C}_{\Sigma}$ s.t. $|C|>1$, for all nonempty proper subset $X$ of $C$, there exist $a$ and $b$ in $\operatorname{Arg}(\Sigma)$ s.t. $\operatorname{Supp}(a)=X$, $\operatorname{Supp}(b)=C \backslash X,(a, b) \in \mathcal{R}$ and $(b, a) \in \mathcal{R}$.
- $\mathcal{R}$ is conflict-exhaustive iff for all $C \in \mathscr{C}_{\Sigma}$ s.t. $|C|>1$, for all non-empty proper subset $X$ of $C$, there exist $a$ and $b$ in $\operatorname{Arg}(\Sigma)$ s.t. $\operatorname{Supp}(a)=X, \operatorname{Supp}(b)=C \backslash X$ and either $(a, b) \in \mathcal{R}$ or $(b, a) \in \mathcal{R}$.
- $\mathcal{R}$ is weakly conflict-exhaustive iff $\forall C \in \mathscr{C}_{\Sigma}$ s.t. $|C|>1$, for all $x \in C$, there exist $a$ and $b$ in $\operatorname{Arg}(\Sigma)$ s.t. $\operatorname{Supp}(a)=\{x\}, \operatorname{Supp}(b)=C \backslash\{x\}$ and $(b, a) \in \mathcal{R}$.

The following property highlights the links between the different notions presented in this section.

Property 6. Let $\mathcal{R} \subseteq \operatorname{Arg}(\Sigma) \times \operatorname{Arg}(\Sigma)$.

1. $\mathcal{R}$ is strongly conflict-exhaustive, then $\mathcal{R}$ is weakly conflict-exhaustive and $\mathcal{R}$ is conflict-exhaustive.
2. If $\mathcal{R}$ is homogeneous and conflict-exhaustive, then $\mathcal{R}$ is conflict-sensitive.
3. If $\mathcal{R}$ is conflict-sensitive, then it is conflict-exhaustive.

Finally, one can characterize symmetric relations using the above properties.
Proposition 7. If $\mathcal{R}$ is conflict-dependent, homogeneous, and strongly conflictexhaustive, then $\mathcal{R}$ is symmetric.

## 6 Choosing an Attack Relation

This section studies the appropriate attack relation of an argumentation system. By appropriate relation, we mean a relation that ensures at least extension consistency. We will study two cases: the case where all the minimal conflicts that are contained in a base are binary, and the case of a base containing ternary or more minimal conflicts.

### 6.1 Case of Binary Minimal Conflicts

Throughout this section, we will consider a knowledge base $\Sigma$ whose minimal conflicts are all binary. This means that any minimal conflict contains exactly two formulas. Thus, there is no inconsistent formula in the base.

The following result is of great importance since it provides a class of attack relations that ensure extension consistency.

Proposition 8. Let $(\operatorname{Arg}(\Sigma), \mathcal{R})$ be an $A S$ over $\Sigma$ s.t. all minimal conflicts of $\Sigma$ are binary. If $\mathcal{R}$ is conflict-sensitive, then for all $\mathcal{B} \subseteq \operatorname{Arg}(\Sigma)$, that $\mathcal{B}$ is conflict-free implies that $\bigcup_{a \in \mathcal{B}} \operatorname{Supp}(a)$ is consistent.

The above result is not surprising. As shown in the previous section, in order for a conflict-free set of arguments to ensure consistency, the attack relation should capture the minimal conflicts. However, it is not necessary to be conflict-dependent. This latter is however important to show that any set of arguments that satisfies consistency is conflict-free (see Proposition 55).

Corollary 1. Let $(\operatorname{Arg}(\Sigma), \mathcal{R})$ be an $A S$ over $\Sigma$ s.t. all minimal conflicts of $\Sigma$ are binary. If $\mathcal{R}$ is conflict-sensitive, then $(\operatorname{Arg}(\Sigma), \mathcal{R})$ satisfies extension consistency.

From this corollary and Property 6 , the following result holds.
Corollary 2. Let $(\operatorname{Arg}(\Sigma), \mathcal{R})$ be an $A S$ over $\Sigma$ s.t. all minimal conflicts of $\Sigma$ are binary. If $\mathcal{R}$ is homogeneous and conflict-exhaustive then $(\operatorname{Arg}(\Sigma), \mathcal{R})$ satisfies consistency extension.

Another direct consequence of Proposition [5, and Proposition 8 is the following:
Corollary 3. Let $(\operatorname{Arg}(\Sigma), \mathcal{R})$ be an $A S$ over $\Sigma$ s.t. all minimal conflicts of $\Sigma$ are binary. Let $\mathcal{R}$ be conflict-sensitive and conflict-dependent. For all $\mathcal{B} \subseteq \operatorname{Arg}(\Sigma), \mathcal{B}$ is conflict-free iff $\bigcup_{a \in \mathcal{B}} \operatorname{Supp}(a)$ is consistent.

It is worth noticing that symmetric relations can be used in the binary case. This means that it is possible to have an attack relation that is both sensitive and symmetric. Indeed, according to Proposition 7 when $\mathcal{R}$ is conflict-dependent, homogeneous, and strongly conflict-exhaustive, then $\mathcal{R}$ is symmetric. From Property 6 it is clear that when $\mathcal{R}$ is strongly exhaustive, then it is also conflict-exhaustive. Thus, $\mathcal{R}$ is sensitive.

### 6.2 Case of General Minimal Conflicts

In the previous section, we have shown that when all the minimal conflicts of a knowledge base are binary, then a symmetric relation can be used and ensures extension consistency. Unfortunately, this is not the case when ternary or more minimal conflicts are present in a base. The following result shows that symmetric relations lead to the violation of consistency.

Proposition 9. Let $\Sigma=\left\{x_{1}, \ldots, x_{n}\right\}$ where $n>2$ and $\mathscr{C}_{\Sigma}=\{\Sigma\}$. Let $a_{1}, \ldots, a_{n} \in$ $\operatorname{Arg}(\Sigma)$ s.t. $\operatorname{Supp}\left(a_{i}\right)=\left\{x_{i}\right\}$. If $\mathcal{R}$ is conflict-dependent and symmetric, then $\mathcal{E}=$ $\left\{a_{1}, \ldots, a_{n}\right\}$ is an admissible extension of $(\operatorname{Arg}(\Sigma), \mathcal{R})$.

A direct consequence of the above result is the following:
Corollary 4. Let $\Sigma=\left\{x_{1}, \ldots, x_{n}\right\}$ where $n>2$ and $\mathscr{C}_{\Sigma}=\{\Sigma\}$. If $\mathcal{R}$ is conflictdependent and symmetric, then the $\operatorname{AS}(\operatorname{Arg}(\Sigma), \mathcal{R})$ over $\Sigma$ violates extension consistency.

The previous result can be generalized as follows:
Corollary 5. Let $\mathscr{C}_{\Sigma}$ s.t. $\exists C \in \mathscr{C}_{\Sigma}$ and $|C|>2$. If $\mathcal{R}$ is conflict-dependent and symmetric, then the $A S(\operatorname{Arg}(\Sigma), \mathcal{R})$ over $\Sigma$ violates extension consistency.

Let us now present a class of attack relations that ensure consistency. The following result states that when the relation $\mathcal{R}$ satisfies both $R 2$ and $R 4$ and is weakly exhaustive, then the corresponding argumentation system satisfies extension consistency.

Proposition 10. If $\mathcal{R}$ satisfies $R 2, R 4$ and is weakly exhaustive, then $(\operatorname{Arg}(\Sigma), \mathcal{R})$ satisfies extension consistency.

Note that there may exist other classes of asymmetric attack relations that ensure extensions consistency.

## 7 Conclusion

The paper extended Dung's argumentation framework by taking into account the logic from which arguments are built. The new framework is general since it is grounded on an abstract monotonic logic. Thus, a wide variety of logics can be used even those that are not yet considered in argumentation like temporal logic, modal logic. The extension has two main advantages: First, it enforces the framework to make safe conclusions. Second, it relates the different notions of Dung's system, like the attack relation and conflict-free, to the knowledge base that is under study. The paper also presented a formal methodology for defining arguments from a knowledge base, and for choosing an appropriate attack relation.

There are a number of ways to extend this work. One future direction is to complete the study of attack relations that ensure consistency. Another direction that we want to pursue is to consider the case of non-adjunctive logics. Recall that all the results presented in this paper hold in the case of an adjunctive logic.
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## Appendix

Proof. of Property 1 Let $X, X^{\prime}, X^{\prime \prime} \subseteq \mathscr{L}$.

1. Assume that $X \subseteq X^{\prime}$. According to Finiteness axiom, it holds that $\mathrm{CN}(X)=$ $\bigcup_{Y \subseteq_{f} X} \mathrm{CN}(Y) . \bigcup_{Y \subseteq_{f} X} \mathrm{CN}(Y) \subseteq \bigcup_{Y \subseteq_{f} X^{\prime}} \mathrm{CN}(Y)=\mathrm{CN}\left(X^{\prime}\right)$ since $Y \subseteq_{f} X \subset$ $X^{\prime}$.
2. $X \subseteq X \cup X^{\prime}$, thus by monotonicity, $\mathrm{CN}(X) \subseteq \mathrm{CN}\left(X \cup X^{\prime}\right)$ (a). Similarly, $X^{\prime} \subseteq$ $X \cup X^{\prime}$ thus $\mathrm{CN}\left(X^{\prime}\right) \subseteq \mathrm{CN}\left(X \cup X^{\prime}\right)$ (b). From (a) and (b), $\mathrm{CN}(X) \cup \mathrm{CN}\left(X^{\prime}\right) \subseteq$ $\mathrm{CN}\left(X \cup X^{\prime}\right)$.
3. Assume that $\mathrm{CN}(X)=\mathrm{CN}\left(X^{\prime}\right)$. According to Expansion axiom, the following inclusions hold: $X^{\prime} \subseteq \mathrm{CN}\left(X^{\prime}\right)$ and $X^{\prime \prime} \subseteq \mathrm{CN}\left(X^{\prime \prime}\right)$. Thus, $X^{\prime} \cup X^{\prime \prime} \subseteq \mathrm{CN}\left(X^{\prime}\right) \cup$ $\mathrm{CN}\left(X^{\prime \prime}\right)=\mathrm{CN}(X) \cup \mathrm{CN}\left(X^{\prime \prime}\right)$ (a). Moreover, $X \subseteq X \cup X^{\prime \prime}$ thus $\mathrm{CN}(X) \subseteq \mathrm{CN}(X \cup$ $X^{\prime \prime}$ ) (a'). Similarly, $X^{\prime \prime} \subseteq X \cup X^{\prime \prime}$ thus $\mathrm{CN}\left(X^{\prime \prime}\right) \subseteq \mathrm{CN}\left(X \cup X^{\prime \prime}\right)$ (b’). From (a’) and (b'), $\mathrm{CN}(X) \cup \mathrm{CN}\left(X^{\prime \prime}\right) \subseteq \mathrm{CN}\left(X \cup X^{\prime \prime}\right)$. From (a), it follows that $X^{\prime} \cup X^{\prime \prime} \subseteq$ $\mathrm{CN}\left(X \cup X^{\prime \prime}\right)$. By monotonicity, $\mathrm{CN}\left(X^{\prime} \cup X^{\prime \prime}\right) \subseteq \mathrm{CN}\left(\mathrm{CN}\left(X \cup X^{\prime \prime}\right)\right)$. Finally, by Idempotence axiom, the inclusion $\mathrm{CN}\left(X^{\prime} \cup X^{\prime \prime}\right) \subseteq \mathrm{CN}\left(X \cup X^{\prime \prime}\right)$ holds. To show that $\mathrm{CN}\left(X \cup X^{\prime \prime}\right) \subseteq \mathrm{CN}\left(X^{\prime} \cup X^{\prime \prime}\right)$, the same reasoning is applied by starting with $X$ instead of $X^{\prime}$.

Proof. of Property 2 Let $X \subseteq \mathscr{L}$. Assume that $X$ is consistent, then $\mathrm{CN}(X) \neq \mathscr{L}$ (1)

1. Let us now assume that $\mathrm{CN}(X)$ is inconsistent. This means that $\mathrm{CN}(\mathrm{CN}(X))=\mathscr{L}$. However, according to Idempotence axiom, $\mathrm{CN}(\mathrm{CN}(X))=\mathrm{CN}(X)$. Thus, $\mathrm{CN}(X)$ $=\mathscr{L}$, this contradicts (1).
2. Assume that $\exists X^{\prime} \subseteq X$ s.t. $X^{\prime}$ is inconsistent. Thus $\mathrm{CN}\left(X^{\prime}\right)=\mathscr{L}$. However, since $X^{\prime} \subseteq X$ then $\mathrm{CN}\left(X^{\prime}\right) \subseteq \mathrm{CN}(X)$ (according to the monotonicity axiom). Thus, $\mathscr{L} \subseteq \mathrm{CN}(X)$. Since $\mathrm{CN}(X) \subseteq \mathscr{L}$, then $\mathrm{CN}(X)=\mathscr{L}$. Thus, $X$ is inconsistent. Contradiction.
3. Let $X^{\prime} \subseteq X$. Assume that $X^{\prime}$ is inconsistent. Since $X^{\prime} \subseteq X$ thus $\mathrm{CN}\left(X^{\prime}\right) \subseteq \mathrm{CN}(X)$ (by monotonicity axiom). Since $X^{\prime}$ is inconsistent, $\mathrm{CN}\left(X^{\prime}\right)=\mathscr{L}$. Consequently, $\mathrm{CN}(X)=\mathscr{L}$ which means that $X$ is inconsistent.

Proof. of Property 4 Let $\Sigma \subseteq \Sigma^{\prime} \subseteq \mathscr{L}$. Assume that $(X, x) \in \operatorname{Arg}(\Sigma)$ and $(X, x) \notin$ $\operatorname{Arg}\left(\Sigma^{\prime}\right)$. Since $(X, x) \notin \operatorname{Arg}\left(\Sigma^{\prime}\right)$, then there are four possible cases:

1. $X$ is not a subset of $\Sigma^{\prime}$. This is impossible since $(X, x) \in \operatorname{Arg}(\Sigma)$, thus $X \subseteq \Sigma \subseteq$ $\Sigma^{\prime}$.
2. $X$ is inconsistent, this is impossible since $(X, x) \in \operatorname{Arg}(\Sigma)$.
3. $x \notin \mathrm{CN}(X)$. This is impossible since $X \subseteq \Sigma \subseteq \Sigma^{\prime}$ and by monotonicity, $\mathrm{CN}(X)$ $\subseteq \mathrm{CN}(\Sigma) \subseteq \mathrm{CN}\left(\Sigma^{\prime}\right)$.
4. $X$ is not minimal. Thus, $\exists X^{\prime} \subset X$ that satisfies conditions 1-3 of Def. 4. This is impossible since $(X, x) \in \operatorname{Arg}(\Sigma)$.

Lemma 1. If $X$ is a non-empty proper subset of a minimal conflict of $\Sigma$, then there exists $x \in \mathscr{L}$ s.t. $\mathrm{CN}(\{x\})=\mathrm{CN}(X)$.

Proof. Assume $X$ is a non-empty proper subset of a minimal conflict $C \in \mathscr{C}_{\Sigma}$. We prove the lemma by induction, after we first take care to show that $X$ is finite. By Tarski's requirements, there exists $x_{0} \in \mathscr{L}$ s.t. $\mathrm{CN}\left(\left\{x_{0}\right\}\right)=\mathscr{L}$. Since $C$ is a conflict, $\mathrm{CN}(C)=\mathrm{CN}\left(\left\{x_{0}\right\}\right)$. As a consequence, $x_{0} \in \mathrm{CN}(C)$. However, $\mathrm{CN}(C)=$ $\bigcup_{C^{\prime} \subseteq_{f} C} \mathrm{CN}\left(C^{\prime}\right)$ by Tarski's requirements. Thus, $x_{0} \in \mathrm{CN}(C)$ means that there exists $\bar{C}^{\prime} \subseteq_{f} C$ s.t. $x_{0} \in \mathrm{CN}\left(C^{\prime}\right)$. This says that $C^{\prime}$ is a conflict. Since $C$ is a minimal conflict, $C=C^{\prime}$ and it follows that $C$ is finite. Of course, so is $X$ : Let us write $X=\left\{x_{1}, \ldots, x_{n}\right\}$. Base step: $n=1$. Taking $x$ to be $x_{1}$ is enough. Induction step: Assume the lemma is true up to rank $n-1$. As CN is a closure operator, $\mathrm{CN}\left(\left\{x_{1}, \ldots, x_{n}\right\}\right)=\mathrm{CN}\left(\mathrm{CN}\left(\left\{x_{1}, \ldots, x_{n-1}\right\}\right) \cup\left\{x_{n}\right\}\right)$. The induction hypothesis entails $\exists x \in \mathscr{L}$ s.t. $\mathrm{CN}\left(\operatorname{CN}\left(\left\{x_{1}, \ldots, x_{n-1}\right\}\right) \cup\left\{x_{n}\right\}\right)=\mathrm{CN}\left(\mathrm{CN}(\{x\}) \cup\left\{x_{n}\right\}\right)$. Then, $\mathrm{CN}\left(\left\{x_{1}, \ldots, x_{n}\right\}\right)=\mathrm{CN}\left(\left\{x, x_{n}\right\}\right) . \mathrm{As} \mathrm{CN}\left(\left\{x, x_{n}\right\}\right) \neq \mathrm{CN}\left(\left\{x_{n}\right\}\right)$ and $\mathrm{CN}\left(\left\{x, x_{n}\right\}\right) \neq$ $\mathrm{CN}(\{x\})$ (otherwise $C$ cannot be minimal), there exists $y \in \mathscr{L}$ s.t. $\mathrm{CN}\left(\left\{x, x_{n}\right\}\right)=$ $\mathrm{CN}(\{y\})$ because $(\mathscr{L}, \mathrm{CN})$ is adjunctive. Since $\mathrm{CN}\left(\left\{x_{1}, \ldots, x_{n}\right\}\right)=\mathrm{CN}\left(\left\{x, x_{n}\right\}\right)$ was just proved, it follows that $\mathrm{CN}(\{y\})=\mathrm{CN}\left(\left\{x_{1}, \ldots, x_{n}\right\}\right)$.

Proof. of Proposition 1 Let $C \in \mathscr{C}_{\Sigma}$ and $X \subseteq C$ such that $X$ is non-empty. Assume $\nexists a \in \operatorname{Arg}(\Sigma)$ such that $\operatorname{Supp}(a)=X$. I.e., there exists no $x$ such that $X$ is a minimal consistent set satisfying $x \in \mathrm{CN}(X)$. So, for all $x \in \mathscr{L}$, if $x \in \mathrm{CN}(X)$ then $\exists Y \subset X$ such that $x \in \mathrm{CN}(Y)$. In short, for all $x \in \mathrm{CN}(X)$, there exists $Y \subset X$ such that $x \in \mathrm{CN}(Y)$. Lemma 1 says that there exists $z \in \mathscr{L}$ such that $\mathrm{CN}(\{z\})=\mathrm{CN}(X)$. However, $z \notin \mathrm{CN}(Y)$ for all $Y \subset X$ otherwise $C$ would fail to be minimal (because $Y \cup(C \backslash X) \subset C$ while $z \in \mathrm{CN}(Y)$ implies $\mathrm{CN}(C)=\mathrm{CN}(X \cup(C \backslash X))=\mathrm{CN}(\{z\} \cup$ $(C \backslash X)) \subseteq \mathrm{CN}(Y \cup(C \backslash X)))$. A contradiction arises.

Proof. of Proposition 2 Let $\Sigma$ be a knowledge base, $(\operatorname{Arg}(\Sigma), \mathcal{R})$ its associated argumentation system, and $\mathcal{E}_{1}, \ldots, \mathcal{E}_{n}$ the different extensions under a given semantics. Let us assume that all the extensions satisfy consistency. Assume also that Output $(\Sigma)$ is inconsistent. This means that $\exists X \subseteq \operatorname{Output}(\Sigma)$ such that $X$ is a minimal (for set inclusion) inconsistent set. Let $X=\left\{x_{1}, \ldots, x_{m}\right\}$. Since each element of $X$ is in Output $(\Sigma)$, then $\exists a_{i} \in \operatorname{Arg}(\Sigma)$ for each $x_{i}$ such that $\operatorname{Conc}\left(a_{i}\right)=x_{i}$ and $a_{i} \in$ $\mathcal{E}_{1} \cap \ldots \cap \mathcal{E}_{n}$. Let $a_{1}, \ldots, a_{m}$ be those arguments.

Let us now consider a given extension $\mathcal{E}_{k}$. It is clear that $a_{1}, \ldots, a_{m} \in \mathcal{E}_{k}$. Thus, $\operatorname{Supp}\left(a_{1}\right) \cup \ldots \cup \operatorname{Supp}\left(a_{m}\right) \subseteq \bigcup \operatorname{Supp}(a)$ where $a \in \mathcal{E}_{k}$. According to the Monotonicity axiom, it holds that $\mathrm{CN}\left(\operatorname{Supp}\left(a_{1}\right) \cup \ldots \cup \operatorname{Supp}\left(a_{m}\right)\right) \subseteq \operatorname{CN}(\cup \operatorname{Supp}(a))$ where $a \in \mathcal{E}_{k}$. (a)

Besides, $\forall x_{i} \in X, x_{i} \in \mathrm{CN}\left(\operatorname{Supp}\left(a_{i}\right)\right)$ (according to the definition of an argument). Thus, $\left\{x_{i}\right\} \subseteq \operatorname{CN}\left(\operatorname{Supp}\left(a_{i}\right)\right)$. It follows that $\left\{x_{1}, \ldots, x_{m}\right\} \subseteq \operatorname{CN}\left(\operatorname{Supp}\left(a_{1}\right)\right) \cup \ldots \cup$ $\mathrm{CN}\left(\operatorname{Supp}\left(a_{m}\right)\right)$. (b)

From (a) and (b), it follows that $X \subseteq \operatorname{CN}(\bigcup \operatorname{Supp}(a))$ where $a \in \mathcal{E}_{k}$. Thus, $\mathrm{CN}(X)$ $\subseteq \mathrm{CN}(\mathrm{CN}(\bigcup \operatorname{Supp}(a)))$. According to Idempotence axiom, $\mathrm{CN}(\operatorname{CN}(\bigcup \operatorname{Supp}(a)))=$ $\mathrm{CN}(\bigcup \operatorname{Supp}(a))$. Since $X$ is inconsistent, then $\operatorname{CN}(X)=\mathscr{L}$, thus $\mathrm{CN}(\bigcup \operatorname{Supp}(a))=\mathscr{L}$. Thus, $\bigcup \operatorname{Supp}(a)$ is inconsistent. This contradicts the fact that $\mathcal{E}_{k}$ satisfies consistency.

Proof. of Proposition 3 Let $\mathscr{C}_{\Sigma}$ s.t. $\forall C \in \mathscr{C}_{\Sigma},|C|>1$. Assume that $\exists C \in \mathscr{C} \Sigma$ s.t. $C$ is not captured. Thus, $\nexists a, b \in \operatorname{Arg}(\Sigma)$ s.t. $C \subseteq \operatorname{Supp}(a) \cup \operatorname{Supp}(b)$ and $(a, b) \in \mathcal{R}$ or $(b, a) \in \mathcal{R}$. There are two cases:
case 1: $\nexists a, b \in \operatorname{Arg}(\Sigma)$ s.t. $C \subseteq \operatorname{Supp}(a) \cup \operatorname{Supp}(b)$. Since $|C|>1$, then $C$ can be partitioned into 2 consistent non-empty subsets $X_{1}$ and $X_{2}$. From Proposition (1) since $(\mathscr{L}, \mathrm{CN})$ is adjunctive, then $\exists a_{1}, a_{2} \in \operatorname{Arg}(\Sigma)$ s.t. $\operatorname{Supp}\left(a_{1}\right)=X_{1}$ and $\operatorname{Supp}\left(a_{2}\right)=X_{2}$.
case 2: $(a, b) \notin \mathcal{R}$ and $(b, a) \notin \mathcal{R}$. From case 1, it is clear that $\exists a, b \in \operatorname{Arg}(\Sigma)$ s.t. $C \subseteq \operatorname{Supp}(a) \cup \operatorname{Supp}(b)$. Since $\mathcal{R}$ is sensitive, then $\mathcal{R}$ contains either $(a, b)$ or (b, a).

Proof. of Proposition 4 Assume that $\mathcal{R}$ is conflict-dependent and $a \in \operatorname{Arg}(\Sigma)$ s.t. $(a, a) \in \mathcal{R}$. Since $\mathcal{R}$ is conflict-dependent, then $\exists C \in \mathscr{C}_{\Sigma}$ s.t. $C \subseteq \operatorname{Supp}(a)$. This means that $\operatorname{Supp}(a)$ is inconsistent. This contradicts the fact that $a$ is an argument.

Proof. of Proposition 5 Let $\mathcal{B} \subseteq \operatorname{Arg}(\Sigma)$. Since $\bigcup_{a \in \mathcal{B}} \operatorname{Supp}(a)$ is consistent, then so is $\operatorname{Supp}(a) \cup \operatorname{Supp}(b)$ for all $a$ and $b$ in $\mathcal{B}$ (according to Property 2). Hence, there exist no minimal conflict $C \subseteq \operatorname{Supp}(a) \cup \operatorname{Supp}(b)$. By the definition of $\mathcal{R}$ being conflictdependent, $(a, b) \notin \mathcal{R}$ ensues.

Proof. of Proposition6Due to symmetry, it is enough to show that if $a \mathcal{R} c$ then $b \mathcal{R} c$ or $c \mathcal{R} b$. Assume $a \mathcal{R} c$. Since $\mathcal{R}$ is conflict-dependent, $C \subseteq \operatorname{Supp}(a) \cup \operatorname{Supp}(c)$ for some $C \in \mathscr{C}_{\Sigma}$. By Tarski's requirements for CN , it follows, due to $\mathrm{CN}(\operatorname{Supp}(a))=$ $C N(\operatorname{Supp}(b))$, that $\operatorname{Supp}(b) \cup \operatorname{Supp}(c)$ contains a minimal conflict. Since $\mathcal{R}$ is conflictsensitive, $b \mathcal{R} c$ or $c \mathcal{R} b$.

Proof. of Property [5Let $\mathcal{R}$ be a symmetric relation that satisfies rule $R 1$. Let $a, b, c$ in $\operatorname{Arg}(\Sigma)$ such that $\operatorname{Supp}(a) \subseteq \operatorname{Supp}(b)$. According to $R 1$, if $(a, c) \in \mathcal{R}$ then $(b, c) \in \mathcal{R}$. However, since $\mathcal{R}$ is symmetric, $(a, c) \in \mathcal{R}$ means that $(c, a) \in \mathcal{R}$ and $(b, c) \in \mathcal{R}$ means that $(c, b) \in \mathcal{R}$. Same reasoning holds for $R 2$.
Proof. of Property 6 1) The implications follow from Definition 14
2) Let $a, b \in \operatorname{Arg}(\Sigma)$ and $C \in \mathscr{C}_{\Sigma}$ such that $C \subseteq \operatorname{Supp}(a) \cup \operatorname{Supp}(b)$. Clearly, $\operatorname{Supp}(a) \cap C$ is non-empty (otherwise, $\operatorname{Supp}(b)$ would be inconsistent). Of course, $\operatorname{Supp}(a) \cap C$ is a subset of $C$. Let $X$ be $\operatorname{Supp}(a) \cap C$. According to Proposition 1 since $(\mathscr{L}, \mathrm{CN})$ is adjunctive then there exist $x, y \in \operatorname{Arg}(\Sigma)$ with $\operatorname{Supp}(x)=X$ and $\operatorname{Supp}(y)=C \backslash X$. Since $\mathcal{R}$ is conflict-exhaustive, then either $(x, y) \in \mathcal{R}$ or $(y, x) \in \mathcal{R}$. Both cases are symmetric, so we only consider $(x, y) \in \mathcal{R}$. That $\operatorname{Supp}(a) \cap C$ is a subset of $\operatorname{Supp}(a)$ means $\operatorname{Supp}(x) \subseteq \operatorname{Supp}(a)$. Therefore, $(x, y) \in \mathcal{R}$ yields $(a, y) \in \mathcal{R}$ because $\mathcal{R}$ is homogeneous. On the other hand, $C \subseteq \operatorname{Supp}(a) \cup \operatorname{Supp}(b)$ implies that $C \backslash(\operatorname{Supp}(a) \cap C)$ is a subset of $\operatorname{Supp}(b)$. That is, $\operatorname{Supp}(y)$ is a subset of $\operatorname{Supp}(b)$. Therefore, $(a, y) \in \mathcal{R}$ yields $(a, b) \in \mathcal{R}$ because $\mathcal{R}$ is homogeneous. Overall, we obtain that either $(a, b) \in \mathcal{R}$ or $(b, a) \in \mathcal{R}$ holds.
3) Assume that $\mathcal{R}$ is conflict-sensitive but not conflict-exhaustive. Since $\mathcal{R}$ is not conflict-exhaustive, this means that $\exists C \in \mathscr{C}_{\Sigma}$ such that for $X \subset C, \exists a, b \in \operatorname{Arg}(\Sigma)$ such that $\operatorname{Supp}(a)=X$ and $\operatorname{Supp}(b)=C \backslash X$ (according to Proposition 1) and $(a, b) \notin \mathcal{R}$ and $(b, a) \notin \mathcal{R}$. However, $\operatorname{Supp}(a) \cup \operatorname{Supp}(b)=C$. Thus, since $\mathcal{R}$ is conflict-sensitive, either $(a, b) \in \mathcal{R}$ or $(b, a) \in \mathcal{R}$ holds. Contradiction.
Proof. of Proposition 7 Assume that $\mathcal{R}$ is conflict-dependent, satisfies rules R1, R2, and is strongly conflict-exhaustive. Assume also that $\mathcal{R}$ is not symmetric. Thus, $\exists(a, b) \in \mathcal{R}$ but $(b, a) \notin \mathcal{R}$. Since $\mathcal{R}$ is conflict-dependent, then $\exists C \subseteq \operatorname{Supp}(a) \cup \operatorname{Supp}(b)$ with $C \in \mathscr{C}_{\Sigma}$. Let $X_{1}=C \cap \operatorname{Supp}(a)$ and $X_{2}=C \backslash X_{1}$. According to Proposition 1 $\exists a^{\prime}, b^{\prime} \in \operatorname{Arg}(\Sigma)$ s.t. $\operatorname{Supp}\left(a^{\prime}\right)=X_{1}$ and $\operatorname{Supp}\left(b^{\prime}\right)=X_{2}$. It is clear that $a^{\prime}$ is a subargument of $a$ and $b^{\prime}$ is a sub-argument of $b$. Since $\mathcal{R}$ is strongly conflict-exhaustive, then $\left(b^{\prime}, a^{\prime}\right) \in \mathcal{R}$. Since $\mathcal{R}$ satisfies R2, it follows that $\left(b^{\prime}, a\right) \in \mathcal{R}$. Finally, since $\mathcal{R}$ satisfies R1, $(b, a) \in \mathcal{R}$ holds.
Proof. of Proposition 8 Let $\mathcal{B} \subseteq \operatorname{Arg}(\Sigma)$ s.t. $\mathcal{B}$ is conflict-free. Thus, $\forall a, b \in \mathcal{B}$, neither $(a, b) \in \mathcal{R}$ nor $(b, a) \in \mathcal{R}$ hold. By the definition of being conflict-sensitive, this means that there exist no minimal conflict $C \subseteq \operatorname{Supp}(a) \cup \operatorname{Supp}(b)$. A consequence is that $\bigcup_{a \in \mathcal{E}} \operatorname{Supp}(a)$ is consistent because all minimal conflicts in $\Sigma$ are binary (cf the assumption). That is, $\bigcup_{a \in \mathcal{B}} \operatorname{Supp}(a)$ is consistent.
Proof. of Proposition 9 Let $\mathscr{C}_{\Sigma}=\{\Sigma\}$ s.t. $\Sigma=\left\{x_{1}, \ldots, x_{n}\right\}$ and $n>2$. Let $a_{1}, \ldots, a_{n} \in \operatorname{Arg}(\Sigma)$ such that $\operatorname{Supp}\left(a_{i}\right)=\left\{x_{i}\right\}$. Assume that the set $\mathcal{E}=\left\{a_{1}, \ldots, a_{n}\right\}$ is not an admissible extension.

Case 1: $\mathcal{E}$ is not conflict-free. Thus, $\exists a_{i}, a_{j} \in \mathcal{E}$ such that $\left(a_{i}, a_{j}\right) \in \mathcal{R}$. Since $\mathcal{R}$ is conflict-dependent, $\exists C^{\prime} \subseteq \operatorname{Supp}\left(a_{i}\right) \cup \operatorname{Supp}\left(a_{j}\right)$ such that $C^{\prime}$ is a minimal conflict. Thus, the set $\left\{x_{i}, x_{j}\right\}$ is inconsistent. However, $|C|>2$ then $\left\{x_{i}, x_{j}\right\} \subset C$. Consequently, $\left\{x_{i}, x_{j}\right\}$ is consistent.
Case 2: $\mathcal{E}$ does not defend its elements. This means that $\exists a \in \operatorname{Arg}(\Sigma), a_{i} \in \mathcal{E}$ such that $\left(a, a_{i}\right) \in \mathcal{R}$ and $\mathcal{E}$ does not defend $a_{i}$. Since $\mathcal{R}$ is symmetric, it holds that $\left(a_{i}, a\right) \in \mathcal{R}$, thus $\mathcal{E}$ defends $a_{i}$.

Proof. of Corollary 4 Let $\mathscr{C}_{\Sigma}=\{\Sigma\}$ with $\Sigma=\left\{x_{1}, \ldots, x_{n}\right\}$ and $n>2$. Let $a_{1}, \ldots, a_{n} \in \operatorname{Arg}(\Sigma)$ such that $\operatorname{Supp}\left(a_{i}\right)=\left\{x_{i}\right\}$. Assume that $\mathcal{R}$ is conflict-dependent and symmetric. According to Proposition 9 the set $\mathcal{E}=\left\{a_{1}, \ldots, a_{n}\right\}$ is an admissible extension. Thus, $\operatorname{Supp}\left(a_{1}\right) \cup \ldots \cup \operatorname{Supp}\left(a_{n}\right)=C$, thus inconsistent.

Proof. Corollary [5 Let $C=\left\{x_{1}, \ldots, x_{n}\right\}$ where $n>2$. Assume that $C \in \mathscr{C}_{\Sigma}$ and that $\mathcal{R}$ is both conflict-dependent and symmetric. From Proposition 9 the set $\mathcal{E}=\left\{a_{1}, \ldots, a_{n}\right\}$, with $\operatorname{Supp}\left(a_{i}\right)=\left\{x_{i}\right\}$, is an admissible extension of $(\operatorname{Arg}(\Sigma), \mathcal{R})$. Moreover, $\mathcal{E}$ violates extension consistency. Thus, $(\operatorname{Arg}(\Sigma), \mathcal{R})$ violates extension consistency.

Proof. of Proposition 10 Let $(\operatorname{Arg}(\Sigma), \mathcal{R})$ be an argumentation system such that $\mathcal{R}$ satisfies R2, R4 and is weakly exhaustive. Assume that $\mathcal{E}$ is an admissible extension. Let Formulas $(\mathcal{E})=\bigcup_{a \in \mathcal{E}} \operatorname{Supp}(a)$. Assume that $\mathcal{E}$ violates consistency. This means that $\exists C \in \mathscr{C}_{\Sigma}$ such that $C \subseteq$ Formulas $(\mathcal{E})$. Let $C=\left\{x_{1}, \ldots, x_{n}\right\}$.
Consider $x_{1} \in C$. According to Proposition $1, \exists b \in \operatorname{Arg}(\Sigma)$ such that $\operatorname{Supp}(b)=\left\{x_{1}\right\}$. Moreover, $\exists a \in \operatorname{Arg}(\Sigma)$ such that $\operatorname{Supp}(a)=C \backslash\left\{x_{1}\right\}$. Since $x_{1} \in \operatorname{Formulas}(\mathcal{E})$, then $\exists a^{\prime} \in \mathcal{E}$ with $x_{1} \in \operatorname{Supp}\left(a^{\prime}\right)$. Thus, $b$ is a sub-argument of $a^{\prime}$.
Since $\mathcal{R}$ is weakly exhaustive, it holds that $(a, b) \in \mathcal{R}$. Since $\mathcal{R}$ satisfies rule $R 2$ and $b$ is a sub-argument of $a^{\prime}$, then $\left(a, a^{\prime}\right) \in \mathcal{R}$.
However, $\mathcal{E}$ is an admissible extension, this means that $a \notin \mathcal{E}$. Since $\left(a, a^{\prime}\right) \in \mathcal{R}$ and $a^{\prime} \in \mathcal{E}$, if follows that $\mathcal{E}$ defends $a^{\prime}$ against $a$. This means that $\exists a^{\prime \prime} \in \mathcal{E}$ such that $\left(a^{\prime \prime}, a\right) \in \mathcal{R}$. Let $x_{2} \in C$, then $\left\{x_{2}\right\} \subseteq \operatorname{Supp}(a)$, by Proposition $1 \exists b^{\prime} \in \operatorname{Arg}(\Sigma)$ such that $\operatorname{Supp}\left(b^{\prime}\right)=\left\{x_{2}\right\}$. According to rule R4, $\left(a^{\prime \prime}, b^{\prime}\right) \in \mathcal{R}$. However, $x_{2} \in C$, thus, $x_{2} \in \operatorname{Formulas}(\mathcal{E})$ thus, $\exists d \in \mathcal{E}$ such that $x_{2} \in \operatorname{Supp}(d)$. Thus, $b^{\prime}$ is a sub-argument of $d$. Since $R$ satisfies rule R2, it holds that $\left(a^{\prime \prime}, d\right) \in \mathcal{R}$. This contradicts the fact that $\mathcal{E}$ is conflict-free.

# Modeling Unreliable Observations in Bayesian Networks by Credal Networks 

Alessandro Antonucci and Alberto Piatti<br>Dalle Molle Institute for Artificial Intelligence (IDSIA) Galleria 2, Via Cantonale<br>CH6927 - Manno - Lugano, Switzerland<br>\{alessandro, alberto.piatti\}@idsia.ch


#### Abstract

Bayesian networks are probabilistic graphical models widely employed in AI for the implementation of knowledge-based systems. Standard inference algorithms can update the beliefs about a variable of interest in the network after the observation of some other variables. This is usually achieved under the assumption that the observations could reveal the actual states of the variables in a fully reliable way. We propose a procedure for a more general modeling of the observations, which allows for updating beliefs in different situations, including various cases of unreliable, incomplete, uncertain and also missing observations. This is achieved by augmenting the original Bayesian network with a number of auxiliary variables corresponding to the observations. For a flexible modeling of the observational process, the quantification of the relations between these auxiliary variables and those of the original Bayesian network is done by credal sets, i.e., convex sets of probability mass functions. Without any lack of generality, we show how this can be done by simply estimating the bounds of likelihoods of the observations for the different values of the observed variables. Overall, the Bayesian network is transformed into a credal network, for which a standard updating problem has to be solved. Finally, a number of transformations that might simplify the updating of the resulting credal network is provided.


## 1 Introduction

Bayesian networks ([14, Section [2.1) are graphical tools allowing for the specification of a probabilistic model through combination of local models, each involving only some of the variables in the domain. This feature makes those probabilistic graphical models particularly effective for capturing expert knowledge about specific problems. Once the network has been specified, different kinds of probabilistic information can be extracted from it. Updating beliefs about a variable of interest after the observation of some other variables is a typical task, that might be solved through standard inference algorithms. The underlying assumption for this task is that the observations are able to reveal the actual state of the variables in a fully reliable way. Yet, in many situations this might not be true: unreliable sensors, imperfect diagnostic tests, qualitative observations, etc. are not always supposed to be correct. This problem is addressed
in Section 4. Following a standard epistemological paradigm, we regard the outcomes of the observations as the (actual) values of manifest variables, which are in general distinguished from the latent (and hence directly unobservable) variables, whose states we try to detect through the observations.

Following these ideas, we might regard at a Bayesian network implementing a knowledge-based systems as a model of the relations between a set of latent variables, which should be augmented by a manifest variable for each observation we perform. This step is achieved in Section 5 by a simple graphical transformation. We indeed model the particular observational process relating the manifest to the latent variables by an appropriate quantification of the corresponding conditional probabilities. In order to provide a flexible model of these relations, we adopt credal sets, i.e., convex sets of probability mass functions (11, Section (2.2). Without any lack of generality, this quantification can be achieved in a very compact way: we simply need to estimate the bounds for the likelihoods of the observations corresponding to the different values of the observed variables (this is proved on the basis of the technical results reported in Section 3). Our approach is quite general, and we can easily generalize to set-valued probabilistic assessments many kinds of observations (e.g., data missing-at-random [12] and Pearl's virtual evidence method [14, Sect. 2.2.2]).

Overall, the method we present transforms the original Bayesian network into a credal network (5], Section [2.3). In the new updating problem all the observed variables are manifest, and the outcomes of the observation should therefore correspond to the actual state of the relative variables. Thus, we can employ standard inference algorithms for credal networks to update our beliefs. Moreover, in Section 6. we describe a simple variable elimination procedure for some of the variables in the credal network: the manifest variables associated to latent variables that are root or leaf nodes in the original Bayesian network can be eliminated by simple local computations. Conclusions and outlooks are in Section 7, while the proofs of the theorems are in Appendix A.

## 2 Bayesian and Credal Networks

In this section we review the basics of Bayesian networks (BNs) and their extension to convex sets of probabilities, i.e., credal networks (CNs). Both the models are based on a collection of random variables $\mathbf{X}$, which take values in finite sets, and a directed acyclic graph $\mathcal{G}$, whose nodes are associated to the variables of $\mathbf{X}$. For both models, we assume the Markov condition to make $\mathcal{G}$ represent probabilistic independence relations between the variables in $\mathbf{X}$ : every variable is independent of its non-descendant non-parents conditional on its parents. What makes BNs and CNs different is a different notion of independence and a different characterization of the conditional mass functions for each variable given the possible values of the parents, which will be detailed next.

Regarding notation, for each $X_{i} \in \mathbf{X}, \Omega_{X_{i}}$ is the possibility space of $X_{i}, x_{i}$ a generic element of $\Omega_{X_{i}}$. For binary variables we simply set $\Omega_{X_{i}}=\left\{x_{i}, \neg x_{i}\right\}$. Let $P\left(X_{i}\right)$ denote a mass function for $X_{i}$ and $P\left(x_{i}\right)$ the probability that $X_{i}=x_{i}$. A
similar notation with uppercase subscripts (e.g., $X_{E}$ ) denotes arrays (and sets) of variables in $\mathbf{X}$. The parents of $X_{i}$, according to $\mathcal{G}$, are denoted by $\Pi_{i}$ and for each $\pi_{i} \in \Omega_{\Pi_{i}}, P\left(X_{i} \mid \pi_{i}\right)$ is the conditional mass function for $X_{i}$ given the joint value $\pi_{i}$ of the parents of $X_{i}$. Moreover, the nodes of $\mathcal{G}$ without children and without parents are called respectively leaf and root nodes.

### 2.1 Bayesian Networks

In the case of BNs, the modeling phase involves specifying a conditional mass function $P\left(X_{i} \mid \pi_{i}\right)$ for each $X_{i} \in \mathbf{X}$ and $\pi_{i} \in \Omega_{\Pi_{i}}$; and the standard notion of probabilistic independence is assumed in the Markov condition. A BN can therefore be regarded as a joint probability mass function over $\mathbf{X} \equiv\left(X_{1}, \ldots, X_{n}\right)$, that factorizes as follows: $P(\mathbf{x})=\prod_{i=1}^{n} P\left(x_{i} \mid \pi_{i}\right)$, for each $\mathbf{x} \in \Omega_{\mathbf{X}}$, because of the Markov condition. The updated belief about a queried variable $X_{q}$, given some evidence $X_{E}=x_{E}$, is:

$$
\begin{equation*}
P\left(x_{q} \mid x_{E}\right)=\frac{\sum_{x_{M}} \prod_{i=1}^{n} P\left(x_{i} \mid \pi_{i}\right)}{\sum_{x_{M}, x_{q}} \prod_{i=1}^{n} P\left(x_{i} \mid \pi_{i}\right)} \tag{1}
\end{equation*}
$$

where $X_{M} \equiv \mathbf{X} \backslash\left(\left\{X_{q}\right\} \cup X_{E}\right)$, the domains of the arguments of the sums are left implicit and the values of $x_{i}$ and $\pi_{i}$ are consistent with $\left(x_{q}, x_{M}, x_{E}\right)$. Despite its hardness in general, Eq. (11) can be efficiently solved for polytreeshaped BNs with standard propagation schemes based on local computations and message propagation [14]. Similar techniques apply also for general topologies with increased computational time. Fig. 1 reports a simple knowledge-based system based on a small BN to be used in the rest of the paper to explain how our ideas apply in practice.

### 2.2 Credal Sets

CNs relax BNs by allowing for imprecise probability statements: in our assumptions, the conditional mass functions of a CN are just required to belong to a finitely generated credal set, i.e., the convex hull of a finite number of mass functions over a variable. Geometrically, a credal set is a polytope. A credal set contains an infinite number of mass functions, but only a finite number of extreme mass functions: those corresponding to the vertices of the polytope, which are, in general, a subset of the generating mass functions. It is possible to show that updating based on a credal set is equivalent to that based only on its vertices. A credal set over $X$ will be denoted as $K(X)$. It is easy to verify that, if $X$ is binary, any credal set has at most two vertices and can be specified by a single linear constraint $l \leq P(x) \leq u$.

### 2.3 Credal Networks

In order to specify a CN over the variables in $\mathbf{X}$ based on $\mathcal{G}$, a collection of conditional credal sets $K\left(X_{i} \mid \pi_{i}\right)$, one for each $\pi_{i} \in \Omega_{\Pi_{i}}$, should be provided


Fig. 1. The Asia network 10. This is a small BN that calculates the probability of a patient having tuberculosis, lung cancer or bronchitis respectively based on different factors. The semantic of the variables, which are all binary and referred to a particular patient is: he visited Asia $\left(X_{1}\right)$, he smokes $\left(X_{2}\right)$, he has tuberculosis $\left(X_{3}\right)$, he has lung cancer $\left(X_{4}\right)$, he has bronchitis $\left(X_{5}\right)$, he has tuberculosis or cancer $\left(X_{6}\right)$, his $X$-rays show something $\left(X_{7}\right)$, he has dyspnea $\left(X_{8}\right)$.
separately for each $X_{i} \in \mathbf{X}$; while, regarding Markov condition, we assume strong independence [6]. A CN associated to these local specifications is said to be with separately specified credal sets. The specification becomes global considering the strong extension of the CN, i.e.,

$$
K(\mathbf{X}) \equiv \mathrm{CH}\left\{\prod_{i=1}^{n} P\left(X_{i} \mid \Pi_{i}\right): P\left(X_{i} \mid \pi_{i}\right) \in K\left(X_{i} \mid \pi_{i}\right) \begin{array}{l}
\forall \pi_{i} \in \Omega_{\Pi_{i}}  \tag{2}\\
\forall i=1, \ldots, n
\end{array}\right\}
$$

where CH denotes the convex hull of a set of functions. Let $\left\{P_{k}(\mathbf{X})\right\}_{k=1}^{n_{v}}$ denote the set of vertices of $K(\mathbf{X})$. It is an obvious remark that, for each $k=1, \ldots, n_{v}$, $P_{k}(\mathbf{X})$ is the joint mass function of a BN over $\mathcal{G}$. For this reason a CN can be regarded as a finite set of BNs . In the case of CNs , updating is intended as the computation of tight bounds of the probabilities of a queried variable, given some evidences, i.e., Eq. (1) generalizes as:

$$
\begin{equation*}
\underline{P}\left(x_{q} \mid x_{E}\right)=\min _{k=1, \ldots, n_{v}} \frac{\sum_{x_{M}} \prod_{i=1}^{n} P_{k}\left(x_{i} \mid \pi_{i}\right)}{\sum_{x_{M}, x_{q}} \prod_{i=1}^{n} P_{k}\left(x_{i} \mid \pi_{i}\right)}, \tag{3}
\end{equation*}
$$

and similarly with a maximum replacing the minimum for upper probabilities $\bar{P}\left(x_{q} \mid x_{E}\right)$. Exact updating in CNs displays higher complexity than in BNs: updating in polytree-shaped CNs is NP-complete, and $\mathrm{NP}^{\mathrm{PP}}$-complete in general CNs [7]. Also non-separate specifications of CNs can be provided [2]. Here, we sometimes consider extensive specifications where a list of possible values for the conditional probability tables $P\left(X_{i} \mid \Pi_{i}\right)$ is provided instead of the (separate) specification of the conditional credal sets $K\left(X_{i} \mid \pi_{i}\right)$ for each $\pi_{i} \in \Omega_{\Pi_{i}}$.

## 3 Equivalence Relations for Credal Networks Updating

In this section, we prove some simple equivalences between CNs with respect to the updating problem. The results are simple and the proofs are reported in App. A for sake of completeness. Let us consider the updating of a CN as in Eq. (3). We obtain a new CN through each one of the four following transformations.

Transformation 1. For each $X_{i} \in X_{E}$, iterate the following operations for each children $X_{j}$ of $X_{i}$ (i.e., for each $X_{j}$ such that $X_{i} \in \Pi_{j}$ ): (i) remove from $\mathcal{G}$ the arcs $X_{i} \rightarrow X_{j}$; (ii) redefine the conditional credal sets of $X_{j}$ as $K\left(X_{j} \mid \pi_{j}^{\prime}\right):=$ $K\left(X_{j} \mid \pi_{j}^{\prime}, x_{i}\right)$ for each $\pi_{j}^{\prime} \in \Omega_{\Pi_{j}^{\prime}}$, with $\Pi_{j}^{\prime}=\Pi_{j} \backslash\left\{X_{i}\right\}$ and the value of $x_{i}$ consistent with $x_{E}$.

Transformation 2. Assume all the nodes in $X_{E}$ to be leaf. For each $X_{i} \in X_{E}$, iterate the following operations: (i) make $X_{i}$ a binary variable by shrinking its possibility space to $\Omega_{X_{i}}^{\prime}:=\left\{x_{i}, \neg x_{i}\right\}$; (ii) redefine the conditional credal sets $K\left(X_{i}^{\prime} \mid \pi_{i}\right)$ by the constraint

$$
\begin{equation*}
\underline{P}\left(X_{i}=x_{i} \mid \pi_{i}\right) \leq P\left(X_{i}^{\prime}=x_{i} \mid \pi_{i}\right) \leq \bar{P}\left(X_{i}=x_{i} \mid \pi_{i}\right) \tag{4}
\end{equation*}
$$

for each $\pi_{i} \in \Omega_{\Pi_{i}}$, with the values of $x_{i}$ consistent with $x_{E}$.
Transformation 3. Assume all the nodes in $X_{E}$ to be leaf, binary, and with the same (and unique) parent $X_{j}$. Transform the (joint) variable $X_{E}$ into a (single) binary variable with $\Omega_{X_{E}}:=\left\{x_{E}, \neg x_{E}\right\}$. Define its conditional credal sets $K\left(X_{E} \mid x_{j}\right)$ by the constraints

$$
\begin{equation*}
\prod_{i \in E} \underline{P}\left(x_{i} \mid x_{j}\right) \leq P\left(x_{E} \mid x_{j}\right) \leq \prod_{i \in E} \bar{P}\left(x_{i} \mid x_{j}\right) \tag{5}
\end{equation*}
$$

for each $x_{j} \in \Omega_{j}$, with the values of $x_{i}$ consistent with $x_{E}$.
Transformation 4. Assume all the nodes in $X_{E}$ leaf and binary. For each $X_{i} \in X_{E}$, consider an extensive quantification $\left\{P_{k}\left(X_{i} \mid \Pi_{i}\right)\right\}_{k=1}^{m_{i}}$ of its conditional probability table 1 For each $k=1, \ldots, m_{i}$, define the table $P^{\prime}\left(X_{i} \mid \Pi_{i}\right)$ such that $P_{k}^{\prime}\left(x_{i} \mid \pi_{i}\right)=\alpha_{k} \cdot P_{k}\left(x_{i} \mid \pi_{i}\right)$ for each $\pi_{i} \in \Omega_{\Pi_{i}}$, where $\alpha_{k}$ is an arbitrary nonnegative constant such that all the new probabilities remains less than or equal to one. Then, let $\left\{P_{k}^{\prime}\left(X_{i} \mid \Pi_{i}\right)\right\}_{k=1}^{m_{i}}$ be the new extensive specification for the node $X_{i}$.

Theorem 1. The updating problem in Eq. (3) can be equivalently discussed in the CNs returned by the Transformation 1, 2, 3 and 4.

According to this result, we have that, with respect to belief updating: (i) observed nodes can be always regarded as leaf and binary; (ii) only the (lower and

[^4]upper) probabilities for the observed state matter; (iii) if two observed nodes have a single and common parent, they can be regarded as a single node; (iv) if the quantification of the observed node is extensive (or is formulated in an extensive form) what really matters are the ratios between the probabilities of the observed state for the different value of the relative latent variable.

## 4 The Observational Process

Both BNs and CNs are widely used in AI for the implementation of knowledgebased systems. In fact, the decomposition properties of these graphical tools allow for a compact and simple modeling of the knowledge of an expert. Inference algorithms solving the updating tasks in Eq. (11) and Eq. (3) can be indeed used to extract probabilistic information about the posterior beliefs for the variable of interest $X_{q}$ after the observation of $x_{E}$ for the joint variables $X_{E}$. Yet, the idea that the outcomes in $x_{E}$ would always correspond to the actual states of the variables in $X_{E}$ is not always realistic. In general situations, the outcome of an observation should be better regarded as a different variable from the one we try to measure.

This idea follows an epistemological paradigm in the conceptualization of theoretical systems: the holistic construal proposed in [3] for the representation of a theory. This is based on a distinction between theoretical constructs, that are unobservable (latent) real entities, and empirical constructs (or measures), that are observable (manifest) empirical entities representing the observation, perception or measurement of theoretical constructs. Accordingly, any theory can be divided into two parts: "one that specifies relationships between theoretical constructs and another that describes relationships between (theoretical) constructs and measures".

In the case of probabilistic theories, this seems to corresponds to the approach to the modeling of missing data in [17], where a latent level and a manifest level of the information are distinguished. In the first, theoretical constructs are represented as latent variables $\Omega^{2}$ and the relationships between them are represented through conditional (in)-dependence relations and conditional probabilities. In the manifest level, the observations (empirical constructs) are represented as manifest variables and the correspondence rules, i.e., the relationships between the underlying theoretical constructs and their observations, are represented through conditional (in)-dependence relations and conditional probabilities. The sum of the observations and the correspondence rules is called observational process. The result of this approach is a single model, embedding both the formal theory and the observational process.

Note that the interpretation associated to the latent variables is realistic 4]: they are considered as (unobservable) real entities that exist independent of their

[^5]observation. In the realistic view, latent variables (theoretical entities) are considered to be causes of the observed phenomena and are usually modeled through a reflective model 4|9, i.e., a model where manifest variables (observations) are specified conditional on the underlying latent variables.

## 5 Modeling the Observations

### 5.1 A Simple Example

Let us explain by means of the example in Fig. 1 how the ideas of the previous section may apply to BNs, The fact that a patient have or not cancer (or tuberculosis, dyspnea, etc.) is clearly a real fact (realistic interpretation), but in general we can verify that only through tests that are not fully reliable. In order to decide whether or not the patient is a smoker (or has been to Asia, etc.) we can just ask him, but no guarantees about the truth of its answer are given. Similarly, the reliability of tests measuring dyspnea are not always accurate [13] (or an x-ray might blurred, etc.). Similar considerations can be done for any variable in the BN , which should be therefore regarded as the latent level of our theory (and all its variables as latent ones). In fact, the answers of the patient about having been in Asia or being a smoker, as well as the outcomes of the test of dyspnea or of the observation of the x-ray should be therefore regarded as the (actual) values of new manifest variables.

Generally speaking, only the relative latent variable is expected to affect the state of a manifest variable (reflective model). Accordingly, the fact that the patient would tell us whether he smokes or not might be influenced by the fact that he really smokes or not (e.g., we could assume that a non-smoker would never lie, while most of the smokers would do that). On the contrary, it seems hard to assume that the fact that he visited or not Asia might affect his answer about smoking. These assumptions makes it possible to embed the new manifest variables into the original network as depicted in Fig. 2,

### 5.2 The General Transformation

Now let us consider a generic BN over the variables $\mathbf{X}:=\left(X_{1}, \ldots, X_{n}\right)$ implementing a knowledge-based system. Let $X_{E} \subset \mathbf{X}$ denote the variables we observe. Assume that these observations might be not fully reliable (and hence it might have sense to consider many observations for a single variable). For each $X_{i} \in X_{E}$, let $o_{i}^{j}$ denote the outcome of the $j$-th observation of $X_{i}$, with $j=1, \ldots, n_{i}$. The outcomes $o_{i}^{j}$ are regarded as the actual values of a corresponding set of manifest variables $O_{i}^{j}$, while the variables in $X_{E}$ as well as the other variables in $\mathbf{X}$ are regarded as latent variables. In general the outcome of an observation might also be missing, and we therefore set $o_{i}^{j} \in \Omega_{X_{i}} \cup\{*\}=: \Omega_{O_{i}^{j}}$ for each $i=1, \ldots, n$ and $j=1, \ldots, n_{i}$, where $*$ denotes a missing outcome. Let also $\mathbf{O}:=\left\{O_{i}^{j}\right\}_{i=1, \ldots, n}^{j=1, \ldots, n_{i}}$.

At this point, we should extend the original BN defined over $\mathbf{X}$ to a probabilistic model over the whole set of variables ( $\mathbf{X}, \mathbf{O}$ ). To this aim, we assume


Fig. 2. The Asia network in Fig. 1 with manifest variables (gray nodes) modeling the observations of four latent variables. Two different tests about dyspnea are considered.
each manifest variables to be affected only by its corresponding latent variable 3 In the probabilistic framework this corresponds to the conditional independence between a manifest variables and all the other variables given its relative latent variable. According to the Markov condition this means that the manifest variable is a child of its latent variable. Thus, we augment the directed acyclic graph over $(\mathbf{O}, \mathbf{X})$ by simply adding to $\mathcal{G}$ an $\operatorname{arc} X_{i} \rightarrow O_{i}^{j}$, for each $j=1, \ldots, n_{i}$ and $i=1, \ldots, n$.

Finally, to complete the specification of the model, we quantify $P\left(O_{i}^{j} \mid x_{i}\right)$ for each $i=1, \ldots, n, j=1, \ldots, n_{i}, x_{i} \in \mathbf{X}_{i}$. In the BNs framework, those probabilistic values should be precisely assessed. This might be problematic because statistical data about these relations are rarely available, while the quantification is often based on expert qualitative judgements. For this reason, it seems much more realistic, at least in general, to allow for an imprecise-probability specifications and give therefore the expert the freedom to model his uncertainty about the observational process through credal sets $K\left(O_{i}^{j} \mid x_{i}\right)$ instead of precise probability mass functions $P\left(O_{i}^{j} \mid x_{i}\right)$.

Overall, this procedure transforms a BN without an explicit model of the observations into a CN which embeds in its structure the model of the observational process.

Finally, let us detail how the results in Th. 1 allow for a simplification of the CN to be updated. First, the manifest variables in $\mathbf{O}$ can be always assumed leaf. This basically means that we can model situation where the outcome of some observation is affected by the outcome of some other observation without connecting the corresponding nodes (provided that in the quantification of the corresponding credal sets we take care of this relations). As an example, the

[^6]topology in Fig. 2 could model a situation where the outcome of the first of dyspnea $\left(O_{8}^{1}\right)$ has an effect on the second test $\left(O_{8}^{2}\right)$ without tracing any arc between these two nodes. These manifest variables can be also assumed to be binary, and we set $\Omega_{i}^{j}:=\left\{o_{i}^{j}, \neg o_{i}^{j}\right\}$ for each $i=1, \ldots, n$ and $j=1, \ldots, n_{i}$. This basically means that, in the quantification of $K\left(O_{i}^{j} \mid x_{i}\right)$, we might simply assess $\underline{P}\left(o_{i}^{j} \mid x_{i}\right)$ and $\bar{P}\left(o_{i}^{j} \mid x_{i}\right)$ for each $x_{i} \in \Omega_{i}$. Note that these numbers are the lower and upper likelihood for the outcome of the observation corresponding to the different values of the relative latent variable. If the specification is extensive, we can also unequivocally describe the quantification in terms of a collection of likelihood ratios. Finally, we can cluster together the manifest variable corresponding to the observations of a latent variable.

### 5.3 Possible Models of the Observations

Overall, the problem of updating beliefs in a BN with unreliable observations has been mapped into a "standard", in the sense that now only manifest variables are observed, updating problem for a CN. The above procedure is quite general and proper specifications of the conditional credal sets can be used to describe many different observational process, including various cases of unreliable, incomplete, uncertain, and also missing observations. Let us describe how this can be done in some important cases.

- Fully reliable observation: the outcome cannot be missing, and we have $P\left(o_{i} \mid x_{i}\right)=1$ if $o_{i}=x_{i}$ and zero otherwise. This means that the manifest and the latent variable coincides and, in practice, an explicit modeling of the observation is unnecessary.
- Fully unreliable observation: this condition of complete ignorance is modeled by a vacuous quantification of the credal sets $K\left(O_{i} \mid x_{i}\right)$. This corresponds to the conservative updating rule (CUR) for modeling missing data [8]. Notably, the specification employed in [1] to describe the same situation can be regarded as an equivalent (but extensive) specification of the same model.
- Missing-at-random (MAR, [12]): this is a model of an unselective missingness process, i.e., $P\left(O_{i}=* \mid x_{i}\right)$ constant for each $x_{i} \in \Omega_{i}$. Note also that the situation where we assume to do not observe a variable is a particular case of MAR (with the constant equal to one). A situation of this kind corresponds to assume (unconditional) independence between $O_{i}$ and $X_{i}$. Accordingly we can remove the arc $X_{i} \rightarrow O_{i}$, and that proves that also in this case the explicit modeling of the observational process in unnecessary. Yet, in our framework we can consider relaxed version of the MAR assumption, where for instance, all the conditional probabilities are not all equal, but are supposed to vary in the same intervals. This seems particularly suited to model epistemic irrelevance and should be investigated in more detail in the future.
- Pearl's virtual evidence [14, Sect. 2.2.2]): the method proposed by Pearl for modeling ambiguous observations can be clearly modeled in our framework. Moreover, we can easily consider situations where sets of likelihood ratios
(corresponding to an extensive specification) or a single interval-valued likelihood ratio (corresponding to a separate specification) could be reported.


## 6 Variable Elimination for Root and Leaf Nodes

In this section we call observational CN, a CN obtained from a BN after the transformation in Section 5.2. In order to update our beliefs about the variable of interest in the original BN after the unreliable observations, an updating problem as in Equation 3 should be therefore solved for the observational CN. With respect to the original BN , the size of the CN is larger because we have augmented the model with a new variable for each observation. Yet, in the previous section we have already shown that the observations of a same latent variable can be equivalently clustered into a single variable. Here, we want to show how is possible to eliminate the observation nodes corresponding to the latent variables that are root or leaf nodes in the original BN 4 The results are based on two simple transformations.

Transformation 5. Let $X_{i}$ be a latent variable corresponding to a root node in the original $B N$ (which is clearly a root node also in the observational $C N$ ), and $O_{i}$ the relative manifest variable. Consider the unconditional probability mass function $\tilde{P}\left(X_{i}\right)$ such that

$$
\begin{equation*}
\tilde{p}\left(x_{i}\right):=\left[1+\frac{\sum_{x_{i}^{\prime} \neq x_{i} \in \Omega_{i}} p\left(x_{i}^{\prime}\right) \cdot p\left(o_{i} \mid x_{i}^{\prime}\right)}{p\left(x_{i}\right) \cdot p\left(o_{i} \mid x_{i}\right)}\right]^{-1} \tag{6}
\end{equation*}
$$

for each $x_{i} \in \Omega_{i}$, with $P\left(o_{i} \mid x_{i}\right) \in\left\{\underline{P}\left(o_{i} \mid x_{i}\right), \bar{P}\left(o_{i} \mid x_{i}\right)\right\}$, and where $P\left(X_{i}\right)$ is the (unconditional) mass function associated to $X_{i}$. Let $K\left(X_{i}\right)$ be the convex hull of the $2^{\left|\Omega_{i}\right|}$ possible specifications of $\tilde{P}\left(X_{i}\right)$. Finally, replace $P\left(X_{i}\right)$ with $K\left(X_{i}\right)$ in the specification of the $C N$, and remove $O_{i}$ from it.

Theorem 2. An updating problem for an observational $C N$ can be equivalently discussed in the CN obtained by applying Transformation 5 to each node that was a root node in the original $B N$.

Something similar can be done also for the latent variables that are leaf nodes in the original BN .

Transformation 6. Let $X_{i}$ be a latent variable corresponding to a leaf node in the original $B N$, and $O_{i}$ the relative manifest variable. For each $\pi_{i} \in \Omega_{\Pi_{i}}$, consider the conditional probability mass function $\tilde{P}\left(O_{i}\right)$ such that:

$$
\begin{equation*}
\tilde{p}\left(o_{i} \mid \pi_{i}\right):=\sum_{x_{i} \in \Omega_{i}} P\left(o_{i} \mid x_{i}\right) \cdot P\left(x_{i} \mid \pi_{i}\right) \tag{7}
\end{equation*}
$$

[^7]with $P\left(o_{i} \mid x_{i}\right) \in\left\{\underline{P}\left(o_{i} \mid x_{i}\right), \bar{P}\left(o_{i} \mid x_{i}\right)\right\}$, and where $P\left(X_{i} \mid \pi_{i}\right)$ is a conditional mass function associated to $X_{i}$. Let $K\left(O_{i} \mid \pi_{i}\right)$ denote the credal set whose two vertices produce the minimum and the maximum for $\tilde{P}\left(O_{i} \mid \pi_{i}\right)$ among all the $2^{\left|\Omega_{i}\right|}$ possible specifications of $\tilde{P}\left(O_{i} \mid \pi_{i}\right)$. Remove $X_{i}$ from the network, and let the parents $\Pi_{i}$ of $X_{i}$ to become parents of $O_{i}$. Finally, set $K\left(O_{i} \mid \pi_{i}\right)$ as the conditional credal sets associated to $O_{i}$ for each $\pi_{i} \in \Omega_{\Pi_{i}}$.

Theorem 3. An updating problem for an observational $C N$ can be equivalently discussed in the CN obtained by applying Transformation 6 to each node that was a leaf node in the original $B N$.

As an example of the application of Th. 2, we can remove $O_{1}^{1}$ and $O_{2}^{1}$ from the observational CN in Fig. 2 by means of Transformation 5, and hence by an appropriate redefinition of the unconditional credal sets for the nodes $X_{1}$ and $X_{2}$. Similarly, in order to apply Th. 3, we can remove $X_{7}$ and $X_{8}$ (which is replaced by the cluster of $O_{8}^{1}$ and $O_{8}^{2}$ by means of Transformation 6 .

## 7 Conclusions and Outlooks

We have defined a general protocol for the modeling of unreliable observation in Bayesian networks. The procedure transform the model into a credal network, for which some procedures for variable elimination by local computations are proposed. As a future direction for this research we want to develop specific algorithm for the particular class of credal networks returned by the transformation. Moreover, we want to further investigate the possible models of uncertain and missing observation that can be describe by our framework.
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## A Proofs

Proof (Theorem 1). Let us first prove the thesis for Tr. 1 and Tr. 2 in the special case where the CN is a BN and $X_{E}$ is made of a single node. It is sufficient to observe that in both the numerator and denominator of the second side of Eq. (11) there is no sum over $x_{E}$. Thus, we simply have the proof, which can be easily extended to the case where $X_{E}$ has more than a single variable, and to the case of CNs by simply considering Eq. (3). Regarding the result for Tr. 3, it is sufficient to consider the expression in [16, Eq. 3.8] by assuming the prior precise. Finally, for Tr. 4, we can consider the result in [14, Sect. 2.2.2] for the case of BNs, and then generalize it to CNs by simply regarding a CN as a collection of BNs.

Proof (Theorems 2 and 3). By Tr. 5 we compute the conditional credal set $K\left(X_{i} \mid o_{i}\right)$, while by $\operatorname{Tr}$. 6 we marginalize out $X_{i}$ from the conditional credal set $K\left(O_{i}, X_{i} \mid \pi_{i}\right)$. The results therefore follows from the d-separation properties of CNs.
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#### Abstract

An intervention is a tool that enables us to distinguish between causality and simple correlation. The use of interventions has been only implemented in Bayesian net structures (or in their possibilistic counterpart) until now. The paper proposes an approach to the representation and the handling of intervention-like pieces of knowledge, in the setting of possibilistic logic. It is compatible with a modeling of the way agents perceive causal relations in reported sequences of events, on the basis of their own beliefs about how the world normally evolves. These beliefs can also be represented in a possibilistic logic framework.


## 1 Introduction

Modelling causation is known to be a difficult task. For instance, probabilistic approaches to this issue have often been controversial, because the notion of dependence in probability theory is symmetric. The use of Bayesian networks that rely on directed acyclic graphs may have seemed to address the issue, interpreting the directed arcs as a form of causation. However, the direction of arcs is merely a matter of convention, as any ranking of the variables would lead to an equally valid network representation. In fact, a Bayesian network is often viewed as a compact representation of a joint probability distribution, instead of the representation of some causal relations between variables. The notion of intervention, which has been informally discussed by philosophers (e.g., [15), has been formally introduced by Pearl, initially in [7] in the setting of Spohn's ordinal conditional functions [14], but then essentially developed in the setting of probabilistic networks [11, [12], as a tool for distinguishing genuine causality relations from mere correlations. It amounts to describing actions and their results. In order to test if the value of a variable causally affects the value of another, the idea is to imagine an "external" action enforcing the value of the first variable and check if it is enough to alter the value of the other variable. In practice, Pearl's idea, implemented in the directed setting of probabilistic Bayesian networks, amounts to setting the value of some variable and to cut the links that constrain the value of this variable in the original graph, the rest of the network being unchanged.

Recently, Benferhat and Smaoui 3] have introduced the notion of intervention in the setting of possibilistic networks, which are counterparts of probabilistic
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Bayesian networks in a more qualitative, but still directed, setting. They have shown that the computational handling of interventions is then easier. However, the question arises whether or not the notion of intervention requires the use of graphical representations. Namely, how can intervention be modelled in nondirected representations of knowledge?

In this paper, we discuss the representation of interventions in the non directed framework of possibilistic logic both at the semantic and at the syntactic level. We then show its use for getting rid of spurious causal relations, after a reminder on an approach to causal ascription where generic beliefs are represented by nonmonotonic consequence relations.

## 2 Possibilistic Logic: A Short Background

Propositional possibilistic logic [5] has been essentially developed as a formalism for handling qualitative uncertainty or preferences in a framework where syntax and proof machinery remain close to the one of classical logic. A possibilistic logic atomic formula is a pair made of i) a well-formed classical propositional logic formula, and ii) a weight expressing its certainty or priority. Thus, a standard atomic possibilistic logic expression is denoted as a pair $(\phi, \alpha)$, where $\phi$ is a propositional logic formula and $\alpha \in(0,1]$ is interpreted as a lower bound of a necessity measure $N$, i.e., $(\phi, \alpha)$ is semantically interpreted as $N(\phi) \geq \alpha$, where $N$ is a necessity measure. Necessity measures $N$ are characterized by the decomposability property $N(\phi \wedge \psi)=\min (N(\phi), N(\psi))$, and are dual of possibility measures $\Pi$ (namely $N(\phi)=1-\Pi(\neg \phi)$ ). A possibilistic logic base is a set of possibilistic logic formulas. It is viewed as a conjunction of atomic possibilistic formulas. A possibilistic logic base can be easily put in clausal form thanks to the decomposability property of necessity measures.

A possibilistic logic base is semantically equivalent to a possibility distribution that restricts the set of interpretations (w. r. t. the considered language) that are more or less compatible with the base. More precisely, a propositional possibilistic logic base $\mathcal{B}=\left\{\left(p_{i}, \alpha_{i}\right) \mid i=1, n\right\}$ is semantically associated with the possibility distribution

$$
\pi_{\mathcal{B}}(\omega)=\min _{i=1, n} \pi_{\left(p_{i}, \alpha_{i}\right)}(\omega)
$$

with $\quad \pi_{\left(p_{i}, \alpha_{i}\right)}(\omega)=1 \quad$ if $\quad \omega \vDash p_{i}, \quad$ and $\quad \pi_{\left(p_{i}, \alpha_{i}\right)}(\omega)=1-\alpha_{i} \quad$ if $\quad \omega \vDash \neg p_{i}$.
Thus, $\pi_{\mathcal{B}}$ is obtained as the min-based conjunctive combination of the representations of each formula in $\mathcal{B}$. Moreover, an interpretation $\omega$ is all the more possible as it does not violate any formula $p_{i}$ with a high certainty level $\alpha_{i}$. So, the possibility degree $\pi_{\mathcal{B}}(\omega)$ is all the less as the weight of the most certain possibilistic logic formula violated by $\omega$ is greater. The normalization of the possibility distribution $\pi_{\mathcal{B}}$, i.e., $\exists \omega, \pi_{\mathcal{B}}(\omega)=1$ is equivalent to the consistency of the classical logic base $\mathcal{B}^{*}=\left\{p_{i} \mid i=1, n\right\}$.

The basic inference rule in possibilistic logic put in clausal form is the following resolution rule, here written in the propositional case:

$$
(\neg p \vee q, \alpha) ;(p \vee r, \beta) \vdash(q \vee r, \min (\alpha, \beta)) .
$$

Using this rule repeatedly, a refutation-based proof procedure that is sound and complete w. r. t. the semantics exists for propositional possibilistic logic [5]. When $\forall i, \alpha_{i}=1, \mathcal{B}=\left\{\left(p_{i}, \alpha_{i}\right) \mid i=1, n\right\}$ is isomorphic to the classical propositional logic base $\mathcal{B}^{*}=\left\{p_{i} \mid i=1, n\right\}$, and has the same deductive closure.

## 3 Introducing Interventions

Roughly speaking, interventions on a knowledge base are actions performed on this base, such as setting the values of propositional variables and possibly deleting (or deactivating) formulas, in order to observe the behavior of the base under such changes. It is expected that an intervention has no irreversible effect on the knowledge base.

Following the notation introduced by Pearl [11], we use the new variable do( $s$ ) to denote the fact of setting the value of literal $s$ at 'true', this literal being of the form $p$ or $\neg p$. Interventions will be performed only on consistent possibilistic logic bases. Moreover, it is assumed in the next subsection that $\exists \omega, \omega \vDash s$ and $\pi(\omega)=1$. Namely, interventions should be fully possible apriori (in subsection 3.1). Otherwise, performing an intervention would create an inconsistency.

In the following, we first consider interventions that only amount to enforcing the value of some variables, before discussing interventions where formulas involving enforced variables are actually deleted from the the knowledge base (or made inactive), thus cutting the links with other variables.

### 3.1 Interventions by Simple Enforcement

If we want to set to true a propositional variable, say $p$, it seems natural to add it to the considered possibilistic logic base $\mathcal{B}$. But, once $p$ is added, the original possibility distribution $\pi_{\mathcal{B}}$ cannot be recovered from the knowledge of $\pi_{\mathcal{B} \cup\{(p, 1)\}}=\min \left(\pi_{\mathcal{B}}, \pi_{(p, 1)}\right)$ where $\pi_{(p, 1)}(\omega)=1$ if $\omega \vDash p$ and $\pi_{(p, 1)}(\omega)=0$ otherwise.

However, a trick can be used for both preserving the information $\pi_{\mathcal{B}}$, and the impact of the input information, viewed as an intervention, assumed for the moment to be elementary, i.e. pertaining to one variable. Let us introduce the new variable $\operatorname{do}(p)$ where $p$ is a literal. The idea is to augment $\mathcal{B}$ by a formula $\neg \operatorname{do}(p) \vee p$, stating that if we intervene on $p$, then $p$ becomes true. The set of interpretations $\Omega$ is then expanded, by adding the new variable do $(p)$ to the language, into $(\Omega)^{\operatorname{do}(p)}=\{\omega \neg \operatorname{do}(p)$ for $\omega \in \Omega\} \cup\{\omega \operatorname{do}(p)$ for $\omega \in \Omega\}$. This is a natural technique that allows us to distinguish between the action of enforcing the truth of $p$, from the mere observation that $p$ is true. Let us take an example.

Example 1. Let us consider a very simple propositional logic base $\mathcal{B}_{1}=\{\neg p \vee q\}$, where the only impossible worlds are those where $p$ is true and $q$ is false. (when the weight is not explicitly specified, as in $\mathcal{B}_{1}$, it simply means that the formula is fully certain, namely it is equal to 1 ). Indeed, let $\pi_{\mathcal{B}_{1}}$ be the possibility distribution associated with $\mathcal{B}_{1}$. As can be seen, $\pi_{\mathcal{B}_{1}}(\omega)=1$ if $\omega$ is $p q$, $\neg p q$, or $\neg p \neg q$, and $\pi_{\mathcal{B}_{1}}(\omega)=0$ if $\omega$ is $p \neg q$.

Assume we study the intervention on $q$. So there are two cases, either we force $\neg q$ by introducing $\operatorname{do}(\neg q)$, or we force $q$ by introducing $\operatorname{do}(q)$. Let us consider first the case with $d o(\neg q)$. Then $\mathcal{B}_{1}$ becomes $\mathcal{B}_{1}^{\mathrm{do}(\neg q)}=\{\neg p \vee q, \neg \operatorname{do}(\neg q) \vee$ $\neg q\}$. The last clause expresses the effectiveness of the manipulation.

Table 1. Interventions on $\mathcal{B}_{1}=\{\neg p \vee q\}$ by doing $\neg q$ and doing $q$

|  | $p$ | $q$ | do $(\neg q)$ | doing $\neg q$ (or not) | $\operatorname{do}(q)$ | doing $q($ or not $)$ |
| :--- | :--- | :--- | :---: | :---: | :---: | :---: |
| 1. | 1 | 1 | 1 | 0 | 1 | $1: p \wedge q \wedge \operatorname{do}(q)$ |
| 2. | 1 | 1 | 0 | $1: p \wedge q \wedge \neg \operatorname{do}(\neg q)$ | 0 | $1: p \wedge q \wedge \neg \operatorname{do}(q)$ |
| 3. | 1 | 0 | 1 | 0 | 1 | 0 |
| 4. | 1 | 0 | 0 | 0 | 0 | 0 |
| 5. | 0 | 1 | 1 | 0 | 1 | $1: \neg p \wedge q \wedge \operatorname{do}(q)$ |
| 6. | 0 | 1 | 0 | $1: \neg p \wedge q \wedge \neg \operatorname{do}(\neg q)$ | 0 | $1: \neg p \wedge q \wedge \neg \operatorname{do}(q)$ |
| 7. | 0 | 0 | 1 | $1: \neg p \wedge \neg q \wedge \operatorname{do}(\neg q)$ | 1 | 0 |
| 8. | 0 | 0 | 0 | $1: \neg p \wedge \neg q \wedge \neg \operatorname{do}(\neg q)$ | 0 | $1: \neg p \wedge \neg q \wedge \neg \operatorname{do}(q)$ |

We can observe that $\pi_{\mathcal{B}_{1}^{\mathrm{do}(\neg q)}}(\omega)=1$ only if $\omega$ is $\neg p \neg q x$ for $x=\operatorname{do}(\neg q)$. See Table 1. Comparing $\pi_{\mathcal{B}_{1}^{\mathrm{do}(\neg q)}}$ with $\pi_{\mathcal{B}_{1}}$ reveals what is made impossible by the intervention $d o(\neg q)$, namely $p \wedge q$ and $\neg p \wedge q$. Moreover, $\mathcal{B}_{1}^{\operatorname{do}(\neg q)} \cup\{\operatorname{do}(\neg q)\}$ is logically equivalent to $\{\neg p \wedge \neg q\}$.

Now consider the case where $\mathcal{B}_{1}$ becomes $\mathcal{B}_{1}^{\mathrm{do}(q)}=\{\neg p \vee q, \neg \operatorname{do}(q) \vee q\}$. What is made impossible by the intervention $\operatorname{do}(q)$ is then $\neg p \wedge \neg q . \mathcal{B}_{1}^{\operatorname{do}(q)} \cup\{\operatorname{do}(q)\}$ is logically equivalent to $\{q\}$. See Table 1.

Observe also that $\pi_{\mathcal{B}_{1}}=\max \left(\pi_{\mathcal{B}_{1}^{\mathrm{do}(\neg q)}}, \pi_{\mathcal{B}_{1}^{\mathrm{do}(q)}}\right)$.
It is important to note that our way to handle interventions, by adding extra variables, is fully consistent with the way interventions are handled in Bayesian causal networks. Indeed, one natural way to deal with interventions in graphical models, is to add for each variable $A$, a new variable " $D O_{A}$ ". The obtained graph is called "augmented graph". Interventions in initial causal graph are handled as observations in the augmented graph. Clearly, this paper follows the same spirit. The following results can be established in the propositional case.

Proposition 1. Let $\mathcal{B}^{d o(p)}=\mathcal{B} \cup\{\neg d o(p) \vee p\}$. Then

$$
\begin{aligned}
& \pi_{\mathcal{B}^{d o(p)}}(\omega x)=\pi_{B}(\omega) \text { if } x=\neg d o(p) ; \\
& \pi_{\mathcal{B}^{d o(p)}}(\omega x)=\pi_{\mathcal{B} \cup\{(p, 1)\}}(\omega) \text { if } x=\operatorname{do}(p) . \\
& \pi_{\mathcal{B}}=\max \left(\pi_{\mathcal{B}^{d o(p)}}, \pi_{\mathcal{B}^{d o(\neg p)}}\right) .
\end{aligned}
$$

Clearly, what is impossible before an intervention remains impossible after in the above view. This will not be always the case with the type of interventions we consider next, since then some clause(s) of the initial base could be put aside.

### 3.2 Interventions with Cut

In the above view of the idea of intervention, only the effect of setting the value of a variable has been described. In the above example, when applying $\operatorname{do}(\neg q)$, we have kept $\neg p \vee q$ in $\mathcal{B}_{1}^{\mathrm{do}(\neg q)}$, thus continuing to enforce the constraint "if $q$ is false then $p$ is false".

However, there is a stronger view of the idea of intervention, used by Pearl [12], where when "doing", we do not only set the value of a variable, but we should also cut the links with this variable. The intuition behind this cutting of links, is that interventions are results of external actions, and hence beliefs on direct causes of the intervened variable should not change. This is now illustrated on an example.

Example 2. We consider the example discussed by Sloman and Lagnado [13]. We have three balls $A, B, C$, put in this order that may roll in a gauge. The base $\mathcal{B}_{2}=\{\neg a \vee b, \neg b \vee c\}$, where $a$ (resp. $b, c$ ) means $A$ (resp. $B, C$ ) moves, expresses that if $A$ moves, $B$ moves, and if $B$ moves, $C$ moves. Let us consider the intervention do $(\neg b)$, i.e., $B$ is maintained and does not move.

Let $\mathcal{B}_{2}^{\mathrm{do}(\neg b)}=\{\neg a \vee b, \neg b \vee c, \neg \operatorname{do}(\neg b) \vee \neg b\}$. As can be easily seen (see Table 2), once $\operatorname{do}(\neg b)$ is performed, the only remaining possible worlds are such that $\neg a \wedge$ $\neg b$ holds.

This result may be found too drastic in the sense that once $\operatorname{do}(\neg b)$ is performed, it may be no longer the case that the laws relating the object of the intervention to the rest of the system still apply. In our example, the fact that, after intervention, ball $B$ can no longer move makes the application of rule "if $B$ does not move, $A$ does not move" debatable, since in some sense the intervention may be viewed as breaking the constraint linking $A$ and $B$.

The above discussion leads us to the following definition.
Definition 1. Let $\mathcal{B}$ be a propositional logic base put in clausal form. The intervention aiming at doing $p$ with cut results in a new propositional logic base $\mathcal{B}^{d o(p), c u t}=(\mathcal{B} \backslash\{\neg p \vee q$ s.t. $\neg p \vee q \in \mathcal{B}$ and $q$ is a disjunct $\}) \cup_{q}\{\neg \operatorname{do}(p) \vee p, \operatorname{do}(p) \vee$ $\neg p \vee q\}$.

Table 2. Sloman and Lagnado' example

|  | $a$ | $b$ | $c$ | $B_{2}$ <br> no intervention | $B_{2}^{\text {do }(\neg b)}$ <br> for $d o(\neg b)=1$ | intervention <br> with cut | intervention on <br> $B_{2}$ modified |
| :--- | :--- | :--- | :--- | :---: | :---: | :---: | :---: |
| 1. $a b c$ | 1 | 1 | 1 | 1 | 0 | 0 | 0 |
| $2 . a b \neg c$ | 1 | 1 | 0 | 0 | 0 | 0 | 0 |
| $3 . a \neg b c$ | 1 | 0 | 1 | 0 | $\mathbf{0}$ | $\mathbf{1}$ | $\mathbf{0}$ |
| $4 . a \neg b \neg c$ | 1 | 0 | 0 | 0 | $\mathbf{0}$ | $\mathbf{1}$ | $\mathbf{1}$ |
| $5 . \neg a b c$ | 0 | 1 | 1 | 1 | 0 | 0 | 0 |
| $6 . \neg a b \neg c$ | 0 | 1 | 0 | 0 | 0 | 0 | 0 |
| $7 . \neg a \neg b c$ | 0 | 0 | 1 | 1 | 1 | 1 | 1 |
| $8 . \neg a \neg b \neg c$ | 0 | 0 | 0 | 1 | 1 | 1 | 1 |

Thus, $\mathcal{B}^{\mathrm{do}(p), c u t}$ is obtained from $\mathcal{B}$ by deleting all the clauses that can be resolved with $p$, and adding the success clause $\neg \operatorname{do}(p) \vee p$, as well as weakened versions of the deleted clauses that are now "conditioned" by $\neg \operatorname{do}(p)$ (in order to recover them if the intervention does not take place, while they are inhibited if it takes place).

Note that the deletion of all the clauses that can be resolved with the result $p$ of doing the action $\operatorname{do}(p)$ is a matter of cautiousness. Indeed in the above balls example, if it seems natural to consider that "if $B$ does not move, $A$ does not move" is no longer valid whence $B$ is stopped by doing the action (since B no longer interacts with the rest of the system), a rule such as "if $B$ does not move, $B$ is easy to grasp" would not need to be deleted if it was part of the knowledge. However, since there is no straightforward criterion to determine what has to be deleted, the above definition of the intervention with cut, deletes all the clauses that can be resolved with the result of the action of doing.

At the semantic level, the result of an intervention with cut can be described in the following way.

Proposition 2. Let $\mathcal{B}$ be a consistent propositional logic base put in clausal form. Let do $(p)$ be an intervention to be performed with cut. Let $\mathcal{B} \neg^{p}=\{\neg p \vee$ $q$ s.t. $(\neg p \vee q) \in \mathcal{B}$ and $q$ is a disjunct $\}$. Let $\mathcal{B}^{d o(p), c u t}$ denote the resulting base. The models and counter-models of $\mathcal{B}^{\text {do(p), cut }}$ can be obtained from those of $\mathcal{B}$ in the following way.

$$
\begin{aligned}
& \text { - if } x=\neg d o(p), \pi_{\mathcal{B}^{d o(p), \text { cut }}}(\omega x)=\pi_{B}(\omega) ; \\
& \text { - if } x=d o(p) \\
& \quad \text { - } \pi_{\mathcal{B}^{d o(p), \text { cut }}}(\omega x)=1 \text {, if } \pi_{\mathcal{B}\urcorner^{p}}(\omega)=0 \text { and } \pi_{\mathcal{B} \backslash \mathcal{B} \neg p}(\omega)=1 \text {; } \\
& \text { - } \pi_{\mathcal{B}^{d o(p), \text { cut }}}(\omega x)=\pi_{\mathcal{B} \cup\{(p, 1)\}}(\omega) \text { otherwise. }
\end{aligned}
$$

Proof: If $x=\neg \operatorname{do}(p)$, then $\neg \operatorname{do}(p) \vee p$ is set to true, and $\operatorname{do}(p) \vee \neg p \vee q$ reduces to $\neg p \vee q$, which restores the deleted formulae. If $x=\operatorname{do}(p)$, then $p$ is also enforced to true but there is no constraint on the truth value of $q$ since $\operatorname{do}(p) \vee \neg p \vee q$ is set to true. So, $\pi_{\mathcal{B}^{\text {do }(p), \text { cut }}}(\omega x)=1$ even if some formulas in $\mathcal{B}^{p}$ are violated, as long as formulas in the rest of $\mathcal{B}$ are satisfied; i.e. it sanctions the deletion of $\neg p \vee q$. QED

This is illustrated on the example of Table 2. In this example, after doing $\neg b$ with cut, $\mathcal{B}_{2}^{\operatorname{do}(\neg b), c u t}=\{\operatorname{do}(\neg b) \vee \neg a \vee b, \neg \operatorname{do}(\neg b) \vee \neg b, \neg b \vee c\}$. When doing $\neg b$, its models reduce to those of $\neg b$. The column "intervention with cut" is obtained by applying the two following rules to the initial column "no intervention" representing $\mathcal{B}_{2}$ :

- the interpretations $a b c, \neg a b c$, that are possible when $b$ is true, become impossible;
- the interpretations $a \neg b c, a \neg b \neg c$ that are impossible when $b$ is false become possible again (since the formula $\neg a \vee b$ that affects $b$ is dropped when doing $\neg b$ ), unless they are made impossible due to formulas in $\mathcal{B} \backslash \mathcal{B}{ }^{p}$.

To illustrate this last point, consider the knowledge base $\mathcal{B}$ modified.

Example 3. Consider the set

$$
\mathcal{B}_{2}^{\text {mod }}=\{\neg a \vee b, \neg b \vee c, \neg a \vee \neg c\} .
$$

Then, any interpretation where both $a$ and $c$ are true remains impossible, even if $b$ is made false, since it is made impossible by a formula $\neg a \vee \neg c$ unrelated to $b$. See especially the values in bold in Table 2.
The approach can handle the case of "combined interventions". Indeed one may fix several variables simultaneously. For instance, in agreement with Definition 2 , setting both $p$ and $q$ to true with respect to a base $\mathcal{B}$, amounts to stating

$$
\begin{gathered}
\mathcal{B}^{\operatorname{do}(p), \operatorname{do}(q), c u t}=\mathcal{B} \backslash\{\neg p \vee r, \neg q \vee s \text { s.t. }(\neg p \vee r) \in \mathcal{B},(\neg q \vee s) \in \mathcal{B} \text { and } \\
r, s \text { are disjuncts }\} \cup_{r, s}\{\neg \operatorname{do}(p) \vee p, \neg \operatorname{do}(q) \vee q, \operatorname{do}(p) \vee \neg p \vee r, \operatorname{do}(q) \vee \neg q \vee s\} .
\end{gathered}
$$

We have discussed the ideas of interventions without, and with cut in the setting of propositional logic, independently from uncertainty. However, the above approach can be extended to situations with graded certainty levels. It basically amounts to replacing the possibility degrees that are 0 , by possibility degrees strictly smaller than 1 corresponding to the violation of possibilistic formulas ( $p_{i}, \alpha_{i}$ ) with $0<\alpha_{i}<1$ (in agreement with the semantics recalled in section 2 ). The extension is easy. It is not explicitly made here due to space limitation.

## 4 Ascription of Causal Relations Based on Default Rules

People try to make sense of what they observe or of what is reported to them. Ascribing causality relations is one of the main ways to do it. A formal definition of this process has been recently proposed [6], 4]. Namely, given a context $C(C$ represents the available contextual information that does not evolve), a sequence of events $\neg B_{t}, A_{t}, B_{t^{\prime}}$ is reported, where $t^{\prime}$ denotes a time instant strictly after $t$ ( $B_{t}^{\prime}$ means that $B$ is reported as true at time $t^{\prime}$ ). Besides, the agent that receives the sequenced information has some knowledge about what is the normal (thus expected) course of things in context $C$, as well as in context $C \wedge A$, in particular regarding the truth status of $B$.

The idea that $B$ is normally true in the context $C$ is encoded at the syntactic level by means of a conditional assertion $C \sim B$, where $\sim$ is a non-classical consequence relation symbol. This language can capture the fact that the agent may either believes that $C \sim B$ (the agent expects $B$ to be true in context $C$ ), or that $C \sim \neg B$ (the agent expects that $B$ to be false in context $C$ ), or that $C \nprec B$ and $C \nprec \neg B$ (the truth or the falsity of $B$ is contingent in context $C$ according to the agent), where $\sim$ is a nonmonotonic consequence relation stating what is normal, while $\nless$ denotes its negation. It is assumed that $\sim$ obeys the postulates of system P [9]. Similarly, in the context $C \wedge A$, the agent may have the same type of beliefs (it is supposed that $C \wedge A$ is consistent). Note that the truth of $A$ may refer to an action that was performed (e.g. "the driver drank before taking his car"), or to some state of facts that is still true (e.g., "the driver is inebriated"). $A$ may be also an event that does not result from an action (for instance "a storm
has broken out"). The following definition of (perceived) causality is borrowed from (6):

Definition 2. (Causality) Suppose that an agent becomes aware of the sequence of events $\neg B_{t}, A_{t}, B_{t^{\prime}}$. Let $C$ be context, i.e. the conjunction of all the other facts known by the agent at instant $t$ ' $>t$. Let $\sim$ be a nonmonotonic consequence relation. If the agent believes that $C \sim \neg B$,

- and then $C \wedge A \sim B$, the agent perceives $A$ in context $C$ as being the cause of $B$ becoming true, which is denoted $C: A \Rightarrow_{c a} B$ ).
- and only thinks that $C \wedge A \nsim \neg B$, then the agent considers that in context $C$, $A$ has facilitated the fact that $B$ became true.

Among the noticeable properties of causality defined in this way, let us mention that (4):

- If $C: A \Rightarrow_{c a} B$ then $C \sim \neg A$. It means that a potential cause can be only an abnormal fact with respect to the current context $C$.
- Causality satisfies a restricted form of transitivity: if $C: A \Rightarrow_{c a} B$, if $C$ : $B \Rightarrow_{c a} D$ and if moreover $B \wedge C \sim A$, then $C: A \Rightarrow_{c a} D$.

These two properties are valid for $\Rightarrow_{c a}$ provided that $\sim$ is a "preferential" non monotonic consequence relation in the sense of [9].

Note that in this approach, the knowledge the agent is aware of about the normal course of the world, whether correct or not, is qualitative, and separates what is normal in the context from what is exceptional in this context. This distinguishes this approach from the one of Halpern and Pearl [8, which is based on the use of structural equations and demands a richer knowledge about the behavior of the considered system.

Consider the following illustrative example.
Example 4. Mary is told that Peter has a lung cancer, and she knows that he is an heavy smoker, and that until recently he was not ill. Mary believes that in general, one has not a lung cancer, but that if one smokes a lot, it is normal to get it sooner or later, i.e., $C \sim \neg$ cancer and $C \wedge$ smoking $\sim$ cancer. Then Mary considers that "smoking" caused Peter's cancer (i.e., C: smoking $\Rightarrow_{c a}$ cancer). If her beliefs obey the rationality postulates of "preferential" inference, Mary also thinks that generally one does not smoke: $C \sim \neg$ smoking.

However the predictions provided by this approach may be not satisfactory, as shown now. Indeed suppose that Mary moreover believes that
$C ~ \sim$ yellow teeth; $C \wedge$ smoking $\sim$ yellow teeth;
$C \wedge$ yellow teeth $\nprec \neg$ cancer.
i.e., according to Mary, in general teeth are not yellow, smoking makes teeth yellow, and that lung cancer is not exceptional for somebody who has yellow teeth. Thus for Mary, if Peter's teeth are yellow, this leads to think that i) "the fact that Peter is an heavy smoker is the cause of his yellow teeth" (which is satisfactory), but also that ii) "the fact that Peter has yellow teeth facilitated (according to the above definition) the fact that he has a lung cancer"! If Mary
had the stronger belief that $C \wedge$ yellow teeth $\sim$ cancer (thus expressing that yellow teeth are a strong indication of lung cancer), then Mary should conclude that having yellow teeth causes lung cancer!

The notion of intervention provides a way for distinguishing causality from mere correlation. The idea is to simulate the effect of actions (which may be fictitious). Let us denote such an action by $d o(A)$ (for distinguishing the action that makes $A$ true from the fact that $A$ is true). In the example, Mary may then refer to a supplementary piece of belief such that: $C \wedge d o$ (yellow teeth) $\sim$ $\neg$ cancer, i.e., if the teeth of somebody are made yellow, cancer should remain the exception (Mary already believes that $C \sim \neg$ cancer).

Such intervention-based beliefs can be used for blocking undesirable facilitation or causality judgements as the ones mentioned above (note however that the conditionals $C \wedge A \nprec B, C \wedge d o(A) ~ \sim B$, and $C \wedge d o(A) ~ \sim A$ constitute a consistent set of beliefs). Before discussing the use of intervention-based beliefs in the next section, we need first to recall how conditionals can be represented in possibilistic logic [2].

A default rule "generally, if $p$ then $q$ " can be represented in the framework of possibility theory by a constraint on a possibility ranking over interpretations, of the form $\Pi(p \wedge q)>\Pi(p \wedge \neg q)$, which expresses that in the context where $p$ is true, having $q$ true is strictly more possible than having $q$ false [2]. In this setting, it has been shown that a collection of default rules represented by a set of such constraints, induces a unique qualitative possibility ranking $>_{\pi}$ under the form of an ordered partition $\left(E_{1}, \ldots, E_{m}\right)$ of the set of interpretations (such as if $i>j, \omega \in E_{i}$ and $\omega^{\prime} \in E_{j}$ then $\omega>_{\pi} \omega^{\prime}$ ). This ranking is the least restrictive solution of the considered set of constraints, the one that leads to a minimal number of classes of equally plausible situations.

Example 5. The default rules $C \sim \neg$ yellow teeth, and $C \wedge$ smoking $\sim$ yellow teeth correspond to the constraints (where $s$ stands for "smoking" and $y$ for "yellow"):

$$
\begin{gathered}
\Pi(C \wedge \neg y)>\Pi(C \wedge y) \\
\Pi(C \wedge s \wedge y)>\Pi(C \wedge s \wedge \neg y)
\end{gathered}
$$

Using the max-decomposability of possibility measures w. r. t. disjunction, with the following notations :

$$
\begin{gathered}
\Omega=\left\{\omega_{1}=C s y, \omega_{2}=C \neg s y, \omega_{3}=C s \neg y, \omega_{4}=C \neg s \neg y, \omega_{5}=\neg C s y,\right. \\
\left.\omega_{6}=\neg C \neg s y, \omega_{7}=\neg C s \neg y, \omega_{8}=\neg C \neg s \neg y\right\},
\end{gathered}
$$

the constraints can be rewritten

$$
\max \left(\pi\left(\omega_{3}\right), \pi\left(\omega_{4}\right)\right)>\max \left(\pi\left(\omega_{1}\right), \pi\left(\omega_{2}\right)\right)
$$

and

$$
\pi\left(\omega_{1}\right)>\pi\left(\omega_{3}\right)
$$

which leads to a partition into three classes:

$$
\omega_{4}={ }_{\pi} \omega_{5}={ }_{\pi} \omega_{6}={ }_{\pi} \omega_{7}={ }_{\pi} \omega_{8}>_{\pi} \omega_{1}={ }_{\pi} \omega_{2}>_{\pi} \omega_{3}
$$

where $\omega_{i}={ }_{\pi} \omega_{j}$ (resp. $\left.\omega_{i}>_{\pi} \omega_{j}\right)$ translates $\pi\left(\omega_{i}\right)=\pi\left(\omega_{j}\right)$ (resp. $\left.\pi\left(\omega_{i}\right)>\pi\left(\omega_{j}\right)\right)$ in terms of complete preorder. At the syntactic level, this is equivalent to the possibilistic logic base $\{(\neg C \vee \neg y, \alpha),(\neg s \vee \neg C \vee y, \beta)\}$, with $\alpha<\beta$. This means that priority is given to the most specific rule.

Similarly, the set of default rules $\{C \sim$ नyellow teeth, $C \sim \neg$ cancer, $C \wedge$ smoking $\sim$ yellow teeth, $C \wedge$ smoking $\sim$ cancer $\}$ can be represented by the possibilistic base:

$$
\mathcal{K}=\{(\neg C \vee \neg y, \alpha),(\neg C \vee \neg c, \alpha),(\neg C \vee \neg s \vee y, \beta),(\neg C \vee \neg s \vee c, \beta)\},
$$

with $\alpha<\beta$ (general rules are less prioritary than specific and exceptional rules). At the semantic level, without introducing the context $C$ (that does not play any particular role here) in the notations, letting

$$
\begin{gathered}
\omega_{1}=c s y, \omega_{2}=c \neg s y, \omega_{3}=c s \neg y, \omega_{4}=c \neg s \neg y, \\
\omega_{5}=\neg c s y, \omega_{6}=\neg c \neg s y, \omega_{7}=\neg c s \neg y, \omega_{8}=\neg c \neg s \neg y,
\end{gathered}
$$

leads to the following qualitative possibility ranking:

$$
\omega_{8}>_{\pi} \omega_{1}={ }_{\pi} \omega_{2}={ }_{\pi} \omega_{4}={ }_{\pi} \omega_{6}>_{\pi} \omega_{3}={ }_{\pi} \omega_{5}={ }_{\pi} \omega_{7}
$$

However, the approach cannot take into account the information

$$
C \wedge \text { yellow teeth } \nprec \neg \text { cancer },
$$

which might be thought of as expressible by $\Pi(C \wedge y \wedge c) \geq \Pi(C \wedge y \wedge \neg c)$, and corresponds to the constraint $\max (\pi(\omega 1), \pi(\omega 2)) \geq \max (\pi(\omega 5), \pi(\omega 6))$. But this constraint is already satisfied by the above ranking, and has by the way no syntactic counterpart in possibilistic logic!

Besides, the stronger piece of information "yellow teeth are indications that the person shall develop a lung cancer: $C \wedge$ yellow teeth $\sim$ cancer, which corresponds to

$$
\Pi(C \wedge y \wedge c)>\Pi(C \wedge y \wedge \neg c)
$$

leads to the ranking

$$
\omega_{8}>_{\pi} \omega_{1}=_{\pi} \omega_{2}=_{\pi} \omega_{4}>_{\pi} \omega_{6}=_{\pi} \omega_{3}={ }_{\pi} \omega_{5}={ }_{\pi} \omega_{7}
$$

and to the base

$$
\mathcal{K}^{\prime}=\{(\neg y, \alpha),(\neg c, \alpha),(\neg s \vee y, \beta),(\neg s \vee c, \beta),(\neg y \vee c, \beta)\}
$$

with $\alpha<\beta$. But, we are going to see now that in such a base, causality cannot be set apart from correlation without intervention-based knowledge.

## 5 Adding Intervention-Based Information

Let us again consider the example that illustrates the problem raised by the ascription of causal relationships. This basic example is made of three statements

- heavy smoking ( $s$ ) leads to cancer ( $c$;
- heavy smoking ( $s$ ) makes teeth yellow ( $y$ );
- having yellow teeth $(y)$ is an indication for (lung) cancer $(c)$.

Let us make some remarks before considering a logical formalization. Intuitively the two first statements express causal relations and sound "deductive", while the last one is "inductive", according to the opposition (stressed by Pearl [10]) between, e.g., "fire is the cause for smoke", and "seeing smoke suggests the presence of fire". Clearly, the three statements (i)-(ii)-(iii) are generic, but liable to many exceptions, whose rate may be expressed by means of conditional probabilities, or certainty levels.

Let us represent the three statements in the setting of propositional logic, assuming for the moment that they have no exception : $\mathcal{K}=\{\neg s \vee c, \neg s \vee y, \neg y \vee c\}$. Note that in fact it corresponds to the $\beta$ level cut of the base $\mathcal{K}^{\prime}$ computed at the end of Section 4 (i.e., the formulas associated to a level at least equal to $\beta$ ), which corresponds to the default rules that are the most specific. At the semantic level, it can be easily checked that $\mathcal{K}$ has only four models. These models are $s c y, \neg s c y, \neg s c \neg y, \neg s \neg c \neg y$, which correspond to four possible worlds and can be summarized in at least three different ways, according to the variable we start with:

1. either one smokes and one has a cancer and yellow teeth, or one does not smoke and it is not possible to have yellow teeth without having cancer;
2. either one has yellow teeth and one has a cancer, or one has no yellow teeth and one does not smoke;
3. either one has not a cancer and one has no yellow teeth and one does not smoke, or one has a cancer and it is impossible to smoke without having yellow teeth.

In this poor representation setting, $y$ and $s$ play the same role with respect to $c$, i.e. it expresses that yellow teeth cause cancer as sure as smoking does. This can be expressed in terms of the possibility distribution:
$\pi_{\mathcal{K}}(\omega)=1$ if $\omega \in\{s c y, \neg s c y, \neg s c \neg y, \neg s \neg c \neg y\}, \pi_{\mathcal{K}}(\omega)=0$ otherwise.
As can be seen,

- $\mathcal{K}$ delimits the non impossible worlds;
- in $\mathcal{K}$ one has lost the directed nature of causal links and of the evocation link (which cannot be simply guessed from the presence of the positive and negative literals), and in $\mathcal{K}$ no distinction is made between the two types of links.

Following Pearl [12] (see also Sloman and Lagnado [13] for a psychological validation), the idea is to perform a thought experiment and to express its believed results, i.e., in the example, that "if one makes the teeth of non-smokers yellow, they will not get a cancer for that reason", which suggests the conditional: $\neg$ smoking $\wedge$ do (yellowteeth $) ~ \sim \neg$ cancer.

Let $d o(y)$ be a new variable expressing that teeth are painted in yellow, then it might seem natural to complete $\mathcal{K}$ in the following way (without performing any cut):

Table 3. Yellow teeth example 1

| $s$ | $c$ | $y$ | $\neg s \vee c$ | $\neg s \vee y$ | $\neg y \vee c$ | $\mathcal{K}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 1 | 1 | 0 | 1 | 0 | 1 | 0 |
| 1 | 0 | 1 | 0 | 1 | 0 | 0 |
| 1 | 0 | 0 | 0 | 0 | 1 | 0 |
| 0 | 1 | 1 | 1 | 1 | 1 | 1 |
| 0 | 1 | 0 | 1 | 1 | 1 | 1 |
| 0 | 0 | 1 | 1 | 1 | 0 | 0 |
| 0 | 0 | 0 | 1 | 1 | 1 | 1 |

Table 4. Yellow teeth example 2

| $s$ | $c$ | $y$ | $d o(y)$ | $\neg s \vee c$ | $\neg s \vee y$ | $\neg d o(y) \vee y$ | $\neg d o(y) \vee s \vee \neg c$ | $\mathcal{K}_{d o(y)}^{*}$ | $\neg y \vee c$ | $\mathcal{K}_{d o(y)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 1 | 1 | 1 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 1 | 1 | 0 | 1 | 1 | 0 | 0 | 1 | 0 | 1 | 0 |
| 1 | 1 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 1 | 0 |
| 1 | 0 | 1 | 1 | 0 | 1 | 1 | 1 | 0 | 0 | 0 |
| 1 | 0 | 1 | 0 | 0 | 1 | 1 | 1 | 0 | 0 | 0 |
| 1 | 1 | 0 | 0 | 1 | 0 | 0 | 1 | 0 |  |  |
| 1 | 0 | 1 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 1 | 0 |  |
| 0 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 1 | 0 |  |
| 0 | 1 | 1 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 0 | 1 | 0 | 1 | 1 | 1 | 0 | 0 | 0 | 1 | 0 |
| 0 | 1 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 |
| 0 | 0 | 1 | 0 | 1 | 1 | 1 | 1 | 1 | 0 | 0 |
| 0 | 0 | 0 | 1 | 1 | 1 | 0 | 1 | 1 | 0 | 1 |
| 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 0 |  |  |
| 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 |  |  |  |

$$
\begin{aligned}
\mathcal{K}_{d o(y)} & =\mathcal{K} \cup\{\neg d o(y) \vee y, \neg d o(y) \vee s \vee \neg c\} \\
& =\{\neg s \vee c, \neg s \vee y, \neg y \vee c, \neg d o(y) \vee y, \neg d o(y) \vee s \vee \neg c\},
\end{aligned}
$$

thus adding to $\mathcal{K}$ the fact that painting teeth in yellow makes them yellow, but is not a source of cancer for non-smokers. The only models of $\mathcal{K}_{d o(y)}$ are

$$
\{s c y d o(y), s c y \neg d o(y), n e g s c y \neg d o(y), \neg s c \neg y \neg d o(y), \neg s \neg c \neg y \neg d o(y)\} .
$$

We have thus lost information, in particular the inconsistency of $\mathcal{K}$, which states the impossibility of having yellow teeth without cancer (see 1., above), together with $\{\neg d o(y) \vee y, \neg d o(y) \vee s \vee \neg c\}$, which has $d o(y) y \neg s \neg c$ and $d o(y) y s \neg c$ among its models, thus stating the non impossibility of having yellow teeth without cancer.

As stated in the directed setting of probabilistic Bayesian nets by Pearl [12], intervention does not only amount to setting the value of a variable, but it also cuts the links that previously constrained its value, the remaining being unchanged. In the example, we thus withdraw formula $\neg y \vee c$, thus withdrawing all the formulas that involve the negative literal $\neg y$, in order to cut the possibility of any logical resolution with $\neg d o(y) \vee y$. This gives, once adding the fact that making teeth of a non-smoker yellow does not lead to cancer:

$$
\begin{aligned}
\mathcal{K}_{d o(y)}^{*} & =(\mathcal{K}-\{\neg y \vee c\}) \cup\{\neg d o(y) \vee y, \neg d o(y) \vee s \vee \neg c\} \\
& =\{\neg s \vee c, \neg s \vee y, \neg d o(y) \vee y, \neg d o(y) \vee s \vee \neg c\} .
\end{aligned}
$$

The models of $\mathcal{K}_{d o(y)}^{*}$ are given in Table 4 . Thus $\mathcal{K}_{d o(y)}^{*}$ has 7 models:

$$
\begin{gathered}
\operatorname{scydo}(y), \operatorname{scy} \neg d o(y), \neg s c y \neg d o(y), \neg s c \neg y \neg d o(y), \\
\neg s \neg c y d o(y), \neg s \neg c y \neg d o(y), \neg s \neg c \neg y \neg d o(y),
\end{gathered}
$$

i.e., either one smokes and one gets a cancer and yellow teeth, or one does not smoke and it is impossible of not having yellow teeth once they have been made yellow, but one may have yellow teeth without being threatened by a cancer: $\neg s \neg c y d o(y)$ is a model of $\mathcal{K}_{d o(y)}^{*}$. Thus having yellow teeth no longer causes cancer! Performing a 'do' operation in a logical framework amounts to a "revision" operation, which changes the base $\mathcal{K}$ into the base $\mathcal{K}_{d o(y)}^{*}$ defined above.

In the general case, intervention consists not only of introducing a new variable $d o(p)$ controling a literal $p$ and inhibiting the existing causal links bearing on it, but also introducing specific knowledge pertaining to the intervention on $p$ (here, $\neg d o(y) \vee s \vee \neg c$ ), distinguishing between the known effect of intervention on a literal $p$ of interest and the spurious causation between $p$ and $t$. Then definition 1 becomes

Definition 3. Let $\mathcal{K}$ be a set of logical formulas in clausal form such that $\mathcal{K} \nvdash t$ and $\mathcal{K} \nvdash \neg t$, where $t$ is a literal that appears in $\mathcal{K}$. Let $p$ be another literal appearing in $\mathcal{K}$. The intervention on $p$ in connection with some effect $t$ consists in

1. Adding the clause $\neg d o(p) \vee p$ to $\mathcal{K}$.
2. Adding all known results of intervention on $p$, of the form $\neg d o(p) \vee q \vee \neg t$, that deny the causal influence of doing $p$ on the truth of $t$.
3. Deleting all clauses that unify with $p$ of the form $\neg p \vee r$ and adding substitutes of the form $d o(p) \vee \neg p \vee r$.

Let $\mathcal{K}^{I(p, t)}$ be the result of this transformation. Note that the last point means that one deletes the problematic links such as $\neg p \vee t$ that refers to a spurious causation between $p$ and $t$.

Proposition 3. If $\mathcal{K} \nvdash t$ and $\mathcal{K} \nvdash \neg t$ then $\mathcal{K}^{I(p, t)}$ is consistent with $p \wedge \neg t$.
Proof : We must show that $\mathcal{K}^{I(p, t)} \cup\{p\} \nvdash t$. Since all clauses that unify with $p$ have been modified by adding literal $d o(p), \mathcal{K}^{I(p, t)} \cup\{p\}$ can only entail clauses of the form $d o(p) \vee r$ by unification with $p$. Such clauses can also unify with
$\neg d o(p) \vee p$ and yield $p \vee r$. As $\mathcal{K} \nvdash t$ and $\mathcal{K} \nvdash \neg t$, and there is no additional clause produced by the transformation of $\mathcal{K}$ that can produce $t, \mathcal{K}^{I(p, t)}$ is consistent with $p \wedge \neg t$. In particular, if $\neg p \vee t \in \mathcal{K}$, then only $d o(p) \vee t$ and $p \vee t$ can be produced.

This result shows that there is a counter-example to an hypothetical causal link from $p$ to $t$. For instance on the yellow teeth example, one can check that

$$
\mathcal{K}^{I(p, t)}=\{\neg s \vee c, \neg s \vee y, \neg d o(y) \vee y, d o(y) \vee \neg y \vee c, \neg d o(y) \vee s \vee \neg c\},
$$

namely step 2 adds the known fact $\neg d o(y) \vee s \vee \neg c$ and step 3 removes $\neg y \vee c$ and adds $d o(y) \vee \neg y \vee c$. It ensures that making teeth yellow (adding $d o(y)$ to the above knowledge base) cannot imply $c$. However yellow teeth still suggest cancer if this colour is not the effect of an action (this is expressed by adding $\neg d o(y)$ ), but is the result of smoking (when $s$ is a known fact).

This approach provides a tool for deleting from a knowledge base the links that are known to be non-causal due to intervention. Thus, intervention can refine the perception of causal links provided by the default rule-based approach presented in Section 4.

This technique can be generalized to possibilistic logic bases, which thus enables us to work with the representations of default rules. In the example, at the semantic level, the initial Table 3 would become Table 5 below where the interpretations that are completely possible are unchanged. The knowledge pertaining to interventions could then be dealt with directly at the syntactic level in the setting of possibilistic logic, from the modified base $\mathcal{K}_{d o(y)}^{*}$, viewed as a level cut of a possibilistic logic base.

Table 5. Yellow teeth example 3

| $s$ | $j$ | $\neg s \vee c$ | $\neg s \vee y$ | $\neg y \vee c$ | $\mathcal{K}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 | 1 | 1 |
| 1 | 1 | 0 | 1 | $1-\beta$ | 1 |
| 1 | 0 | 1 | $1-\alpha$ | 1 | $1-\beta$ |
| 1 | 0 | $1-\alpha \min (1-\alpha, 1-\beta)$ |  |  |  |
| 0 | 0 | 1 | $1-\beta$ | 1 | 1 |
| 0 | 1 | 1 | $\min (1-\alpha, 1-\beta)$ |  |  |
| 0 | 0 | 1 | 1 | 1 | 1 |
| 0 | 1 | 1 | 1 | $1-\beta$ | $1-\beta$ |
| 0 | 0 | 0 | 1 | 1 | 1 |

## 6 Concluding Remarks

The paper has shown how interventions (with or without cut) can be handled in a propositional logic setting. It has outlined how interventions, once expressed in such a setting, can supplement the approach that models the ascription of causal relations in a reported sequence of events on the basis of default rules expressing generic beliefs, in order to distinguish causality from correlation. The proposed approach is still to be compared with the treatment of interventions in the setting of possibilistic networks [3], since a possibilistic network can be
translated into a possibilistic logic base and vice versa [1]. However, the paper has shown that the notion of intervention makes sense in non directed settings.
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#### Abstract

Different methods have been proposed for merging multiple and potentially conflicting informations. Sum-based operators offer a natural method for merging commensurable prioritized belief bases. Their popularity is due to the fact that they satisfy the majority property and they adopt a non cautious attitude in deriving plausible conclusions.

This paper analyses the sum-based merging operator when sources to merge are incommensurable, namely they do not share the same meaning of uncertainty scales. We first show that the obtained merging operator can be equivalently characterized either in terms of an infinite set of compatible scales, or by a well-known Pareto ordering on a set of models. We then study different families of compatible scales useful for merging process. This paper also provides a postulates-based analysis of our merging operators.


## 1 Introduction

The problem of merging multiple-source information is crucial for many applications. Indeed, many situations require to take into account several potentially conflicting pieces of information, such as distributed databases frameworks, multi-agent systems, or distributed information in general (e.g. semantic web). This kind of situation leads to perform some combination operations on available pieces of information, which is well known as a data fusion problem.

Different merging operators have been proposed in the literature to merge prioritized pieces of information issued from different sources [1, 2, 3]. Most of existing merging methods assume that ranks associated with beliefs are commensurable from one source to another. This commensurability assumption may make sense in some situations, when it is possible to obtain a reference scale between sources. However, it can appear to be too strong for other applications. Only few works have addressed the issue of merging incommensurable ranked belief bases [4,5].

In this paper, we first provide, in Section 3, a natural extension of the sumbased fusion mode to deal with incommensurable belief bases. This extension uses the concept of compatible scales to define the result of merging. We show, in the same section, that the fusion can also be characterized in terms of a
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Pareto-ordering on possible worlds. We then analyze, in Section 4, the logical behavior of the sum-based merging operator in commensurable and incommensurable cases. As a surprising result, the majority postulate is no longer valid when dealing with incommensurable belief bases. Even worse, the sum-based merging operator become majority-independent. Section 5 presents several inference relations based on some selection functions of compatible scales (such as the ones obtained from linear transformations or bounded compatible scales). In particular, we analyze the impact of these selection functions on the satisfaction of rationality postulates, and on the prudence of merging operators. Section 6 provides a brief comparison with some other merging approaches.

Before developing in details these results, we first provide some backgrounds on ranked belief bases and sum-based merging of commensurable belief bases.

## 2 Merging Ranked Belief Bases

Let $\mathcal{L}$ be a finite propositional language. We denote by $\Omega$ the set of interpretations of $\mathcal{L}$ and by $\omega$ an element of $\Omega$. Greek letters $\varphi$ and $\psi$ denote propositional formulas. $\equiv$ denotes a logical equivalence, $\operatorname{Mod}(\varphi)$ represents the set of models of $\varphi, \top$ and $\perp$ represent respectively a tautology and a contradiction.

### 2.1 Ranked Belief Bases

A ranked belief base is a multi-set of ranked formulas. It contains beliefs provided by a given source. The term belief is used when pieces of information provided by sources are uncertain. A ranked belief is represented by a propositional formula associated with a rank. This rank represents the amount of uncertainty associated with the formula, and can simply expresses the reliability of the source which provides this belief. A ranked belief base is a convenient framework to represent uncertain (or prioritized) pieces of information:

Definition 1 (Ranked belief base). A ranked belief base $B_{i}$ is a multi-set of ranked propositional formulas $B_{i}=\left\{\left(\varphi_{i j}, R_{B_{i}}\left(\varphi_{i j}\right)\right), j \in\left\{1, \ldots, m_{i}\right\}\right\}$, where $\varphi_{i j} \in \mathcal{L}$, and $R_{B_{i}}\left(\varphi_{i j}\right) \in \mathbb{N}^{*}$.
$\left(\varphi_{i j}, R_{B_{i}}\left(\varphi_{i j}\right)\right)$ means that $\varphi_{i j}$ has a priority rank of at least $R_{B_{i}}\left(\varphi_{i j}\right)$. Intuitively, formulas associated with highest ranks are those which are preferred for a given source (or agent). Only strictly positive ranks are represented. Ranked belief bases are used in different frameworks, such as possibility theory [6] or ordinal conditional functions (OCF) [7,8, 9 . We denote by $B_{i}^{*}$ the set of propositional formulas obtained from $B_{i}$ by ignoring ranks associated with formulas.

Given a ranked belief base, a total pre-order on interpretations of $\Omega$ can be derived as follows: $\omega$ is preferred to $\omega^{\prime}$ if and only if the strongest belief falsified by $\omega$ is less important than the strongest belief falsified by $\omega^{\prime}$. More precisely:

Definition 2 ( $\kappa$-functions). A ranking function $\kappa_{B_{i}}$ associated with a ranked belief base $B_{i}$ is a function that maps each interpretation $\omega \in \Omega$ to an integer $\kappa_{B_{i}}(\omega)$ such that:

$$
\kappa_{B}(\omega)=\left\{\begin{array}{lc}
0 & \text { if } \forall\left(\varphi_{i j}, R_{B_{i}}\left(\varphi_{i j}\right)\right) \in B_{i}, \omega \models \varphi_{i j} \\
\max \left\{R_{B_{i}}\left(\varphi_{i j}\right): \omega \not \models \varphi_{i j},\left(\varphi_{i j}, R_{B_{i}}\left(\varphi_{i j}\right)\right) \in B_{i}\right\} \quad \text { otherwise. }
\end{array}\right.
$$

Interpretations associated with lower ranks represent agent's current beliefs. This ordering is the basis of possibilistic logic [6] and adjustment revision [8].

Example 1. Let us consider the ranked belief base $B=\{(\neg a \vee b, 8),(a \vee b, 5)$, $(a, 2)\}$. Table 1 gives the $\kappa$-function $\kappa_{B}$ associated with $B . \omega_{3}$ is the preferred interpretation and will represent agent's current beliefs.

Table 1. An example of $\kappa$-function

| $\omega_{i} \in \Omega$ | ab | $\kappa_{B}\left(\omega_{i}\right)$ |
| :---: | :---: | :---: |
| $\omega_{0}$ | 0 | 0 |
| $\omega_{1}$ | 0 | 1 |
| $\omega_{2}$ | 2 |  |
| $\omega_{2}$ | 1 | 0 |
| $\omega_{3}$ | 1 | 8 |

It is important to note that beliefs are inserted as they are and as they come from their sources, and we do not add derived beliefs. This is the spirit of what is called "belief bases" by Nebel [10. Hence, the same belief can be present several times in $B_{i}$ and this explains why we consider it as a multi-set. Equivalent beliefs have different identification (the identification can be an arbitrary numbering of the beliefs in $B_{i}$ ). We do not make these identifications explicit since it renders the notation heavy. Formulas of belief bases are distinguished from plausible conclusions which are derived from beliefs.

### 2.2 Sum-Based Fusion of Commensurable Bases

This section recalls a sum-based merging method. Let $E=\left\{B_{1}, \ldots, B_{n}\right\}$ be a multi-set of $n$ ranked belief bases issued from $n$ sources, and let $\mu$ be a propositional formula representing integrity constraints to satisfy. The aim of merging is, given $E$ and $\mu$, to rank-order different interpretations of $\Omega$ with respect to pieces of information provided by sources. This ordering is often obtained using a merging operator denoted here by $\triangle^{\mu}$. Given $E, \triangle^{\mu}$, we denote by $\triangleleft^{E}$ the ordering on $\Omega$ induced by $\triangle^{\mu}$ and $E$. We denote by $\triangle^{\mu}(E)$ the so-called belief set which represents the set of actual beliefs obtained after merging $E$ and $\mu$ by $\triangle^{\mu} . \triangle^{\mu}(E)$ is defined as usually, namely it is such that its models are those which are minimal with respect to $\triangleleft^{E}$. In the literature, different methods for merging $E$ have been proposed (e.g. [3,2,11]). This paper focuses on a sum-based fusion, denoted by $\triangle_{\Sigma}^{\mu}$.

To compute the result of merging, each interpretation $\omega$ is associated with a profile, denoted by $\nu_{E}(\omega)$, and defined by:

$$
\nu_{E}(\omega)=\left\langle\kappa_{B_{1}}(\omega), \ldots, \kappa_{B_{n}}(\omega)\right\rangle
$$

It represents the consistency degree of an interpretation $\omega$ with respect to ranked bases to merge. The computation of $\triangle_{\Sigma}^{\mu}$ is achieved in two steps: first combine
the consistency degrees $\kappa_{B_{i}}(\omega)$ 's with the Sum operator $\Sigma$, and then rank-order interpretations with respect to their obtained ranks. More formally:

Definition $3\left(\triangleleft \frac{E}{\Sigma}\right)$. Let $\omega$ and $\omega^{\prime}$ be two interpretations of $\Omega$, and $\nu_{E}(\omega)$, $\nu_{E}\left(\omega^{\prime}\right)$ be their respective profiles. Then : $\omega \triangleleft_{\Sigma}^{E} \omega^{\prime}$ iff $\Sigma\left(\nu_{E}(\omega)\right)<\Sigma\left(\nu_{E}\left(\omega^{\prime}\right)\right)$, where $\Sigma\left(\nu_{E}(\omega)\right)=\sum_{i=1, . ., n} \kappa_{B_{i}}(\omega)$.

Models of $\triangle_{\Sigma}^{\mu}(E)$ are models of $\mu$ which are minimal with respect to $\triangleleft{ }_{\Sigma}^{E}$ :

$$
\operatorname{Mod}\left(\triangle_{\Sigma}^{\mu}(E)\right)=\operatorname{Min}\left(\operatorname{Mod}(\mu), \triangleleft \triangleleft_{\Sigma}^{E}\right)
$$

The sum-based merging operator is majority dependent : the repetition of a same piece of information may affect the result of merging. This kind of operator is particularly well adapted if sources (or agents) are assumed to be independent.

Example 2. Let us consider $E=\left\{B_{1}, B_{2} B_{3}\right\}$ where $B_{1}=\{(a, 6),(b, 3)\}, B_{2}=$ $\{(a \vee b, 3),(\neg b, 1)\}$ and $B_{3}=\{(\neg a, 5\}$. Assume that $\mu \equiv \neg a \vee \neg b$. Profiles associated with interpretations are given by Table 2, We have $\operatorname{Mod}\left(\triangle_{\Sigma}^{\mu}(E)\right)=\left\{\omega_{1}\right\}$.

Table 2. Profiles associated with interpretations

| $\omega \in \Omega$ | a | b | $\nu_{E}(\omega)$ | $\Sigma\left(\nu_{E}(\omega)\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| $\omega_{0}$ | 0 | 0 | $\langle 6,3,0\rangle$ | 9 |
| $\omega_{1}$ | $\mathbf{0}$ | $\mathbf{1}$ | $\langle\mathbf{6 , 1 , \mathbf { 0 }}\rangle$ | $\mathbf{7}$ |
| $\omega_{2}$ | 1 | 0 | $\langle 3,0,5\rangle$ | 8 |
| $\omega_{3}$ | 1 | 1 | $\langle 0,1,5\rangle$ | 6 |

## 3 Extension of the Sum-Based Operator for Merging Incommensurable Belief Bases

### 3.1 Compatible Scales Merging Approach

The sum-based merging operator defined above assumes that ranks, associated with formulas, have to be commensurable in order to sum them. Such assumption can be too strong for some applications, for instance when information is obtained from sources with unknown quality (e.g. web). A natural way to merge incommensurable belief bases consists in using possible common scales, called compatible scales [5]. A compatible scale affects new ranks to beliefs such that initial relative orders between beliefs of each agent are preserved.

Definition 4 (Compatible scale). A compatible scale $\mathcal{S}$ is a function that maps $E=\left\{B_{1}, \ldots, B_{n}\right\}$ to $E^{\mathcal{S}}=\left\{B_{1}^{\mathcal{S}}, \ldots, B_{n}^{\mathcal{S}}\right\}$ such that for all $B_{i} \in E$ :
(i) $B_{i}^{\mathcal{S}}=\left\{\left(\varphi_{i j}, \mathcal{S}\left(\varphi_{i j}\right)\right):\left(\varphi_{i j}, R_{B_{i}}\left(\varphi_{i j}\right)\right) \in B_{i}\right\}$
(ii) $\forall B_{i} \in E, \forall\left(\varphi_{i j}, R_{B_{i}}\left(\varphi_{i j}\right)\right) \in B_{i}, \forall\left(\varphi_{i j^{\prime}}, R_{B_{i}}\left(\varphi_{i j^{\prime}}\right)\right) \in B_{i}$, $R_{B_{i}}\left(\varphi_{i j}\right) \leq R_{B_{i}}\left(\varphi_{i j^{\prime}}\right) \quad$ iff $\mathcal{S}\left(\varphi_{i j}\right) \leq \mathcal{S}\left(\varphi_{i j^{\prime}}\right)$.

The following example shows that compatible scales are not unique.
Example 3. Let us consider $E=\left\{B_{1}, B_{2}, B_{3}\right\}$ be belief bases provided by Example 2. Table 3 gives three possible scales: $\mathcal{S}_{1}, \mathcal{S}_{2}$ and $\mathcal{S}_{3}$. Scales $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$ are compatible, because they preserve initial orders induced by each base. However, $\mathcal{S}_{3}$ is not a compatible one: it inverses priority between beliefs of $B_{1}$.

Table 3. Examples of compatible scales

|  | $\varphi_{i j}$ | $R_{B_{i}}\left(\varphi_{i j}\right)$ | $\mathcal{S}_{1}\left(\varphi_{i j}\right)$ | $\mathcal{S}_{2}\left(\varphi_{i j}\right)$ | $\mathcal{S}_{3}\left(\varphi_{i j}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $B_{1}$ | $a$ | 6 | 2 | 6 | 1 |
|  | $b$ | 3 | 1 | 4 | 5 |
| $B_{2}$ | $a \vee b$ | 3 | 2 | 3 | 3 |
|  | $\neg b$ | 1 | 1 | 2 | 1 |
| $B_{3}$ | $\neg a$ | 5 | 1 | 4 | 5 |

As we already pointed out, beliefs are considered as self justified. A compatible scale does not directly handle beliefs but rather normalize ranks associated with beliefs. If, for instance, one have two bases: $B_{1}=\{(a, 1),(b, 2)\}$, and $B_{2}=$ $\{(b, 3),(a, 5)\}$; a possible common scale is $\mathcal{S}$ such that $B_{1}^{\mathcal{S}}=\{(a, 2),(b, 3)\}$, and $B_{2}^{\mathcal{S}}=\{(b, 2),(a, 3)\}$. This scale is compatible since it simply preserves the initial ordering between beliefs of $B_{1}$ and between beliefs of $B_{2}$.

The set of scales compatible with $E$ is denoted by $\mathbb{S}_{E}$. Note that $\mathbb{S}_{E}$ is never empty (it is enough to consider a scale that simply uses initial ranks, which is trivially compatible). Given a compatible scale $\mathcal{S} \in \mathbb{S}_{E}$, we denote by $B_{i}^{\mathcal{S}}$ the belief base obtained from $B_{i}$ by using a compatible scale $\mathcal{S}$. More formally, $B_{i}^{\mathcal{S}}$ is obtained by replacing each pair $\left(\varphi_{i j}, R_{B_{i}}\left(\varphi_{i j}\right)\right)$ by $\left(\varphi_{i j}, \mathcal{S}\left(\varphi_{i j}\right)\right)$. Moreover, we denote by $E^{\mathcal{S}}$ the multi-set obtained by application of $\mathcal{S}$ on each $B_{i}$ from $E$.

Definition 5 (Definition of $\left\langle{ }_{\Sigma}^{E}\right.$ ). Let $\omega, \omega^{\prime}$ be two interpretations of $\Omega$. Then:

$$
\omega \mathbb{\Sigma}_{\Sigma}^{E} \omega^{\prime} \quad \text { iff } \forall \mathcal{S} \in \mathbb{S}_{E}, \omega \triangleleft_{\Sigma}^{E^{\mathcal{S}}} \omega^{\prime}
$$

where $\triangleleft \Sigma_{\Sigma}^{E^{\mathcal{S}}}$ is the result of applying the Definition 3 on $E^{\mathcal{S}}$.
Models of $\boldsymbol{\Delta}_{\Sigma}^{\mu}(E)$ are again: $\operatorname{Mod}\left(\mathbf{\Delta}_{\Sigma}^{\mu}(E)\right)=\operatorname{Min}\left(\operatorname{Mod}(\mu), \boldsymbol{\triangleleft}_{\Sigma}^{E}\right)$.
Example 4. Let consider again $B_{1}=\{(a, 6),(b, 3)\}, B_{2}=\{(a \vee b, 3),(\neg b, 1)\}$ and $B_{3}=\{(\neg a, 5\}$. Table 4 provides profiles associated with interpretations for each of two compatible scales, $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$. Bold elements represent models of $\triangle_{\Sigma}^{\mu}\left(E^{\mathcal{S}_{i}}\right)$. For instance, $\omega_{2}$, and $\omega_{3}$ are models of $\triangle_{\Sigma}^{\mu}\left(E^{\mathcal{S}_{1}}\right)$ according to $\mathcal{S}_{1}$.

### 3.2 Characterization of the Result of Merging

This subsection shows that it is possible to characterize the result of fusion without comparing all compatible scales. The following proposition shows that

Table 4. Profiles associated with interpretations

| $\omega \in \Omega$ | ab | $\nu_{E} \mathcal{S}_{1}(\omega)$ | $\Sigma_{\mathcal{S}_{1}}$ | $\nu_{E} \mathcal{S}_{2}(\omega)$ | $\Sigma_{\mathcal{S}_{2}}$ |
| :---: | :---: | :--- | :--- | :--- | :--- |
| $\omega_{0}$ | 0 | 0 | $\langle 2,2,0\rangle$ | 4 | $\langle 6,3,0\rangle$ |
| $\omega_{1}$ | 0 | 1 | $\langle 2,1,0\rangle$ | 3 | $\langle 6,2,0\rangle$ |
| $\omega_{2}$ | 1 | 0 | $\langle\mathbf{1 , 0 , 1}\rangle$ | $\mathbf{2}$ | $\langle 4,0,4\rangle$ |
| $\omega_{3}$ | 1 | 1 | $\langle\mathbf{0}, \mathbf{1}, \mathbf{1}\rangle$ | $\mathbf{2}$ | $\langle\mathbf{0}, \mathbf{2}, \mathbf{4}\rangle$ |

an interpretation $\omega$ is a model of $\boldsymbol{\Delta}_{\Sigma}^{\mu}(E)$ if and only if there exists a compatible scale $\mathcal{S}$ where $\omega$ is a model of $\triangle_{\Sigma}^{\mu}\left(E^{\mathcal{S}}\right)$. More formally:

Proposition 1. Let $E$ be a multi-set of ranked belief bases. Then $\omega \in \operatorname{Mod}\left(\mathbf{\Delta}_{\Sigma}^{\mu}(E)\right)$, if and only if there exists a compatible scaling $\mathcal{S}$ such that $\omega \in \operatorname{Mod}\left(\triangle_{\Sigma}^{\mu}\left(E^{\mathcal{S}}\right)\right)$.

We now generalize this proposition by characterizing the whole ordering $\boldsymbol{4}_{\Sigma}^{E}$ and not only its minimal elements. It turns out that $\boldsymbol{\iota}_{\Sigma}^{E}$ corresponds to the well-known Pareto Criterion. Namely:

Proposition 2. Let $\omega$ and $\omega^{\prime}$ be two interpretations of $\Omega$. Then $\omega \boldsymbol{⿶}_{\Sigma}^{E} \omega^{\prime}$ iff: (i) $\forall j \in\{1, . ., n\}, \kappa_{B_{j}}(\omega) \leq \kappa_{B_{j}}\left(\omega^{\prime}\right)$ and (ii) $\exists i \in\{1, \ldots, n\}, \kappa_{B_{i}}(\omega)<\kappa_{B_{i}}\left(\omega^{\prime}\right)$.

The first condition means that $\omega$ is at least as preferred as $\omega^{\prime}$ with respect to each belief base, while the second condition means that at least one base expresses a strict preference for $\omega$.

## 4 Logical Behavior and Rational Postulates

Many postulates have been proposed in the literature to characterize merging operators under constraints (see [3] for details). These postulates are defined when belief bases are represented by propositional formulas. In our framework, these postulates have been adapted (see [5] for details) as follows:
$(\mathbf{I C 0}) \triangle^{\mu}(E) \vDash \mu$;
(IC1) If $\mu$ is consistent, then $\triangle^{\mu}(E)$ is consistent;
( $\mathbf{I C 2}^{*}$ ) If $\bigwedge_{B \in E} B^{*}$ is consistent with $\mu$, then
$\triangle^{\mu}(E) \equiv \bigwedge_{B \in E} B^{*} \wedge \mu ;$
$\left(\mathbf{I C 3}^{*}\right)$ If $E_{1} \equiv_{R} E_{2}$ and $\mu_{1} \equiv \mu_{2}$, then $\triangle^{\mu_{1}}\left(E_{1}\right) \equiv \triangle^{\mu_{2}}\left(E_{2}\right) ;$
$\left(\mathbf{I C 4}{ }^{*}\right)$ If $B_{1}^{*} \models \mu$ and $B_{2}^{*} \models \mu$, then $\triangle^{\mu}\left(\left\{B_{1}, B_{2}\right\}\right) \wedge B_{1}^{*}$ is consistent iff $\triangle^{\mu}\left(\left\{B_{1}, B_{2}\right\}\right) \wedge B_{2}^{*}$ is consistent;
(IC5) $\triangle^{\mu}\left(E_{1}\right) \wedge \triangle^{\mu}\left(E_{2}\right) \models \triangle^{\mu}\left(E_{1} \bigsqcup E_{2}\right)$;
(IC6) If $\triangle^{\mu}\left(E_{1}\right) \wedge \triangle^{\mu}\left(E_{2}\right)$ is consistent, then $\triangle^{\mu}\left(E_{1} \bigsqcup E_{2}\right) \models \triangle^{\mu}\left(E_{1}\right) \wedge \triangle^{\mu}\left(E_{2}\right)$;
(IC7) $\triangle^{\mu_{1}}(E) \wedge \mu_{2} \models \triangle^{\mu_{1} \wedge \mu_{2}}(E)$;
(IC8) If $\triangle^{\mu_{1}}(E) \wedge \mu_{2}$ is consistent, then $\triangle^{\mu_{1} \wedge \mu_{2}}(E) \models \triangle^{\mu_{1}}(E) \wedge \mu_{2}$.

Additional postulates have been proposed in [3]:
( $\mathbf{I C 6}^{\prime}$ ') If $\triangle^{\mu}\left(E_{1}\right) \wedge \triangle^{\mu}\left(E_{2}\right)$ is consistent, then

$$
\triangle^{\mu}\left(E_{1} \bigsqcup E_{2}\right) \models \triangle^{\mu}\left(E_{1}\right) \vee \triangle^{\mu}\left(E_{2}\right) ;
$$

(MAJ) $\exists m \in \mathbb{N}: \triangle^{\mu}\left(E \sqcup B_{i}^{m}\right) \models B_{i}^{*}$, (with $B_{i}^{m}=\left\{B_{i}\right\} \sqcup \ldots \sqcup\left\{B_{i}\right\} m$ times and $\sqcup$ the multi-set union) ;
(MI) $\forall m, \triangle^{\mu}\left(E_{1} \sqcup E_{2}^{m}\right) \equiv \triangle^{\mu}\left(E_{1} \sqcup E_{2}\right)$.

The majority postulate (MAJ) characterizes majoritarian merging operators: if a given set of beliefs is repeated often enough, this set of beliefs should be accepted in the result of merging. At the opposite, the majority independence postulate states that the result of merging is independent of the repetition of beliefs. (IC6') is a weakened version of (IC6). We also introduce in this paper a stronger version of $\left(\mathbf{I C} 4^{*}\right)$, called the consensus postulate:
(CSS) $\forall B_{i} \in E$, if $B_{i} \models \mu$, then $B_{i}^{*} \wedge \triangle^{\mu}(E)$ is consistent.

### 4.1 The Commensurable Case

In the commensurable case, the following proposition shows that $\triangle_{\Sigma}^{\mu}$ satisfies most of the original postulates:

Proposition 3. $\triangle_{\Sigma}^{\mu}$ satisfies (IC0), (IC1), (IC2*), (IC3*), (IC5), (IC6), (IC6'), (IC7), (IC8) and (MAJ).

However, $\triangle_{\Sigma}^{\mu}$ falsifies (IC4 ${ }^{*}$ ), (MI) and (CSS). For the lack of space, we only provide a counter-example for (IC4*):

Example 5. Let us consider $B_{1}=\{(\neg a, 2),(b, 1)\}, B_{2}=\{(a, 3),(b, 2)\}$, and $\mu=$ $a \vee b$. We have $B_{1}^{*} \models \mu$ and $B_{2}^{*} \models \mu$, and from Table5. $\operatorname{Mod}\left(\triangle_{\Sigma}^{\mu}(E)\right)=\left\{\omega_{3}\right\}$, and then $\triangle_{\Sigma}^{\mu}(E) \equiv a \wedge b$. Hence, on this example, $\triangle^{\mu}\left(\left\{B_{1}, B_{2}\right\}\right) \wedge B_{2}^{*}$ is consistent, but $\triangle^{\mu}\left(\left\{B_{1}, B_{2}\right\}\right) \wedge B_{1}^{*}$ is not.

Table 5. Profiles associated with interpretations

|  | ab | $\kappa_{B_{1}}(\omega)$ | $\kappa_{B_{2}}(\omega)$ | $\nu_{E}(\omega)$ | $\Sigma\left(\nu_{E}(\omega)\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\omega_{0}$ | 0 | 0 | 1 | 3 | $\langle 1,3\rangle$ |
| $\omega_{1}$ | 0 | 1 | 0 | 3 | 4 |
| $\omega_{2}$ | 1 | 0 | 2 | 2 | $\langle 0,3\rangle$ |
| $\omega_{3}$ | 1 | 1 | 2 | 0 | 3 |

### 4.2 The Incommensurable Case

When belief bases are incommensurable, we obtain:
Proposition 4. $\mathbb{\Delta}_{\Sigma}^{\mu_{1}}(E)$ satisfies (IC0), (IC1), (IC2*), (IC3*), (IC4*), (IC5), (IC7) and (CSS).
However, $\boldsymbol{\Delta}_{\Sigma}^{\mu}$ falsifies (IC6), (IC6'), (IC8), and (MAJ). For the lack of space, we only provide a counter-example for (IC6).

Example 6. Let us consider $\mu=\top, E_{1}=\left\{B_{1}=\{(a, 1)\}, B_{2}=\{(\neg a, 1)\}\right\}$ and $E_{2}=\left\{B_{3}=\{(a, 1)\}\right\}$. From Tables 6, we have $\boldsymbol{\Delta}_{\Sigma}^{\mu}\left(E_{1}\right) \equiv \top$ and $\boldsymbol{\Delta}_{\Sigma}^{\mu}\left(E_{2}\right) \equiv a$. Furthermore, we have $\boldsymbol{\Delta}_{\Sigma}^{\mu}\left(E_{1} \bigsqcup E_{2}\right) \equiv \top$, but $\boldsymbol{\Delta}_{\Sigma}^{\mu}\left(E_{1}\right) \wedge \mathbf{\Delta}_{\Sigma}^{\mu}\left(E_{2}\right) \equiv a$. Hence, (IC6) is not satisfied since $\boldsymbol{\Delta}_{\Sigma}^{\mu}\left(E_{1}\right) \wedge \boldsymbol{\Delta}_{\Sigma}^{\mu}\left(E_{2}\right)$ is consistent, but $\boldsymbol{\Delta}_{\Sigma}^{\mu}\left(E_{1} \bigsqcup E_{2}\right) \not \vDash$ $\mathbf{\Delta}_{\Sigma}^{\mu}\left(E_{1}\right) \wedge \mathbf{\Delta}_{\Sigma}^{\mu}\left(E_{2}\right)$.

Table 6. Profiles associated with interpretations

|  | ab | $\nu_{E_{1}}(\omega)$ | $\nu_{E_{2}}(\omega)$ | $\nu_{E_{1} \bigcup E_{2}}(\omega)$ |
| :---: | :---: | :---: | :---: | :---: |
| $\omega_{0}$ | 0 | 0 | $\langle\mathbf{1}, \mathbf{0}\rangle$ | $\langle 1\rangle$ |
| $\omega_{1}$ | 0 | 1 | $\langle\mathbf{1}, \mathbf{0}\rangle$ | $\langle 1, \mathbf{0}, \mathbf{1}\rangle$ |
| $\omega_{2}$ | 1 | 0 | $\langle\mathbf{0 , 1}\rangle$ | $\langle\mathbf{1}, \mathbf{0}, \mathbf{1}\rangle$ |
| $\omega_{3}$ | 1 | 1 | $\langle\mathbf{0}, \mathbf{0}\rangle$ | $\langle\mathbf{0}\rangle$ |

Note that the non-satisfaction of (IC8) is due to the fact that when dealing with incommensurable belief bases, $\mathbf{4}_{\Sigma}^{E}$ is only a partial order. For instance, in [12], the fusion mode based on partial order does not satisfy (IC8).

Regarding the non satisfaction of the majority postulate, the situation is even worst. It can be shown that the Sum-based incommensurable belief base merging operator satisfies the majority independence postulate.

Proposition 5. $\mathbf{\Delta}_{\Sigma}^{\mu}(E)$ satisfies (MI).

## 5 Selection Functions of Compatible Scales

This section restricts our merging operator to particular subsets of compatible scales, in order to derive more plausible conclusions. We discuss the following particular classes of compatible scales:

- bounded class $S^{(p)}$ : compatible scales such that the highest new rank assigned to a formula cannot exceed a fixed threshold $p$ (a positive integer).
- linear class $S^{l}$ : this class only proceeds to a linear transformation of initial ranks;
- weighted class $S^{w}$ : this class allows a proportional change of initial weights;
- shift class $S^{s}$ : this class allows to hold distance between ranks associated with two distinct formulas from a given source.

Table 7 gives formal definitions of these selection functions:
Table 7. Particular classes of compatible scales

| Class | Notation | $\left\{\mathcal{S}\right.$ s.t. $\left.\forall B_{i} \in E, \forall \varphi \in B_{i}: \ldots\right\}$ |
| :---: | :---: | :---: |
| Bounded | $S^{(p)}$ | $\mathcal{S}(\varphi) \leq p$ |
| Linear | $S^{l}$ | $\mathcal{S}(\varphi)=a_{i} \cdot R_{B_{i}}(\varphi)+b_{i}$ with $a_{i}>0, b_{i} \geq 0$ |
| Weighted | $S^{w}$ | $\mathcal{S}(\varphi)=a_{i} \cdot R_{B_{i}}(\varphi)$ with $a_{i}>0$ |
| Shift | $S^{s}$ | $\mathcal{S}(\varphi)=R_{B_{i}}(\varphi)+b_{i}$ with $b_{i} \geq 0$ |

Bounded compatible scales offer a natural way to select a set of compatible scales, since in practice common scales are bounded. One can remark that the smallest possible $p$ is $p_{\text {min }}=\max \left\{\left|B_{i}\right|: B_{i} \in E\right\}$, where $\left|B_{i}\right|$ represents the number of different rank (or ranks) in $B_{i}$. If $p<p_{\text {min }}$, then the set of compatible scales is empty.

The shift compatible scale class allows to hold distance relations between ranks of formulas. Indeed, when applying a such compatible scale $\mathcal{S}$, then:
$\forall\left(\varphi_{i j}, R_{B_{i}}\left(\varphi_{i j}\right)\right),\left(\varphi_{i j^{\prime}}, R_{B_{i}}\left(\varphi_{i j^{\prime}}\right)\right) \in B_{i}, \mathcal{S}\left(\varphi_{i j}\right)-\mathcal{S}\left(\varphi_{i j^{\prime}}\right)=R_{B_{i}}\left(\varphi_{i j}\right)-R_{B_{i}}\left(\varphi_{i j^{\prime}}\right)$.
Weighted compatible scales are obtained by multiplying associated ranks $R_{B_{i}}\left(\varphi_{i j}\right)$ by a weight $a_{i}$. Intuitively, these weights may represent the reliability of sources (each $B_{i}$ has a reliability weight $a_{i}$ ), and the merging operator become a weighted sum. Linear compatible scales class generalizes the two above classes (weighted and shift).

We denote by $\boldsymbol{«}_{\Sigma, S^{(p)}}^{\mu}\left(\right.$ resp. $\boldsymbol{\psi}_{\Sigma, S^{l}}^{\mu}, \boldsymbol{⿶}_{\Sigma, S^{w}}^{\mu}$, and $\left.\boldsymbol{⿶}_{\Sigma, S^{s}}^{\mu}\right)$ the order obtained from Definition 5 by replacing $\mathbb{S}$ by $S^{(p)}$ (resp. $S^{l}, S^{w}$, and $S^{s}$ ). Following subsections analyze the impact of restricting to particular classes on the cautiousness of our merging operator and on the satisfaction of rational postulates.

### 5.1 Impact on Cautiousness

As a first surprising result, restricting to classes of affine or linear compatible scales does not affect the result of merging:

Proposition 6. $\forall \omega, \omega^{\prime} \in \Omega, \omega<{ }_{\Sigma, S_{E}^{l}}^{E} \omega^{\prime}$ iff $\omega<{ }_{\Sigma}^{E} S_{E}^{w} \omega^{\prime}$ iff $\omega<{ }_{\Sigma}^{E} \omega^{\prime}$.
However, inference based on bounded scales is in general more productive than
$\mathbf{\Delta}_{\Sigma}^{\mu}$. In fact, inference from bounded scales depends on the value of $p$, and for a very particular value of $p$ the standard sum-based merging operator is recovered. Indeed, if all bases in $E$ have the same number of different ranks, equal to $p_{0}$, and that the maximal rank associated with formulas in each $B_{i}$ is $p_{0}$, then $\forall \omega, \omega^{\prime} \in \Omega: \omega \boldsymbol{\Sigma}_{\Sigma, S_{E}^{\left(p_{0}\right)}}^{E} \omega^{\prime}$ iff $\omega \triangleleft_{\Sigma}^{E^{\mathcal{S}_{p_{0}}}} \omega^{\prime}$.

Regarding inference based on shift compatible scales, it is also in general more productive than $\boldsymbol{\Lambda}_{\Sigma}^{\mu}$. In fact, we can even provide a criterion which allows to characterize the order on possible worlds induced by $\left\langle{ }_{\Sigma}^{E}, S_{E}^{s}\right.$.

Proposition 7. Let $\omega, \omega^{\prime}$ be two interpretations of $\Omega$. Then $\omega \underset{\Sigma, S_{E}^{s}}{E} \omega^{\prime}$ if and only if: i) $\Sigma\left(\nu_{E}(\omega)\right)<\Sigma\left(\nu_{E}\left(\omega^{\prime}\right)\right)$ and ii) $\forall B_{i} \in\left\{B_{j} \in E, \omega^{\prime} \models B_{j}\right\}, \omega \models B_{i}$.

A full picture of the relationships between these different merging operators regarding prudence relations will be provided before the concluding discussion.

### 5.2 Impact on Rational Postulates

Table 8 summarizes the impact of selection functions on the satisfaction of postulates. In addition to Table $8 \boldsymbol{\Delta}_{\Sigma, S^{(p)}}^{\mu}$ and $\boldsymbol{\Delta}_{\Sigma, S^{s}}^{\mu}$ both satisfy (IC0), (IC1), ( $\mathbf{I C 2}^{*}$ ), (IC3 $\left.{ }^{*}\right),(\mathbf{I C 5})$, and (IC7).

Table 8. Rational postulates satisfied in commensurable and incommensurable cases

|  | $\left(\right.$ IC4 $\left.^{*}\right)$ | (IC6) | (IC8) | (MAJ) | (MI) | (CSS) |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $\triangle_{\Sigma}^{\mu}$ | - | $\sqrt{ }$ | $\sqrt{ }$ | $\sqrt{ }$ | - | - |
| $\boldsymbol{\Delta}_{\Sigma}^{\mu}$ | $\sqrt{ }$ | - | - | - | $\sqrt{ }$ | $\sqrt{ }$ |
| $\mathbf{\Delta}_{\Sigma, S^{s}}^{\mu}$ | $\sqrt{ }$ | - | - | - | - | $\sqrt{ }$ |
| $\boldsymbol{\Delta}_{\Sigma, S^{(p)}}^{\mu}$ | $\sqrt{ }$ | - | - | $\sqrt{ }$ | - | - |

The main reason of the non-satisfaction of the majority postulate by $\boldsymbol{\Delta}_{\Sigma}^{\mu}(E)$ is that new ranks which are assigned to belief bases by compatible scales are not bounded. For instance, assume that $B_{1}$ contains $\varphi$ and $B_{2}$ contains $\neg \varphi$. Since compatible scales are not bounded, then even if $B_{1}$ is repeated $m$ times, it is always possible to find a compatible scale that assigns a high rank to formulas of $B_{2}$ (hence to $\neg \varphi$ ) which blocks the inference of $\varphi$. This explains why $\boldsymbol{\Delta}_{\Sigma, S^{(p)}}^{\mu}$ satisfies (MAJ) while other compatible based operators not.
$\triangle_{\Sigma}^{\mu}$ satisfies most of postulates except the fairness postulate ( $\mathbf{I C} 4^{*}$ ) and (CSS). A natural question is whether there exists a single compatible scale that satisfies the fairness postulate and the consensus postulate. The following proposition provides a very particular case where (IC4*) and (CSS) hold.

Proposition 8. Let $E=\left\{B_{1},=\left\{\left(\varphi, R_{B_{1}}(\varphi)\right)\right\}, B_{2}=\left\{\left(\varphi^{\prime}, R_{B_{2}}\left(\varphi^{\prime}\right)\right)\right\}\right\}$. Let $\mathcal{S}$ be a compatible scale. Then: $\triangle_{\Sigma, \mathcal{S}}^{\mu}$ satisfies $\left(\mathbf{I C 4}{ }^{*}\right)$ and $(\mathbf{C S S})$ iff $\mathcal{S}(\varphi)=\mathcal{S}\left(\varphi^{\prime}\right)$.

However, in general, there is no hope to recover the satisfaction of the fairness and consensus postulates if one only uses a single compatible scale.

Proposition 9 (of impossibility). There is no single compatible scale such that $\triangle_{\Sigma, \mathcal{S}}^{\mu}$ satisfies the fairness and the consensus postulate for multi-set of sources $E$, namely: $\nexists \mathcal{S}$ s.t. $\forall E: \triangle_{\Sigma, \mathcal{S}}^{\mu}$ satisfies $\left(\mathbf{I C 4}{ }^{*}\right)$ or $(\mathbf{C S S})$.

For the counter example, it is enough to consider $E=\left\{B_{1}, B_{2}, B_{3}\right\}$ with $B_{1}=$ $\{(a \wedge c, 1)\}, B_{2}=\{(\neg a, 1)\}$, and $B_{3}=\{(\neg c, 1),(a, 2)\}$.

## 6 A Comparative Study

This section provides a comparative study of our merging operators with respect to max-based merging and coherence-based merging. Let $\boldsymbol{\Delta}_{M a x}^{\mu}(E)$ (resp. $\triangle_{M a x}^{\mu}(E)$ ) be defined exactly as $\boldsymbol{\Delta}_{\Sigma}^{\mu}(E)$ (resp. $\triangle_{\Sigma}^{\mu}(E)$ ) given by Definition 5 (resp. Definition 3), except that the sum operator $\Sigma$ is replaced by the maximum operator Max (see [5] for more details).

Note that in the commensurable case, the sum-based and the Max-based merging operators are incomparable. In the incommensurable case, we have a strict inclusion between these two inference relations, namely:

$$
\mathbf{\Delta}_{\Sigma}^{\mu}(E) \models \mathbf{\Lambda}_{M a x}^{\mu}(E)
$$

Another way to deal with merging incommensurable bases is to view the set of bases to merge $E$ as a partially ordered belief bases $\left(K^{E},<_{K^{E}}\right)$ where $K^{E}$ is a multi-set containing all formulas in each bases of $E$, and $<_{K^{E}}$ is defined by: $\varphi_{i j}<_{K^{E}} \varphi_{i k}$ iff $\exists B_{i} \in E$ such as $\varphi_{i j} \in B_{i}, \varphi_{i k} \in B_{i}$ and $R_{B_{i}}\left(\varphi_{i j}\right)<R_{B_{i}}\left(\varphi_{i k}\right)$. Computing the result of merging comes down to select a set of preferred interpretation, according to $\left(K^{E},<_{K^{E}}\right)$. One way to define such preferred interpretations is to use the well-known set inclusion-based criterion defined by [13]:

Definition 6. An interpretation $\omega$ is said to be Incl-preferred to another interpretation $\omega^{\prime}$, denoted by $\omega \triangleleft_{E}^{I n c l} \omega^{\prime}$, iff: $\forall \varphi \in K^{E}$ s.t. $\omega \not \models \varphi$ and $\omega^{\prime} \models \varphi$, $\exists \psi \in K^{E}$ s.t. $\omega \models \psi$ and $\omega^{\prime} \not \vDash \psi$ and: $\psi<_{K^{E}} \varphi$.

This leads to define a merging operator $\triangle_{I n c l}^{\mu}$ based on $\triangleleft_{E}^{I n c l}$. Preferred beliefs for this merging operator are defined as follows:
$\operatorname{Mod}\left(\triangle_{I n c l}^{\mu}(E)\right)=\operatorname{Min}\left(\operatorname{Mod}(\mu), \triangleleft_{E}^{I n c l}\right)$.
The following proposition expresses that when each belief base contains exactly one formula, namely $K^{E}$ is a set of propositional formulas, then $\triangle_{I n c l}^{\mu}$ and $\mathbf{\Delta}_{\Sigma}^{\mu}$ provide the same result:

Proposition 10. Assume that each $B_{i}$ exactly contains one propositional formula. Then $\forall \varphi \in \mathcal{L}, \quad \triangle_{\text {Incl }}^{\mu}(E) \models \varphi \quad$ iff $\quad \mathbf{\Delta}_{\Sigma}^{\mu}(E) \models \varphi$.

Again, Proposition 10 shows that $\boldsymbol{\Delta}_{\Sigma}^{\mu}$ has a different behavior in the incommensurable case, since if $B_{i}$ 's are commensurable and contains a single formula, then $\triangle_{\Sigma}^{\mu}$ is more productive than inclusion-based approach. Now, if $B_{i}$ 's contain more than one formula, then $\triangle_{I n c l}^{\mu}(E)$ and $\triangle_{\Sigma}^{\mu}(E)$ are incomparable.

Example 7. Let $E_{1}=\left\{B_{1}, B_{2}, B_{3}\right\}$ be such that $B_{1}=\{(a \wedge b, 1)\}, B_{2}=\{(\neg a \wedge$ $b, 1)\}$ and $B_{3}=\{(a, 1)\}$. The sum-based operator will conclude $\{a\}$ whereas the inclusion-based merging operator will not. Now consider $E_{2}=\left\{B_{1}, B_{2}\right\}$ where $B_{1}=\{(b, 2),(a, 1)\}$ and $B_{2}=\{(\neg a, 2)\}$. Here, the inclusion-based merging operator will deduce $\{b\}$ whereas the sum-based merging operator will not.

Figure 1 summarizes the links between all operators in terms of cautiousness: $\triangle_{1} \rightarrow \triangle_{2}$ means that $\triangle_{1}$ can be inferred by $\triangle_{2}$. Flat case is also represented.


Fig. 1. Cautiousness of the different merging operators

In case of flat bases (namely each $B_{i}$ contains exactly one formula), then $\triangle_{\text {Incl }}^{\mu}$ is more cautious than if one uses bounded scales with $p=1$. In fact, when each belief base in $E$ contains a single formula, then we can check that the well-known cardinality-based inference can be recovered from bounded scales with $p=1$.

## 7 Conclusion

This paper investigated the sum-based merging operator for incommensurable bases. We proposed a characterization of the merging result in terms of compatible scales and in terms of a Pareto-ordering. This paper showed that the behavior of the sum-based merging in incommensurable case departs from the commensurable case, regarding postulates satisfaction and cautiousness properties. In particular, the sum-based merging operator is no longer a majoritarian operator. We analyzed different classes of compatible scales. Bounded compatible scales allow to recover the majority operator, and some coherence based approaches [14] when bases contain a single formula. We also analyzed the fairness postulate ( $\mathbf{I C 4} 4^{*}$ ) and the new postulate proposed in this paper, called consensus postulate (CSS). We showed that there is no way to recover these postulates if a single compatible scale is selected. Lastly, this paper provided a comparative study between different merging operators discussed in this paper.
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#### Abstract

Logic-based argumentation offers an approach to querying and revising multiple ontologies that are inconsistent or incoherent. A common assumption for logic-based argumentation is that an argument is a pair $\langle\Phi, \alpha\rangle$ where $\Phi$ is a minimal subset of the knowledgebase such that $\Phi$ is consistent and $\Phi$ entails the claim $\alpha$. Using dialogue games, agents (each with its own ontology) can exchange arguments and counterarguments concerning formulae of interest. In this paper, we present a novel framework for logic-based argumentation with ontological knowledge. As far as we know, this is the first proposal for argumentation with multiple ontologies via dialogues. It allows two agents to discuss the answer to queries concerning their knowledge (even if it is inconsistent) without one agent having to copy all of their ontology to the other, and without the other agent having to expend time and effort merging that ontology with theirs. Furthermore, it offers the potential for the agents to incrementally improve their knowledge based on the dialogue by checking how it differs from the other agent's.


## 1 Introduction

Inconsistency and incoherence are recognized as significant problems in managing ontological knowledge (e.g. [11]). These problems are particularly an issue when using multiple ontologies. Current solutions include the "maxcon" approach (which involves merging ontologies by selecting a maximal consistent subset of the union of the multiple ontologies) and the "oracle" approach (which involves constructing a merged consistent ontology by getting extra information to help resolve the conflicts). Unfortunately, the maxcon approach results in a loss of useful information, as it may not be certain which subset to choose, and therefore an arbitrary choice is made, and the oracle approach involves a lot of work that may not be necessary if for example a query can be answered from a small part of the agents' knowledge, and furthermore that this knowledge may not even be in conflict.

To address these problems, here we explore an alternative approach which involves only focusing on the subset of the union of the ontologies that is required for answering queries. Our approach is to keep the ontologies separate, and associate each ontology with an agent. Then, the agents enter into a dialogue in which arguments are exchanged
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concerning some subject. To simplify our presentation, we restrict consideration to two agents 1 and 2. Each agent $i$ has a personal knowledgebase (or perbase) $\Delta_{i}$ that is a description logic ontology (e.g. OWL). We assume each perbase is finite, consistent and coherent, but that normally $\Delta_{1} \cup \Delta_{2}$ is inconsistent or incoherent. We also assume they use the same description logic, though not necessarily the same vocabulary (i.e. they can use different names for the same concept and/or the same names for different concepts). Each perbase is private (i.e. the contents of the perbase are only available to the agent). The strategy used by the agent dictates what the agent will make public from its perbase. We also assume a finite knowledgebase of lexical matching knowledge called a lexbase $\Pi$ that contains just formulae of the form $A \sqsubseteq B$ where $A$ and $B$ are named concepts. Each formula in $\Pi$ is obtained by a lexical matching algorithm, and there is some reasonable probability that it is correct. $\Pi$ is public knowledge (i.e. the contents are available to both agents) and $\Pi$ may be inconsistent with either of the perbases. We assume some external agent has decided what formulae are in $\Pi$, and that each agent can choose to draw on formulae from the lexbase as required.

The aim of each agent is to co-operate with the other to answer questions about the ontological information they have, even though there may be conflicts between their perbases. This will allow agents to efficiently and effectively use their own ontology with the other agent's knowledge even when there is conflict between them. A further benefit (which we consider in the discussion) is that each agent can improve their own perbase through the argumentation process, and so undertake a form of partial merging of the other agent's ontological knowledge with their own ontological knowledge.

In the rest of this paper, we consider arguments based on description logic, and present a general framework for dialogical argumentation. We show that using dialogical argumentation allows for agents to use multiple ontologies without having to distribute each ontology to every other agent, and without having to merge the ontological knowledge.

## 2 Logical Arguments

The usual paradigm for logic-based argumentation is that there is a large repository of information, represented by $\Delta$, from which logical arguments can be constructed for and against arbitrary claims (e.g. [154|197]). There is no a priori restriction on the contents, and the pieces of information in the repository can be arbitrarily complex. Therefore, $\Delta$ is not expected to be consistent. It need not even be the case that every single formula in $\Delta$ is consistent.

Our framework adopts a very common intuitive notion of a logical argument. Essentially, an argument is a set of formulae that can be used to prove some claim, together with that claim. Each claim is represented by a formula. Provability is represented by a consequence relation that may be for a logic such as classical logic, or a description logic.

Here we focus on description logics (DLs) [2], which is a family of logic-based knowledge representation formalisms used as the underpinning of the standard OWL Web ontology language. DLs are characterised by the constructors (such as $C \sqcap D$, $\exists R . C, \forall R . C$ ) for building complex concept descriptions, such as Animal $\sqcap \forall$ Eat.Plant
(animals that eat only plants), and role descriptions. A DL ontology $\mathcal{O}$ can consist of concept axioms, such as concept inclusion axioms $C \sqsubseteq D$ (e.g., Cow $\sqsubseteq$ Animal $\sqcap$ $\forall$ Eat.Plant), role axioms, such as transitive role axioms, and individual axioms, such as concept assertions (e.g. Cow(daisy) and Plant(grass1)), $C(a)$ and role assertions $R(a, b)$ (e.g. Eat(daisy, grass1)). We use $A \equiv B$ as shorthand for $A \sqsubseteq B$ and $B \sqsubseteq$ $A$. A DL ontology $\mathcal{O}$ is consistent if there exists some interpretation $\mathcal{J}$ that satisfies all its axioms. A concept $C$ is satisfiable w.r.t. $\mathcal{O}$ if there exists some interpretation $\mathcal{J}$ of $\mathcal{O}$ such that $C^{\mathcal{J}}$ is non-empty. A DL ontology $\mathcal{O}$ is coherent if all the named concepts in $\mathcal{O}$ are satisfiable. Negated axioms are closely related to inconsistencies and changes in ontologies. Since well known DLs do not provide enough expressive power to represent negations of all the axioms, we use two relaxed notions of negation proposed in [8], namely consistency-negation and coherence-negation. Intuitively speaking, an axiom $\alpha$ and any of its consistency-negation (coherence-negation) $\beta$ are inconsistent (incoherent, resp.) with each other; i.e., $\{\alpha, \beta\}$ is inconsistent (incoherent, resp.).

We let $\mathcal{L}$ denote a DL and $\vdash$ denote the consequence relation of the DL. We use $\alpha, \beta, \gamma, \ldots$ to denote DL formulae (axioms), $\Delta, \Phi, \Psi, \ldots$ to denote sets of DL formulae, and $\operatorname{Names}(\alpha)$ to denote the set of names for concepts, roles and individuals from which a formula $\alpha$ is composed.

Definition 1. An argument is a pair $\langle\Phi, \alpha\rangle$ s.t.: (1) $\Phi \subseteq \Delta$; (2) $\Phi$ is consistent and coherent; (3) $\Phi \vdash \alpha$; and (4) there is no $\Phi^{\prime} \subset \Phi$ s.t. $\Phi^{\prime} \vdash \alpha$. We say that $\langle\Phi, \alpha\rangle$ is an argument for $\alpha$. We call $\alpha$ the claim and $\Phi$ the support of the argument.

An undercut is a counterargument that directly opposes the support of an argument.
Definition 2. Let $\langle\Phi, \alpha\rangle,\langle\Psi, \beta\rangle$ be arguments. $\langle\Psi, \beta\rangle$ is an undercut for $\langle\Phi, \alpha\rangle$ iff $\{\beta\} \cup \Phi$ is inconsistent or incoherent.

Example 1. Let $\Delta=\{A \sqsubseteq B, B \sqsubseteq C, A \sqsubseteq D, A \sqsubseteq \neg C\}$. Some arguments include $\langle\{A \sqsubseteq B, B \sqsubseteq C\}, A \sqsubseteq C\rangle$ and $\langle\{A \sqsubseteq \neg C\}, A \sqsubseteq \neg C\rangle$ which undercut each other.

We can capture an argument
together with its undercuts, and by recursion, undercuts to undercuts, in a tree structure as follows. We assume that $X$ denotes this set of arguments.

Definition 3. An argument tree for $\phi$ is a tree $(N, E, X, f)$ where $N$ is a set of nodes, $E$ is a set of edges, $X$ is a set of arguments, and $f: N \mapsto X$ assigns an argument to each node s.t. (1) the root is assigned with an argument for $\phi$ (the root argument); (2) for each node $n$, if $m$ is a child of $n$, then $f(m)$ is an undercut of $f(n)$; and (3) for each node $n$, if $m$ is an ancestor of $n$ in the branch, then the support of $f(n)$ is not a subset of the support of $f(m)$.

The dialectical principle (widely adopted in the literature on argumentatation) evaluates each argument as defeated or undefeated: An argument is undefeated if all the undercuts for it are defeated, and an argument is defeated if there is a undercut to it that is undefeated. Any argument with no undercuts is undefeated. For example, let $A_{1}$ be the root argument, $A_{2}$ and $A_{3}$ be undercuts to $A_{1}$, and $A_{4}$ be an undercut to $A_{3}$. In this case, only $A_{2}$ and $A_{4}$ are undefeated.

## 3 Dialogue Framework

The communicative acts in a dialogue are called moves. We assume that there are always exactly two agents taking part in a dialogue, each with its own identifier taken from the set $\mathcal{I}=\{1,2\}$. Each agent takes it in turn to make a move to the other agent. We also refer to agents using the variables $x$ and $\bar{x}$ such that if $x$ is 1 then $\bar{x}$ is 2 and if $x$ is 2 then $\bar{x}$ is 1 . The format for moves is shown in Table 1 and the set of all moves meeting the format is denoted $\mathcal{M}$. For a move $m$, the function Sender returns the agent that made the move.

We now informally explain the different types of move: A query move $\langle x$, query, $\alpha\rangle$ starts a dialogue with the topic $\alpha$; A posit move $\langle x$, posit, $\langle\Phi, \alpha\rangle\rangle$ asserts an argument $\langle\Phi, \alpha\rangle$ by $x$ for the topic, or an undercut for a previous posit; A concede move $\langle x$, concede, $\alpha\rangle$ asserts agent $x$ will regard $\alpha$ as valid; and a close move $\langle x$, close, $\gamma\rangle$ is used when an agent has no other moves it can make. Note, for a posit move $m=$ $\langle x$, posit, $\langle\Phi, \alpha\rangle\rangle$, we say that $m$ is a posit move for $\alpha$.

A dialogue is simply a sequence of moves, each of which is made from one participant to the other. As a dialogue progresses over time, we denote each timepoint by a natural number. Each move is indexed by a timepoint and exactly one move is made at each timepoint.

Definition 4. A dialogue, denoted $D^{t}$, is a sequence of moves $m_{1}, \ldots, m_{t}$ involving two agents in $\mathcal{I}=\{1,2\}$, s.t. (1) $m_{1}$ is of the form $\langle x$, query, $\gamma\rangle$; (2) $\operatorname{Sender}\left(m_{s}\right) \in \mathcal{I}$ for $1 \leq s \leq t$; and (3) $\operatorname{Sender}\left(m_{s}\right) \neq \operatorname{Sender}\left(m_{s+1}\right)$ for $1 \leq s<t$. The topic of the dialogue $D^{t}$ is returned by $\operatorname{Topic}\left(D^{t}\right)$ (i.e. $\operatorname{Topic}\left(D^{t}\right)=\gamma$ ). The set of all dialogues is denoted $\mathcal{D}$.

The first move of a dialogue $D^{t}$ must always be a query move (condition 1), every move of the dialogue must be made to a participant of the dialogue (condition 2), and the agents take it in turns to make moves (condition 3). In order to terminate a dialogue, two close moves must appear one immediately after the other in the sequence (called a matched-close).

Definition 5. Let $D^{t}$ be a dialogue s.t. Topic $\left(D^{t}\right)=\gamma$. We say that $m_{s}(1<s \leq t)$, is a matched-close for $D^{t}$ iff $m_{s-1}=\langle x$, close, $\gamma\rangle$ and $m_{s}=\langle\bar{x}$, close, $\gamma\rangle . D^{t}$ terminates at $t$ iff $m_{t}$ is a matched-close for $D^{t}$ and there does not exist an s s.t. $s<t$ and $D^{s}$ terminates at $s$.

Table 1. The move format, where $\gamma$ is a formula, $\langle\Phi, \phi\rangle$ is an argument and $x \in\{1,2\}$ is the agent that makes the move

| Move | Format |
| :--- | :--- |
| query | $\langle x$, query, $\gamma\rangle$ |
| posit | $\langle x$, posit, $\langle\Phi, \phi\rangle\rangle$ |
| concede | $\langle x$, concede, $\gamma\rangle$ |
| close | $\langle x$, close,$\gamma\rangle$ |

Example 2. $\Delta_{1}=\{\neg C(b)\} ; \Delta_{2}=\{C(b), R(b, a), C \sqsubseteq \forall R . C, D(a)\} ; \Pi=\{C \equiv D\}$.
$\langle 1$, query, $C(a)\rangle$
$\langle 2$, posit, $\langle\{C(b), R(b, a), C \sqsubseteq \forall R . C\}, C(a)\rangle\rangle$
$\langle 1$, posit, $\langle\{\neg C(b)\}, \neg C(b)\rangle\rangle$
$\langle 2$, concede, $D(a)\rangle$
$\langle 1$, concede, $C \equiv D\rangle$
$\langle 2$, posit, $\langle\{C \equiv D, D(a)\}, C(a)\rangle\rangle$
$\langle 1$, close, $C(a)\rangle$
$\langle 2$, close, $C(a)\rangle$
Agent 2 posits an argument for the topic, and agent 1 provides an undercut to it. Then each agent concedes a formula, and agent 2 uses these to posit an argument for the topic.

Since all our examples are terminated dialogues, from now on we will omit the matchedclose moves.

We associate a commitment store with a dialogue, and let it grow monotonically over the course of the dialogue: If an agent posits an argument, the support is added to the commitment store; If an agent concedes a formula, it is added to the commitment store. A commitment store is therefore the union of all the supports of all the arguments that have been publicly posited along with all the formulae that have been publicly conceded by the agents so far. For this reason, when constructing an argument, an agent may make use of not only its own perbase but also those from the commitment store.
Definition 6. A commitment store $\Sigma^{t}$ is $\emptyset$ at $t=0$, and for all $t \geq 1$, if $m_{t}=$ $\langle x$, posit, $\langle\Phi, \phi\rangle\rangle$, then $\Sigma^{t}=\Sigma^{t-1} \cup \Phi$, else if $m_{t}=\langle x$, concede, $\alpha\rangle$, then $\Sigma^{t}=\Sigma^{t-1} \cup$ $\{\alpha\}$, otherwise $\Sigma^{t}=\Sigma^{t-1}$.

A protocol is a function that returns the set of moves that are legal for an agent to make at a particular point in a particular type of dialogue. Here we give the specific protocol that we require. It takes the dialogue and the identifier of the agent whose turn it is to move, and returns the set of legal moves that the agent may make.

Definition 7. Let $D^{t}$ be a dialogue s.t. Sender $\left(m_{t}\right)=\bar{x}$, and $\operatorname{Topic}\left(D^{t}\right)=\gamma$. The protocol for agent $x$ is a function $\operatorname{Protocol}_{x}: \mathcal{D} \mapsto \wp(\mathcal{M})$ s.t. $\operatorname{Protocol}_{x}\left(D^{t}\right)$ is

$$
P_{x}^{\text {posit }}\left(D^{t}\right) \cup P_{x}^{\text {concede }}\left(D^{t}\right) \cup\{\langle x, \text { close }, \gamma\rangle\}
$$

where $P_{x}^{\text {posit }}\left(D^{t}\right)$ is $\{\langle x$, posit, $\langle\Phi, \phi\rangle\rangle \mid\langle\Phi, \phi\rangle$ is an argument $\}$ and $P_{x}^{\text {concede }}\left(D^{t}\right)$ is $\{$ $\langle x$, concede, $\left.\phi\rangle \mid \phi \notin \Sigma^{t}\right\}$.

Note that it is straightforward to check conformance with the protocol as the protocol only refers to public elements of the dialogue (i.e. it does not refer to perbases). For instance, the dialogue in Ex. 2 conforms to the protocol.

In general, a strategy for agent $x$ is a function Strategy ${ }_{x}: \mathcal{D} \mapsto \wp(\mathcal{M})$ that takes the dialogue $D^{t}$ and returns a subset of the legal moves. A strategy is personal to an agent and the moves that it returns depends on the agent's private beliefs (i.e. its perbase $\Delta_{x}$ ).

A well-formed dialogue is a dialogue that does not continue after terminated and that is generated by the strategy.

Definition 8. A dialogue $D^{t}$ is a well-formed dialogue iff, for all $s(s<t)$, (1) $D^{s}$ does not terminate at $s$ and (2) if $\operatorname{Sender}\left(m_{s}\right)=\bar{x}$, then $m_{s+1} \in \operatorname{Strategy}_{x}\left(D^{s}\right)$.

In the next section, we give a specific strategy for using inconsistent ontologies, and then discuss alternatives to it.

## 4 An Example of a Strategy

We will shortly give a specific strategy function using the following subsidiary notions.
Definition 9. Let $\Psi$ be a set of formulae. The set of arguments that can be formed from $\Psi$ is $\operatorname{Args}(\Psi)=\{\langle\Phi, \psi\rangle \mid \Phi \subseteq \Psi$ and $\langle\Phi, \psi\rangle$ is an argument $\}$.

The posit moves that occur after and including the last posit move for the topic are called live moves.

Definition 10. For $D^{t}$, the set of live moves, Live $\left(D^{t}\right)$, is

$$
\begin{aligned}
& \left\{m_{k} \mid \text { there is an } i \text { s.t. } i \leq k \leq t\right. \\
& \text { and } m_{i}=\left\langle x, \operatorname{posit},\left\langle\Phi, \operatorname{Topic}\left(D^{t}\right)\right\rangle\right\rangle \\
& \text { and there is not a } j \text { s.t. }(i<j \leq t \\
& \left.\left.\quad \text { and } m_{j}=\left\langle x, \operatorname{posit},\left\langle\Psi, \operatorname{Topic}\left(D^{t}\right)\right\rangle\right\rangle\right)\right\}
\end{aligned}
$$

For instance, for Ex. 2] as sequence $m_{1}, m_{2}, .$. is made, the move $m_{3}$ is live until the move $m_{6}$ is made.

Given a dialogue, we define as follows whether an argument can be a novel undercut to extend the dialogue, as in Ex. 2] where each undercut is novel when posited.

Definition 11. $\langle\Phi, \phi\rangle$ is a novel undercut for $D^{t}$ iff there is a set of posit moves $\left\{n_{1}, \ldots, n_{k}\right\} \subseteq \operatorname{Live}\left(D^{t}\right)$ s.t. (1) $n_{1}$ posits an argument for the topic, (2) $\langle\Phi, \phi\rangle$ is an undercut for the posit of $n_{k}$, (3) for each $i,(1<i \leq k), n_{i}$ is a posit for an undercut for the posit of $n_{i-1}$, (4) for each $i$, $(1 \leq i \leq k), \Phi$ is not a subset of the support of the posit of $n_{i}$.

We break a dialogue into phases. Intuitively, a phase is started by an agent positing an argument for the topic, and ended either by the dialogue ending, or by the next move being another posit move for the topic. So the live moves are in the latest phase in the dialogue.

Definition 12. Let $\gamma$ be the topic of $D^{t}$. A sequence of moves $m_{i}, \ldots, m_{k}$ is a phase in $D^{t}$ iff $m_{i}, \ldots, m_{k}$ is a subsequence of $D^{t}$ (i.e. $D^{t}$ is $m_{1}, \ldots, m_{i}, \ldots, m_{k}, \ldots, m_{t}$ where $1 \leq i \leq k \leq t$ ), and $m_{i}$ is a posit for $\gamma$ and either $t$ is $k$ or $m_{k+1}$ is a posit of $\gamma$ and for all $j$ s.t. $i<j \leq k, m_{j}$ is not a posit for $\gamma$.

To ensure that each concede move is relevant, the formula being conceded must have an atom in common with a formula already in the commitment store or with the topic of the dialogue in order to ensure that it can potentially be used with other formulae in a posit move.

$$
\text { Strategy }_{x}\left(D^{t}\right)= \begin{cases}S_{x}^{\text {counter }}\left(D^{t}\right) & \text { iff } S_{x}^{\text {counter }}\left(D^{t}\right) \neq \emptyset \\ S_{x}^{\text {arg }}\left(D^{t}\right) & \text { iff } S_{x}^{\text {arg }}\left(D^{t}\right) \neq \emptyset \text { and } S_{x}^{\text {counter }}\left(D^{t}\right)=\emptyset \\ S_{x}^{\text {concede }}\left(D^{t}\right) & \text { iff } S_{x}^{\text {coccede }}\left(D^{t}\right) \neq \emptyset \\ \left\langle x, \text { close, } \operatorname{Topic}\left(D^{t}\right)\right\rangle \text { otherwise }\end{cases}
$$

Fig. 1. The strategy function selects moves according to the following preference ordering (starting with the most preferred): posit moves, concede moves, and close moves. The conditions on the r.h.s. of each iff statement above imposes this ordering.

Definition 13. A formula $\phi$ is relevant in $D^{t}$ iff $\operatorname{Names}(\phi) \cap \operatorname{Names}\left(\operatorname{Topic}\left(D^{t}\right)\right) \neq \emptyset$ or $\exists \psi \in \Sigma^{t}$ s.t. $\operatorname{Names}(\phi) \cap \operatorname{Names}(\psi) \neq \emptyset$.

We also require the following subsidiary functions. Essentially, $S_{x}^{\text {arg }}$ gives the posits for the topic of the dialogue that have not been posited before, $S_{x}^{\text {counter }}$ gives the undercuts for any argument in the current phase that have not been given so far in the current phase, and $S_{x}^{\text {concede }}$ gives any formulae from its perbase or the lexbase that is relevant to the topic of the dialogue or to any formula already used in the dialogue.

Definition 14. For the strategy function given in Fig. 1, we require the following sets of moves where $y \in\{1,2\}$.

$$
\begin{gathered}
S_{x}^{\text {arg }}\left(D^{t}\right)=\left\{\langle x, \text { posit, }\langle\Phi, \phi\rangle\rangle \in P_{x}^{\text {posit }}\left(D^{t}\right) \mid\right. \\
\langle\Phi, \phi\rangle \in \operatorname{Args}\left(\Delta_{x} \cup \Sigma^{t}\right) \\
\text { and } \phi=\operatorname{Topic}\left(D^{t}\right) \\
\text { and } \neg \exists m_{i} \text { s.t. } m_{i} \text { appears in } D^{t} \\
\text { and } \left.m_{i}=\langle y, \text { posit, }\langle\Phi, \phi\rangle\rangle\right\} \\
S_{x}^{\text {counter }}\left(D^{t}\right)=\left\{\langle x, \text { posit },\langle\Phi, \phi\rangle\rangle \in P_{x}^{\text {posit }}\left(D^{t}\right) \mid\right. \\
\langle\Phi, \phi\rangle \in \operatorname{Args}\left(\Delta_{x} \cup \Sigma^{t}\right) \\
\text { and } \left.\langle\Phi, \phi\rangle \text { is a novel undercut for } D^{t}\right\} \\
S_{x}^{\text {concede }}\left(D^{t}\right)=\left\{\begin{array}{c}
\text { andede, concede, } \phi\rangle \in P_{x}^{\text {concede }}\left(D^{t}\right) \mid \\
\left(\phi \in \Delta_{x} \text { or } \phi \in \Pi\right) \\
\text { and } \left.\phi \text { is relevant in } D^{t}\right\}
\end{array}\right.
\end{gathered}
$$

For the strategy defined in Fig. 1, a posit for the topic is made if possible. Then, the agents exhaustively present undercuts to this, and by recursion, undercuts to undercuts. When this is exhausted, the first phase has finished. If another posit for the topic can be made, then the second phase starts, and undercuts to this, and by recursion, undercuts to undercuts are exhaustively presented, thereby bringing the second phase to a close. Subsequent phases are constructed accordingly. The dialogue in Ex. 2 is generated by this strategy.

Now, we consider how to evaluate these dialogues. The set of arguments posited in a phase is called a constellation.

Definition 15. Let $m_{i}, \ldots, m_{k}$ be a phase in $D^{t}$. $X$ is the constellation for $m_{i}, \ldots, m_{k}$ iff $X=\left\{\langle\Phi, \alpha\rangle \mid m_{j}=\langle x\right.$, posit, $\langle\Phi, \alpha\rangle\rangle$ and $\left.m_{j} \in\left\{m_{i}, \ldots, m_{k}\right\}\right\}$.

Intuitively, a dialogue supports the topic iff there is a constellation that can be obtained from a phase of the dialogue and that the constellation can be arranged as an argument tree with an undefeated root argument for the topic of the dialogue. For this property, we require the following: A complete argument tree is an argument tree $(N, E, X, f)$ such that if there is a node $n \in N$, and an argument $A \in X$ where $A$ undercuts $f(n)$ and there is not a node $n^{\prime} \in N$ such that $n^{\prime}$ is on the branch from the root to $n$ and the support of $A$ is a subset of the support of $f\left(n^{\prime}\right)$, then there is a child $m$ of $n$ such that $f(m)$ is $A$.
Definition 16. For a dialogue $D^{t}$ where $\operatorname{Topic}\left(D^{t}\right)=\alpha, D^{t}$ supports $\alpha$ iff there is a phase $m_{i}, \ldots, m_{k}$ in $D^{t}$ s.t. $X$ is the constellation for $m_{i}, \ldots, m_{k}$ and there is a complete argument tree for $\alpha(N, E, X, f)$ s.t. its root argument is undefeated.

The dialogue in Ex. 2 has two phases and supports $C(a)$.
Example 3. $\Delta_{1}=\{\neg D(a), D \sqsubseteq A, A \sqsubseteq \neg C\} ; \Delta_{2}=\{D(a), D \sqsubseteq C, D \sqsubseteq E, E \sqsubseteq$ $\neg A\} ; \Pi=\emptyset$.

$$
\begin{aligned}
& \langle 1, \text { query, } C(a)\rangle \\
& \langle 2 \text {, posit, }\langle\{D(a), D \sqsubseteq C\}, C(a)\rangle\rangle \\
& \langle 1, \text { posit, }\langle\{D \sqsubseteq A, A \sqsubseteq \neg C\}, D \sqsubseteq \neg C\rangle\rangle \\
& \langle 2, \text { posit, }\langle\{D \sqsubseteq E, E \sqsubseteq \neg A\}, D \sqsubseteq \neg A\rangle\rangle \\
& \langle 1, \text { posit, }\langle\{\neg D(a)\}, \neg D(a)\rangle\rangle
\end{aligned}
$$

Here there is just one phase ( $m_{2}, \ldots, m_{5}$ ). Agent 2 gives an argument, then Agent 1 gives an undercut to it, and then Agent 2 gives an undercut to that. Finally, Agent 1 comes back with an undercut to the first argument by Agent 2. As a result, $C(a)$ is not supported.

So each dialogue generated with this strategy ensures that all the possible arguments relevant to the query are presented, and these arguments can be assessed to determine whether the query is supported in the dialogue. Because the strategy returns choices of moves, the dialogue is not necessarily unique given a query, but the alternative dialogues that can be obtained given a query are isomorphic, and hence the constellations will be the same.

With the protocol, we can also define alternative strategies that ensure alternative useful behaviour. For instance, we could define a strategy that stops the dialogue when a phase has occurred that alone can be used to demonstrate support for the topic, or we could define a strategy that also gives the arguments for the negation of the topic, or we could define a strategy that only allows a concede move of a formula when that formula is consistent with its perbase.

## 5 Properties of Dialogical Argumentation

The constraints on the strategy function are such that we can show that all dialogues terminate (as agents' perbases are finite, hence there are only a finite number of different moves that can be generated and agents cannot repeat these moves $a d$ infinitum).

Proposition 1. For any well-formed dialogue $D^{t}$, there exists a $D^{u}$ s.t. $t \leq u$ and $D^{u}$ terminates at $u$ and $D^{u}$ extends $D^{t}$ (i.e. the first t moves of $D^{u}$ are given by $D^{t}$ ).

A dialogue is sound if and only if, if an argument is generated by the dialogue, then it can also be constructed from the union of the perbases and the lexbase.

Definition 17. Let $D^{t}$ be a well-formed dialogue. We say that $D^{t}$ is sound iff, for each s, if $s \leq t$ and $m_{s}=\langle x$, posit, $\langle\Phi, \phi\rangle\rangle$, then $\langle\Phi, \phi\rangle$ is an argument s.t. $\Phi \subseteq$ $\left(\Delta_{x} \cup \Delta_{\bar{x}} \cup \Pi\right)$.

When an agent posits an argument, it must be able to construct the argument from its perbase and the commitment store. This is clear from the definition of the strategy. From this, and the fact that the commitment stores are only updated when a posit or concede move is made, we get that a commitment store is always a subset of the union of the perbases and the lexbase. From these observations, we get soundness.

Proposition 2. If $D^{t}$ is a well-formed dialogue, then $D^{t}$ is sound.
Similarly, a dialogue is complete if and only if, if the dialogue terminates at $t$ and it is possible to construct an argument for the topic of the dialogue from the union of the perbases and lexbase, then that argument will eventually be posited by one of the agents.

Definition 18. Let $D^{t}$ be a well-formed dialogue and $\operatorname{Topic}\left(D^{t}\right)=\gamma$. We say that $D^{t}$ is complete iff, if there is a argument $\langle\Phi, \gamma\rangle$ s.t. $\Phi \subseteq\left(\Delta_{x} \cup \Delta_{\bar{x}} \cup \Pi\right)$, then there is a move $\langle x$, posit, $\langle\Phi, \gamma\rangle\rangle$ in $D^{t}$.

In order to show that all dialogues are complete, we need some further lemmas. The first states: If an agent cannot produce, given their perbase and the commitment store, an argument for the topic of the dialogue, then the strategy forces them to concede formulae from their perbase and the lexbase, thus adding to the commitment store.

Lemma 1. Let $D^{t}$ be a well-formed dialogue with $\operatorname{Topic}\left(D^{t}\right)=\gamma$. If $S_{x}^{\text {arg }}\left(D^{t}\right)=\emptyset$ and $S_{x}^{\text {counter }}\left(D^{t}\right)=\emptyset$ and there is a $\beta \in \Delta_{x} \cup \Pi$ s.t. $\beta$ is relevant for $D^{t}$ and $\beta \notin \Sigma^{t}$ then $\langle x$, concede, $\beta\rangle \in \operatorname{Strategy}_{x}\left(D^{t}\right)$.
Following from the above lemma, we obtain the following lemma that says if there is an argument for the topic of the dialogue that can be obtained by pooling the agents' perbases and the lexbase, then, once the dialogue has terminated, there is the support for this argument in the union of the agent's perbase with the commitment store.
Lemma 2. Let $D^{t}$ be a well-formed dialogue that terminates at $t$ with $\operatorname{Topic}\left(D^{t}\right)=\gamma$. If there is a $\Phi \subseteq\left(\Delta_{x} \cup \Delta_{\bar{x}} \cup \Pi\right)$ s.t. $\langle\Phi, \gamma\rangle$ is a argument, then $\Phi \subseteq\left(\Delta_{x} \cup \Sigma^{t}\right)$.

The next lemma says that if there is an argument for the topic of the dialogue that can be obtained from an agent's perbase and the commitment store, then the strategy will force the posit of that argument at some point in the dialogue.

Lemma 3. Let $D^{t}$ be a well-formed dialogue that terminates at $t$ with $\operatorname{Topic}\left(D^{t}\right)=\gamma$. If there is a $\Phi \subseteq\left(\Delta_{x} \cup \Sigma^{t}\right)$ s.t. $\langle\Phi, \gamma\rangle$ is an argument, then there is an s s.t. $s<t$ and $m_{s}=\langle x$, posit, $\langle\Phi, \gamma\rangle\rangle$.

Using the above lemmas, it is straightforward to now show that dialogues are complete.
Proposition 3. If $D^{t}$ is a well-formed terminated dialogue, then $D^{t}$ is complete.
A dialogue is faithful if it supports the topic iff the arguments that can be constructed from the union of the perbases and the lexbase can be arranged as a complete argument tree for the topic where the root argument is undefeated.

Definition 19. Let $D^{t}$ be a well-formed dialogue, $\operatorname{Topic}\left(D^{t}\right)=\gamma$, and $X=\operatorname{Args}\left(\Delta_{x} \cup\right.$ $\Delta_{\bar{x}} \cup \Pi$ ). We say that $D^{t}$ is faithful when the following equivalence holds.
$D^{t}$ supports $\gamma$ iff
$\quad$ there is a complete argument tree $(N, E, X, f)$ for $\gamma$
$\quad$ where $f(n)$ is undefeated for root $n$
From completeness and soundness, for topic $\gamma$, we get that $\langle\Phi, \gamma\rangle$ is an argument from the union of the agents' perbases and the lexbase iff there is a posit move of $\langle\Phi, \gamma\rangle$ in the dialogue. Furthermore, there is exactly one phase for each of these arguments $\langle\Phi, \gamma\rangle$. We can then generalize the completeness and soundness results so that for each phase, if $\langle\Phi, \gamma\rangle$ is the argument that starts the phase, then the posit moves made in the phase contain exactly, the undercuts of $\langle\Phi, \gamma\rangle$, and by recursion, the novel undercuts to each undercut, that could be obtained from the union of the agents' perbases and the lexbase. Therefore, each phase is isomorphic to a complete argument tree for the topic that can be obtained from the union of the agents' perbases and the lexbase, and each complete argument tree for the topic that can be obtained from the union of the agents' perbases and the lexbase is isomorphic to a phase. Hence, we get the following.

Proposition 4. If $D^{t}$ is a well-formed terminated dialogue, then $D^{t}$ is faithful.
A corollary of this proposition is that all the minimal inconsistent subsets of the union of the agents' ontologies that involve the topic of the dialogue can be recovered from the commitment store of the dialogue. In other words, from each phase of the dialogue, the minimal inconsistent subsets involving the query can be obtained from the posit starting the phase, and the undercuts to this posit.

So in this section, we have shown that the dialogues always terminate, they are sound (any argument posited is an argument that can come from the union of the agents' ontologies plus the lexbase), they are complete (any argument for the topic obtainable from the union of the agents' ontologies plus the lexbase, is posited in the dialogue), they are faithful (any argument for the topic shown to be undefeated given the union of the agents' ontologies plus the lexbase, is shown to be undefeated in a phase in the dialogue, and vice versa). These properties mean that the dialogical argumentation is equivalent to argumentation with the union of the agents' ontologies plus the lexbase, but with the advantage that it is not necessary to copy all of each ontology to each agent in order to undertake the argumentation. Rather, just enough knowledge is exchanged in the posit and concede moves for the argument trees to be implicitly constructed in the dialogue.

## 6 Conclusions

We have presented a dialogical argumentation framework for using multiple ontologies. In comparison with the maxcon approach, we do not lose information, rather we keep it all, and we do not make arbitrary choices. Furthermore, any inference that can be obtained from the maxcon approach can be obtained from our approach, but not vice versa. In comparison with the oracle approach, we may get inferior inferences (i.e. inferences that with the benefit of some oracle are not deemed to be good), but the significant advantage here is that we do not need to copy and merge all of the ontology for each agent to use knowledge from other agents' ontologies.

There are other proposals for argumentation with ontologies. In [10|13], all the ontological knowledge is in a centralized location, and so they do not get the advantages that come from using dialogues, and in [12], dialogues are used for discussing ontology alignments, but not for querying the ontological knowledge.

Another advantage of our approach is that it allows an agent to determine how its perbase differs from another. This can then be used by the agent to decide how to update its perbase. For instance, if it regards the other agent as more reliable, or if it has had the same conflict with a number of agents, it may choose to delete some of its own knowledge.

Our system also allows the definition of alternative strategies that ensure alternative intelligent behaviour. For instance, we can define a more efficient strategy that only builds a pruned version of the argument tree and yet still produces faithful dialogues. Also we can refine how agents chose to concede a move from the lexbase (e.g. by only allowing a formula to be conceded if it is consistent with the agent's perbase, or by more tightly coupling concession to the search for premises for arguments and counterarguments).

Our proposal is influenced by [5], but it does involve some substantial developments over it: (1) That paper was for a simple propositional defeasible logic whereas this paper is for much richer description logics; (2) That paper was only about finding arguments whereas this paper is about the more complex issue of finding warranted arguments; (3) That paper has different moves, protocol and strategy to this paper; (4) This paper has a more general framework based on phases that is valuable for supporting and auditing diverse protocols and strategies for arguing about ontologies.

The dialogues generated by our system allow agents to jointly construct arguments for a topic and to determine if this topic is supported given the union of available knowledge. As far as we are aware, there are only three other dialogue systems that share this same aim and have been shown to have similar properties to ours (i.e. are faithful) [3]166]; However, none deal with ontological knowledge and the first two impose restictions on the distribution of formulae between the agents. [14] also consider completeness properties for general classes of protocol that allow agents to jointly construct argument trees, but they do not allow the joint construction of arguments nor do they consider ontological knowledge.

In future work, we will develop a range of more refined strategies including for conceding formulae from the lexbase. We will also extend our system to address wider issues concerning semantic heterogenity arising between ontologies.
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#### Abstract

This paper deals with the modeling and querying of a database containing uncertain attribute values, in the situation where some knowledge is available about the more or less certain value (or disjunction of values) that a given attribute in a given tuple can take. This is represented in the setting of possibility theory. A relational database model suited to this context is introduced, and selection, join and union operators of relational algebra are extended so as to handle such relations. It is shown that i) the model in question is a strong representation system for the algebraic operators considered, and that ii) the data complexity associated with the extended operators in this context is the same as in the classical database case, which makes the approach highly scalable. A possibilistic logic encoding of the model is also outlined.


## 1 Introduction

Thirty years ago, two papers authored respectively by E.F. Codd [5] and W. Lipski [16] were published the same year on the issue of extending the relational database model so as to represent unknown (null) values. Since then, many authors have made diverse proposals to model and handle databases involving uncertain or incomplete data. In particular, the last two decades have witnessed an explosion of research on this topic (cf. e.g., [2]36|7/1113|1518] for some recent ones). The notion of an uncertain (or imprecise) database covers two aspects:

- Attribute uncertainty: i.e. when some attribute values are ill-known;
- Existential uncertainty: i.e. when the existence of some tuples is itself uncertain.

In this paper, we deal with the first aspect only. Even though most of the literature about uncertain databases considers probability theory as the underlying uncertainty model, some approaches rather rest on possibility theory [19]. The initial idea consisting in applying possibility theory to the modeling of incomplete databases goes back to the early 80 's with the work by Prade and Testemale [17]. More recent advances on this topic can be found in 4]. In the present paper, we introduce a new idea which is to use the notion of certainty (necessity) to qualify the likeliness that an ill-known piece of data takes a given value. With respect to using probability theory, one expects the following advantages:

- the qualitative nature of the model makes easier the elicitation of the degrees attached to the various candidate values;
- in probability theory, the fact that the sum of the degrees from a distribution must equal 1 makes it difficult to deal with incompletely known distributions;
- there does not exist any probabilistic logic which is complete and works locally as possibilistic logic does [10]: this can be problematic in the case where the degrees attached to certain pieces of data must be automatically deduced from those attached to some other pieces of data (when data coming from different sources have to be merged into a single database, for instance).

With respect to probabilistic databases and possibilistic ones, the main advantage - and this constitutes a major result of this paper - lies in the fact that operations from relational algebra can be extended in a simple way and with a data complexity which is the same as in a precise database context.

The rest of the paper is organized as follows. Section 2 is devoted to a reminder about basic notions concerning the interpretation of an uncertain database in terms of possible worlds, as well as the property characterizing a strong representation system. In Section 3, we present the main features of the certainty-based model and we describe a method that can be used to prove that it is a strong representation system for a given set of operators. Section 4 gives the definition of the compact operators (i.e., operators working directly on tables of the model) for selection, join and union in this framework. In Section 5, a possibilistic logic encoding of the model is briefly discussed, before concluding.

## 2 Basic Notions

### 2.1 Interpretation of an Uncertain Database in Terms of Worlds

The possible worlds model is founded on the fact that uncertainty in data makes it impossible to define what precisely the real world is. One can only describe the set of possible worlds which are consistent with the available information. As far as a table $T$ conveys some imprecision/uncertainty, several interpretations ( $I$ ) can be drawn from $T$ and the set of all the interpretations of $T$ is denoted by $\operatorname{rep}(T)$. The notation $\operatorname{rep}(D)$ extends naturally to an uncertain database $D$ involving several tables. Note: a regular database is a special case of an uncertain one which has only one interpretation.

In an incomplete relational database $D$, attribute values in the tables of $D$ may be imprecisely known and then represented as sets of candidates of various kinds, including null values, sets and intervals, and distributions.

From a semantic point of view, such an uncertain database $D$ can be interpreted in terms of a (possibly infinite) set of usual databases, also called worlds $W_{1}, \ldots, W_{p}$, and $\operatorname{rep}(D)=\left\{W_{1}, \ldots, W_{p}\right\}$. This view establishes a strong connection between uncertain and regular databases, which is particularly interesting since it offers a canonical definition of the meaning of queries addressed to uncertain databases as it will be seen later. Any world $W_{i}$ is obtained by choosing a candidate value in each set appearing in every relation $T_{j}$ pertaining to $D$. One
of these (regular) databases, let us say $W_{k}$, is supposed to correspond to the actual state of the universe modeled. The assumption of independence between the various sets of candidates is usually made and then any world $W_{i}$ corresponds to a conjunction of independent choices.

Example 1. Let us consider the uncertain database $D$ involving a single relation $i m$ whose schema is $I M$ ( $\# i$, airc, date, place). Relation $i m$ is assumed to describe satellite images of aircrafts. Each image, numbered ( $\# i$ ), was taken on a certain location (place) a given day (date) and it is supposed that it includes a single aircraft (airc). With the extension of im depicted in Table 1 six worlds can be drawn, $W_{1}, W_{2}, W_{3}, W_{4}, W_{5}$ and $W_{6}$ since there are three candidates for date in the first tuple and two candidates for airc in the second one. Two of the worlds associated with the uncertain relation $i m$ are represented in Figure 1 , $\diamond$

Table 1. An extension of relation im

| $\# i$ | airc | date | place |
| :--- | :---: | :---: | :---: |
| $i_{1}$ | $a_{1}$ | $\left\{d_{1}, d_{3}, d_{7}\right\}$ | $c_{1}$ |
| $i_{3}$ | $\left\{a_{3}, a_{4}\right\}$ | $d_{1}$ | $c_{2}$ |


| $\# i$ | airc | date | place | $\# i$ | airc | date | place |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $i_{1}$ | $a_{1}$ | $d_{1}$ | $c_{1}$ | $i_{1}$ | $a_{1}$ | $d_{7}$ | $c_{1}$ |
| $i_{3}$ | $a_{3}$ | $d_{1}$ | $c_{2}$ | $i_{3}$ | $a_{4}$ | $d_{1}$ | $c_{2}$ |

Fig. 1. Two worlds associated with relation $i m$

### 2.2 Strong Representation Systems and Compact Calculus

When dealing with an uncertain database $D$, a very important issue is that of the efficiency of the querying process. A naive way of doing would be to make explicit all the interpretations of $D$ (at least when they are finite) in order to query each of them. Such an approach is intractable in practice and it is of prime importance to find a more realistic alternative. To this end, the notion of a representation system has been introduced - initially by Imielinski and Lipski [14] - and discussed in [1]. The basic idea is to look for a way for representing both initial tables and those resulting from queries in such a way that the representation of the result of a query $q$ against any database $D$ (made of tables $T_{1}, \ldots, T_{p}$ ) denoted by $q(D)$, is equivalent (in terms of interpretations, or worlds) to the set of results obtained by applying $q$ to every interpretation of $D$, i.e.:

$$
\begin{equation*}
\operatorname{rep}(q(D))=q(\operatorname{rep}(D)) \tag{P1}
\end{equation*}
$$

If property P 1 holds for a representation system $\rho$ and a subset $\sigma$ of the relational algebra, $\rho$ is called a strong representation system for $\sigma$.

From a querying point of view, P1 permits to envisage a direct (or compact) calculus of a query $Q$, in the sense that $Q$ applies to $D$ itself without making the worlds explicit. So doing, provided that relational operations are defined over tables of the system considered, reasonable performances can be expected.

### 2.3 Reminder about Possibility Theory

Possibility theory [19] offers a qualitative model for uncertainty where a piece of information is represented by means of a possibility distribution encoding a complete preorder over the possible situations. More formally, a possibility distribution is a function $\pi$ from a domain $X$ to the unit interval $[0,1]$ and $\pi(a)$ expresses the degree to which $a$ is a possible value for the considered variable. The normalization condition imposes that at least one of the values of the domain $\left(a_{0}\right)$ is completely possible, i.e., $\pi\left(a_{0}\right)=1$. When the domain is discrete, a possibility distribution can be written $\left\{\pi_{1} / a_{1}, \ldots, \pi_{n} / a_{n}\right\}$ where $a_{i}$ is a candidate value and $\pi_{i}$ its possibility degree. Any event $E$ defined in the powerset of $X$ is characterized by two measures $\Pi$ and $N$. The axioms related to the measure of possibility $\Pi$ are the following:
$-\Pi(X)=1$ (which requires the normalization condition mentioned above),
$-\Pi(\emptyset)=0$,
$-\Pi\left(E_{1} \cup E_{2}\right)=\max \left(\Pi\left(E_{1}\right), \Pi\left(E_{2}\right)\right)$
and the measure of possibility of the event $E$ is derived from the possibility distribution associated with the concerned variable in the following way: $\Pi(E)=$ $\max _{x \in E} \pi(x)$. It can be seen that the third axiom differs from that of probability theory in the sense that the measure is not additive. The possibility of the conjunction of two events (see, e.g., [9]) only obey the inequality $\Pi\left(E_{1} \cap E_{2}\right) \leq$ $\min \left(\Pi\left(E_{1}\right), \Pi\left(E_{2}\right)\right)$, but if the underlying variables are non interactive (i.e., $E_{1}$ and $E_{2}$ are logically independent) $\Pi\left(E_{1} \cap E_{2}\right)=\min \left(\Pi\left(E_{1}\right), \Pi\left(E_{2}\right)\right)$.

The only relationship between the possibility of $\bar{E}$ (the opposite event of $E$ ) and that of $E$ is: $\max (\Pi(E), \Pi(\bar{E}))=1$. In order to have a better characterization of the event $E$, the measure of certainty (or necessity) $N$ has been introduced: $N(E)=1-\Pi(\bar{E})$. In other words, the less possible $\bar{E}$, the more certain $E$. Due to the duality between these two measures, the following formulas hold in the general case:

$$
\begin{aligned}
& -N(X)=1 ; N(\emptyset)=0 \\
& -N\left(E_{1} \cap E_{2}\right)=\min \left(N\left(E_{1}\right), N\left(E_{2}\right)\right) ; N\left(E_{1} \cup E_{2}\right) \geq \max \left(N\left(E_{1}\right), N\left(E_{2}\right)\right),
\end{aligned}
$$

and in case of non-interactivity: $N\left(E_{1} \cup E_{2}\right)=\max \left(N\left(E_{1}\right), N\left(E_{2}\right)\right)$.
We now illustrate the use of possibility distributions for representing candidate values for some attributes in the context of the database describing satellite images of aircrafts (cf. Example 1).

In the first tuple of $i m$ depicted in Table 2, $d_{1}$ is completely possible and it is more possible than $d_{3}$. Let us mention that Table 2 corresponds to a relation from the model proposed in [17] while the model proposed in 4 ] involves an additional attribute expressing the certainty for a tuple to have a representative in any possible world (this is mandatory in order to guarantee property P1).

Table 2. An extension of relation im

| $\# i$ | airc | date | place |
| :--- | :---: | :---: | :---: |
| $i_{1}$ | $a_{1}$ | $\left\{1 / d_{1}, 0.7 / d_{3}, 0.4 / d_{7}\right\}$ | $c_{1}$ |
| $i_{3}$ | $\left\{1 / a_{3}, 1 / a_{4}\right\}$ | $d_{1}$ | $c_{2}$ |

## 3 The Model

As that described in 4, the model we propose is based on possibility theory [19], but it represents the values that are more or less certain instead of those which are more or less possible. This corresponds to the most important part of information (in this approach, a possibility distribution is "synthetized" by keeping its most plausible elements). The idea is to attach a certainty level to each piece of data (by default, a piece of data has certainty 1). Certainty is modeled as a lower bound of a necessity measure. We assume that there always exists a key non pervaded with uncertainty in base relations. For instance, $\langle 037$, John, $(40, \alpha)\rangle$ denotes the existence of a person named John, whose age is 40 with certainty $\alpha$. Then the possibility that his age differs from 40 is upper bounded by $1-\alpha$ without further information on the respective possibility degrees of other possible values. In the following, uncertainty may pervade attribute values, for instance when a source cannot fully guarantee their values, e.g., for those attributes whose value may change without notice, or data evolving with time.

### 3.1 Main Features of the Model

In the proposed model, to each uncertain attribute value is attached a certainty degree. The underlying possibility distribution associated with an uncertain attribute value $(a, \alpha)$ is $\{1 / a,(1-\alpha) / \omega\}$ where $\omega$ denotes $\operatorname{domain}(A)-\{a\}, A$ being the attribute considered (due to the duality necessity (certainty) / possibility: $N(a) \geq \alpha \Leftrightarrow \Pi(a) \leq 1-\alpha[8])$. For instance, let us assume that the domain of attribute City is $\{$ Brest, Quimper, Rennes $\}$. The uncertain attribute value (Brest, $\alpha$ ) is assumed to correspond to the possibility distribution $\{1 /$ Brest, $(1-\alpha) /$ Quimper, $(1-\alpha) /$ Rennes $\}$. More generally, the model can also deal with disjunctive uncertain values, and the underlying possibility distributions are of the form $\max \left(\mu_{S}(x), 1-\alpha\right) / x$ where $S$ is an $\alpha$-certain subset of the attribute domain and $\mu_{S}(x)$ equals 1 if $x \in S, 0$ otherwise.

Moreover, since some operations (e.g., the selection) may create "maybe tuples", each tuple $t$ from an uncertain relation $r$ has to be associated with a degree $N$ expressing the certainty that $t$ exists in $r$. It will be denoted by $N / t$.

Example 2. Let us consider the relation $r$ of schema (\#id, Name, City) containing tuple $t_{1}=\langle 1$, John, (Rennes, 0.8$\left.)\right\rangle$, and the query "find the persons who live in Rennes". Let the domain of attribute City be \{Brest, Quimper, Rennes $\}$. The answer contains $0.8 / t_{1}$ since it is 0.8 certain that $t_{1}$ satisfies the requirement, while the result of the query "find the persons who live
in Rennes, Brest or Quimper" contains $1 / t_{1}$ since it is totally certain that $t_{1}$ satisfies the condition.

To sum up, a tuple $\alpha /\langle 037$, John, (Rennes, $\beta$ ) $\rangle$ from relation $r$ means that it is $\alpha$ certain that person 037 exists in the relation, and that it is $\beta$ certain that 037 lives in Rennes (independently from the fact that it is or not in relation $r$ ).

Given a query, we only look for answers that are somewhat certain. Consider the relations $r$ and $s$ given in Table 3 and a query asking for the persons who live in a city where there is a flea market), then John will be retrieved with a certainty level equal to $\min (\alpha, \beta)$ (in agreement with the calculus of necessity measures [8]). Note that it should also be possible to find the tuples that are more or less certainly not answers to the query. There are usually many. All the other tuples are only possible, but we do not try to evaluate to what extent. Here, Mary with certainty level $\min (\delta, \gamma)$ is not an answer to the query.

Table 3. Relations $r$ (top) and $s$ (bottom)

| $\# i d$ | Name | City | $N$ |
| :---: | :---: | :---: | :---: |
| 1 | John | (Brest, $\alpha$ ) | 1 |
| 2 | Mary | (Lannion, $\delta$ ) | 1 |
|  |  |  |  |
|  | City | Flea Market | $N$ |
|  | Brest | (yes, $\beta$ ) | 1 |
|  | Lannion | (no,$\gamma)$ | 1 |

It is also possible to accommodate cases of disjunctive information in this setting. For instance, $\langle 3$, Peter, (Albi $\vee$ Toulouse, 0.8 ) $\rangle$ represents the fact that it is 0.8 -certain that the person number 3 named Peter lives in Albi or in Toulouse.

### 3.2 Strong Representation System

Let us now examine what becomes of property P1 in such a context. Let us denote by $D$ an uncertain database involving certainty levels, $\operatorname{poss}(D)$ the corresponding uncertain database involving possibility distributions (cf. the comment above about the underlying possibility distributions associated with somewhat certain values), $q$ an algebraic query, and $q_{c}$ the compact version of $q$ suited to the certainty-based model. The counterpart of property P1 is:

$$
\begin{equation*}
q_{c}(D)=\psi(q(\operatorname{rep}(\operatorname{poss}(D)))) \tag{P2}
\end{equation*}
$$

where $\psi\left(r^{\prime}\right)$ denotes the certainty-based relation which gathers the tuples somewhat certainly in the intersection of all the (more or less) possible worlds from the set $r^{\prime}$ (each world from $r^{\prime}$ represents a possible result of $q$ applied to $D$ ). Operation $\psi$ works as follows. First, one attaches an identifier to every tuple from $D$ involving at least one uncertain value (this is necessary when $q$ involves a projection which removes the keys). Note that this identifier is virtual and does not
impact the result of the operations performed on the worlds (intersection and difference, in particular). When duplicates are eliminated in a world, the list of identifiers attached to the tuples merged is attached to the tuple resulting from the merging. For each tuple present in a world from $q(\operatorname{rep}(\operatorname{poss}(D)))$, denoting by $i d$ its identifier, or $\left(i d_{1}, i d_{2}\right)$ in case of a binary operation, one has to check:

- whether there exists a completely possible world from $q(\operatorname{rep}(\operatorname{poss}(D)))$ from which $i d$ - or $\left(i d_{1}, i d_{2}\right)$ for a join, $i d_{1}$ and/or $i d_{2}$ for an intersection, $i d_{1}$ for a difference - is absent. If it is the case, $\psi(q(\operatorname{rep}(\operatorname{poss}(D))))$ does not contain any tuple identified by $i d$;
- otherwise, for each attribute, one gathers into a disjunction $V$ the values associated with id in the different completely possible worlds; the certainty degree associated with such a disjunction equals 1 minus the maximal possibility degree attached to a world containing $i d$ associated with a value absent from $V$. Notice that for the intersection, the "empty tuples" that may have been generated must be considered too. The certainty degree associated with the "compact tuple" produced is equal to 1 minus the maximal possibility degree associated with a world from which $i d$ is absent.

Due to space limitation, we only deal with three relational operators in this paper: selection, join and union; however it is possible to use property P2 to prove that the model is a strong representation system for the whole relational algebra. It is important to emphasize that this property makes the certaintybased model we propose the only simple uncertain database model that can handle the join operation in a compact and very efficient way (with a data complexity which is the same as in the classical database case).

## 4 The Operators

The goal of this section is to define the compact version of the three operators from $\sigma=\{$ selection, join, union $\}$ and to show that the certainty-based database model is a strong representation system - i.e., that property P2 then holds.

### 4.1 Selection

Let us consider a relation $r$ of schema $(A, X)$ where $A$ is an attribute and $X$ is a set of attributes, and a selection condition $\phi$ on $A$. Let us denote by $s(t . A)$ the disjunctive set of values - which may be reduced to a singleton - somewhat certain for attribute $A$ in tuple $\mu / t$, and by $c(t . A)$ the associated certainty level.

Let us first deal with the case where $\phi$ is of the form attribute $\theta q$ where $q$ denotes a constant.

$$
\begin{aligned}
\operatorname{select}(r, A \theta q)= & \left\{\mu^{\prime} / t \mid \exists \mu / t \in r \text { s.t. } \forall a_{i} \in s(t . A), a_{i} \theta q \wedge\right. \\
& \mu^{\prime}=\min (\mu, 1)=\mu \text { if } \forall a_{i} \in \operatorname{domain}(A), a_{i} \theta q ; \\
& \left.\mu^{\prime}=\min (\mu, c(t . A)) \text { otherwise }\right\} .
\end{aligned}
$$

Proof. Let us show that property P2 is satisfied. Since the selection operates on tuples individually, one can assume that $r$ contains only one tuple. Let us denote it by $\mu / t$ and assume that $s(t . A)=\left(a_{1} \vee a_{2} \vee \ldots \vee a_{n}\right)$ and $c(t . A)=\alpha$. Let us attach identifier $k$ to this tuple. Let us recall that the maximal possibility distribution associated with $s(t . A)$ is $\left\{1 / a_{1}, 1 / a_{2}, \ldots, 1 / a_{n}, 1-\alpha / \omega\right\}$ where $\omega=\operatorname{domain}(A)-\left\{a_{1},, a_{2}, \ldots, a_{n}\right\}$. Three cases may appear:
$-\exists a_{i} \in\left\{a_{1}, a_{2}, \ldots, a_{n}\right\}$ such that $\neg\left(a_{i} \theta q\right)$ : then, there exists a completely possible world of the result where $k$ is not present. The certainty degree attached to $k$ is zero and $\psi(q(\operatorname{rep}(\operatorname{poss}(D))))$ is empty, which is consistent with the definition of the compact selection.
$-\forall a_{i} \in \operatorname{domain}(A), a_{i} \theta q$ : then, $k$ is present in every completely possible world and the only possible world where $k$ is not present is the empty world (possibility $1-\mu)$. Hence, the certainty degree attached to $k$ in $\psi(q(\operatorname{rep}(\operatorname{poss}(D))))$ is $1-(1-\mu)=\mu$. The most possible world where $k$ has an $A$-value which does not belong to $s(t . A)$ in the result has the possibility degree $1-\alpha$. Hence, the certainty degree attached to the $A$-value $s(t . A)$ in the tuple identified by $k$ in $\psi(q(\operatorname{rep}(\operatorname{poss}(D))))$ is $1-(1-\alpha)=\alpha$. This is consistent with the compact definition of selection where $s(t . A)$ and $c(t . A)$ are kept unchanged.
$-\forall a_{i} \in\left\{a_{1}, a_{2}, \ldots, a_{n}\right\}, a_{i} \theta q \wedge \exists u_{i} \in \operatorname{domain}(A)$ such that $\neg\left(u_{i} \theta q\right)$ : then, $k$ is present in every completely possible world. The most possible world where $k$ is not present is either the empty world (possibility $1-\mu$ ) or is made of a tuple $\left\langle k, u_{i}\right.$, t.X $\rangle$ where $u_{i} \in \omega$ (possibility $1-\alpha$ ). Thus, this most possible world has the possibility degree $\max (1-\mu, 1-\alpha)$. Hence, the certainty degree attached to $k$ in $\psi(q(\operatorname{rep}(\operatorname{poss}(D))))$ is $1-\max (1-\mu, 1-\alpha)=$ $\min (\mu, \alpha)$. The most possible world where $k$ has an $A$-value which does not belong to $s(t . A)$ in the result has the possibility degree $1-\alpha$. Hence, the certainty degree attached to the $A$-value $s(t . A)$ in the tuple identified by $k$ in $\psi(q(\operatorname{rep}(\operatorname{poss}(D))))$ is $1-(1-\alpha)=\alpha$. This is consistent with the compact definition of selection.

Let us now consider a condition $\phi$ of the form: attribute $1 \theta$ attribute $_{2}$. The definition of the selection in this case is:

$$
\begin{aligned}
& \operatorname{select}\left(r, A_{1} \theta A_{2}\right)= \\
& \left\{\mu^{\prime} / t \mid \exists \mu / t \in r \text { s.t. } \forall a_{1, i} \in s\left(t . A_{1}\right), \forall a_{2, j} \in s\left(t . A_{2}\right), a_{1, i} \theta a_{2, j} \wedge\right. \\
& \mu^{\prime}=\mu \text { iff } \forall(u, v) \in\left(\operatorname{domain}\left(A_{1}\right) \times \operatorname{domain}\left(A_{2}\right), u \theta v ;\right. \\
& \left.\mu^{\prime}=\min \left(\mu, c\left(t . A_{1}\right), c\left(t . A_{2}\right)\right) \text { otherwise }\right\} .
\end{aligned}
$$

From the previous definitions, it immediately follows that the data complexity of the selection operation is linear (as usual). The example hereafter illustrates the case of a conjunctive selection condition.

Example 3. Let us consider the database $D$ made of the sole relation emp of schema (id, name, city, job). Let us suppose that emp only contains tuple $t$ $=0.9 /\langle 17$, John, (Paris, 0.8), (Engineer, 0.7) $\rangle$ and let us consider the query:

$$
q=\operatorname{select}(\mathrm{emp}, \text { city }=\text { 'Paris' and job }=\text { 'Engineer'). }
$$

Its compact result is $0.7 /\langle 17$, John, (Paris, 0.8), (Engineer, 0.7) $\rangle$. Let us show that property P 2 is satisfied. Identifier 17 is present in every completely possible world. The most possible world where 17 is not present is made of the tuple $\langle 17$, John, Paris, $\left.\left.\omega_{2}\right)\right\rangle$ and has the possibility degree $\left.\min (1,1-0.7)\right)=0.3$. Hence, the certainty degree attached to 17 in the result is $1-0.3=0.7$. The most possible world where 17 has a city value different from "Paris" in the result has the possibility degree $1-0.8=0.2$. Hence, the certainty degree attached to the city value "Paris" in the tuple identified by 17 in the result is $1-0.2=0.8$. The most possible world where 17 has a job value different from "Engineer" in the result has the possibility degree $1-0.7=0.3$. Hence the certainty degree attached to the $j o b$ value "Engineer" in the tuple identified by 17 in the result is $1-0.3=0.7$. The compact calculus is thus correct.

### 4.2 Join

The compact definition of the join is:

$$
\begin{aligned}
\operatorname{join}\left(r_{1}, r_{2}, A \theta B\right)=\{ & \min (\alpha, \beta, \chi, \delta) / t_{1} \oplus t_{2} \mid \exists \alpha / t_{1} \in r_{1}, \exists \beta / t_{2} \in r_{2} \text { s.t. } \\
& \operatorname{card}\left(s\left(t_{1} \cdot A\right)\right)=1 \wedge \operatorname{card}\left(s\left(t_{2} . B\right)\right)=1 \wedge \\
& \left.s\left(t_{1} \cdot A\right) \theta s\left(t_{2} \cdot A\right) \wedge c\left(t_{1} \cdot A\right)=\chi \wedge c\left(t_{2} \cdot B\right)=\delta\right\}
\end{aligned}
$$

where $\oplus$ denotes the concatenation and card returns the cardinality of a set. Notice that only the tuples whose value for the join attribute is non-disjunctive (i.e., is a singleton) can participate in the result: for the other ones, one cannot be certain at all that they match a tuple from the other relation. Indeed, for a tuple $t_{1}$ whose join attribute value $t_{1} . A$ is disjunctive, it is always completely possible that a given tuple $t_{2}$ does not match, whatever the value of $t_{2} . B$. The proof is omitted for space reasons, but the example hereafter illustrates the way it works.

Example 4. Consider relations Person and Lab from Table 4 and the query:

$$
\text { join }(\text { Person, Lab }, \text { Pcity }=\text { Lcity })
$$

which looks for the pairs $(p, l)$ such that person $p$ (somewhat certainly) lives in a city where a research center $l$ is located. Its compact result is represented in Table 5. Let us show that this result is correct using the proof method described in Subsection 3.2. The only pair of identifiers present in every completely possible world is $(12,21)$. The most possible world where $(12,21)$ is not present has the possibility degree $\min (1, \max (1-\beta, 1-\mu))=\max (1-\beta, 1-\mu)=1-\min (\beta, \mu)$. Hence, the certainty degree attached to $(12,21)$ in the result is $\min (\beta, \mu)$. The most possible world where $(12,21)$ has a Pcity value different from "Rennes" has the possibility degree $\min (1-\beta, 1)=1-\beta$. Hence the certainty degree attached to the Pcity value "Rennes" in the tuple identified by $(12,21)$ in the result is $\beta$. The most possible world where $(12,21)$ has a Lcity value different from "Rennes" has the possibility degree $\min (1,1-\mu)=1-\mu$. Hence the certainty degree attached to the Lid value "Rennes" in the tuple identified by

Table 4. Relations Person (top) and Lab (bottom)

| \#Pid | Pname | Pcity | $N$ |
| :---: | :---: | :---: | :---: |
| 11 | John | (Rennes V Brest, $\alpha$ ) | 1 |
| 12 | Mary | (Rennes, $\beta$ ) | 1 |
|  |  |  |  |
| \#Lid | Lname | Lcity | $N$ |
| 21 | INRIA | (Rennes, $\mu$ ) | 1 |
| 22 | IFREMER | (Brest, $\rho$ ) | 1 |
| 23 | CNRS | (Rennes $\vee$ Brest, $\xi$ ) | 1 |

Table 5. Result of the compact join query

| \#Pid | Pname | Pcity | $N$ | \#Lid | Lname | Lcity | $N$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 12 | Mary | (Rennes, $\beta$ ) | 1 | 21 | INRIA | (Rennes, $\mu)$ | $\min (\beta, \mu)$ |

$(12,21)$ in the result is $\mu$. Notice that in case of an equi-join - as it is the case here - both columns Pid and Lid could be merged into a single column in the resulting table. John cannot take part to the result since one cannot be certain of what is the $L a b$ value associated with him.

About the semi-join. An interesting remark about the preceding example is that, even though the result of the join does not contain any tuple involving John, this individual belongs to the result of the semi-join which looks for the persons who (somewhat certainly) live in a city where a research center is located: Person $\ltimes L a b$. This means that the usual equivalence between a semi-join and a join followed by a projection: $r_{1} \ltimes r_{2} \equiv\left(r_{1} \bowtie r_{2}\right)[X]$ where $X$ denotes the attributes of $r_{1}$, is not valid anymore in the context of the certainty-based model. However, the semi-join can be defined in a sound way in this framework. Informally, for a tuple $t_{1}$ from $r_{1}$ to be in the result of the semi-join $r_{1} \ltimes r_{2}$, each value $a_{i}$ from $s\left(t_{1} . A\right)$ has to be present as a singleton $B$-value in a tuple from $r_{2}$. If an $a_{i}$ from $s\left(t_{1} \cdot A\right)$ joins with several tuples from $r_{2}$, the maximum of the corresponding certainty degrees must be used for computing the certainty degree attached to $t_{1}$ in the result. The formal definition is as follows.

$$
\begin{aligned}
& \operatorname{semijoin}\left(r_{1}, r_{2}, A \theta B\right)=\left\{\min \left(\mu, \alpha, \min _{i=1 . . n} \lambda_{i}\right) / t_{1}\right) \mid \exists \mu / t_{1} \in r_{1} \text { s.t. } \\
& s\left(t_{1} . A\right)=\left\{a_{1}, \ldots, a_{n}\right\} \wedge c\left(t_{1} . A\right)=\alpha \wedge \forall a_{i} \in s\left(t_{1} \cdot A\right),\left(\exists t_{2 j} \in r_{2}\right. \text { s.t. } \\
& \left.s\left(t_{2 j} . B\right)=\left\{a_{i}\right\}\right) \wedge \lambda_{i}=\max _{j \text { s.t. } \delta_{j} / t_{2 j} \in r_{2} \wedge s\left(t_{2 j} . B\right)=\left\{a_{i}\right\} \wedge c\left(t_{2 j} . B\right)=\beta_{j}} \min \left(\delta_{j}, \beta_{j}\right) \text {. }
\end{aligned}
$$

Using this definition and the relations from Table 4, the result of the semijoin expressed above is given in Table 6] Note that the tuple \#Lid $=23$ in Table 4 has no influence on the result, since taking into account tuple $\#$ Pid $=11$, John may live in Rennes while the CNRS lab may be in Brest (or the converse).

Table 6. Result of the compact semi-join query

| \#Pid | Pname | Pcity | $N$ |
| :---: | :---: | :---: | :---: |
| 11 | John | (Rennes $\vee$ Brest, $\alpha)$ | $\min (\alpha, \mu, \rho)$ |
| 12 | Mary | (Rennes, $\beta)$ | $\min (\beta, \mu)$ |

The key to the fact that join (and semi-join) can be easily handled in this model lies in the property that a tuple involving disjunctive values can produce at most one tuple in the result (due to the semantics of certainty). This is not the case when a probabilistic or a full possibilistic 4] model is used and it is then necessary to deal with dependencies between tuples in the result (which is a complex and expensive issue). Let us illustrate this point with a simple example where the degrees are either probability or possibility degrees. Let us consider the relations $r(A, B)$ and $s(B, C)$ with the extensions:

$$
r=\left\{\left\langle\left\{\alpha / a_{1}, \beta / a_{2}, \gamma / a_{3}\right\}, b\right\rangle\right\} \quad s=\left\{\left\langle b, c_{1}\right\rangle,\left\langle b, c_{2}\right\rangle\right\}
$$

where incompleteness is only due to the fact that the actual value of $A$ in the tuple of $r$ is either $a_{1}$, or $a_{2}$, or $a_{3}$. The natural join of $r$ and $s$ leads to a relation $t(A, B, C)$ involving two tuples, but it is mandatory to guarantee that only three possible worlds can be drawn from $t$ (and not $3^{2}$ ), since attribute $A$ should take the same value in each of the two tuples, in order that property P1 holds. Now, let us perform the natural join of the following relations:

$$
r=\left\{\left\langle a,\left\{\alpha / b_{1}, \beta / b_{2}, \gamma / b_{3}\right\}\right\rangle\right\} \quad s=\left\{\left\langle b_{1}, c_{1}\right\rangle,\left\langle b_{3},\left\{\eta / c_{2}, \delta / c_{3}\right\}\right\rangle\right\}
$$

Here, the resulting relation is either empty, or made of a single tuple among three possible: $\left\langle a, b_{1}, c_{1}\right\rangle,\left\langle a, b_{3}, c_{2}\right\rangle$ and $\left\langle a, b_{3}, c_{3}\right\rangle$. It is then necessary to express that these four situations are exclusive. On the other hand, in the certaintybased model we propose, the processing of a join is very similar to what it is in a regular database context. It follows from the previous definition that its data complexity is in $\theta(|r| \times|s|)$ - as in the usual case when no indexes are available - and no dependencies between tuples have to be dealt with.

### 4.3 Union

Union is defined as usual (and has the same data complexity), except that:

- one must keep the duplicates when they correspond to tuples that involve uncertain values, so as to be consistent with a world-based processing (cf. property P2);
- the relations involved must be independent: they must not result from two selections on the same relation, for instance since the usual equivalence $\operatorname{select}\left(r, \phi_{1}\right.$ or $\left.\phi_{2}\right) \equiv \operatorname{select}\left(r, \phi_{1}\right) \cup \operatorname{select}\left(r, \phi_{2}\right)$ does not hold due to the duplicate removal policy.

As to tuples that only involve certain values, one can remove the duplicates as in the classical case.

Example 5. Consider the relations from Table 7 The result of their union is shown in Table 8 Note that the second tuple in Table 8 is redundant w.r.t. the fourth one, but is kept to be consistent with a world-based interpretation.

Table 7. Relations $r_{1}$ (top) and $r_{2}$ (bottom)

| Job | City | $N$ |
| :---: | :---: | :---: |
| (Engineer, 0.6) | (Rennes, 0.7) | 1 |
| (Engineer $\vee$ Manager, 0.7) | (Rennes, 0.8) | 0.7 |
| Manager | Brest | 1 |
|  |  |  |
| Job | City | $N$ |
| (Engineer $\vee$ Manager, 0.9) | Rennes | 0.9 |
| Manager | Brest | 1 |
| (Engineer, 0.8) | (Rennes, 0.4) | 0.4 |

Table 8. Result of the union $r_{1} \cup r_{2}$

| Job | City | $N$ |
| :---: | :---: | :---: |
| (Engineer, 0.6) | (Rennes, 0.7) | 1 |
| (Engineer $\vee$ Manager, 0.7) | (Rennes, 0.8) | 0.7 |
| Manager | Brest | 1 |
| (Engineer $\vee$ Manager, 0.9) | Rennes | 0.9 |
| (Engineer, 0.8) | (Rennes, 0.4) | 0.4 |

## 5 About a Possibilistic Logic Encoding of the Model

Possibilistic logic [10] provides a computational tool (with a complexity similar to classical logic) for inferring from certainty-qualified formulas by means of the cut rule $(p \vee q, \alpha) ;(\neg q \vee r, \beta) \vdash(p \vee r, \min (\alpha, \beta))$. It can be applied to the computation of the answers to a query to an uncertain database. Due to space limitation, we only survey and illustrate the main issues. Tuples are translated into a possibilistic logic base, applying the following principles:

- keys become variables;
- attributes become predicates;
- tuples become instantiated formulas.

A query such as 'find the $x$ 's s. t. condition $Q$ is true', i.e., $\exists x Q(x)$ ? is processed by refutation, adding the formulas corresponding to $\neg Q(x) \vee \operatorname{answer}(x)$ to the base, using a small trick due to [12] (see [8]). Let us first take a simple example.

Example 6. A tuple such as $t=\langle 17$, John, (Paris, 0.8$)$, (Engineer, 0.7$)\rangle$ translates into the possibilistic logic base:

$$
K 1=\{(\text { name }(17, \text { John })),(\text { city }(17, \text { Paris }), 0.8),(\text { job }(17, \text { Engineer }), 0.7)\} .
$$

Query $q=\operatorname{select}\left(e m p\right.$, city $={ }^{\prime}$ Paris' and $j o b={ }^{\prime}$ Engineer') translates into:

$$
q=\{((\neg \text { city }(x, \text { Paris })) \vee(\neg j o b(x, \text { Engineer })) \vee \operatorname{answer}(x), 1)\} .
$$

From $K 1 \cup q$, applying resolution and unification, one gets (answer(17), 0.7). $\diamond$
The previous example does not require the use of formulas expressing that the values of the attributes are necessarily in the attribute domains. Here is an example, with five tuples, where such formulas are useful:

Example 7. Let us consider the tuples:

$$
\begin{aligned}
t_{R} 1 & =\langle\text { John, }(\text { Brest } \vee \text { Vannes }, \alpha)\rangle \\
t_{R} 2 & =\langle\text { Mary },(\text { Rennes }, \beta)\rangle \\
t_{S} 1 & =\langle\text { Brest },(\text { Britanny }, 1)\rangle \\
t_{S} 2 & =\langle\text { Vannes },(\text { Britanny }, 1)\rangle \\
t_{S} 3 & =\langle\text { Rennes },(\text { Britanny }, 1)\rangle .
\end{aligned}
$$

Assuming that there are only three cities (Brest, Rennes, Vannes) where people in the database may live, it translates into:

$$
\begin{aligned}
K 2=\{ & (\text { city }(\text { John }, \text { Brest }) \vee \text { city }(\text { John }, \text { Vannes }), \alpha), \\
& (\text { city }(\text { John }, \text { Brest }) \vee \operatorname{city}(\text { John }, \text { Rennes }) \vee \operatorname{city}(\text { John }, \text { Vannes }), 1), \\
& (\text { city }(\text { Mary }, \text { Rennes }), \beta), \\
& (\text { city }(\text { Mary }, \text { Brest }) \vee \text { city }(\text { Mary }, \text { Rennes }) \vee \text { city }(\text { Mary }, \text { Vannes }), 1), \\
& (\text { Britanny }(\text { Brest }), 1),(\text { Britanny }(\text { Vannes }), 1),(\text { Britanny }(\text { Rennes }), 1)\} .
\end{aligned}
$$

Considering the request $\exists x \operatorname{city}(x, y) \wedge \operatorname{Brit} .(y)$ ?, we add

$$
q=\{(\neg \operatorname{city}(x, y) \vee \neg \text { Brit. }(y) \vee \operatorname{answer}(x), 1)\} .
$$

From $K 2 \cup q$, one can deduce (answer (John), 1) and (answer(Mary), 1). If the query is slightly modified into $\exists(x, y) \operatorname{city}(x, y) \wedge \operatorname{Britanny}(y)$ ?, which translates into $q=\{(\neg \operatorname{city}(x, y) \vee \neg \operatorname{Britanny}(y) \vee \operatorname{answer}(x, y), 1)\}$, we then obtain:
(answer (John, Brest) $\vee$ answer (John, Vannes) $\vee$ answer (John, Rennes), 1),
and the same for Mary. Notice that we also get (answer(Mary, Rennes), $\beta$ ), (answer(John, Brest) $\vee$ answer(John,Vannes), $\alpha$ ), which are not subsumed by the previous formulas.

Example 8 shows that the approach can provide conditional answers as well.
Example 8. Let be the three tuples:

$$
\begin{aligned}
t 1 & =\langle\text { John, veterinary },(\text { Paris } \vee \text { Rennes, } \alpha)\rangle ; \\
t 2 & =\langle\text { Peter }, \text { taxidermist },(\text { Paris }, \beta)\rangle ; \\
t 3 & =\langle\text { Mary, taxidermist },(\text { Paris } \vee \text { Rennes }, \gamma)\rangle .
\end{aligned}
$$

It translates into:

$$
\begin{aligned}
K 3=\{ & (\text { city }(\text { John }, \text { Paris }) \vee \text { city }(\text { John, Rennes }), \alpha), \\
& (\text { job }(\text { John, veterinary }), 1), \\
& (\text { city }(\text { Peter }, \text { Paris }), \beta),(\text { job }(\text { Peter }, \text { taxidermist }), 1), \\
& (\text { city }(\text { Mary }, \text { Paris }) \vee \text { city }(\text { Mary, Rennes }), \gamma), \\
& (j o b(\text { Mary }, \text { taxidermist }), 1)\} .
\end{aligned}
$$

Consider the query 'Find the persons who are veterinaries and live in a city where at least a taxidermist lives and the corresponding taxidermists':

$$
\begin{aligned}
q=\{ & (\neg \operatorname{city}(x, z) \vee \neg \operatorname{city}(y, z) \vee \neg j o b(x, \text { veterinary }) \vee \neg j o b(y, \text { taxidermist }) \\
& \vee \operatorname{answer}(x, y), 1)\} .
\end{aligned}
$$

One can, for example, deduce from $K 3 \cup q$ :

$$
\begin{gathered}
(\text { city }(J o h n, \text { Rennes }) \vee \text { answer }(\operatorname{John}, \operatorname{Peter}), \min (\alpha, \beta)) \\
(\operatorname{city}(J o h n, \text { Rennes }) \vee \operatorname{city}(M a r y, \text { Rennes }) \vee \text { answer }(\operatorname{John}, \operatorname{Mary}), \min (\alpha, \gamma))
\end{gathered}
$$

which expresses that (John, Peter) (resp. (John, Mary)) is an answer with certainty $\min (\alpha, \beta)($ resp. $\min (\alpha, \gamma))$ provided that John does not live in Rennes (resp. both John and Mary do not live in Rennes - hence they live in Paris). $\diamond$

The possibilistic logic modeling provides an alternative way to prove that the compact definitions of the operators are correct. It is also an expressive setting.

## 6 Conclusion

In this paper, we have presented a model for incomplete databases based on the notion of certainty levels. The idea is to associate every candidate value (or disjunction of such values) representing an ill-known piece of data with a degree expressing the extent to which the candidate value (or disjunction) is certain. We have extended the operations of selection, join and union in this context and shown that the model constitutes a strong representation system for this set of operators. A very interesting result is that the data complexity of these operations in the context of the certainty-based model is the same as in the classical database case, which makes the approach highly scalable. We have also briefly discussed the way the model can be encoded using possibilistic logic, which makes it possible to benefit from powerful automated reasoning tools, thus leading to a question-answering approach potentially more expressive than the relational framework.

Immediate perspectives for future work concern: i) the extension of the model to the entire relational algebra, ii) the extensive definition of a logical counterpart of the relational database model described here.
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#### Abstract

Data intensive applications with the capability of handling uncertain, imprecise, and inconsistent information are in constant demand. Efficient computational systems that can perform complicated inferences, obtain the appropriate conclusions, and explain the results are increasingly being required to act upon large databases. Argumentation systems could be used in the construction of interactive systems that are able to reason with large databases and/or different data sources. Notwithstanding, there are two important issues that need to be resolved in order to use argumentation in this kind of practical applications: adding the ability to deal with explicit uncertainty, and improving the computational complexity of argumentation, which so far has been an obstacle for its integration into interactive systems acting on large databases. In this paper we propose an argumentation-based system that has been engineered to address these issues.


## 1 Introduction

Research in argumentation has provided important results while developing tools for common sense reasoning. As a result, argumentation systems have substantially evolved in the past few years, putting forward a number of argumentbased applications in diverse areas where knowledge representation issues play a major role. Clustering algorithms [16], intelligent web search [10, recommender systems [9, agent systems [5, knowledge engineering systems [7], argumentationbased negotiation [19, and natural language assessment 10] are the outcome of one of these lines of research.

Data intensive applications are in constant demand and there is need of computing environments with better intelligent capabilities than those present in today's Database Management Systems (DBMS). Recently, there has been progress in developing efficient techniques to store and retrieve data, and many satisfactory solutions have been found for the associated problems. However, the problem of how to understand and interpret a large amount of information remains
open, particularly when this information is uncertain, imprecise, and/or inconsistent. To do this we need formalisms that can perform complicate inferences, obtain the appropriate conclusions, and explain the results.

Argumentation systems appear as an interesting choice that could result in interactive systems able to reason with large databases and/or different data sources. Nevertheless, there are two important issues that need to be addressed to use argumentation in these kind of practical applications. The first concerns the quality of the information expected by argumentation systems: most of them are unable to deal with explicit uncertainty which is a vital capability in modern applications. The second problem is the computational complexity of argumentation, that so far has been an obstacle for its integration into interactive systems.

Here, we propose an argumentation-based system that addresses these problems. First, it incorporates the treatment of possibilistic uncertainty into the framework following the approach introduced in [113]. Second, to solve the problem of performance in argumentation, we have equipped this system with a pre-compiled knowledge component that allows significant speed-ups in the inference process. This development was inspired in Truth Maintenance Systems (TMS) [12] that use pre-compiled knowledge to improve the performance of problem solvers. We have also provided the system with the ability to seamlessly incorporate uncertain and/or contradictory information into its knowledge base, using a modular upgrading and revision procedure.

This paper is organized as follows. First, we present the formal definition of our argumentation framework showing its fundamental properties. Next, we propose an architectural software pattern useful for applications adopting our reasoning system. Section 4 discusses how to optimize the inference engine with pre-compiled knowledge and presents the corresponding algorithms. Finally, we state the conclusions of our work.

## 2 The OP-DeLP Programming Language: Fundamentals

Possibilistic Defeasible Logic Programming (P-DeLP) [12] is an important extension of DeLP in which the elements of the language have the form $(\varphi, \alpha)$, where $\varphi$ is a DeLP clause or fact. Below, we will introduce the elements of the language necessary in this presentation. Observation based P-DeLP (OP-DeLP) is an optimization of P-DeLP that allows the computation of warranted arguments in a more efficient way, by means of a pre-compiled knowledge component. It also permits a seamless incorporation of new perceived facts into the program codifying the knowledge base of the system. Therefore the resulting system can be used to implement practical applications with performance requirements. The idea of extending the applicability of DeLP in a dynamic setting, incorporating perception and pre-compiled knowledge, was originally conceived in [6]. Thus the OP-DeLP system incorporates elements from two different variants of the DeLP system, O-DeLP [6] and P-DeLP [11]. In what follows we present the formal definition of the resulting system.

### 2.1 Language

To formally define the language of OP-DeLP we start introducing the concept of signature, that summarizes the elements that change in accordance with the program under consideration.

Definition 1. [Signature $] A$ signature $\Sigma$ is a tuple $\langle\mathcal{V}$, Pred, Func $\rangle$, where $\mathcal{V}$ is a countable set of variables, Pred is a finite set of predicates, and Func is a finite set of functions, such that $\mathcal{V} \cap($ Pred $\cup$ Func $)=\emptyset$.

As in Prolog standard notation, variables are denoted with identifiers starting with uppercase letters while functions and predicates start with lowercase letters. Every signature has an associated arity function that assigns a natural number to each function and predicate. As usual, constants are functions with 0 arity and propositions are predicates with a null arity. Next, we define the alphabet of OP-DeLP programs and use this to define terms, atoms, and literals:

Definition 2. [Alphabet] The alphabet generated from a given signature $\Sigma$ is composed by the members of $\Sigma$, the symbol " " denoting strong negation [15] and the symbols "(",")", "." and ",".

Definition 3. [Term] Let $\Sigma=\langle\mathcal{V}$, Pred, Func $\rangle$ be a signature. $A$ term of $\Sigma$ is inductively defined as follows: (1) every variable $V \in \mathcal{V}$ is a term, (2) every constant $c \in$ Func is a term, (3) if $f \in$ Func, $\operatorname{arity}(f)=n$ and $t_{1}, \ldots, t_{n}$ are terms then $f\left(t_{1}, \ldots, t_{n}\right)$ is also a term.

Definition 4. [Atom] Let $\Sigma=\langle\mathcal{V}$, Pred, Func $\rangle$ be a signature, $t_{1}, \ldots, t_{n}$ terms of $\Sigma$ and $p \in \operatorname{Pred}$ such that $\operatorname{arity}(p)=n$ then $p\left(t_{1}, \ldots, t_{n}\right)$ is an atom of $\Sigma$.

Definition 5. [Literal - Weighted Literal] Let $\Sigma$ be a signature, then every atom $A$ of $\Sigma$ is a positive literal, while every negated atom $\sim A$ is a negative literal. $A$ literal of $\Sigma$ is a positive literal or a negative literal. A certainty weighted literal, or simply a weighted literal, is a pair $(L, \alpha)$ where $L$ is a literal and $\alpha \in[0,1]$ expresses a lower bound for the certainty of $\varphi$ in terms of a necessity measure.

OP-DeLP programs are composed by a set of observations and a set of defeasible rules. Observations are weighted literals and thus have an associated certainty degree. In real world applications, observations model perceived facts. Hence the associated certainty degree may be calculated based on different factors depending on the act of perception itself, such as plausibility of the source, trust on the perception mechanism, etc. Defeasible rules provide a way of performing tentative reasoning as in other argumentation formalisms.

Definition 6. $A$ defeasible rule has the form $\left(L_{0} \prec L_{1}, L_{2}, \ldots, L_{k}, \alpha\right)$ where $L_{0}$ is a literal, $L_{1}, L_{2}, \ldots, L_{k}$ is a non-empty finite set of literals, and $\alpha \in[0,1]$ expresses a lower bound for the certainty of the rule in terms of a necessity measure.

```
            \Psi
(virus(b),0.7)
(local(b),1)
(local(d),1)
(~filters(b),0.9)
(~filters(c),0.9)
(~filters(d),0.9)
(black_list(c),0.75)
(black_list(d),0.75)
(contacts(d),1)
```

$\Delta$
(move_inbox (X) $\prec \sim$ filters (X), 0.6)
( $\sim$ move_inbox $(X) \prec$ move_junk (X), 0.8)
(~move_inbox (X) $\prec$ filters (X), 0.7)
(move_junk (X) $\prec \operatorname{spam}(X), 1$ )
(move_junk (X) $\prec \operatorname{virus}(X), 1$ )
(spam(X) $\prec$ black_list (X), 0.7)
(~spam (X) $\prec$ contacts (X), 0.6)
( $\sim \operatorname{spam}(X) \prec$ local (X), 0.7$)$

Fig. 1. An OP-DeLP program for email filtering

Intuitively a defeasible rule $L_{0} \prec L_{1}, L_{2}, \ldots, L_{k}$ can be read as " $L_{1}, L_{2}, \ldots, L_{k}$ provide tentative reasons to believe in $L_{0}$ " 20]. In OP-DeLP these rules also have a certainty degree, that quantifies how strong is the connection between the premises and the conclusion. A defeasible rule with a certainty degree 1 models a strong rule.

A set of weighted literals $\Gamma$ will be deemed as contradictory, denoted as $\Gamma \sim \perp$, iff $\Gamma \sim(l, \alpha)$ and $\Gamma \nsim(\neg l, \beta)$ with $\alpha$ and $\beta>0$.

Definition 7 (OP-DeLP Program). An OP-DeLP program $\mathcal{P}$ is a pair $\langle\Psi, \Delta\rangle$, where $\Psi$ is a non contradictory finite set of observations and $\Delta$ is a finite set of defeasible rules.

Example 1. Fig 1 shows a program for basic email filtering. Observations describe different characteristics of email messages. Thus, virus(X) stands for "message $X$ has a virus"; local( X ) indicates that "message X is from the local host"; filters(X) specifies that "message $X$ should be filtered" redirecting it to a particular folder; black_list( X ) indicates that "message X is considered dangerous" because of the server it is coming from; and contacts(X) indicates that "the sender of message X is in the contact list of the user".

The first rule expresses that if the email does not match with any user-defined filter then it usually should be moved to the "inbox" folder. The second rule indicates that unfiltered messages in the "junk" folder usually should not be moved to the inbox. According to the third rule, messages to be filtered should not be moved to the inbox. The following two rules establish that a message should be moved to the "junk" folder if it is marked as spam or it contains viruses. Finally there are three rules for spam classification: a message is usually labeled as spam if it comes from a server that is in the blacklist. Nevertheless, even if an email comes from a server in the blacklist it is not labeled as spam when the sender is in the contact list of the user. Besides, a message from the local host is usually not classified as spam.

The P-DeLP language [11, which presented the novel idea of mixing argumentation and possibilistic logic, is based on Possibilistic Gödel Logic or PGL [3,
which is able to model both uncertainty and fuzziness and allows for a partial matching mechanism between fuzzy propositional variables. In OP-DeLP, for simplicity reasons, we will avoid fuzzy propositions, and hence it will be based on the necessity-valued classical Possibilistic logic [13]. As a consequence, possibilistic models are defined by possibility distributions on the set of classical interpretations, and the proof method for our formulas, written $\sim$, is defined by derivation based on the following instance of the generalized modus ponens rule $(\mathrm{GMP}):\left(L_{0} \prec L_{1} \wedge \cdots \wedge L_{k}, \gamma\right),\left(L_{1}, \beta_{1}\right), \ldots,\left(L_{k}, \beta_{k}\right) \vdash\left(L_{0}, \min \left(\gamma, \beta_{1}, \ldots, \beta_{k}\right)\right)$, which is a particular instance of the well-known possibilistic resolution rule, and which provides the non-fuzzy fragment of OP-DeLP with a complete calculus for determining the maximum degree of possibilistic entailment for weighted literals. Literals in the set of observations $\Psi$ are the basis case of the derivation sequence, for every literal $Q$ in $\Psi$ with a certainty degree $\alpha$ it holds that $(Q, \alpha)$ can be derived from $\mathcal{P}=(\Psi, \Delta)$.

### 2.2 Inference Engine

Basically, an OP-DeLP program is a set of weighted literals and rules. In this set we can distinguish certain from uncertain information. A clause $(\gamma, \alpha)$ will be deemed as certain if $\alpha=1$, otherwise it will be uncertain. Given an OP-DeLP program $\mathcal{P}$, a query posed to $\mathcal{P}$ corresponds to a ground literal $Q$ which must be supported by an argument [20]14].

Definition 8. [Argument]-[Subargument]Let $\mathcal{P}=\langle\Psi, \Delta\rangle$ be a program, $\mathcal{A} \subseteq \Delta$ is an argument for a goal $Q$ with necessity degree $\alpha>0$, denoted as $\langle\mathcal{A}, Q, \alpha\rangle$, iff: (1) $\Psi \cup \mathcal{A} \vDash(Q, \alpha)$, (2) $\Psi \cup \mathcal{A}$ is non contradictory, and (3) there is no $\mathcal{A}_{1} \subset \mathcal{A}$ such that $\Psi \cup \mathcal{A}_{1} \sim(Q, \beta), \beta>0$. An argument $\langle\mathcal{A}, Q, \alpha\rangle$ is a subargument of $\langle\mathcal{B}, R, \beta\rangle$ iff $\mathcal{A} \subseteq B$.

Note that in addition to provide a proof to support a ground literal an argument must also be non-contradictory and minimal. The non-contradictory requirement is easy to understand, since it avoids self-defeating arguments [8]. To see why arguments should be minimal consider that adding an unnecessary rule into a set that was already enough to obtain the conclusion $Q$ would only weaken it, adding more opportunities for conflicts with other arguments (this will be clear when the notion of conflict between arguments is formally defined.) Regarding the notion of sub-argumentation, an interesting property can be mentioned.

Proposition 1. Consider an $O P-D e L P$ program $\mathcal{P}$, and an argument $\langle\mathcal{A}, Q, \alpha\rangle$ based on $\mathcal{P}$. Let SubArgs $(\langle\mathcal{A}, Q, \alpha\rangle)$ be the set of subarguments of $\langle\mathcal{A}, Q, \alpha\rangle$, then for every $\langle\mathcal{B}, R, \beta\rangle$ in $\operatorname{SubArgs}(\langle\mathcal{A}, Q, \alpha\rangle)$ it holds that $\beta \geq \alpha$.

Proof. Since $\mathcal{B} \subseteq \mathcal{A}$ then two cases may arise: (1) $\mathcal{B}=\mathcal{A}$ : in this case $\alpha=\beta$; (2) $\mathcal{B} \subset \mathcal{A}$ : this implies that the derivation of $R$ is part of the derivation of $Q$. That is, $R$ could be considered as a premise used in the derivation of $Q$. Since arguments are minimal every rule in the derivation is used to obtain $R$. Since the GMP rule takes the minimum over the certainty degrees of the rule used in
the derivation and the weighted literals in the body of that rule, it is clear that every subsequent literal derived from $R$ should receive a weight that is lower or equal to $\beta$. In particular, $\beta \geq \alpha$.

As in most argumentation frameworks, arguments in O-DeLP can attack each other. This situation is captured by the notion of counterargument. Defeat among arguments is defined combining the counterargument relation and a preference criterion " $\preceq$ ".

Definition 9. [Counter-argument] [14] An argument $\left\langle\mathcal{A}_{1}, Q_{1}, \alpha\right\rangle$ counter-argues an argument $\left\langle\mathcal{A}_{2}, Q_{2}, \beta\right\rangle$ at a literal $Q$ if and only if there is a sub-argument $\langle\mathcal{A}, Q, \gamma\rangle$ of $\left\langle\mathcal{A}_{2}, Q_{2}, \beta\right\rangle$, (called disagreement subargument), such that $Q_{1}$ and $Q$ are complementary literals.

In order to define defeat among arguments we need a preference criterion on conflicting arguments. This criterion is defined on the basis of the necessity measures associated with arguments.

Definition 10. [Preference criterion $\succeq]\left[11\right.$ Let $\left\langle\mathcal{A}_{1}, Q_{1}, \alpha_{1}\right\rangle$ be a counterargument for $\left\langle\mathcal{A}_{2}, Q_{2}, \alpha_{2}\right\rangle$. We will say that $\left\langle\mathcal{A}_{1}, Q_{1}, \alpha_{1}\right\rangle$ is preferred over $\left\langle\mathcal{A}_{2}, Q_{2}, \alpha_{2}\right\rangle$ (denoted $\left\langle\mathcal{A}_{1}, Q_{1}, \alpha_{1}\right\rangle \succeq\left\langle\mathcal{A}_{2}, Q_{2}, \alpha_{2}\right\rangle$ ) iff $\alpha_{1} \geq \alpha_{2}$. If it is the case that $\alpha_{1}>\alpha_{2}$, then we will say that $\left\langle\mathcal{A}_{1}, Q_{1}, \alpha_{1}\right\rangle$ is strictly preferred over $\left\langle\mathcal{A}_{2}, Q_{2}, \alpha_{2}\right\rangle$, denoted $\left\langle\mathcal{A}_{2}, Q_{2}, \alpha_{2}\right\rangle \succ\left\langle\mathcal{A}_{1}, Q_{1}, \alpha_{1}\right\rangle$. Otherwise, if $\alpha_{1}=\alpha_{2}$ we will say that both arguments are equi-preferred, denoted $\left\langle\mathcal{A}_{2}, Q_{2}, \alpha_{2}\right\rangle \approx\left\langle\mathcal{A}_{1}, Q_{1}, \alpha_{1}\right\rangle$.

Definition 11. [Defeat] 11 Let $\left\langle\mathcal{A}_{1}, Q_{1}, \alpha_{1}\right\rangle$ and $\left\langle\mathcal{A}_{2}, Q_{2}, \alpha_{2}\right\rangle$ be two arguments built from a program $\mathcal{P}$. Then $\left\langle\mathcal{A}_{1}, Q_{1}, \alpha_{1}\right\rangle$ defeats $\left\langle\mathcal{A}_{2}, Q_{2}, \alpha_{2}\right\rangle$ (or equivalently $\left\langle\mathcal{A}_{1}, Q_{1}, \alpha_{1}\right\rangle$ is a defeater for $\left\langle\mathcal{A}_{2}, Q_{2}, \alpha_{2}\right\rangle$ ) iff (1) Argument $\left\langle\mathcal{A}_{1}, Q_{1}, \alpha_{1}\right\rangle$ counterargues argument $\left\langle\mathcal{A}_{2}, Q_{2}, \alpha_{2}\right\rangle$ with disagreement subargument $\langle\mathcal{A}, Q, \alpha\rangle$; and (2) Either it is true that $\left\langle\mathcal{A}_{1}, Q_{1}, \alpha_{1}\right\rangle \succ\langle\mathcal{A}, Q, \alpha\rangle$, in which case $\left\langle\mathcal{A}_{1}, Q_{1}, \alpha_{1}\right\rangle$ will be called a proper defeater for $\left\langle\mathcal{A}_{2}, Q_{2}, \alpha_{2}\right\rangle$, or $\left\langle\mathcal{A}_{1}, Q_{1}, \alpha_{1}\right\rangle \approx\langle\mathcal{A}, Q, \alpha\rangle$, in which case $\left\langle\mathcal{A}_{1}, Q_{1}, \alpha_{1}\right\rangle$ will be called a blocking defeater for $\left\langle\mathcal{A}_{2}, Q_{2}, \alpha_{2}\right\rangle$.

As in most argumentation systems [818, OP-DeLP relies on an exhaustive dialectical analysis which allows to determine if a given argument is ultimately undefeated (or warranted) wrt a program $\mathcal{P}$. An argumentation line starting in an argument $\left\langle\mathcal{A}_{0}, Q_{0}, \alpha_{0}\right\rangle$ is a sequence $\left[\left\langle\mathcal{A}_{0}, Q_{0}, \alpha_{0}\right\rangle,\left\langle\mathcal{A}_{1}, Q_{1}, \alpha_{1}\right\rangle, \ldots\right.$, $\left.\left\langle\mathcal{A}_{n}, Q_{n}, \alpha_{n}\right\rangle, \ldots\right]$ that can be thought of as an exchange of arguments between two parties, a proponent (evenly-indexed arguments) and an opponent (oddly-indexed arguments). In order to avoid fallacious reasoning, argumentation theory imposes additional constraints on such an argument exchange to be considered rationally acceptable wrt an OP-DeLP program $\mathcal{P}$, namely:

1. Non-contradiction: Given an argumentation line $\lambda$, the set of arguments of the proponent (resp. opponent) should be non-contradictory wrt $\mathcal{P}$. Non-contradiction for a set of arguments is defined as follows: a set $S=\bigcup_{i=1}^{n}\left\{\left\langle\mathcal{A}_{i}, Q_{i}, \alpha_{i}\right\rangle\right\}$ is contradictory wrt $\mathcal{P}$ iff $\Psi \cup \bigcup_{i=1}^{n} \mathcal{A}_{i}$ is contradictory.
2. No circular argumentation: No argument $\left\langle\mathcal{A}_{j}, Q_{j}, \alpha_{j}\right\rangle$ in $\lambda$ is a subargument of an argument $\left\langle\mathcal{A}_{i}, Q_{i}, \alpha_{i}\right\rangle$ in $\lambda, i<j$.
3. Progressive argumentation: Every blocking defeater $\left\langle\mathcal{A}_{i}, Q_{i}, \alpha_{i}\right\rangle$ in $\lambda$ is defeated by a proper defeater $\left\langle\mathcal{A}_{i+1}, Q_{i+1}, \alpha_{i+1}\right\rangle$ in $\lambda$.

An argumentation line satisfying the above restrictions is called acceptable, and can be proved to be finite. Given a program $\mathcal{P}$ and an argument $\left\langle\mathcal{A}_{0}, Q_{0}, \alpha_{0}\right\rangle$, the set of all acceptable argumentation lines starting in $\left\langle\mathcal{A}_{0}, Q_{0}, \alpha_{0}\right\rangle$ accounts for a whole dialectical analysis for $\left\langle\mathcal{A}_{0}, Q_{0}, \alpha_{0}\right\rangle$ (i.e. all possible dialogs rooted in $\left\langle\mathcal{A}_{0}, Q_{0}, \alpha_{0}\right\rangle$, formalized as a dialectical tree, denoted $\mathcal{T}_{\left\langle\mathcal{A}_{0}, Q_{0}, \alpha_{0}\right\rangle}$. Nodes in a dialectical tree $\mathcal{T}_{\left\langle\mathcal{A}_{0}, Q_{0}, \alpha_{0}\right\rangle}$ can be marked as undefeated and defeated nodes (Unodes and D-nodes, resp.). A dialectical tree will be marked as an AND-OR tree: all leaves in $\mathcal{T}_{\left\langle\mathcal{A}_{0}, Q_{0}, \alpha_{0}\right\rangle}$ will be marked U-nodes (as they have no defeaters), and every inner node is to be marked as $D$-node iff it has at least one U-node as a child, and as $U$-node otherwise. An argument $\left\langle\mathcal{A}_{0}, Q_{0}, \alpha_{0}\right\rangle$ is ultimately accepted as valid (or warranted) iff the root of $\mathcal{T}_{\left\langle\mathcal{A}_{0}, Q_{0}, \alpha_{0}\right\rangle}$ is labeled as $U$-node.

Definition 12. [Warrant] 11 Given a program $\mathcal{P}$, and a literal $Q, Q$ is warranted wrt $\mathcal{P}$ iff there exists a warranted argument $\langle\mathcal{A}, Q, \alpha\rangle$ than can be built from $\mathcal{P}$.

To answer a query for a given literal we should see if there exists a warranted argument supporting this literal. Nevertheless, in OP-DeLP there may be different arguments with different certainty degrees supporting a given query. This fact was not considered in 11, but we are clearly interested in finding the warranted argument with the highest certainty degree.

Definition 13. [Strongest Warrant] Given a program $\mathcal{P}$, and a literal $Q$, we will say that $\alpha$ is the strongest warrant degree of $Q$ iff (1) there exists a warranted argument $\langle\mathcal{A}, Q, \alpha\rangle$ than can be built from $\mathcal{P}$ and (2) no warranted argument $\langle\mathcal{B}, Q, \beta\rangle$ such that $\beta>\alpha$ can built from $\mathcal{P}$.

Note that to find out the strongest warrant degree for a given literal $Q$ we need to find the strongest warranted argument supporting it, that is, the warranted argument supporting $Q$ with the higher certainty degree. Then, to find the strongest warrant degree for a literal $Q$ we must first build the argument $\mathcal{A}$ that supports the query $Q$ with the highest possible certainty degree and see if $\mathcal{A}$ is a warrant for $Q$. Otherwise we must find another $\operatorname{argument} \mathcal{B}$ for $Q$ with the highest certainty degree among the remaining ones, see if it is a warrant for $Q$, and so on, until a warranted argument is found or there are no more arguments supporting $Q$. This procedure is detailed in algorithm 1 .

Example 2. Consider the program shown in Example 1 and let move_inbox(d) be a query wrt this program. The search for a warrant for move_inbox (d) will result in an argument $\langle\mathcal{A}$, move_inbox (d), 0.6$\rangle$, with

$$
\mathcal{A}=\{(\text { move_inbox }(\mathrm{d}) \prec \sim \text { filters }(\mathrm{d}), 0.6)\}
$$

## Algorithm 1. StrongestWarrantDegree

```
Input: \(\mathcal{P}=\langle\Psi, \Delta\rangle, Q\)
Output: warranted (true/false), \(\alpha\) \{if warranted is true\}
FindArguments \((Q, \mathcal{P}, L)\)
\(\{\) Finds the arguments supporting \(Q\) and returns them in \(L\) \}
\(L \leftarrow \operatorname{Sort}(L)\)
\{Orders the arguments according to their certainty degree\}
warranted \(\leftarrow\) false
While \(L\) is not empty and not warranted
    \(\langle\mathcal{A}, Q, \alpha\rangle \leftarrow \operatorname{Pop}(L)\)
    If \(\operatorname{Warrant}(\langle\mathcal{A}, Q, \alpha\rangle, \mathcal{P})\)
    \(\{\) returns true if \(\langle\mathcal{A}, Q, \alpha\rangle\) is warranted wrt \(\mathcal{P}\), false otherwise\}
        then warranted \(\leftarrow\) true
```

allowing to conclude that message $d$ should be moved to the folder Inbox, as it has no associated filter with a certainty degree of 0.6 . However, there exists a defeater for $\langle\mathcal{A}$, move_inbox (d), 0.6$\rangle$, namely $\langle\mathcal{B}, \sim$ move_inbox (d), 0.7$\rangle$, as there are reasons to believe that message $d$ is spam:

$$
\begin{aligned}
\mathcal{B}=\{ & \{(\sim \text { move_inbox }(\mathrm{d}) \prec \text { move_junk }(\mathrm{d}), 0.8) \\
& (\text { move_junk }(\mathrm{d}) \prec \operatorname{spam}(\mathrm{d}), 1),(\text { spam }(\mathrm{d}) \prec \text { black_list }(\mathrm{d}), 0.7)\}
\end{aligned}
$$

Using the preference criterion, $\langle\mathcal{B}, \sim$ move_inbox (d), 0.7$\rangle$ is a proper defeater for $\langle\mathcal{A}$, move_inbox (d), 0.6$\rangle$. However, two counterarguments can be found for $\langle\mathcal{B}, \sim$ move_inbox (d), 0.7$\rangle$, since message $d$ comes from the local host, and the sender is in the user's contacts list:
$-\langle\mathcal{C}, \sim \operatorname{spam}(d), 0.6\rangle$, where $\mathcal{C}=\{(\sim$ spam (d) $\prec \operatorname{contacts}(d), 0.6)\}$.
$-\langle\mathcal{D}, \sim \operatorname{spam}(\mathrm{d}), 0.9\rangle$, where $\mathcal{D}=\{(\sim$ spam (d) $\prec$ local (d), 0.9$)\}$.
$\mathcal{B}$ defeats $\mathcal{C}$ but is defeated by $\mathcal{D}$. There are no more arguments to consider, and the resulting dialectical tree has only one argumentation line: $\mathcal{A}$ is defeated by $\mathcal{B}$ who is in turn defeated by $\mathcal{D}$. Hence, the marking procedure determines that the root node $\langle\mathcal{A}$, move_inbox (d), 0.6$\rangle$ is a $U$-node and the original query is warranted.

Having defined the inference mechanism, it is interesting to analyze its properties. Consistency of the set of deductions (warranted literals in OP-DeLP) is a fundamental property of any inference system. To show this property in OPDeLP we demonstrate that the set of warranted arguments is conflict free, that is, there is no pair of warranted arguments $(A, B)$ such that attack $A$ attacks $B$ (or the other way around). This is summed-up in the following lemma, but its proof is not included here for space reasons.

Lemma 1. Let $\mathcal{P}=\langle\Psi, \Delta\rangle$ be an $O P-D e L P$ program, and let $\operatorname{Warr}(\mathcal{P})$ be the set of arguments warranted from $\mathcal{P}$. For any pair of arguments $\langle\mathcal{A}, Q, \alpha\rangle,\langle\mathcal{B}, R, \beta\rangle$, such that $\langle\mathcal{A}, Q, \alpha\rangle \in \operatorname{Warr}(\mathcal{P})$ and $\langle\mathcal{B}, R, \beta\rangle \in \operatorname{Warr}(\mathcal{P})$ it holds that $\langle\mathcal{A}, Q, \alpha\rangle$ is not a counterargument for $\langle\mathcal{B}, R, \beta\rangle$.

## 3 A Design Pattern for OP-DeLP Applications

In this section we present an architectural pattern that can be applied to design applications that use the OP-DeLP system. Such applications will be engineered for contexts where: (1) information is uncertain and heterogeneous, (2) handling of great volume of data flows is needed, and (3) data may be incomplete, vague or contradictory. In this scenario data will generally be obtained from multiple sources. Nowadays the availability of information trough the Internet has shifted the issue of information from quantitative stakes to qualitative ones 4]. For this reason, new information systems also need to provide assistance for judgind and examining the quality of the information they receive.

We have chosen to use a multi-source perspective into the characterization of data quality [4]. In this case the quality of data can be evaluated by comparison with the quality of other homologous data (i.e. data from different information sources which represent the same reality but may have contradictory values). The approaches usually adopted to reconcile heterogeneity between values of data are : (1) to prefer the values of the most reliable sources, (2) to mention the source ID for each value, or (3) to store quality meta-data with the data.

For our proposed architecture we have chosen to use the second approach. In multi-source databases, each attribute of a multiple source element has multiple values with the ID of their source and their associated quality expertise. Quality expertise is represented as meta-data associated with each value. We have simplified this model for an easy and practical integration with the OP-DeLP system. In our case, data sources are assigned a unique certainty degree. For simplicity sake, we assume that different sources have different values. All data from a given source will have the same certainty degree. This degree may be obtained weighting the plausibility of the data value, its accuracy, the credibility of its source and the freshness of the data.

OP-DeLP programs basically have a set of observations $\Psi$ and a set of rules $\Delta$. The set of rules is chosen by the knowledge engineer and remains fixed. The observation set may change according with new perceptions received from the multiple data sources. Nevertheless, inside the observation set we will distinguish a special kind of perceptions, those with certainty degree 1 . Those perceptions are also codified by the knowledge engineer and cannot be modified in the future by the perception mechanism. To assure this, we assume that every data source has a certainty value $\gamma$ such that $0<\gamma<1$.

Example 3. Consider the program in Example 2. In this case data stablishing a given message is from the local host cames from the same data source and can be given a certainty degree of 1 . The same applies for contacts ( X ). The algorithm that decides whether to filter a given message is another data source with a degree of 0.9 , the filter that classifies a message as a virus is another data source with a degree of 0.7 , and the algorithm that checks if the message came from some server in the blacklist is a different source that has a degree of 0.75. Note that we could have different virus filters with different associated certainty degrees if we wanted to build higher trust on this filter mechanism.

The scenario just described requires an updating criterion different to the one presented in [6], given that the situation regarding perceptions in OP-DeLP is much more complex. To solve this, we have devised Algorithm2, that summarizes different situations in two conditions. The first one acts when the complement of the literal $Q$ is already present in the set $\Psi$. Three different cases can be analyzed in this setting: (1) If both certainty degrees are equal it means that both $Q$ and its complement proceed from the same data source. Then the only reason for the conflict is a change in the state of affairs, thus an update is needed and the new literal is added. (2) If $\alpha>\beta$ it means that the data sources are different, Thus we choose to add $(Q, \alpha)$ since it has the higher certainty degree. (3) If $\alpha<\beta$ we keep $(\bar{Q}, \beta)$. Note that (1) is an update operation [17] while (2) and (3) are revisions over $\Psi$. The difference between updating and revision is foundamental. Updating consists in bringing the knowledge base up to date when the world changes. Revision allows us to obtain new information about a static scenario [17].

The second condition in Algorithm 22 considers the case when $Q$ was in $\Psi$ with a different certainty degree. Then it chooses the weighted literal with the highest degree possible. Note that the observations initially codified that have a certainty degree of 1 cannot be deleted or modified by algorithm 2

## Algorithm 2. UpdateObservationSet

```
Input: \mathcal{P}=\langle\Psi,\Delta\rangle, (Q,\alpha)
```



```
If there exists a weighted literal (\overline{Q},\beta)\in\Psi such that }\beta\leq\alpha\mathrm{ Then
        delete((\overline{Q},\beta)
        add((Q,\alpha))
If there exists a weighted literal }(Q,\beta)\in\Psi\mathrm{ such that }\alpha\leq\beta\mathrm{ Then
    delete((Q,\beta)
    add((Q,\alpha))
```

Associating a certainty degree with each data source is an interesting choice for many applications, but it is not hard coded in the OP-DeLP system. The certainty degrees in the observation set can be assigned by means of any reasonable criteria, and this decision is ultimately in hands of the application developer, who can understand better the particular needs of a given context.

Finally, fig. 2 summarizes the main elements of the O-DeLP-based architecture. Knowledge is represented by an OP-DeLP program $\mathcal{P}$. Perceptions from multiple sources may result in changes in the set of observations in $\mathcal{P}$, handled by the updating mechanism defined in algorithm 2. To solve queries the OP-DeLP inference engine is used. This engine is assisted by the dialectical graph (Def. 15) to speed-up the argumentation process. The final answer to a given query $Q$ will be yes, with the particular certainty degree of the warranted argument supporting $Q$, or no if the system could not find a warrant for $Q$ from $\mathcal{P}$.


Fig. 2. Architecture for applications using OP-DeLP as underlying framework

## 4 Dialectical Graphs: An Optimization Based on Pre-compiled Knowledge

To obtain faster query processing in the OP-DeLP system we integrate precompiled knowledge to avoid the construction of arguments which were already computed before. The approach follows the proposal presented in [6] where the pre-compiled knowledge component is required to: (1) minimize the number of stored arguments in the pre-compiled base of arguments (for instance, using one structure to represent the set of arguments that use the same defeasible rules); and (2) maintain independence from the observations that may change with new perceptions, to avoid modifying also the pre-compiled knowledge when new observations are incorporated.

Considering these requirements, we define a database structure called dialectical graph, which will keep a record of all possible arguments in an OP-DeLP program $\mathcal{P}$ (by means of a special structure named potential argument) as well as the counterargument relation among them. Potential arguments, originally defined in [6] contain non-grounded defeasible rules, depending thus only on the set of rules $\Delta$ in $\mathcal{P}$ and are independant from the set of observations $\Psi$.

Potential arguments have been devised to sum-up arguments that are obtained using different instances of the same defeasible rules. Recording every generated argument could result in storing many arguments which are structurally identical, only differing on the constants being used to build the corresponding derivations. Thus, a potential argument stands for several arguments which use the same defeasible rules. Attack relations among potential arguments can be also captured, and in some cases even defeat can be pre-compiled. In what follows we introduce the formal definitions, adapted from [6] to fit the OP-DeLP system.

Definition 14. [Weighted Potential argument] Let $\Delta$ be a set of defeasible rules. $A$ subset $A$ of $\Delta$ is a potential argument for a literal $Q$ with an upper bound $\gamma$ for its certainty degree, noted as $\langle\langle A, Q, \gamma\rangle\rangle$ if there exists a non-contradictory set of literals $\Phi$ and an instance $\mathcal{A}$ that is obtained finding an intance for every rule in $\mathcal{A}$, such that $\langle\mathcal{A}, Q, \alpha\rangle$ is an argument wrt $\langle\Phi, \Delta\rangle(\alpha \leq \gamma)$ and there is no instance $\langle\mathcal{B}, Q, \beta\rangle$ of $A$ such that $\beta>\gamma$.
Definition 14 does not help to obtain the set of potential arguments from a given program. The interested reader may consult [6] for a constructive definition and its associated algorithm. The calculation of the upper bound $\gamma$ deserves a special mention, since the algorithm in [6] was devised for a different system, without uncertainty management. This element will be used later on to speed-up the extraction of the dialectical tree for a given query from the dialectical graph. To calculate $\gamma$ on a potential argument A we simply choose the lower certainty degree of the defeasible rules present in A.

The nodes of the dialectical graph are the potential arguments. The arcs of our graph are obtained calculating the counterargument relation among the nodes previously obtained. To do this, we extend the concept of counterargument for potential arguments. A potential argument $\left\langle\left\langle\mathrm{A}_{1}, Q_{1}, \alpha\right\rangle\right\rangle$ counter-argues $\left\langle\left\langle\mathrm{A}_{2}, Q_{2}, \beta\right\rangle\right.$ at a literal $Q$ if and only if there is a non-empty potential subargument $\langle\langle\mathrm{A}, Q, \gamma\rangle\rangle$ of $\left\langle\left\langle\mathrm{A}_{2}, Q_{2}, \beta\right\rangle\right\rangle$ such that $Q_{1}$ and $Q$ are contradictory literals ${ }^{1}$ Note that potential counter-arguments may or may not result in a real conflict between the instances (arguments) associated with the corresponding potential arguments. In some cases instances of these arguments cannot co-exist in any scenario (e.g., consider two potential arguments based on contradictory observations). Now we can finally define the concept of dialectical graph:
Definition 15. [Dialectical Graph]Let $\mathcal{P}=\langle\Psi, \Delta\rangle$ be an OP-DeLP program. The dialectical graph of $\Delta$, denoted as $\mathcal{G}_{\Delta}$, is a pair $(\operatorname{Pot} \operatorname{Arg}(\Delta), C)$ such that: (1) $\operatorname{Pot} \operatorname{Arg}(\Delta)$ is the set $\left\{\left\langle\left\langle A_{1}, Q_{1}, \alpha_{1}\right\rangle\right\rangle, \ldots,\left\langle\left\langle A_{k}, Q_{k}, \alpha_{k}\right\rangle\right\rangle\right\}$ of all the potential arguments that can be built from $\Delta$; (2) $\mathcal{C}$ is the counterargument relation over the elements of $\operatorname{Pot} \operatorname{Arg}(\Delta)$.
Example 4. Consider the program given in Example 2. The associated graph is composed by the potential arguments shown in Figure 3, and $\mathcal{C}=\left\{\left(\mathrm{A}_{1}, \mathrm{~A}_{5}\right)\right.$, $\left(A_{5}, A_{1}\right),\left(A_{2}, A_{5}\right),\left(A_{5}, A_{2}\right),\left(A_{4}, A_{5}\right),\left(A_{5}, A_{4}\right),\left(A_{3}, A_{5}\right),\left(A_{5}, A_{3}\right),\left(A_{6}, A_{5}\right),\left(A_{5}, A_{6}\right)$, $\left.\left(C_{1}, C_{2}\right),\left(C_{2}, C_{1}\right),\left(C_{1}, C_{3}\right),\left(C_{3}, C_{1}\right),\left(C_{2}, B_{3}\right),\left(C_{3}, B_{3}\right)\right\}$.
Having defined the dialectical graph we now present algorithm 3 to extract a particular dialectical tree rooted in a given potential argument.

To solve a query under the OP-DeLP system using pre-compiled knowledge we use algorithm 1 replacing the call to algorithm Warrant with a call to WarrantFromGraph. Then the inference process starts finding the potential argument in the graph corresponding to $\langle\mathcal{A}, Q, \alpha\rangle$ to follow the link to its counterarguments that are already precomputed in the dialectical graph. Before analyzing the counterarguments it cuts those whose upper bound $\delta$ is not greater

[^8]```
\(\left\langle\left\langle\mathrm{A}_{1}, \sim\right.\right.\) move_inbox (X), 0.8\(\left.\rangle\right\rangle\),
where \(\mathrm{A}_{1}=\{(\sim\) move_inbox \((\mathrm{X}) \prec\) move_junk \((\mathrm{X}), 0.8)\}\)
《/ \(\mathrm{A}_{2}, \sim\) move_inbox (X), 0.8\(\left.\rangle\right\rangle\),
where \(\mathrm{A}_{2}=\{(\sim\) move_inbox \((\mathrm{X}) \prec\) move_junk (X), 0.8\()\);
    (move_junk(X) \(\prec\) virus (X), 1 ) \}
《/ \(\mathrm{A}_{3}, \sim\) move_inbox (X), 0.8\(\left.\rangle\right\rangle\),
where \(\mathrm{A}_{3}=\{(\sim\) move_inbox \((\mathrm{X}) \prec\) move_junk \((\mathrm{X}), 0.8)\);
    (move_junk(X) \(\prec \operatorname{spam}(\mathrm{X}), 1)\}\)
《/ \(\mathrm{A}_{4}, \sim\) move_inbox (X), 0.7\(\left.\rangle\right\rangle\),
where \(\mathrm{A}_{4}=\{(\sim\) move_inbox (X) \(\prec\) move_junk (X), 0.8\()\);
    (move_junk (X) \(\prec\) spam (X), 1 ), (spam (X) \(\prec\) black_list (X), 0.7 ) \}
\(\overline{\left.\left\langle\mathrm{A}_{5}, \text { move_inbox }(\mathrm{X}), 0.6\right\rangle\right\rangle}\),
where \(\mathrm{A}_{5}=\{(\) move_inbox \((\mathrm{X}) \prec \sim\) filters \((\mathrm{X}), 0.6)\}\)
\(\overline{\left\langle\left\langle\mathrm{A}_{6}, \sim \text { move_inbox }(\mathrm{X}), 0.7\right\rangle\right\rangle \text {, }}\)
where \(\mathrm{A}_{6}=\{(\sim\) move_inbox \((\mathrm{X}) \prec\) filters \((\mathrm{X}), 0.7)\}\)
《< \(\mathrm{B}_{1}\), move_junk(X), 1\(\left.\rangle\right\rangle\),
where \(\mathrm{B}_{1}=\{(\) move_junk \((\mathrm{X}) \prec \operatorname{virus}(\mathrm{X}), 1)\}\)
\(\left\langle\left\langle\mathrm{B}_{2}\right.\right.\), move_junk(X), 1\(\left.\rangle\right\rangle\),
where \(\mathrm{B}_{2}=\{(\) move_junk \((\mathrm{X}) \prec \operatorname{spam}(\mathrm{X}), 1)\}\)
\(\left\langle\left\langle\mathrm{B}_{3}\right.\right.\), move_junk (X), 0.7\(\left.\rangle\right\rangle\),
where \(\mathrm{B}_{3}=\{(\) move_junk \((\mathrm{X}) \prec \operatorname{spam}(\mathrm{X}), 1) ;(\operatorname{spam}(\mathrm{X}) \prec\) black_list \((\mathrm{X}), 0.7)\}\)
\(\left\langle\left\langle\mathrm{C}_{1}, \operatorname{spam}(\mathrm{X}), 0.7\right\rangle\right\rangle\),
where \(\mathrm{C}_{1}=\{(\operatorname{spam}(\mathrm{X}) \prec\) black_list \((\mathrm{X}), 0.7)\}\)
\(\left\langle\left\langle\mathrm{C}_{2}, \sim \operatorname{spam}(\mathrm{X}), 0.6\right\rangle\right\rangle\),
where \(\mathrm{C}_{2}=\{(\sim \operatorname{spam}(\mathrm{X}) \prec\) contacts \((\mathrm{X}), 0.6)\}\)
\(\left\langle\left\langle\mathrm{C}_{3}, \sim \operatorname{spam}(\mathrm{X}), 0.7\right\rangle\right\rangle\),
where \(\mathrm{C}_{1}=\{(\sim \operatorname{spam}(\mathrm{X}) \prec\) local \((\mathrm{X}), 0.7)\}\)
```

Fig．3．Potential arguments for Example 4
or equal than the certainty degree of $\langle\mathcal{A}, Q, \alpha\rangle$ ．Then it instantiates the poten－ tial counterarguments and calculates its certainty degree，to calculate the defeat relation．The state of every one of $\mathcal{A}$＇s defeaters must be obtained through the State algorithm．Finally the state of $\mathcal{A}$（defeated or undefeated）is set according to the results obtained for its defeaters．

The code for the State algorithm is not presented here for space reasons． Basically，it takes as input an OP－DeLP program $\mathcal{P}$ ，an $\operatorname{argument}\langle\mathcal{A}, Q, \alpha\rangle$ based on it，and the interference and support argumentation lines up to that point，denoted as IL and SL．Simply put，IL represents the set of arguments with an even level in the current path of the tree under construction，and SL the arguments with an odd level．Then the State algorithm works like algorithm WarrantFromGraph analyzing the defeaters for $\mathcal{A}$ to define its state by calling itself recursively．

Example 5．Consider program in Example 2 and its associated dialectical graph shown in Example 4 To see if a given message $d$ must be placed in the inbox，the query move＿inbox（d）must be solved．As shown in Example 2 solving this query

```
Algorithm 3. WarrantFromGraph
Input: \mathcal{P}=\langle\Psi,\Delta\rangle,\langle\mathcal{A},Q,\alpha\rangle,\mathcal{G}
Output: (true/false)
<\A,Q,\gamma\rangle\rangle}\leftarrow PotentialArgument (\langle\mathcal{A},Q,\alpha\rangle
{finds the potential argument in the graph whose instance is }\langle\mathcal{A},Q,\alpha\rangle
Defeat-state }\leftarrow\mathrm{ undefeated
{finds the defeaters for }\langle\mathcal{A},Q,\alpha\rangle\mathrm{ and sets their state}
For every 《<B,X,delta\rangle> in PotArg(\Delta) such that (B,A) \in\mathcal{C}}\mathrm{ and }\delta\geq
    For every instance \langle\mathcal{B},R,\beta\rangle of \\langleB,X,\delta\rangle\rangle such that \beta\geq\alpha
        {Sets the state of the main argument according to its defeaters}
        If state( }\langle\mathcal{B},R,\beta\rangle,\mathcal{P},\emptyset,{\langle\mathcal{A},Q,\alpha\rangle}) = undefeate
            then Defeat-state }\leftarrow\mathrm{ defeated
        {If any of the instances remains undefeated it is a warrant}
WarrantFromGraph }\leftarrow\mathrm{ Defeat-state
```

results in a dialectical tree with tree arguments. Let us analyze now how the same inference can be obtained using the dialectical graph. Following algorithm[3, potential argument $\left\langle\left\langle\mathrm{A}_{5}\right.\right.$, move_inbox ( X ), 0.6$\left.\rangle\right\rangle$ will be instantiated resulting in argument $\langle\mathcal{A}$, move_inbox (d), 0.6$\rangle$, with $\mathcal{A}=\{($ move_inbox $(\mathrm{d}) \prec \sim$ filters $(\mathrm{d}), 0.6)\}$.

From the dialectical graph it follows that $\left\langle\left\langle\mathrm{A}_{5}\right.\right.$, move_index $\left.\left.(\mathrm{X}), 0.6\right\rangle\right\rangle$ has counterarguments $A_{1}, A_{2}, A_{3}, A_{4}, A_{6}$, but only $A_{4}$ is active according to the current set of observations. This argument is instanciated to $\langle\mathcal{B}, \sim$ move_inbox (d), 0.7$\rangle$, where $\mathcal{B}=\{(\sim$ move_inbox (d) $\prec$ move_junk (d) , 0.8$) ;($ move_junk (d) $\prec$ spam (d), 1$)$; (spam(d) $\prec$ black_list(d), 0.7) $\}$.

From the graph associated with the dialectical database, potential counterargument $\mathcal{C}_{3}$ can be found and instanciated $\langle\mathcal{D}, \sim$ spam (d), 0.9$\rangle$, where $\mathcal{D}=$ $\{(\sim \operatorname{spam}(\mathrm{d}) \prec$ local $(\mathrm{d}), 0.9)\}$. Note that from the information in the dialectical graph related to $C_{3}$ there are no more links in the graph to new counterarguments for these potential arguments that can be instanciated to defeat $\langle\mathcal{D}, \sim \operatorname{spam}(\mathrm{d}), 0.9\rangle$. As a consequence, a dialectical tree identical to the one shown in Example 2 has been computed from the dialectical graph.

## 5 Conclusions

In this work we have defined an argumentation-based formalism that integrates uncertainty management. This system was also provided with an optimization mechanism based on pre-compiled knowledge. Using this, the argumentation system can comply with real time requirements needed to administer data and model reasoning over this data in dynamic environments.

To use dialectical graphs in OP-DeLP we have introduced algorithms for the inference process. We have also developed new algorithms for the construction of dialectical bases that have not been included here for space reasons. We compared the obtained algorithms theoretically with standard argument-based
inference techniques (such as those used in P-DeLP). At the inference process, complexity is lowered from $O\left(2^{\left|\Delta^{\prime}\right|^{3 .\left(2^{\left|\Delta^{\prime}\right|}\right) / 4}}\right)$ to $O\left(2^{\left|\Delta^{\prime}\right|} .\left|\Delta^{\prime}\right|\right)$.

Another contribution is the architectural model to integrate OP-DeLP in practical applications to administer and reason with data from multiple sources. In this model we incorporated a perception mechanism that subsumes belief revision and updating. We have also chosen to assign a unique certainty degree to each data source. Perceptions obtained from this source automatically acquire this degree. This is an interesting solution for many applications, since it frees the knowledge engineer from assigning degrees to perceptions in an ad hoc way. Currently we are developing a prototype based on the proposed architecture to extend the theoretical complexity analysis with empirical results and to test the integration of the OP-DeLP reasoning system in real world applications.
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#### Abstract

People try to make sense of the usually incomplete reports they receive about events that take place. For doing this, they make use of what they believe the normal course of thing should be. An agent's beliefs may be consonant or dissonant with what is reported. For making sense people usually ascribe different types of relations between events. A prototypical example is the ascription of causality between events. The paper proposes a systematic study of consonance and dissonance between beliefs and reports. The approach is shown to be consistent with findings in psychology. An implementation is presented with some illustrative examples.


## 1 Making Sense in Artificial Intelligence and Psychology

Whether robots, animals, or humans, autonomous agents have to make sense of their environment before undertaking any further goal-driven action. More specific to human agents is the fact that making sense may be only but a prerequisite for engaging in further task-oriented cognitive processing such as explaining, persuading, predicting, or diagnosing. The fact that making sense is an all-purpose psychological function makes it a central topic both in psychology and in artificial intelligence (AI).

The present paper focuses on human making sense and how to model it. As pointed out by many psychologists (See [1] and references therein), the making sense process is not mere information intake and requires that knowledge interacts with salient features of a situation. For example, human agents have at their disposal memory structures developed to encode knowledge about the events that typically occur in highly-structured situations (e.g. at the doctor, at the restaurant). These memory structures are called schemes or scripts 56] and are keys to interpret the world. Similarly, experts make rapid sense of complex situations by coordinating perceptual input and domain-specific knowledge 2]. In line with this view, psychological models, such as ACT- R [3 make use of declarative and procedural knowledge to account for human problem solving. The literature of AI is also rich in models that make sense of a situation by interpreting data with domain-specific knowledge. MYCIN 4 is one of the first examples of expert support systems that makes sense of a situation. Both AI
and psychology have brought to light the role played by both declarative and rule-based knowledge.

In agreement with this view, a new approach of causality ascription has been recently proposed [7]: faced with a reported sequence of events, the model interprets the facts by using context-dependent knowledge. This model compares well with other models accounting for causal ascription [8]. We develop the approach further and term it KUMS (for Knowledge Use for Making Sense) theory in the following. Data from psychology have been used to justify the architecture of the model and to add several new features.

The remainder of this paper is structured as follows. In section 2, we show how a link is put to connect two events. In Section 3, we provide a structural view of different making sense situations. Section 4 presents the computer model developed to test the validity of the model regarding human data. Section 5 reports the results of the simulations and illustrates which key psychological phenomena the model is able to simulate. Finally, in section 6, we discuss the limits and point to further studies.

## 2 Making Sense: Connecting Facts through Knowledge

To introduce the key idea of connection, let us consider the context of soccer, and the sequence : $S$ (shooting, dribbling, Messi_running, goal). We can expect an agent to reorganize data and perceive: Messi_running $\rightarrow$ Dribbling $\rightarrow$ Shooting $\rightarrow$ Goal. The connector symbol $\rightarrow$ does not yet carry any specific meaning and is used here to show that statements are re-organized so as to integrate facts. This section addresses the question of the nature of such connectors.

AI and psychology agree on the fact that human agents have a wide variety of connectors that can bind events together 910. Due to its historical importance in philosophy, psychology and AI, the causal connector is probably one of the most studied. We use this connector to illustrate how KUMS theory describes the process whereby one perceiver ascribes a connector so as to link two (or more) events. Causal ascription has been the focus of active research recently [7|8|9|11|12]. For a causal relationship to be perceived, time is to elapse between the putative cause and its effect [13]. KUMS theory is consistent with these findings and integrates time as a discrete variable. As outlined in the above, KUMS theory is based on the assumption that making sense emerges from the interplay between context, facts, and context-dependent knowledge. We examine each factor in turn. Context refers to the set of variables that define the situation under consideration as belonging to a class of situations. The context is of no use to the agent except that of constraining the knowledge that can be used to make sense of a situation. The context will be denoted by $K$. The facts are the sequence of events that are under consideration in a given context. There are two possible states about any statement $E$ in context $K$ at time $t$ : either $E$ is known

[^9]as true (denoted $E_{t}$ ), or $E$ is known as false $\left(\neg E_{t}\right)$. A sequence of events is thus a series of time-stamped statements reflecting the agent's knowledge about what has occurred. Sequences may have more than one event that takes place in one time step (e.g., the sequence Messi_running ${ }_{1}$, Dribbling ${ }_{1}$, Shooting 2 , Goal ${ }_{3}$ ). It is worth noting that the relevant information is not supposed to be complete.

Now we turn our attention to context-dependent knowledge. Note that beliefs are not necessarily true, but are considered as such by the agent who holds them. We can distinguish two types of beliefs.

The first type refers to the putative relationship that links two events. We make the assumption that the pieces of knowledge that are used by an agent for interpreting reported facts are consistent. Namely, in a given context $K$, the agent cannot believe in the same time that $E$ is normal and $E$ is not normal. The belief connecting an event $A$ to a statement $E$ in context $K$ will be viewed as a default rule if $A$ and $K$ then normally $E$ denoted by $A \wedge K \sim E$; where the $\sim$ denotes a nonmonotonic consequence relation assumed to follow the postulates of system P [24]. In context $K$, given that $A$ is true, an agent may (i) either believe that $E$ should be true, i.e., $A \wedge K \sim E$, (ii) that $E$ should be false, i.e., $A \wedge K \downarrow \neg E$, or (iii) that $E$ may be true or false as well, i.e., $A \wedge K \nsim E$ and $A$ $\wedge K \nprec \neg E$. Here, the symbol $\nsim$ stands for the negation that the default holds.

The second type of knowledge that is crucial for making sense is normality. As AI scientists and psychologists have shown, events perceived as normal or abnormal play a central role in causal ascription [14|15. This finding highlights the fact that agents hold context-specific beliefs about what is expected to be normal and what is not. For example, if we are attending a music festival it is normal to see guitars while this object is not normal in the context of a battlefield. The epistemic state of an agent with respect to an event $E$ in context $K$ could correspond to three mutually exclusive situations: (i) $K \sim E, E$ is generally true in context $K$; (ii) $K \nsim \neg E, E$ is generally false in context $K$; (iii) $K \nprec E . E$ may or not be true in context $K$.

Let us now detail the mechanisms ascribing a causal connector between two events. Consider for instance the case of an agent informed that a friend of his, Paul, had an accident. The agent is also aware that Paul was drunk while driving. Finally, let us presume that the agent believes that drunkenness in the context of driving generates accidents. Then, the agent will conclude that Paul being drunk caused his accident. Formally:

Definition 1 (Causal Ascription). Typically, an agent learns that $\neg E$ and $A$ were true at a time t and that at a later time $(t+1)$ there has been a change and now $E$ is true. If the agent holds the belief that $K \sim \neg E$ and $A \wedge K \neg E$, then $A$ is perceived by the agent to be the cause of $E$ in context $K$.

The above definition has been validated by psychological experiments 9. Such a definition of causality allows deriving some properties associated to the perception of a causal connector. In particular it is not the case that $A$ can be normal in context $K$ (the agent cannot consistently hold the belief that $K \nsim A$ ). Moreover
transitivity does not necessarily hold for causal ascription; i.e., believing that $A \wedge K \neg E$ and $E \wedge K \neg Z$ does not make believe that $A \wedge K \sim Z$; this property is due to the nonmonotonicity of the $\sim$ [24]. Through the example of causal ascription we have shown that connector ascription results from a specific combination of a set of items, namely: beliefs about what is normal, beliefs about possible influences, truth state of the possible antecedent $A$, and change of state of the supposed effect $E$. These factors can be set to different values and generate different ascriptions. These different connectors are the focus of the next section.

## 3 The Role of Knowledge in Making Sense

It has been explained in the above that the ascription of the causal link arises as the interplay between a specific report (pattern of events) and a specific pattern of beliefs. We present hereafter all the possible beliefs states and the possible report states. We show that the report-belief interaction generates many possible types of connections, among which cause is only but one case. For sake of simplicity, we consider the case wherein the agent is interested in making sense of the action $A$ on the putative effect $E$. Let $t$ and $t+1$ be two time steps. Action $A$ is reported (or not) to take place at time step $t$. The state of $E$ in time steps $t$ and $t+1$ is known so that the agent can determine whether the state of $E$ changes or persists in the course of time. We now detail how connectors are ascribed. By convention, and for the sake of simplicity, we set $t=1$ and $t+1=2$ in the notation below.

Let first consider the role of beliefs. As already said, the belief regarding the status of normality of one object in a given context can have three different possible states (i.e., normal, abnormal, or unknown). Similarly, the conditional belief factor has also three states $(A \wedge K \sim \neg E, A \wedge K \sim \neg E$, or $A \wedge K$ $\nsim E$ and $A \wedge K \nsim \neg E)$. A factorial combination of those two types of belief yields nine possible belief states. The type of report also arises from a factorial combination of two factors. The first factor is whether the state of the putative effect $E$ changes or not during the course of events. The second factor refers to whether action $A$ is reported to the agent or not. The combination of these two variables yields four possible report cases. We introduce two key terms that are of great use to organize the result of a comparison between beliefs and facts. The term of consonance is used to describe a psychological state where cognitions do not contradict each other. For example, let consider an agent who believes that apples fall because of gravity. If an apple falls from a tree the fact will not contradict the knowledge and thus will be consonant with it. Dissonance appears whenever there is a inconsistency in cognitions. For example, observing that the apple does not fall would generate dissonance. Dissonance can also arise from beliefs inconsistencies. For example, an agent may believe that Paul is nice and that James is not. A dissonance can emerge between the two beliefs if the agent learns that Paul and James are good friends (assuming that normally a nice person has nice friends only). Human agents tend to reduce dissonance by

Table 1. Connector ascription as a function of state of the supposed effect (E) and action (A) as well as the beliefs held regarding the facts (A and E)

|  |  |  | FACTS |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | A reported |  | A not reported |  |
| Context dependent BELIEFS |  | (K^A) | $\begin{aligned} & \text { E changes } \\ & (E 1, \neg E 2) \end{aligned}$ | $\begin{aligned} & \text { E persists } \\ & (E 1, E 2) \end{aligned}$ | $\begin{aligned} & \text { E changes } \\ & (\mathrm{E} 1, \neg \mathrm{E} 2) \end{aligned}$ | $\begin{aligned} & \text { E persists } \\ & (E 1, E 2) \end{aligned}$ |
|  | $\\|^{\sim} \mathrm{E}$ | $1 \sim \mathrm{E}$ | Dissonance | Consonant* | Dissonance | Consonant* |
|  |  | 16 E | Facilitation (Consonant**) | Consonant** | Dissonance | Consonant* |
|  |  | \| $\sim$ - | Cause (Consonant*) | Dissonance | Dissonance | Consonant* |
|  | $\mu^{2} \mathrm{E}$ | $1 \sim \mathrm{E}$ | Dissonance | Consonant** | Consonant** | Consonant** |
|  |  | $p^{-E}$ | Consonant** | Consonant** | Consonant** | Consonant** |
|  |  | $\mid r_{\sim} \sim$ | Justification (Consonant**) | Dissonance | Consonant** | Consonant** |
|  | $\mid \sim \sim E$ | $1 \sim \mathrm{E}$ | Dissonance | Dissonance | Dissonance | Dissonance |
|  |  | $\mu^{4} \mathrm{E}$ | Dissonance | Dissonance | Dissonance | Dissonance |
|  |  | $\mid \sim \sim E$ | Dissonance | Dissonance | Dissonance | Dissonance |

reorganizing cognitions. Dissonance reduction is processed by considering events in a new light or by changing beliefs. Within the theoretical framework presented in the current paper the terms of consonance and dissonance will refers to a belief-facts comparison. The combination between beliefs and reports yields the 36 report-belief cases that appear in Table 1.

At the best of our knowledge, the approach presented in Table 1 is new to AI and psychology. We would like here to establish the various ways in which making sense is being carried out. Psychologically speaking, the beliefs that an agent holds regarding a given context yields expectations about what is likely to occur. As long as the situation is as expected (matches what is believed to be normal), the match between facts and belief is consonant. We distinguish between two subclasses of consonance. Note that the proposed taxonomy is made possible because of the use of $\eta \sim$ that encodes a qualitative theory of uncertain knowledge. The type of connector that is ascribed has been selected upon the base of results collected in AI and psychology [918.

Table 1 summarizes how an agent may react to a given report according to his beliefs. The considered sequence may report a change or a mere persistence, and it may include or not an event $A$. Thus, given the context $K$ the agent may find i) normal that $E$ is true at time 1 (if for him $K \nsim E$ ), ii) abnormal that $E$ is true at time 1 (if $(K \downarrow \neg E$ ), iii) contingent (if $K \nprec E$ and $K \nsim \neg E$ ) that $E$ is true at time 1. Similarly, the state of $E$ at time 2 may be found normal, abnormal, or contingent w. r. t. the agent's belief that involve $A$ if $A$ is reported, and the other
beliefs if $A$ is not reported. Thus, one may have nine different pairs of perceived world states, ranging from $\left(\right.$ normal $_{1}-$ normal $\left._{2}\right)$ to $\left(\right.$ abnormal $_{1}-$ normal $\left._{2}\right)$ and to $\left(\right.$ contingent $_{1}-$ abnormal $\left._{2}\right)$. The pair $\left(\right.$ normal $_{1}-$ normal $\left._{2}\right)$ expresses a strong consonance (stamped by $*$ in the table), the pairs (normal ${ }_{1}$ - contingent ${ }_{2}$ ), $\left(\right.$ contingent $_{1}-$ normal $\left._{2}\right)$ and ( contingent $_{1}-$ contingent $\left._{2}\right)$ sound weakly consonant (Stamped by ${ }^{* *}$ in the table). The other pairs are felt dissonant. We distinguish three different forms of dissonance: dissonance is complete if abnormality takes place at times 1 and 2 , it is softened (resp. resolved) if abnormality is only at time 1 and contingency (resp. normality) takes place at time 2 , and it is final when the situation reported at time 2 is abnormal. Complete and final dissonance are the most uncomfortable for the agent, since the dissonance marks a lack of making sense.

Some consonant or dissonant situations when $A$ takes place allow the ascription of some specific connector. Causation corresponds to a change from $E_{1}$ to $\neg E_{2}$ where normality w. r. t. beliefs is preserved. Facilitation is a weakened form where the final state after change is found contingent $((K \wedge A) \nprec E$ and $(K \wedge A) \nprec \neg E)$. In case $\neg E$ is normal in context $K$ for the agent $(K \downarrow \neg E)-$ which makes $E_{1}$ exceptional - while the agent believes that $\neg E$ is normal when $A$ takes place $((K \wedge A) \sim \neg E)$, $A$ justifies the arrival of $\neg E_{2}$ (perceived as a return to normality). If $E_{2}$ is reported, justification will correspond to the case where the agent believes $(K \wedge A) ~ \sim E$. Note that A is felt as a justification when we are back to normality, after being initially in an abnormal or contingent state.

Note that the belief $K \sim E$ expresses that $E$ tends to persist when nothing takes place. When $K \nprec E$ or $K \downarrow \neg E$, it might be the case that the agent has the additional belief that $K \wedge E_{t} \sim \neg E_{t+1}$, i.e. if $E$ takes place contingently or by exception, it is unstable. Then in such a situation (not considered in Table 1), if the agent also believes that $K \wedge A \sim E$, then the agent will consider that the occurrence of $A$ has prevented $\neg E$ to take place, when $E_{1}, A$ and $E_{2}$ are reported.

The idea that we process information as chunks has been put forward by Miller [17] and then empirically validated 1819]. This chunking helps to compensate for the limit on human memory. Information is chunked on the base of association through meaning. Hence, KUMS theory reflects findings in psychology and provides a formal background to explain how chunking occurs. KUMS bridges the gap between memory and the reasoning abilities of human agents. To summarize, Table 1 can be used to make predictions about how humans are going to make sense of the situation at hand. That is, ascription will link events in a bigger psychological representation so that the individual can operate further cognitive processing (diagnosing for example). Furthermore, Table 1 offers a taxonomy of human reactions based on environmental and experiential factors. As such, it is a good tool to model and simulate human behavior as well as to develop human-like robots.

The following example illustrates the process of making sense within KUMS theory. Let consider an agent who holds the following beliefs: One is generally not drunk, and when driving, one has generally no accident: $\mu \neg$ Drunk, Drive
$\sim \neg$ Accident. The agent also believes that driving while drunk is not as safe and may lead to an accident: Drive $\wedge$ Drunk $\nprec \neg$ Accident. The agent is convinced that being drunk and driving fast leads to accidents Drive $\wedge$ Fast $\wedge$ Drunk $\downarrow$ Accident. In the context of a bar, the agent holds the view that drinking is normal and that the presence of alcohol is normal as well. So the agent believes that $\operatorname{Bar} \wedge$ Alcohol $\sim$ Drunk. Let now spell out how the agent is going to make sense of the following story: John spent his evening at the bar. John was wearing a red shirt. He drank alcohol for two hours. He eventually got drunk. When time has come he took his car to go back home. He drove fast as he was in a hurry. He had an accident.


Fig. 1. Representation of the situation held by the agent before and after making sense

Let us code the facts according to the following sequence: $S$ ( Bar $_{1}$, Shirt $_{1}$, Alcohol $_{2}$, Drunk ${ }_{3}, \neg$ Bar $_{3}$, Drive $_{4}$, Fast $_{4}$, Accident $_{5}$ ). Let us know make a graph representation of the sequence. See Figure 1 Panel A to see a time dependent representation of the events

Figure 1 illustrates the contents of the agent's temporary buffer before and after that the making sense process has operated upon the internal representation. Once the agent is reported with the sequence of events, events are still unlinked (Panel A). Panel B shows how the agent has made sense of the sequence of events. In line with the approach we have adopted, we got the following ascriptions: $\{$ Drunk $\wedge$ Drive $\wedge$ Fast CAUSE Accident\}; \{Bar $\wedge$ Alcohol CAUSE Drunk $\}$; \{Drunk FACILITATE Accident $\}$. It is worth noting that this illustrates the fact that some pieces of information (here, 'shirt') can have no importance in a given context, and as such can disappear during the process of connector ascription, as being irrelevant. This is true whenever the agent has no belief that
can be related with some reported fact $X$ (there is no belief of the form $K \wedge S$ $\neg X, K \wedge S \sim \neg X, K \wedge X \neg S$, or $K \wedge X \sim \neg S$ held by the agent).

## 4 Implementing a Connection Ascriptor for Making Sense

Figure 2 shows the architecture of the Connection Ascriptor for Making Sense (CAMS) module. CAMS is made of four components: a temporary buffer, a belief base, an interpreter, and a working buffer. We examine each component in turn. The temporary buffer is in charge of holding the sequence of events for the duration of the simulation. Psychologically, it is supposed to hold the information that is accessed by the agent's consciousness. It is the place wherein data is held online while making sense processes are run. Events are marked by their time of occurrence so that time-stamped sequences of events can be entered.


Fig. 2. Architecture of the CAMS program

The belief base encodes all the context-dependent beliefs held by an agent. The data stored in the belief base is indexed by two types of entries. The first type of entry is normality (unconditional beliefs). The records of the unconditional belief will inform the interpreter as to what is the normal state of the event under consideration. The second belief base, termed conditional, stores the records connecting the event under consideration with other pieces of knowledge. From the standpoint of psychology the belief base implements declarative long-term memory ${ }^{2}$. The query of searching into the database is made by the interpreter. The results that match the queries are forwarded to the interpreter.

[^10]The interpreter is the core of the model. It completes the function of ascribing connectors between events. It stands at the interplay between the temporary buffer, the belief base, and the working buffer. It scans all the events stored in the temporary buffer and retrieves one fact at a time from it. For each fact, it applies the following 4 -step procedure. First, the interpreter searches for the information concerning the epistemic state of normality. Then, the information is retrieved and stored in a local variable. The interpreter then searches into the conditional belief base to determine whether the event under consideration has one or more known beliefs associated to it. Finally, by a set of if-then rules the interpreter combines the type of report and the belief state to determine the type of connector that is to be ascribed. The interpreter is also in charge of updating the content of the working buffer at the end of the simulation by forwarding the chunks of connected data.

The working buffer receives the interpreter results. It holds the chunks of information reflecting the agents' understanding of the situation. This buffer does not play an active role in the simulation but helps distinguishing mere perception of facts (temporary buffer) from elaborated mental representations. The architecture of CAMS shares a lot of properties with Atkinson and Shiffrin's [21|22] model of human cognition. These authors have posited that an executive system is controlling the flow of information between short-term memory and long-term memory.

## 5 Illustrative Examples

We present in this section some simulations illustrating how the model works and how sensitive it is to modifications in the belief base or in the report details. These features aims to reproduce the behavior of human agents when handling report-based information. In CAMS, we aimed to implement most of the connectors that are under study in psychology (causation, facilitation, justification). We chose not to show normal ascriptions and unconnected events as this would overload the output without adding much information as how people make sense of events. For the first two examples we selected excerpts from a database of actual accident reports.

The following table presents the conditional and unconditional beliefs that were used to simulate the data of examples 1 and 2 . The table is a list of the system knowledge in no specific order. We detail the first example we have used so as to illustrate how the input and the output are coded. Let us consider the following story.

Example 1. We were at Somewhere, I was surprised by the person who braked in front of me, not having the option of changing lane and the road being wet, I could not stop completely in time.

For the simulations, statements were recoded as simple words; for example, the fact that the author brakes was coded as A_brakes. By using this procedure,

Table 2. Beliefs used to simulate the model on a selected set of examples

| Unconditional beliefs |  | Conditional beliefs |  |
| :---: | :---: | :---: | :---: |
| A_brakes | $\neg$ Accident | roadwet $\wedge \neg A_{\perp}$ r_distance $\mid \sim$ accident | A_surprised $/{ }^{\text {a }}$ accident |
| A_moves | Obstacle | Rain wet [ $\sim$ road | changelane \| $\sim$ fullock |
| A_trajectory | A_distance | A_drives $\cap A_{\text {_s }}$ surprised \| A.brakes | A_moves $\cap \neg A_{\text {_ _controls }}$ $1 \sim$ accident |
| 7 B_stalls | $\neg$ A_surprised | A_moves $n A \_$_surprised ${ }^{\sim}$ accident | A_moves $\cap \neg A$ _controls $1 \sim$ accident |
| A_controls | 16 roadswet | A_brakes $\cap \neg A_{1}$ r_distance ${ }^{\sim}$ accident | A_trajectoire / $\sim$ accident |
| A_stops | B_moves | $\underset{\text { brakes }}{A_{-} \text {moves } \wedge A_{\text {_ }} \text { surprised } / \sim A_{-}}$ | $\neg \mathrm{A}_{-}$controls \| ${ }^{\text {accident }}$ |
|  |  | A_surprised \| $\mathrm{A}_{\text {_ }}$ brakes | A_brakes n roadswet \| ${ }^{\sim}$ $\neg$ A controls |

Example 1 was recoded as a sequence: $S$ (A_drives ${ }_{1}$, obstacle ${ }_{2}$, A_surprised ${ }_{2}$, A_brakes $_{3}$, road_wet $_{4}, \neg$ A_distance $_{4}$, accident $_{5}$ ). Events were entered sequentially into CAMS.

The interpreter forwarded the following output:
\{A_brakes $\wedge$ road_wet $\wedge \neg$ A_distance CAUSE accident\} \{A_drives $\wedge$ A_surprised CAUSE A_brakes\} \{rain JUSTIFIES road_wet\}

We can see that CAMS ascribed three different types of connectors to make sense of the situation. CAMS thus agrees with the fact that humans do have several ways of connecting events.

With the following example we aim at showing the importance of what are the beliefs involved in connector ascription.

Example 2. I was behind the learner-driver car at the stop sign. The vehicle started up again, moved forwards and suddenly stalled. I didn't have the time to stop my vehicle; I hit the learner-driver car gently at the back. This car had a slight dent on the boot (trunk), hardly visible.

The input was $S$ (A_moves ${ }_{1}$, B_moves $_{1}$, B_stall ${ }_{2}$, A_surprised ${ }_{2}$, A_brakes 3 , $\neg$ A_distance $_{4}$, accident ${ }_{4}$ ). At the first simulation (S1) we used the knowledge base presented in Table 2. At the second run (S2) one piece of knowledge was changed from $\mathrm{K} \sim \neg$ accident to $K \sim$ accident. The output of the two simulations was:

Simulation 1: $\{$ A_moves $\wedge$ A_surprised CAUSE accident $\}$
\{A_brakes $\wedge \neg$ A_distance CAUSE accident\} \{A_moves $\wedge$ A_surprised CAUSE A_brakes\} \{A_surprised FACILITATE A_brakes\}
Simulation 2: $\{$ A_moves $\wedge$ A_surprised CAUSE A_brakes $\}$ \{A_surprised FACILITATE A_brakes\}

The results show that CAMS is sensitive to changes in the belief base. Even though the results may seem rather easy from the point of view of AI, they have far-reaching consequences when analyzed under the light of applied psychology. Let us consider the case where an agent has to make sense of a situation in a trial. We can see that in such a case a single belief can change the whole representation and as such have tremendous consequences on the jury. The next example shows that CAMS is sensitive to how the events are reported.

Example 3. Billy and Suzy each throw a pebble at a window [Billy_Stone, Suzy_stone] and Suzy's pebble gets there first [Suzy_Faster], breaking the glass [Suzy_wins]. Had not Suzy's pebble been thrown, Billy's pebble would have broken the glass, but Suzy's throw was nevertheless a cause of the breaking of the window.

We equipped CAMS with the beliefs presented below.
Game $\sim$ Billy_stone; Game $\sim$ Suzy_stone; Game $\sim$ Billy_wins; Game $\sim$ Suzy_wins; Game $\wedge$ Suzy_faster $\sim \neg$ Billy_wins; Game $\wedge$ Billy_faster $\sim$ $\neg$ Suzy_wins; Game $\wedge$ Billy_stone $\wedge$ Billy_faster $\sim$ Billy_wins; Game $\wedge$ Suzy_stone $\wedge$ Suzy_faster $\downarrow$ Suzy_wins; Game $\wedge$ Billy_wins $\sim$ Shatter; Game $\wedge$ Suzy_wins $1 \sim$ Shatter.

Two simulations were run. In the first simulation, the following sequence of events has been entered as an input into CAMS: $S$ (Billy_stone ${ }_{1}$, Suzy_stone $_{1}$, Suzy_faster $_{2}$, Suzy_wins $_{3}, \neg$ Billy_wins $_{3}$, Shatter $_{4}$ ). In the second simulation, we got rid of Suzy_faster in the sequence.

Simulation 1: \{Suzy_stone^Suzy_faster CAUSE Suzy_wins\}; Simulation 2: Nil!
The results are striking: an unsuitable level of description can lead CAMS to be unable to make sense of the report. Similar to humans, CAMS is sensitive to the level of granularity at which events are reported. Should this level be not suitably chosen then the model cannot perceive the underlying structure of events. This last example illustrates the fact that sometimes the agent holds the beliefs necessary to make sense of the situation but due to a lack of appropriate level of details it cannot make sense of the situation. Hence, any further processing, such as explaining or persuading cannot carried out.

## 6 Concluding Remarks

By extending previous work on causal ascription, we provided a novel approach to making sense. The novelty of the theory presented in the current paper lies in the minimality of the assumptions required to make the model work and in the way the model simulates how events are connected. Various features of the model make it practical to test several psychological phenomena. CAMS consistently exhibited good performance in modeling different situations. The results are consistent with human findings. Interestingly, CAMS is not only able to simulate what humans do but also it displays the same sensitivity to changes in beliefs and reports. As such, CAMS represents a significant advance compared with the
previous version of the model [8]. Furthermore, for that CAMS integrates many types of connectors, it offers a better account of human cognition that models who limit their making sense of a situation to the analysis of causal relationships.

Although this research advances our understanding of making sense, it is not free of limitations. The system still need an experimental validation. Besides, CAMS does not implement intentional processes which are key in the human modelling of human making sense. In spite of its limits CAMS offers an implementation of the notion of making sense. As such, it may serve as a base to implement further, more elaborated notions. Responsibility is a promising avenue for that it is a notion closely related to the one of making sense. It also shares a lot of features with the ascription of causal connectors [20]. Finally, it has been posited that emotions influence how we build the representation of a situation. Models of emotional influence on experts' making sense have been put forward [23]. A new emotional module could be implemented to simulate how emotions modulate making sense. AI is interested in providing support systems with the capacity of predicting what is to occur or diagnosing what occurred. Such skills rely on the systems ability to trace back the course of events and analyze which events are connected to which. CAMS offers a tool to equip such systems.
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#### Abstract

Justifications play a central role as the basis for explaining entailments in OWL ontologies. While techniques for computing justifications for entailments in consistent ontologies are theoretically and practically well-understood, little is known about the practicalities of computing justifications for inconsistent ontologies. This is despite the fact that justifications are important for repairing inconsistent ontologies, and can be used as a basis for paraconsistent reasoning. This paper presents algorithms, optimisations, and experiments in this area. Surprisingly, it turns out that justifications for inconsistent ontologies are more "difficult" to compute and are often more "numerous" than justifications for entailments in consistent ontologies: whereas it is always possible to compute some justifications, it is often not possible to compute all justifications for real world inconsistent ontologies.


## 1 Introduction

An ontology is a machine processable artefact that captures the relationships between concepts and objects in some domain of interest. A logic based ontology language allows ontologies to be specified as logical theories, meaning that is it possible to reason about the relationships between concepts and objects that are expressed in such an ontology. A widely used logic based ontology language is the the Web Ontology Language, OWL [1], the latest version of which is underpinned by a highly expressive Description Logid 1 called $\mathcal{S R O I Q}$ [3].

An inconsistent ontology, is an ontology that, by virtue of what has been stated in the ontology, cannot have any models, and entails everything. The effect of this is that, using standard classic semantics, no meaningful conclusions can be drawn from an inconsistent ontology. All Description Logic based OWL reasoners merely report "ontology inconsistent" when fed such ontologies.

In practice, inconsistent ontologies can arise due to a number of reasons. For example, an ontology may become inconsistent during the editing process after the addition of some axioms. While the last set of axioms that were added may play a part in making the ontology inconsistent, it may be the case that they were the correct axioms to add from a modelling point of view, but it is the interplay of the newly added axioms with axioms already in the ontology that

[^11]triggers the inconsistency. Inconsistencies can also be the result of automated ontology construction techniques. For example, in 4], ontologies are automatically constructed as an output from text mining, and it is possible for the resulting ontologies can be inconsistent.

There are a number of different ways of dealing with an inconsistent ontology. Broadly speaking, either some form of paraconsistent reasoning can be used to draw "meaningful" conclusions from the ontology, as in [5], or the ontology can be repaired so that it becomes consistent, thus meaningful conclusions can be drawn from the repaired ontology using standard semantics. The work presented in this paper focuses on this latter "repair strategy", with an assumed scenario that ontologies may become inconsistent during their construction process, but not wanting to publish such ontologies, their authors would repair the ontologies before publication.

Given the assumed "repair and publish" scenario, it is necessary for ontology authors to pin point the reasons for an inconsistent ontology. These reasons may be highly non-obvious, and manually browsing an ontology to determine the causes of inconsistency, if not impossible, can be a wretched, tedious and error prone task. In practice it is therefore necessary for people to have access to some form of automated explanation generation service that, given an inconsistent ontology, can identify minimal subsets of the ontology that cause it to be inconsistent. These minimal subsets are known as justifications 6778, and a procedure for finding and exposing justifications for inconsistent ontologies is the subject of this paper.

In what follows, an algorithm for computing all justifications for inconsistent ontologies is presented. An investigation on real world, hand-crafted, ontologies is carried out to evaluate the effectiveness of the algorithm for computing justifications. Finally, the problems and challenges of computing justifications for inconsistent ontologies, along with the utility of these justifications, is discussed.

## 2 Preliminaries: OWL and Justifications

The work presented here focuses OWL 2 ontologies which correspond to $\mathcal{S R O I} \mathcal{Q}$ knowledge bases. $\mathcal{S R O \mathcal { I }}$ [3] is a highly expressive description logic and can be viewed as a decidable and 2NExpTime-complete 9 fragment of First Order Logic, a close relative of the 2 -variable fragment with counting and modal logics [2]. In what follows,

- $A$ and $B$ are used as class names-they correspond in FOL to unary predicates,
$-R$ and $S$ are properties, i.e., property names or inverse properties (written $R^{-}$for $R$ a property name)-they correspond to binary predicates,
- $C$ and $D$ are (possibly complex) class expressions that can be built using Boolean operators on classes $(\sqcap, \sqcup$, and $\neg)$, value restrictions $((\exists R . C)$, $(\forall R . C))$, number restrictions $((\geq n R . C),(\leq n R . C)$ for $n$ a non-negative integer), and enumerations $(\{a\})$-they correspond to formulae in one free variable,
- $a$ and $b$ are individual names-they correspond to constants.

A $\mathcal{S R O I Q}$ ontology is a finite set of $\mathcal{S R O I Q}$ axioms, which take the form of subsumptions between (possibly complex) class expressions $C \sqsubseteq D$ or properties $R \sqsubseteq S$, or the form of assertions $C(a)$ or $R(a, b)$.

A definition of the syntax and semantics of $\mathcal{S R O I Q}$ can be found in 3]. In what follows a sketch is provided by a translation of the main class, property and axiom forming constructors into FOL. The translation of classes and properties is parametrised by two variables, $x$ and $y$, and uses counting quantifiers.

$$
\begin{aligned}
\pi(\mathcal{O}) & :=\bigwedge_{\alpha \in \mathcal{O}} \pi(\alpha), \\
\pi(C \sqsubseteq D) & :=\forall x \cdot \pi_{x}(C) \Rightarrow \pi_{x}(D), \quad \pi(R \sqsubseteq S):=\forall x, y \cdot \pi_{x, y}(R) \Rightarrow \pi_{x, y}(S), \\
\pi(C(a)) & :=\pi_{a}(C), \quad \pi(R(a, b)):=\pi_{a, b}(R), \\
\pi_{x, y}(R) & :=R(x, y), \quad \pi_{x, y}\left(R^{-}\right):=R(y, x), \\
\pi_{x}(A) & :=A(x), \quad \pi_{x}(\top):=\text { true, } \pi_{x}(\perp):=\text { false }, \quad \pi_{x}(\{a\}):=(x=a), \\
\pi_{x}(C \sqcap D) & :=\pi_{x}(C) \wedge \pi_{x}(D), \quad \pi_{x}(C \sqcup D):=\pi_{x}(C) \vee \pi_{x}(D), \\
\pi_{x}(\neg C) & :=\neg \pi_{x}(C), \\
\pi_{x}(\exists R \cdot C) & :=\exists y \cdot \pi_{x, y}(R) \wedge \pi_{y}(C), \quad \pi_{x}(\forall R \cdot C):=\forall y \cdot \pi_{x, y}(R) \Rightarrow \pi_{y}(C), \\
\pi_{x}(\leq n R . C) & :=\exists \leq n y \cdot \pi_{x, y}(R) \wedge \pi_{y}(C), \quad \pi_{x}(\geq n R \cdot C):=\exists \geq n y \cdot \pi_{x, y}(R) \wedge \pi_{y}(C)
\end{aligned}
$$

Interpretations, models, and entailments are defined as usual in FOL. In particular, an interpretation $\mathcal{I}$ is said to be a model of an ontology $\mathcal{O}$ (written $\mathcal{I} \models \mathcal{O}$ ) iff $\mathcal{I} \models \pi(\alpha)$ for every axiom $\alpha \in \mathcal{O}$. A class expression $C$ is satisfiable with respect to an ontology $\mathcal{O}$ if there exists a model $\mathcal{I}$ of $\mathcal{O}$ with $\mathcal{I} \models \exists x . \pi_{x}(C)$. An ontology is inconsistent if there does not exist a model of $\mathcal{O}$, i.e., if $\mathcal{O} \models$ false $(a)$. Given an ontology $\mathcal{O}$ and an axiom $\eta, \mathcal{O}$ entails $\eta$, written $\mathcal{O} \models \eta$ if, for every model $\mathcal{I}$ of $\mathcal{O}$, we have that $\mathcal{I} \models \pi(\eta)$.

Definition 1 (Justification). Let $\mathcal{O}$ be an ontology such that $\mathcal{O} \models \eta$. $\mathcal{J}$ is a justification for $\eta$ in $\mathcal{O}$ if $\mathcal{J} \subseteq \mathcal{O}$, and $\mathcal{J} \vDash \eta$, and for all $\mathcal{J}^{\prime} \subsetneq \mathcal{J} \mathcal{J}^{\prime} \not \vDash \eta$.

Intuitively, a justification for an entailment in an ontology is a minimal subset of the ontology that entails the entailment in question. A justification is a minimal subset in the sense that any proper subset of the justification does not entail the entailment in question. It is important to note that there may be multiple, potentially overlapping, justifications for any given entailment. Note that in the logics considered here, the number of justifications for an entailment in an ontology may be exponential in the size of the ontology 10 .

Example: Let $\mathcal{O}=\{A \sqsubseteq B, B \sqsubseteq D, A \sqsubseteq \exists R . C, \exists R . \top \sqsubseteq D, A \sqsubseteq E\}$ so that $\mathcal{O} \models A \sqsubseteq D$. There are two justifications for $\mathcal{O} \models A \sqsubseteq D, \overline{\mathcal{J}}_{1}=\{A \sqsubseteq B, B \sqsubseteq D\}$ and $\mathcal{J}_{2}=\{A \sqsubseteq \exists R . C, \exists R$.丁 $\sqsubseteq D\}$.

Definition 2 (Simple Repair). $\mathcal{S}$ is a simple repair for $\mathcal{O} \models \eta$ if $\mathcal{S} \subseteq \mathcal{O}$ and, for every justification $\mathcal{J}$ for $\mathcal{O} \models \eta, \mathcal{S} \cap \mathcal{J} \neq \emptyset$, and for all $\mathcal{S}^{\prime} \subsetneq \mathcal{S}\left(\mathcal{O} \backslash \mathcal{S}^{\prime}\right) \models \eta$

Hence, in order to construct a repair for an entailment $\eta$ in an ontology $\mathcal{O}$, it is necessary to choose one axiom from each justification for $\eta$ in $\mathcal{O}$ and remove this axiom from $\mathcal{O}$. This implies that, in the general sense, all justifications for $\eta$ in $\mathcal{O}$ are needed in order to construct a simple repair for $\mathcal{O} \models \eta$. The process of finding the justifications for entailments and repairing ontologies is frequently referred to as ontology debugging.

## 3 Related Work and Background

In recent years there has been a significant amount of effort and research into the explanation of entailments that arise in consistent ontologies. In a seminal paper in the area of debugging ontologies, Schlobach and Cornet 7 presented minimal unsatisfiable preserving sub-tboxes (MUPS) as a specific kind of justification for unsatisfiable classes in ontologies. Kalyanpur et al. coined the term justification as a form of explanation for any arbitrary entailment that holds in an ontology. In [11] it was shown that it is practical to compute all justifications for any given entailment in real, published (consistent) ontologies. The Propositional Logic reasoning community have long used the notion of minimal conflict sets for determining the minimal unsatisfiable subsets of a set of clauses for example in [12. These conflict sets are used to gain insight into why a set of clauses is unsatisfiable. In essence minimal conflict sets are akin to justifications. On a practical level, justifications are used by many ontology development and debugging environments such as Protégé-4 [13], Swoop [14], and RaDON [15], as a popular form of explanation for entailments in ontologies.

### 3.1 Model Based Diagnosis and Techniques for Computing All Justifications

Techniques for computing all justifications for an entailment, and for computing all minimal conflict sets for a set of unsatisfiable clauses, borrow from techniques used in the field of Model Based Diagnosis. Model Based Diagnosis is the overarching name for the process of computing diagnoses for a faulty system. Briefly, a diagnosis is a subset minimal set of components from a faulty system, that if replaced would repair the system so that it functions as intended. The term model refers to the fact that a model is used to obtain the predicted behaviour of of a system, which is then compared the observed behaviour of the system. Any discrepancy between the predicted and observed behaviours indicates a fault in the system. Model based diagnosis techniques have a wide variety of applications, and for example, are typically used for diagnosing sets of faulty gates and connections in circuits. There is a direct correspondence between the ideas behind model based diagnosis, and the ideas behind justification based ontology debugging. Essentially, a diagnosis is the same as a repair (Definition (2), and Minimal Conflict Sets, which are subsets of the faulty system, are equivalent to justifications which are subsets of an ontology. A particularly pertinent
algorithm that is borrowed from the area of Model Based Diagnosis is "Reiter's Hitting Set Tree (HST) Algorithm" [16]. This algorithm essentially constructs a finite tree whose nodes are labelled with minimal conflict sets (justifications), and whose edges are labelled with components (axioms) from the system. In doing this the algorithm finds all minimal hitting sets for the conflict sets in a system. Since a minimal hitting set corresponds to a repair, and a conflict set corresponds to a justification, it is possible to use Reiter's algorithm to find all repairs, and in doing this find all justifications for an entailment in an ontology (proof in [11).

Continuing with the previous example from Section 2 the hitting set tree algorithm is used to compute all justifications for $\mathcal{O} \models A \sqsubseteq D$ as follows. A subprocedure, computeJustification $(\eta, \mathcal{O})$, is used, which computes a single justification for the entailment $\eta$ in an ontology $\mathcal{O}$. Suppose that $\mathcal{J}_{1}=\{A \sqsubseteq B, B \sqsubseteq D\}$ is computed by computeJustification $(A \sqsubseteq D, \mathcal{O})$. This justification is set as the label of the root of the tree. Next, one of the axioms from $\mathcal{J}_{1}$, say $A \sqsubseteq B$ is selected and removed from $\mathcal{O}$ to give $\mathcal{O}^{\prime}$. This essentially repairs $\mathcal{J}_{1}$ and allows another justification (if one exists) to be computed for the entailment with respect to the modified ontology $\mathcal{O}^{\prime}$. In this case, computeJustification $\left(A \sqsubseteq D, \mathcal{O}^{\prime}\right)$ computes $\mathcal{J}_{2}=\{A \sqsubseteq \exists R . C, \exists R . \top \sqsubseteq D\}$ as a justification. The hitting set tree is extended with an edge from the root, to a node labelled with $\mathcal{J}_{2}$ (the upper left most edge in Figure 3.1), and the edge is labelled with the axiom that was removed. Next, an axiom from $\mathcal{J}_{2}$, say $A \sqsubseteq \exists R . C$ is selected and removed from $\mathcal{O}^{\prime}$ to give $\mathcal{O}^{\prime \prime}$, and computeJustification $\left(A \sqsubseteq D, \mathcal{O}^{\prime \prime}\right)$ is called to compute further justifications with respect to $\mathcal{O}^{\prime \prime}$. This time, no further justifications are found since the entailment does not hold in $\mathcal{O}^{\prime \prime}$, and the hitting set tree is extended with an edge from the node labelled with $\mathcal{J}_{2}$ to a node with an empty label which marks this branch as complete. The algorithm then backtracks up a level to remove a different axiom from $\mathcal{J}_{2}$ and the process continues. The algorithm terminates when all branches are marked as complete. It is noticeable, that the axioms labelling the edges in a complete branch form a repair, or a superset of a repair, since removing them from $\mathcal{O}$ results in $\mathcal{O}^{\prime \prime}$ such that $\mathcal{O}^{\prime \prime} \not \equiv \eta$. A more formal description of this algorithm (with optimisations) is given later in Function-1R in Algorithm 1 (where the entailment that $\mathcal{O}$ is inconsistent is implicit) and is used in the computation of all justifications for inconsistent ontologies.

One of the issues with computing all justifications for an entailment is that the size of the hitting set tree can, in the worst case, be exponential in the size of the set of justifications. However, a suite of optimisations, detailed in 11 and presented in Algorithm 11 can be applied to prune the hitting set tree and minimise its size, so that for practical purposes this is rarely a problem. For example, in [11] it was shown that for real, published ontologies, the number of justifications per entailment is usually small-for the ontologies sampled in 11], the average number of justifications per entailment was two, with one ontology containing a maximum of twenty six justifications for an entailment.


Fig. 1. An example of a hitting set tree (HST) that is constructed by Reiter's HST algorithm

### 3.2 Computing Single Justifications

The technique described in the previous section for computing all justifications for an entailment, uses a sub-procedure computeJustification $(\eta, \mathcal{O})$ that computes a justification for an entailment $\eta$ in an ontology $\mathcal{O}$. In this work, a black-box technique, which is not specific to a particular reasoner or proof strategy is used. Black-box techniques typically use an "expand-contract" strategy in combination with calls to an external reasoner. In order to compute a justification for an entailment $\eta$ in an ontology $\mathcal{O}$, an initial, and small, subset $\mathcal{S}$ of axioms from $\mathcal{O}$ is selected based on the signature of $\eta$. The axioms in $\mathcal{S}$ are typically the axioms whose signature has a non-empty intersection with the signature of $\eta$, or axioms that "define" 2 terms in the signature of $\eta$. A reasoner is then used to check if $\mathcal{S} \models \eta$, if not, $\mathcal{S}$ is expanded by adding a few more axioms from $\mathcal{O}$. This process continues until $\mathcal{S}$ is large enough so that it entails $\eta$ (this is the expansion phase). When a subset $\mathcal{S}$ of $\mathcal{O}$ that entails $\eta$ is found, this subset is pruned until it is a minimal set of axioms that entails $\eta$ i.e. until it is a justification (this is the contraction phase). Through careful selection of axioms in the expansion phase, which minimises the maximum size of $\mathcal{S}$, and various pruning techniques in the contraction phase, it has been found that this algorithm works well in practice for entailments in consistent ontologies [11].

## 4 A Black-Box Algorithm for Computing Justifications for Inconsistent Ontologies

As described in Section 3.2, the general approach taken by black-box justification finding algorithms is to use a two phase expand-contract procedure. The "seed" for selecting the initial small set axioms for the expansion phase is usually the signature of the entailment in question (the class, property, individual names

[^12]appearing in the entailment). However, an issue when generating justifications for inconsistent ontologies using black-box techniques is "where to start". How should the initial set of axioms be selected? With inconsistent ontologies there is no seed signature that can be used as an input to start the expansion process. This is due to the fact that current OWL reasoners typically do not provide any information or clues as the possible causes of an inconsistent ontologythey just output that the ontology is inconsistent 3 Therefore, the black-box algorithm that is presented here, consists of a very simple expansion phase, which immediately causes the expansion to contain all of the axioms in an ontology, followed by a "divide and conquer" contraction phase, which contracts the set of axioms in the ontology down to a justification. The algorithm for computing all justifications is a hybrid of the algorithm for computing single justifications taken from [17] and combined with the algorithm for computing all justifications (the HST algorithm) taken from [11. Proof that the Hitting Set Tree algorithm finds all justifications is given in [11. Algorithm 1 is the algorithm based on Reiter's Hitting Set Tree Algorithm and is used to compute all justifications for an inconsistent ontology. Algorithm 2 is used as a sub-procedure for Algorithm 1 for computing a justification for the inconsistent ontology.

```
Algorithm 1. ComputeAllJustifications
Function-1: ComputeAllJustifications \((\mathcal{O})\)
    \(S\), curpath, allpaths \(\leftarrow \emptyset\)
    ComputeAllJustificationsHST( \(\mathcal{O}, S\), curpath, allpaths)
    return \(S\)
Function-1R: ComputeAllJustificationsHST( \(\mathcal{O}, S\), curpath, allpaths)
    for path \(\in\) allpaths do
        if curpath \(\supseteq\) path then
            return //Path termination without consistency check
    if IsConsistent \((\mathcal{O})\) then
        allpaths \(\leftarrow\) allpath \(\cup\{\) curpath \(\}\)
        return
    \(J \leftarrow \emptyset\)
    for \(s \in S\) do
        if \(s \cap\) path \(=\emptyset\) then
            \(J \leftarrow s \quad\) //Justification reuse (saves recomputing a justification)
    if \(J=\emptyset\) then
        \(J \leftarrow\) ComputeSingleJustification \((\mathcal{O})\)
    \(S \leftarrow S \cup\{J\}\)
    for \(a x \in J\) do
        curpath \(\leftarrow\) curpaths \(\cup\{a x\}\)
        ComputeAllJustificationsHST( \(\mathcal{O} \backslash\{a x\}, S\), curpath, allpaths)
```

[^13]```
Algorithm 2. ComputeSingleJustification
Function-2: ComputeSingleJustification(O)
    return ComputeSingleJustification \((\emptyset, \mathcal{O})\)
Function-2R: ComputeSingleJustification \((S, F)\)
    if \(|F|=1\) then
        return
    \(S_{L}, S_{R} \leftarrow \operatorname{split}(F)\)
    if IsInconsistent \(\left(S \cup S_{L}\right)\) then
        return ComputeSingleJustification \(\left(S, S_{L}\right)\)
    if IsInconsistent \(\left(S \cup S_{R}\right)\) then
        return ComputeSingleJustification \(\left(S, S_{R}\right)\)
    \(S_{L}^{\prime} \leftarrow\) ComputeSingleJustification \(\left(S \cup S_{R}, S_{L}\right)\)
    \(S_{R}^{\prime} \leftarrow\) ComputeSingleJustification \(\left(S \cup S_{L}^{\prime}, S_{R}\right)\)
    return \(S_{L}^{\prime} \cup S_{R}^{\prime}\)
```


## 5 Implementation and Evaluation

Algorithm [1, and its sub-routine Algorithm 2 were implemented in Java using the latest version of the OWL API [18]. The OWL API has excellent support for manipulating ontologies as sets of axioms and provides a common interface to various OWL reasoners. The algorithm was run on the set of ontologies shown in Table 1 using the FaCT++ 19], Pellet [20] and HermiT 21] reasoners. For each ontology, the time to perform a consistency check of the complete ontology was recorded. Then the time to compute a single justification for the inconsistency, and the time to compute as many justifications as possible within a time of 30 minutes was recorded.

### 5.1 Results Analysis

The ontologies shown in Table 1 are real ontologies in the sense that they were developed by end users using editing tools such as Protégé- 4 . Since it is rarely

Table 1. Inconsistent Ontologies Used In Experiments

| ID | Ontology | Expressivity | Axioms | $\begin{array}{r} \text { Cons. } \\ \text { HermiT } \\ (\mathrm{ms}) \\ \hline \end{array}$ | Cons. Pellet (ms) | $\begin{array}{r} \text { Cons. } \\ \mathrm{FaCT}++ \\ (\mathrm{ms}) \\ \hline \end{array}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | Assignment4 | $\mathcal{A L C I Q}$ | 88 | - | 1301 | 40 |
| 2 | Boat | $\mathcal{A L C I F}(\mathcal{D})$ | 22 | 34 | 11 | 2 |
| 3 | ComparaGrid | $\mathcal{A L C H I Q}(\mathcal{D})$ | 409 | 192 | 175 | - |
| 4 | Country | $\mathcal{S R O \mathcal { O }}(\mathcal{D})$ | 5921 | 539 | 1454 | 333 |
| 5 | Fish | $\mathcal{A L C H}$ | 49 | 36 | 78 | 13 |
| 6 | IedbExport | $\mathcal{S H O I N}(\mathcal{D})$ | 2417 | 141 | 1117 | 67 |
| 7 | Micro | $\mathcal{S R O \mathcal { I }}(\mathcal{D})$ | 1458 | - | 556 | 48 |
| 8 | Spectro | $\mathcal{A L C O N}(\mathcal{D})$ | 26612 | 1841 | 1763 | 378 |
| 9 | Pizza | $\mathcal{S H O I} \mathcal{Q}(\mathcal{D})$ | 179 | 25 | 45 | 5 |
| 10 | ClassesAsValues | $\mathcal{A L C O}$ | 13 | 3 | 2 | 1 |
| 11 | Travel | $\mathcal{S R O \mathcal { L }}(\mathcal{D})$ | 6437 | 443 | 701 | 135 |
| 12 | Units | $\mathcal{A L C O \mathcal { I F }}(\mathcal{D})$ | 2254 | 217 | 435 | 72 |

the case that inconsistent ontologies are published, all of the ontologies in the sample were obtained either from public mailing lists, where the ontologies had been posted to the mailing list with a request for help in debugging the ontology, or from ontologies that were directly received via email from colleagues and users of Protégé-4 and Swoop.

The rightmost three columns of Table 1 shows the time to load, and check the consistency of the ontologies using HermiT, Pellet and FaCT++. Even for the largest ontology, 8 , that contains over twenty six thousand axioms, the consistency check is performed within two seconds using HermiT or Pellet and less that half a second using FaCT++. Note that FaCT++ failed to terminate on the ComparaGrid ontology, where it entered an infinite loop during preprocessing. HermiT incorrectly found Assignment4 consistent, and crashed on the Micro ontology. On the surface, it would appear that even for very large ontologies, the efficiency and speed at which ontologies can be loaded and checked for consistency seems to indicate the feasibility of using a reasoner as an oracle in a black-box based debugging algorithm.

Table 2 shows the performance results for computing justifications for inconsistent ontologies. Showing by ontology and reasoner, the time (ms) to compute one justification, the number of justifications found within 30 minutes, the time (ms) to compute all justifications if less than 30 minutes. A dash indicates that no justifications could be computed. $\mathrm{A} \star$ indicates that the algorithm did not terminate within 30 minutes.

It should be noted that for all sampled ontologies, it was possible to compute at least one justification for the ontology being inconsistent using at least one of the three reasoners. With the exception of the Spectro ontology, it was possible to compute at least one justification within ten seconds. This is clearly acceptable performance in the context of generating on demand explanations in an ontology development environment such as Protégé-4. In the case of the Spectro ontology, Pellet was able to compute at least one justification within 11 seconds and HermiT within 31 seconds. Considering that this ontology contains over 26500 axioms, it is arguable that this is acceptable, and even impressive, performance for the purposes of interactive debugging and explanation in an ontology development environment.

It can be seen that for the Assignment4, Fish, Spectro, Travel, and Units ontologies, it was not possible to compute all justifications with any of the tested reasoners. However, for these ontologies, with the exception of Assignment4, a sizeable number of justifications could be computed. In all cases, the availability of one or more justifications can provide a vital insight into why an ontology is inconsistent, and allow a person to begin to repair the ontology. Not all justifications could be computed for all ontologies within 30 minutes. Broadly speaking, there are two reasons for this: (1) The reasoner being used found it much harder to check if some subset of an ontology was consistent, compared to checking if the whole ontology was consistent (in all cases, consistency checking performance for whole ontologies was good e.g. less than 2 seconds), and the running algorithm therefore "ground to a halt" during entailment checking. An exam-

Table 2. Times for computing single and all justifications

| Ontology | Reasoner | Time for One $(\mathrm{ms})$ | Number found | Time for all $(\mathrm{ms})$ |
| :---: | :---: | :---: | :---: | :---: |
| Assignment4 | HermiT | - | - | $\star$ |
|  | Pellet | - | - | * |
|  | FaCT++ | 5711 | 1 | * |
| Boat | HermiT | 129 | 1 | 193 |
|  | Pellet | 73 | 1 | 93 |
|  | FaCT++ | 11 | 1 | 41 |
| ComparaGrid | HermiT | 2252 | 9 | 15901 |
|  | Pellet | 1515 | 9 | 13164 |
|  | FaCT++ | - | - | $\star$ |
| Country | HermiT | 4177 | 4 | 383963 |
|  | Pellet | 4564 | 4 | 137348 |
|  | FaCT++ | 1726 | 4 | 78547 |
| Fish | HermiT | 134 | 162 | * |
|  | Pellet | - | - | * |
|  | FaCT++ | 115 | 162 | * |
| IedbExport | HermiT | 855 | 2 | 2415 |
|  | Pellet | 1257 | 2 | 3860 |
|  | FaCT++ | 765 | 2 | 2255 |
| Micro | HermiT | 4538 | 1 | * |
|  | Pellet | 2326 | 1 | 59090 |
|  | FaCT++ | 809 | 1 | 1574 |
| Spectro | HermiT | 30930 | 76 | * |
|  | Pellet | 10768 | 76 | * |
|  | FaCT++ | - | - | $\star$ |
| Pizza | HermiT | 114 | 3 | 592 |
|  | Pellet | 7491 | 3 | * |
|  | FaCT++ | 37 | 3 | 329 |
| ClassesAsValues | HermiT | 21 | 1 | 23 |
|  | Pellet | 4 | 2 | 15 |
|  | FaCT++ | 5 | 2 | 13 |
| Travel | HermiT | 7873 | 7 | * |
|  | Pellet | 884 | 492 | * |
|  | FaCT++ | 521 | 163 | $\star$ |
| Units | HermiT | 3023 | 54 | * |
|  | Pellet | 473 | 287 | $\star$ |
|  | FaCT++ | 285 | 287 | $\star$ |
| $\begin{aligned} & \text { Travel-semi-rep } \\ & \text { (semi repaired } \\ & \text { Travel ont.) } \\ & \hline \end{aligned}$ | HermiT | 8309 | 6 | $\star$ |
|  | Pellet | 3975 | 6 | 25722 |
|  | FaCT++ | 1331 | 6 | 19280 |

ple of this is the Travel ontology, where using HermiT the procedure was only able to compute 7 justifications, but using Pellet, the procedure was able to compute nearly 500 justifications. (2) The number of justifications for the inconsistent ontology was very large. The runtime performance of the algorithm for computing justifications is in the worst case exponential with the number of justifications-computing all justifications is an inherently difficult problem.

## 6 Discussion

The usefulness of justifications as explanations for inconsistent ontologies. Despite the fact that, in some cases, it is not feasible to compute all justifications for real inconsistent ontologies, the ability to obtain just one or two justifications can lend a vital insight into why the ontology is inconsistent.

Some ontologies are inconsistent due to highly non-obvious reasons, and it is arguable that without automated explanation support, ontology authors would face a hopeless task of trying to figure out the reasons for an ontology being inconsistent in order to arrive at a manual repair. An example of a justification from the Country ontology is shown in Figure 2, The ontology authors, who made a request for help in trying to track down the reasons for the inconsistency, indicated that it was highly unlikely that they would have discovered the reason, without considerable difficulty, using manual debugging techniques.

Using justifications for inconsistent ontologies for repair. Even though it may not be possible in practice to compute all justifications for a given ontology, with the availability of at least one justification, it is still possible to carry out a manual interactive repair. For example, on closer inspection of the justifications for the travel ontology it was observed that many of them had the form $\{R(a, l), \top \sqsubseteq \forall R . C\}$, where $l$ is a data value not in the value space of $C^{4}$. In fact, structural inspection revealed that there were over 550 of these kinds of justifications for the travel ontology and over 12000 for the Spectro ontology. In order to test the hypothesis that even seeing a handful of justifications is helpful for interactive debugging and can support repair, the travel ontology was modified to produce a new version where all literals in property assertions were typed with the appropriate data typ $\epsilon^{5}$. This new version of the ontology (Travel-semi-rep in Table 2) was still inconsistent, but had just six justifications for it being inconsistent. Thus, even though it may not be possible to compute all justifications is one go, being able to compute some justifications can provide enough insight in order to understand the reasons for an ontology being inconsistent so that is is possible to perform a manual repair.

The difficulty of finding all justifications for an inconsistent ontology compared to finding justifications for entailments in consistent ontologies. In other work [6|11] it has been shown that it is practical to compute all justifications for entailments in consistent ontologies using similar blackbox algorithms as the one presented here. However, the experiments carried out as part of this research clearly indicate that it is not possible to compute all justifications for some of the sampled inconsistent ontologies. As a means to understanding why this could be the case, consider the following consistent ontology $\mathcal{O}=\{B \sqsubseteq A, C \sqsubseteq A, D \sqsubseteq A, \ldots\}$ such that $B, C$ and $D$ are entailed to be unsatisfiable. Suppose that there are ten justifications for each unsatisfiable class, meaning that there is a total of thirty justifications for the three unsatisfiable classes. In this case, each entailment can be examined separately, one after the other, so that the justifications for each entailment are computed separately. In other words, although the total number of justifications for all unsatisfiable classes is thirty, they are computed in batches of ten. Now consider $\mathcal{O}^{\prime}=\mathcal{O} \cup\{B(a), C(b), D(c)\}$. Since $B, C$ and $D$ are unsatisfiable, $\mathcal{O}^{\prime}$ is entailed to

[^14]```
Island(ireland)
    Island \(\sqsubseteq\) LandMass
        LandMass \(\sqsubseteq\) GeographicalFeature \(\sqcap \exists\) hasCoastline.Coastline
                GeographicalFeature \(\sqsubseteq\) NaturalPhysicalThing
                        NaturalPhysicalThing \(\sqsubseteq\) NaturalEntity
                NaturalEntity \(\sqsubseteq\) PhysicalEntity
landBoundaryOf(unitedKingdomIrelandBorder, ireland)
landBoundaryOf \(\sqsubseteq\) hasLandBoundary \({ }^{-}\)
\(\exists\) hasLandBoundary. \(\top \sqsubseteq\) Country
    Country \(\sqsubseteq\) AdministrativeDivision
        AdministrativeDivision \(\sqsubseteq\) PoliticalEntity \(\sqcap \exists\) directPartOf.PoliticalDiv
PoliticalEntity \(\sqsubseteq \neg\) PhysicalEntity
LandMass \(\sqsubseteq\) GeographicalFeature \(\sqcap \exists\) hasCoastline.Coastline
landBoundaryOf \(\sqsubseteq\) hasLandBoundary \({ }^{-}\)
EhasLandBoundary. \(\top \sqsubseteq\) Country
Country \(\sqsubseteq\) AdministrativeDivision
PoliticalEntity \(\sqsubseteq \neg\) PhysicalEntity
```

Fig. 2. An (small) example justification from the (large) country ontology. The individual ireland is entailed to be a PhysicalEntity (by axioms (1)(6)) and is also entailed to be a PoliticalEntity (by axioms (7)-(11)), PhysicalEntity and PoliticalEntity are disjoint with each other (axiom (12)).
be inconsistent, and there are thirty justifications for this entailment. Although the total number of justifications for the entailment of interest in $\mathcal{O}^{\prime}$ is the same as the total number of justifications for the entailments of interest in $\mathcal{O}$, and the justifications are almost structurally the same, the key difference is that there are now thirty justifications for one entailment in $\mathcal{O}^{\prime}$, compared to thirty justifications spread over three entailments in $\mathcal{O}$. Since the algorithm for computing all justifications for an entailment in an ontology is, in the worst case, exponential in the number of justifications for the entailment, it is clear to see that it can be much more time consuming to compute all justifications for an inconsistent ontology compared to computing all justifications for all entailments of interest in a consistent ontology. In essence, one of the factors that makes it practical to compute all justifications for entailments in consistent ontologies, is that for real ontologies, the average number of justifications per entailment tends to be fairly low. In the case of inconsistent ontologies, it is not possible, using classical reasoning, to take a more fine-grained approach, because it is not possible to recognise entailments other than the single entailment that the ontology is inconsistent.

## 7 Summary and Future Work

Computing a single justification, as a form of explanation, for real world inconsistent ontologies is possible in practice. However, computing all justifications is not possible in practice for some real world ontologies. This is primarily due to the fact that there can be a very large number of justifications for an ontology being inconsistent. Despite this, it is expected that having the ability to compute
just one or two justifications for an inconsistent ontology will be of enormous benefit to people trying to understand why the ontology is inconsistent. As future work, we plan to investigate the possibility of using clash information for further optimisation the current black-box algorithm. We also plan to investigate the use of paraconsistent reasoning as means for exploring justifications for meaningful entailments in inconsistent ontologies with a view to repairing these ontologies.
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#### Abstract

This paper presents an approach aimed at improving scalability reasoning in the probabilistic description logic P-SHIQ(D). The satisfiability problem is currently intractable as the existing algorithm generates exponentially large linear optimization systems. To cope with this, we employ advanced optimization techniques that do not require the systems to be fully generated before starting to solve them. One such technique, namely, column generation, can be applied by exploiting the structure of the reasoning problems in $\mathrm{P}-\mathcal{S H} \mathcal{I} \mathcal{Q}(\mathrm{D})$ analogously to how it has been used for solving such large optimization problems as constrained shortest path, cutting stock and many others. We present the formulation of the linear systems for the satisfiability problems in the column generation form, describe methods for solving them, discuss their difference from the known column generation approaches to propositional probabilistic logic, and finally show preliminary experimental results that demonstrate a useful improvement of scalability.


## 1 Introduction

Description logics (DLs), especially those in the $\mathcal{S H}$ family, are the foundation for the popular logic based knowledge representation formalism, the Web Ontology Language (OWL). DLs have proven very effective in supporting large, complex bio-health ontologies, such as SNOMED-CT, Galen, and the NCI Thesaurus.

However, DLs are (decidable) fragments of first order logic and, as such, do not provide support for representing statistical knowledge or subjective confidence (or, for that matter, fuzzy or vague knowledge). Such knowledge is central to health care, even if we only consider mortality estimation.

There are many proposed formalisms for combining DLs with various sorts of uncertainty, although, to the best of our knowledge, none have been used for a production oriented ontology. We believe that this is due to two reasons: 1) there is comparatively little knowledge about how to use these formalisms effectively (or even, which are best suited for what purposes) and 2) there is a severe lack of tooling, in particular, there have been no sufficiently effective reasoners.

In our prior work [12], we tackled both of these problems for the probabilistic $\mathrm{DL} \mathrm{P}-\mathcal{S H} \mathcal{I} \mathcal{Q}(\mathrm{D})$. On the reasoning side, we were able to develop an algorithm that localized the practical intractability of P-SHIQ(D) entailment in a
sub-problem, to wit, probabilistic satisfiability (PSAT) and presented a testing methodology for evaluating $\mathrm{P}-\mathcal{S H \mathcal { L }}(\mathrm{D})$ reasoners. In this paper, we report on the progress we have made in taming PSAT, as well as compare our efforts to related work undertaken in the context of other probabilistic logics.

## 2 P-SHIO $\mathcal{Z}(\mathrm{D})$ Background

$\mathrm{P}-\mathcal{S H} \mathcal{I} \mathcal{Q}(\mathrm{D})$ 34] is a probabilistic generalization of the DL $\mathcal{S H \mathcal { H } \mathcal { Q } \text { [5]. It has a }}$ number of properties that make it an attractive formalism. First, it is very expressive: it supports probabilistic subsumptions between arbitrary $\mathcal{S H} \mathcal{I} \mathcal{Q}$ concepts and a certain class of probabilistic class assertions (but no form of probabilistic role assertions). Second, any $\mathcal{S H \mathcal { H } \mathcal { Q } \text { ontology can be used as a basis for a }}$ P-SHIQ(D) ontology which facilitates transition from classical to probabilistic ontological models. Third, it combines probabilistic and default reasoning. This allows for a consistent treatment of exceptional individuals and subconcepts. Last but not least, its reasoning tasks are decidable.
$\mathrm{P}-\mathcal{S H I} \mathcal{Q}(\mathrm{D})$ is extends the syntax of $\mathcal{S H I Q}$ with conditional constraints [6],that is, expressions of the form $(D \mid C)[l, u]$ where $C$ and $D$ are arbitrary $\mathcal{S H I Q}$ concepts. Conditional constraints can be used for representing uncertainty in both terminological (TBox) and assertional (ABox) knowledge. A probabilistic TBox (PTBox) is a 2-tuple $P T=(\mathcal{T}, \mathcal{P})$ where $\mathcal{T}$ is a $\mathcal{S H} \mathcal{I} \mathcal{Q}$ TBox and $\mathcal{P}$ is a finite set of default conditional constraints. Informally, a PTBox axiom $(D \mid C)[l, u]$ means that "generally, if a randomly chosen individual belongs to $C$, its probability of belonging to $D$ is in $[l, u]$ ". A probabilistic ABox (PABox) is a finite set of strict conditional constraints pertaining to a single probabilistic individual $o$. All constraints in a PABox are of the restricted form $(D \mid \top)[l, u]$, and informally read as " $o$ is a member of $D$ with probability between $[l, u]$ " 4 .

The semantics of $\mathrm{P}-\mathcal{S H} \mathcal{I} \mathcal{Q}(\mathrm{D})$ is standardly given in terms of a possible world [4. Let $\Phi$ be the set of all concepts that can be used in conditional constraints. Then a world is a subset of $\Phi$. A world $I$ is called possible if $\{a: C \mid C \in I\} \cup\{a$ : $\neg C \mid C \notin I\}$ is satisfiable w.r.t. TBox for a fresh individual $a$. The set of all possible worlds with respect to $\Phi$ (the so-called index set) is denoted $\mathcal{I}_{\Phi}$. A world $I$ satisfies a concept $C \in \Phi$ is denoted as $I \models C$ if $C \in I$. Satisfiability is inductively extended to complex concepts as usual.

A world $I$ is said to be a model of a TBox axiom $\eta$ denoted as $I \models \eta$ if $\{\eta\} \cup\{a: C \mid C \in I\} \cup\{a: \neg C \mid C \notin I\}$ is satisfiable for a fresh individual $a$. A world $I$ is a model of a TBox $T$ denoted as $I \models T$ if it is a model of all axioms of $T$. It has been shown that this way to providing semantics to DL is equivalent to the classical model-theoretic approach based on interpretation functions 4].

It is convenient to define probabilistic models in terms of possible worlds. A probabilistic interpretation $\operatorname{Pr}$ is a function $\operatorname{Pr}: \mathcal{I}_{\Phi} \rightarrow[0,1]$ such that $\sum_{I \in \mathcal{I}_{\Phi}} \operatorname{Pr}(I)=1 . \operatorname{Pr}$ is said to satisfy a TBox $\mathcal{T}$ denoted as $\operatorname{Pr} \vDash \mathcal{T}$ iff $\forall I \in \mathcal{I}_{\Phi}, \operatorname{Pr}(I)>0 \Rightarrow I \models \mathcal{T}$. Next, probability of a concept $C \in \Phi$ denoted as $\operatorname{Pr}(C)$ is defined as $\sum_{I \models C} \operatorname{Pr}(I) . \operatorname{Pr}(D \mid C)$ is used as an abbreviation for $\operatorname{Pr}(C \cap D) / \operatorname{Pr}(C)$ given $\operatorname{Pr}(C)>0$. A probabilistic interpretation $\operatorname{Pr}$ satisfies
a conditional constraint $(D \mid C)[l, u]$ (or $\operatorname{Pr}$ is a model of $(D \mid C)[l, u]$ ) denoted as $\operatorname{Pr} \vDash(D \mid C)[l, u]$ iff $\operatorname{Pr}(C)=0$ or $\operatorname{Pr}(D \mid C) \in[l, u]$. Finally, $\operatorname{Pr}$ satisfies a set of conditional constraints $\mathcal{P}$ iff it satisfies each of the constraints.

Reasoning in $\mathrm{P}-\mathcal{S H} \mathcal{I} \mathcal{Q}(\mathrm{D})$ can be expected to be computationally hard be-
 main reasoning tasks [5]. Next we explain why although P-SHIQ(D) reasoning procedures are still in EXPTIME, their implementations perform significantly worse in practice.

A PTBox is satisfiable if there exists a probabilistic interpretation that satisfies all the conditional constraints. Such an interpretation is a probability distribution built over the index set. As we see shortly typical size of index sets is the main reason of intractability.

Given PTBox $P T=(\mathcal{P}, \mathcal{T})$, PSAT is equivalent to solvability of the following system of linear inequalities (for each constraint $(C \mid D)[l, u]$ in $\mathcal{P}$ ) [4]:

$$
\frac{\sum_{I \in I_{\Phi}, I \models \neg D \sqcap C}-l x_{I}+\sum_{I \in I_{\Phi}, I \models D \sqcap C}(1-l) x_{I} \geq 0}{\sum_{I \in I_{\Phi}, I \models \neg D \sqcap C} u x_{I}+\sum_{I \in I_{\Phi}, I \models D \sqcap C}(u-1) x_{I} \geq 0}
$$

It is easy to see that the number of variables $\left(x_{I}\right)$ in the linear system (1) is equal to the size of the index set which is exponential in the number of concepts that appear in conditional constraints. This is the main reason why PSAT is intractable. Experimental studies show that even for small ontologies (i.e. fewer than 20 constraints) the linear systems become unmanageable [1].

## 3 Incremental Construction of Linear Systems

The difficulty of having an unmanageable number of variables in linear systems is well known and is faced in many important problems reduced to linear programming, e.g., cutting stock. One very successful approach to coping with this problem is column generation (CG) 7]. CG is based on the fundamental property of linear programming which says that if the optimal solution is feasible then it can be achieved with only a small subset of variables, the so-called basic variables, being positive. All other variables can be safely restricted to zero.

In the context of $\mathrm{P}-\mathcal{S H} \mathcal{I} \mathcal{Q}(\mathrm{D})$ this forms a basis of the small model theorem which states that a PTBox is satisfiable (i.e. has some model) if and only if it has a small model, i.e. a model of polynomial size 6. In other words, for a satisfiable PTBox there always exists a satisfying probability distribution built over only a small subset of the index set. All other index set items do not need to be generated as they will be represented by non-basic variables.

It is therefore highly desirable to compute only those parts of the index set that are sufficient for constructing a satisfying model. Our strategy, which is based on column generation, is to compute index sets incrementally trying to ensure that the desirable subset will be found reasonably soon.

The key aspect of employing column generation is defining and solving the problem of generating new columns which often appears to be an extra optimization problem (the so-called pricing-out problem (POP)). Its constraints must ensure that each produced solution is, in fact, a column in the context of the original linear system. As long as each variable in (1) 1 corresponds to a possible world, POP should be formulated in such a way that the set of generated columns can be put in one-to-one correspondence with the index set.

As defined in Section 2, each possible world can be represented as a satisfiable conjunctive concept expression in $\mathcal{S H \mathcal { H } \mathcal { Q } \text { . Thus each generated column must }}$ satisfy two conditions: First, it should correspond to a certain conjunctive class expression. Second, that class expression must be satisfiable given the original TBox. Then and only then the column is valid (i.e. represents a member of $I_{\Phi}$ ).

In order to enforce the above conditions we should look at the possible values of column components in (11). Rows of the matrix represent conditional constraints (each constraint is described by two inequalities). Each component of a generated column ( $a_{i, j}$ ) should correspond to some constraint $(D \mid C)[l, u] \in P$. This observation allows us to restrict the values that $a_{i, j}$ can take on. It follows from (11) that if $i^{t h}$ component corresponds to the lower (resp. upper) bound inequality then domain of $a_{i, j}$ is $\{0,-l, 1-l\}$ (resp. $\{0, u, u-1\}$ ).

Furthermore, a closer inspection of (11) reveals that since expressions $\neg D \sqcap C$ and $D \sqcap C$ are disjoint, no $I$ can be a subclass of both. That leads to the following binary extensional constraints on pairs of consecutive components:

$$
\begin{array}{r}
R_{i, i+1}=\{\{0,0\},\{-l, u\},\{1-l, u-1\}\}  \tag{2}\\
\\
\text { for } i=0,2, \ldots, m . m=2 \times|\mathcal{P}|
\end{array}
$$

The constraints (2) guarantee that each column produced by solving POP will correspond to a world. The transformation (which we call $\eta$ ) of columns into $\mathcal{S H I Q}$ class expressions is straightforward: it proceeds by examining each pair of column's components and transforming it into conjunctions of literals. For example, if $0^{t h}$ and $1^{\text {st }}$ components of a column are $-0.4,0.6$ and these ( $0^{t h}$ and $\left.1^{\text {st }}\right)$ inequalities correspond to the conditional constraint $(X \mid Y)[0.4,0.6]$ then the conjunct $\neg X \sqcap Y$ will be added to the class expression. The process terminates in time that is linear in the number of pairs (i.e., the number of conditional constraints $-m$ ). More formally:

Definition 1. $\eta: \mathcal{C} \rightarrow \Phi$, where $\mathcal{C}$ is a set of all possible columns and $\Phi$ is a set of all (not necessarily possible) worlds, is a function that transforms a generated column into a conjunctive $\mathcal{S H I Q}$ class expression. It is defined as $\eta(c)=\sqcap_{i}\left(I_{i}\right)$

[^15]where each index $i$ is associated with either lower bound or upper bound linear inequality corresponding to some conditional constraint $(D \mid C)[l, u]$. If it is lower (resp. upper) bound inequality then $I_{i}$ is defined as:
$-c[i]=-l($ resp. $u)$ then $I_{i}=\neg D \sqcap C$
$-c[i]=1-l$ (resp. $u-1$ ) then $I_{i}=D \sqcap C$

- Otherwise $I_{i}=\top$

This makes $\eta$ is a well-defined total function on the set of all columns.
The constraints (2) are necessary but not sufficient. They do not ensure that the corresponding class expression will be satisfiable w.r.t. TBox (or, equivalently, that the world will be possible). For example, if there are conditional constraints $(X \mid Y)[0.4,0.6]$ and $(X \mid Z)[0.8,1]$ then a column might be generated that will correspond to $\ldots \sqcap(X \sqcap Y) \sqcap \ldots \sqcap(\neg X \sqcap Y) \sqcap \ldots$. Clearly this expression is unsatisfiable so the column is invalid (it does not represent a variable in (1)).

In order to explicitly prohibit generation of invalid columns we must add an extra constraint (call it $R^{*}$ ) to the POP:

$$
\begin{equation*}
\forall c \in \mathcal{C}, \eta(c) \text { must be satisfiable w.r.t. the original TBox } \tag{3}
\end{equation*}
$$

Now we can give the formulation of the POP for PSAT column generation:
Definition 2. The price-out problem for PSAT is a tuple $\langle X, D, C, F\rangle$, where:

- $X$ is a set of variables where each variable represents a component of the column being generated.
- $D$ is a set of variable domains. Each domain is associated with a conditional constraint $(D \mid C)[l, u]$ and contains values $\{0,-l, 1-l\}$ or $\{0, u, u-1\}$.
- $C$ is a set of constraints. They include constraints $\left\{R_{i, i+1}\right\}$ of the form (2) and extra constraint $R^{*}$ (3) that ensures satisfiability.
$-F=\sum w_{i} x_{i}$ is a linear objective function where $\left\{w_{i}\right\}$ are known coefficients.
The goal is to minimize $F$ subject to the constraints.
Note that in this formulation POP represents a constraint optimization problem. Importantly, its size is linear in the number of conditional constraints.


### 3.1 Constraint Optimization for Column Generation

Constraint optimization problems (COP) can be seen as generalizations of constraint satisfaction problems (CSP) that in addition to satisfying constraints also seek for a solution that optimizes a cost function. It is important to understand the class of COPs that the problem (21) falls into in order to select the right method for solving it.

Clearly POP is a combinatorial optimization problem since the domains of all variables are discrete. Its feasible solution space is discrete and finite (the upper bound is $3^{2 m}$ since columns are $2 m$-vectors and each domain consists of 3 elements). It can formulated in the weighted Max-CSP form with multiple hard constraints and one soft constraint (representing the objective function).

A classical method for solving such COP problems is based on Branch-andBound search. Solvers that implement this method proceed by assigning values to variables in the depth-first manner. On each step they compute the lower (or upper) bound of the objective function based on the current partial assignment and backtrack if the estimated value is guaranteed to be worse than previously found. The critically important factor for this search is the ability to compute good (i.e., tight) objective bounds which allows pruning of search subspaces.

In order to apply Branch-and-Bound or similar search methods we need to be able to evaluate constraints. This is tricky for the satisfiability constraint (3) because transforming each partial assignment into a $\mathcal{S H \mathcal { H } \mathcal { Q } \text { constraint and }}$ solving SAT is a very costly operation. Moreover it is unclear how this constraint can be propagated for ensuring local consistency during the search.

```
Input: \(W\) - objective coefficients, \(\mathcal{T}\) - TBox, \(\left\{R_{i, i+1}\right\}\) - initial constraints
Output: Valid improving column \(c\) or null
\(P O P=\) initialize_POP_problem \((R, W)\)
while True do
    \(c:=\) solve \((P O P)\);
    if \(c!=\) null \&\& reduced_cost \((c)<0\) then
        if \(\operatorname{SAT}(\eta(c), \mathcal{T})\) then
            return \(c\); // Column is improving and valid
        end
        else
            // Column is improving but invalid
            \(j:=\) compute_justifications \((\eta(c), \mathcal{T})\);
            prohibit_assignments \((P O P, j)\);
            end
    end
    else
        return null; // There is no improving column, stop
    end
end
```

Algorithm 1. Column generation algorithm

Instead we propose an alternative approach (see Algorithm (1). The idea is to generate a valid column in several optimization steps by gradually adding constraints that will eventually ensure satisfiability (or lead to the conclusion that no valid column is an improving one). The algorithm works as follows:

1. Initially the POP contains only constraints $R_{i, i+1}$ (line 1 ).
2. COP solver solves the POP (line 3).
3. If there exists an improving column then its validity is checked, otherwise null is returned (line 4).
4. The column is transformed into a $\mathcal{S H} \mathcal{I} \mathcal{Q}$ concept expression which is checked for satisfiability w.r.t. TBox (line 5).
5. If the expression is satisfiable then the column is returned (line 6).
6. Add extra constraints that prohibit all partial variable assignments responsible for the unsatisfiability (lines 9 and 10).
7. Step 2 is repeated.

Since search space is finite and the algorithm can never generate the same column twice it is guaranteed to terminate.

The most interesting step here is 6 . Recall that each $\mathcal{S H} \mathcal{I} \mathcal{Q}$ concept expression is a set of conjuncts. Therefore any unsatisfiability can be justified by minimal sets of conflicting conjuncts. These are analogous to precise justifications in OWL [8] in the sense that removal of any conjunct from all of the subsets is sufficient to make the expression satisfiable. Each minimal subset of conjuncts (a justification) corresponds to the assignment of values to a subset of column's variables. Thus prohibiting such assignment is equivalent to ensuring that any generated column will not be invalid due to that particular justification. The goal of the entire process is to capture all reasons of potential unsatisfiabilities in terms of lists of prohibited assignments to ensure that any generated column will be valid. In other words, the constraint $R^{*}$ is handled as a set of extensional n-ary constraints prohibiting assignments that make the current column invalid.

The algorithm involves two NP-hard subproblems: solving constraint optimization problem POP (step 2) and computing all precise justifications (step 6). Unfortunately OWL reasoners currently do not provide efficient means for obtaining precise justifications for long conjunctive concept expressions thus we employ an ad hoc pin-pointing method optimized for conjunctions of literals as opposed to axioms. This may become a bottleneck when dealing with very long expressions which suggests that better methods are needed.

Now we briefly present constraint optimization method used to solve POP. As mentioned earlier, the simplest method is Branch-and-Bound however it turns out to be inefficient in this case due to the presence of prohibited assignments. Such constraints significantly complicate computing of the lower bound because, in general, their objective values cannot be estimated until they are fully assigned. This makes them very different from normal extensional constraints which can be easily propagated using local consistency enforcing methods.

Instead our solver is based on the Russian Doll Search algorithm which solves the problem by splitting it onto a series of nested subproblems [9]. The idea of classical Russian Doll Search (RDS) is to start with the subproblem having only the last variable, then proceed to the subproblem having two last variables and so on, so that $i^{t h}$ subproblem contains variables from $n-i+1$ to the last. Finally the $n^{\text {th }}$ subproblem is equivalent to the entire problem. The idea of solving $n$ problems instead of one might appear illogical but, in fact, given that the variable ordering is fixed the solver is able to use results of previously solved subproblems to compute better lower bounds for the current subproblems. This approach is known to be beneficial on overconstrained problems (which are also the hardest) which was the reason for us to choose it.

## 4 Comparison with Related Work

The intractability of the linear programming approach to probabilistic satisfiability has been tackled with two notable approaches: local inference methods, which attempt to minimize the size of the linear systems by clever construction methods, and methods based on the incremental construction the linear systems.

Local inference means that inference rules which consider only subsets of probabilistic knowledge are applied to obtain probability bounds. Unfortunately, resulting reasoning procedures are almost always globally incomplete. Even worse, it has been shown that no globally complete set of rules exists for any logic that allows conjunctive expressions (events) in probabilistic formulas [10]. Finally, local methods cannot ensure any fixed precision in general 11 .

The goal of methods based on an informed construction of linear systems is to avoid unnecessary variables. This approach works well in specific cases, for example, linear systems for chains of probabilistic formulas will always have polynomial size [12. However, in general polynomial size cannot be guaranteed, for instance, the above technique will generate exponential linear systems if constraints of the form $(C \mid \top)[l, u]$ are added to the chain. Since PABox constraints are always of that form, the method cannot be applied to $\mathrm{P}-\mathcal{S H} \mathcal{I} \mathcal{Q}(\mathrm{D})$.

The closest in spirit to our approach is the approach by Kavvadias and Papadimitriou [13], and Jaumard, Hansen and de Aragão [14]. Similar to them we employ column generation methods of build linear systems incrementally. Their methods allowed them to solve PSAT for propositional probabilistic knowledges bases of substantial size (up to 300 unconditional formulas over 140 atoms).

Nevertheless there are substantial differences between our column generation method and the one used by Jaumard et al. [14. The key difference is that they were able to encode the entire knowledge base into specific optimization problems (nonlinear 0-1 programs) solved to generate columns. While this is arguably more efficient than our generate-and-validate approach based on constraint graphs (see Algorithm (1) it is less generic and has some limitations. Most importantly, it assumes that the entire knowledge base is just a set of propositional probabilistic formulas. Obviously, DL knowledge bases are not propositional. While we might hope to reduce our DL knowledge bases to a propositional one in order to apply Jaumard's method, it's clear that any straightforward reduction will involve an exponential blow up. Part of our future work is to investigate whether this blow up can be mitigated in practice and whether the subsequent application of this method fares better than our more generic approach.

## 5 Experimental Results

We have conducted two series of experiments on different datasets. The first series is based on random sampling of the previously created BRCA ontology [2|1]. In the other series we use random $\mathrm{P}-\mathcal{S H \mathcal { H }}(\mathrm{D})$ generated as in the experiments of Jaumard et al. [14]. The time limit was 10 minutes. We increased the problem size as long as the ratio of successfully solved instances stayed above $50 \%$ over 10 runs. The test machine was a laptop with 2.13 MHz CPU and 1G RAM.

### 5.1 Subsets of the BRCA Ontology

We start with the experiments on random fragments of the BRCA ontology, which is, to the best of our knowledge, the only public realistic $\mathrm{P}-\mathcal{S H} \mathcal{I} \mathcal{Q}(\mathrm{D})$ ontology. Random samples are generated following our recently developed methodology [1. We vary their size and measure the time and space requirements of the PSAT algorithms. The former is measured in milliseconds while the latter is defined as the number of variables (columns) of the largest linear system constructed during the solving process. (We attend to space as the original PSAT algorithm is known to run out of space much sooner than out of time.)

Results for the original and the CG based algorithms are shown on figures 1a and 1b. There are couple of important things to note. First, the CG based algorithm requires drastically less memory since it does not need to generate the entire linear system to check its solvability. Furthermore, the amount of needed space increases very gently with the size of the problem. As a consequence, it is capable of solving problems that are beyond the limit of the original algorithm. Finally, it runs faster even on those problems that the original algorithm can handle because it requires considerably fewer $\mathcal{S H \mathcal { L }}$ SAT tests (recall from Section 2 that the number of SAT tests corresponds to the number of variables).


Fig. 1. a) Time results for BRCA ontology b) Space results for BRCA ontology (logarithmic scale)

### 5.2 Random P-SHI $\mathcal{H}(\mathrm{D})$ Ontologies and Modularity

Next we present results obtained on random $\mathrm{P}-\mathcal{S H} \mathcal{H} \mathcal{Q}(\mathrm{D})$ ontologies, i.e. where both classical and probabilistic parts are randomly generated. The generation procedure follows the one used in [14. First, we generate conjunctive concept expressions with random distribution over length (from one to four literals). Second, we generate conditional constraints using names assigned to previously generated concept expressions. The ratio of the number of atomic concepts to
the number of concept expressions was kept near 0.75 . Since satisfiability is typically harder to prove than unsatisfiability we make a special effort to generate satisfiable sets of constraints. As in [14], we generate random vectors of possible world with random probability distribution over them (basically probabilistic models) and then set probabilities to conditional constraints based on those models. This guarantees that a satisfying probability distribution will exist.

The results are represented on Figure 2. Figure 2a shows results for unconditional constraints (i.e. with $\top$ used as evidence) which allows us to compare our results to those of Jaumard's while Figure 2b shows more realistic results involving conditional constraints. We note that the results are similar to the BRCA case except that the unconditional knowledge bases are substantially easier. It was also observed (although not depicted due to the lack of space) that PSAT tends to be easier as the number of atoms increases. The reason is that more atoms generally means fewer relationships between concepts in conditional constraints. Therefore the POP problem used to generate columns becomes easier because there are fewer constraints in the constraint graph (since constraints are direct consequences of subsumption/disjointness relationships). Interestingly the increase in the number of atoms is a negative factor for both the original PSAT algorithm and the Jaumard's method (see [14]).


Fig. 2. a) Time results for ontologies with random conditional and unconditional statements b) Time results for ontologies with and without disjoint modules

We conclude that while our algorithm for $\mathrm{P}-\mathcal{S H} \mathcal{I} \mathcal{Q}(\mathrm{D})$ is by far superior to the original one, it is still less scalable than the algorithm for propositional PSAT esp. since our hardware is orders of magnitude faster than used by Jaumard et al. in 1991. As mentioned above, the difference probably comes from the fact that their column generation problem belongs to a more tractable and specific class of optimization problems than POP. It remains to be seen whether this advantage will hold in non-propositional cases.

The results of random PSATs suggest that the CG algorithm is implicitly exploiting internal structure of PTBox and, thus, if we can encourage more appropriately structured PTBoxes we might see better performance. For example, assuming that PTBox contains conditional constraints on concepts that come from disjoint modules with signatures, what will the impact on scalability be? Such disjointness seems related to the concept of independence which plays rather fundamental role in many probabilistic formalisms but not yet in $\mathrm{P}-\mathcal{S H \mathcal { H }}(\mathrm{D})$. It's possible that introducing independence to $\mathrm{P}-\mathcal{S H} \mathcal{I} \mathcal{Q}(\mathrm{D})$ will not only allow modelers more expressivity, but improve the typical performance of reasoners.

The experimental setup remains almost the same except that two sets of random concept expressions with disjoint signatures are generated. One half of conditional constraints are generated on concepts from the first set and anotherfrom the second. This corresponds to having a combined P-SHIQ(D) ontology containing strictly independent (in all possible senses) modules. Also, only conditional probabilistic formulas are used.

Figure 2b compares the performance of the CG algorithm on random modular and non-modular ontologies. Indeed the performance and scalability are by far better on modular ontologies. The improvements come from the fact that there can never be constraints in the POP whose scope includes variables that correspond to unrelated conditional constraints. Given that conditional constraints built on concepts from two hierarchies are totally unrelated, we can always decompose any POP instance onto two sub-instances that can be solved independently. It follows that the complexity of generating each column is now equal to the complexity of a POP of half the size.

It may seem that given that columns can be generated exponentially faster the positive impact on PSAT performance should be more significant. However, in addition to the column generation there is also an NP-hard column validation step which amounts to computing all justifications of concept unsatisfiability. Unfortunately, as we observed during the experiments, the latter dominates. This suggests that it might be needed to tune the algorithm for computing laconic justifications to the kind of expressions arising in Algorithm 1 .

## 6 Conclusion

In this paper we proposed an approach to coping with exponential size of linear systems generated by the probabilistic satisfiability algorithm for $\mathrm{P}-\mathcal{S H} \mathcal{I} \mathcal{Q}(\mathrm{D})$. It is substantially different from the known applications of column generation to the satisfiability problem in propositional probabilistic logic. It does not require to encode the entire classical and probabilistic knowledge in the optimization problem solved to generate columns. As a consequence, it can be used with ontologies that contain very extensive bodies of classical knowledge, e.g. the NCI Thesaurus augmented with probabilistic statements.

Our approach has a number of advantages over the original PSAT algorithm [4]. The most important one is that it reduces the problem of managing exponentially large linear systems to a constraint optimization problem of generating
columns. The difference is that the latter is restricted in its size and better investigated with a lot of different methods already developed. Our experiments demonstrate substantial improvements in reasoning performance and exponential space savings.

Another advantage is related to exploiting potential modularity of $\mathrm{P}-\mathcal{S H I Q}(\mathrm{D})$ ontologies. The experiments show that our algorithm performs substantially better on ontologies that contain disjoint probabilistic modules while the original algorithm cannot cope with modularity at all. This fact may encourage modular design of $\mathrm{P}-\mathcal{S H \mathcal { L } Q ( \mathrm { D } ) \text { ontologies and further research on }}$ introducing independence into the language.
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#### Abstract

In this paper we introduce the problem of managing uncertainty on the schema of a relational database. We formalize this problem using a possible world semantics, identify the challenges posed by the co-existence of many alternative schemata, and define some basic properties of a system with uncertain schemata. Finally, we describe a query rewriting system, i.e., the technique used to produce valid queries for each alternative schema, and study its properties.
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## 1 Introduction

Uncertainty is a state of limited knowledge about a past, current or future state of the world. Uncertainty plays a fundamental role in many disciplines, like physics (e.g., Heisenberg's uncertainty principle), finance (prediction of future stock prices), insurance (determination of insurance rates based on the likelihood of events), and in several fields of computer science, like artificial intelligence and database management. In the following, we will focus on the management of uncertain databases.

Uncertainty has been studied in the field of data management since the early Nineties, and during the last half-decade there have been significant research efforts to develop working systems to manage uncertain data. As an example, consider the relation illustrated in Figure 1; it expresses uncertainty about Charles' age, which can be 42 (with a probability of .3 ) or 43. Similarly, we are uncertain about Herman's surname. In both cases uncertainty affects values, e.g., we are not sure about Charles' age, but we are sure that 42 and 43 represent ages: there is no uncertainty on the metadata.

| PERSON |  |  |
| :--- | :--- | :--- |
| Name Surname Age <br> Charles Dickens $42: ~ .3 ~\| \| ~ 43: ~ .7 ~$ <br> Herman Melville: .5 \|| Melvil: .5 54 <br> Emily Brontë 25 |  |  |

Fig. 1. A relation with a certain schema containing uncertain data. The symbol || separates alternative choices, each one annotated with its probability.

In general, a relational database can be modeled as a pair $(S, I)$, where $S$ is the schema (or intension) and $I$ is the instance (or extension). In the previous example, PERSON(Name, Surname, Age) is the schema and (Emily, Brontë, 25) is part of the instance. So far uncertain data management systems have been developed to represent and manipulate uncertain instances: attributes or tuples are annotated with probabilities (or possibility/necessity degrees) and, in some models, with additional information to represent their probabilistic dependencies. However, uncertainty may also affect the metadata: in this work we provide the first results concerning uncertainty management on schemata. This problem is particularly relevant with regard to the topic of scalable uncertainty management, because it can be caused by the presence of large amounts of data, and the consequent need for automated analysis techniques, as shown in the following motivating scenarios.

### 1.1 Motivating Scenarios

Uncertain instances have many possible application fields, e.g., sensor and scientific databases, and for this reason they have been object of almost all studies on uncertain data so far. However, recent work on data integration has shown that when we want to merge different data sources, in general we cannot produce a single mediated schema, because of the uncertainty generated during the comparison of the data sources [112]. Data integration is one of the most relevant and studied problems in the field of database management, with applications ranging from company information system merging and data warehousing to Web and scientific meta-search engines. Therefore, data integration activities affect a very large number of databases, with a consequent very large number of potential applications of uncertain schemata.

As an example, consider Figure 2 where we have illustrated two schemata P1 and P2, each one made of a single table. If we want to merge these schemata, we must decide if Office Phone and Home Phone are two distinct concepts or not, and depending on this choice the integrated schema will look like the one represented on the left hand side of Figure 3 (Name, Office Phone, Home Phone) or the one on the right hand side (Name, Phone). This example shows how data integration activities may generate uncertainty in the form of alternative schemata.

| P1 |  |
| :--- | :--- |
| Name | Office phone |
| Charles | $01-2345$ |
| Herman | $01-3456$ |


| P2 |  |
| :--- | :--- |
| Name | Home phone |
| Herman | $01-4567$ |
| Emily | $01-5678$ |

Fig. 2. Two local data sources, P1 and P2

Although data integration is certainly a very important application field of uncertain schemata, we may find uncertain schemata also in centralized systems, and in particular inside legacy systems. If a database is not well documented, after many years of activity, or when its administrators change, there may be a decreasing understanding of its

| $\mathrm{P} 1 \oplus \mathrm{P} 2$ (1) |  |  | $\mathrm{P} 1 \oplus \mathrm{P} 2 \quad$ (2) |  |
| :---: | :---: | :---: | :---: | :---: |
| Name | Office phone |  | Name | Phone |
| Charles | 01-2345 |  | Charles | 01-2345 |
| Herman | 01-3456 | 01-4567 | Herman | 01-3456 |
| Emily |  | 01-5678 | Herman | 01-4567 |
|  |  |  | Emily | 01-5678 |

Fig. 3. Two alternative ways to merge the data sources P1 and P2
content. For example, if we find a column telephone, will it contain private or public (office) telephone numbers? This uncertainty does not necessarily affect only the data (we may know telephone numbers with certainty), but may also concern the metadata, i.e., the schema, and can be modeled considering different schemata with alternative semantics.

As another example, consider a hospital database where one column of a table with patient records contains dates, and its name is just Date. Are these hospitalization dates? Do they indicate the date of an exam? In this case, we have uncertainty on the schema, and alternative schemata can be used to impose different semantics to the data.

### 1.2 Possible World Semantics and Its Implications on User Interaction

As we have aforementioned, when there is no uncertainty a database can be seen as a pair $(S, I)$. To extract information from it we can ask a query defined on schema $S$ (notated $q^{S}$ ) and produce a new database $q^{S}(S, I)=\left(S^{q^{S}}, I^{q^{S}}\right)$. For example, we may ask a relational query:

$$
\pi_{\text {Office phone }}\left(\sigma_{\text {Name }}=\text { 'Charles }{ }^{\prime}(\mathrm{P} 1)\right)
$$

on the relation P1 represented in Figure 2, obtaining a single relation with one attribute Office phone containing the value 01-2345.

When a database contains uncertain information, like in Figure 1 this denotes the contemporary existence of multiple possible worlds. For example, the tuple:

- (Charles, Dickens, 42||43)
corresponds to two possible databases (or worlds), one where Charles is 42 years old and one where he is 43 (if this is the only tuple in the only relation of the database):
- (Charles, Dickens, 42)
- (Charles, Dickens, 43)

Therefore, we may state that a database with uncertain instance can be modeled as a set of certain databases $\left(S, I_{1}\right), \ldots,\left(S, I_{N}\right)$. This creates a mismatch: a single user must deal with multiple databases at the same time. However, despite the presence of many possible databases, we can still easily define queries that can be applied to all of them, because they share the same schema. For example, a query on the database illustrated in Figure 1 like:

$$
\pi_{\text {Age }}\left(\sigma_{\text {Name }}=\text { 'Charles' }{ }^{\prime}(\text { PERSON })\right)
$$

is valid in both the alternative databases above, and can be computed on each of them, producing 42 and 43 as alternative results. Then, these results may be aggregated and annotated with their probability (we do not provide additional details, as this is not the main object of this paper). In Figure 4 we have illustrated this more complex process, where we can nevertheless easily define queries.

$$
q^{s}\left\{\begin{array}{c}
\left(S, I_{1}\right)=\left(S^{q^{s}}, I_{1}\right) \\
\cdots \\
\cdots \\
\left(S, I_{N}\right)=\left(S^{q^{s}}, I_{N}\right)
\end{array}\right)\left(S^{\left.q^{s}, l_{u}^{q^{s}}\right)}\right.
$$

Fig. 4. Query execution with a certain schema and uncertain instances

However, if we allow each possible world to have a specific schema, different from the others, a query that is valid on one schema may not be the same on another. For example, with regard to Figure 3 the query:
$\sigma_{\text {Office phone }}=$ Home phone $(P 1 \oplus P 2)$
is valid for the first relation (1), but not for the second, where there is just a single Phone column.

A solution to this problem is to provide a consolidated schema $\left(S_{c}\right)$, containing a sort of summary of all the alternative schemata $S_{1}, \ldots, S_{N}$, and a way to rewrite a query on $S_{c}$ for each alternative schema $S_{i}$. This scenario, which we call query rewriting system, is illustrated in Figure 5


Fig. 5. Query execution with an uncertain schema, using a consolidated schema

To see how this scenario applies to the aforementioned context of data integration, and to point out the differences between query rewriting in data integration systems and in our query rewriting systems, consider Figure 6. The left hand side of the figure represents a traditional data integration setting, with three local data sources and one mediated schema (M). Queries are defined on the mediated schema, and then translated and executed on each data source. The integrated database corresponding to the mediated schema contains data from the first and the second and the third data source. On the right, we have illustrated our scenario: there are many mediated schemata, and the correct mediated schema is $M_{1}$ or $M_{2}$ or $M_{3}$, exclusive. A query expressed on the


Fig. 6. Traditional (a) and uncertain (b) data integration
consolidated schema $C$ is first translated to match each alternative mediated schema. Then, it is rewritten to be executed on each data source for each mediated schema.

Before proceeding with the formalization of this last scenario and of the properties we may expect from a consolidated schema and a query rewriting system, it is worth noticing that (although related) the management of uncertain instances and uncertain schemata are two separate problems: we may have cases with only uncertain tuples, as in Figure 1, and cases with certain tuples and uncertain schema, e.g., if we consider table $P 2$ in Figure 2 and state that the first column may contain names or surnames. In general, both kinds of uncertainty may coexist, and uncertainty on schemata may induce uncertainty on the answer of queries.

## 2 Query Rewriting Systems (QRS)

Uncertainty may affect several features of a schema, as suggested in [3]. In this paper, we focus on one aspect: the aggregation of attributes (that we will also call columns). In particular, we assume that all alternative schemata contain the same attributes, but these attributes may constitute different relations - a scenario that can be found in data integration applications where all alternative mediated schemata contain all the attributes found in all the local data sources. As a working example, we will use the set of attributes represented in Figure 7 (notice that underlined names are used to distinguish different attributes with equal names, and not to indicate keys). Over this set, we can define the three alternative schemata represented in Figure 8 If these are the only alternatives, we can see that we are sure that the Age attribute contains ages of people whose surnames are contained inside the Surname attribute - in fact, these columns belong to a single relation in all the three alternative schemata. However, we are not sure that the people described by the underlined attributes (Name, Surname, Age) are in some relationship with the others - in fact, they are aggregated together only in the possible world represented in Figure 8(b) (PW2).

Following the previous discussion, we define a schema as a set of relations aggregating some basic attributes, i.e., a partition of these attributes where each partition (relation) has a name. In particular, we assume to work with un-normalized databases,

| Name | Surname | Age | Name | Surname | Age |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Charles | Dickens | 42 | Emily | Brontë | 25 |
| Herman | Melville | 54 | Jane | Austin | 60 |
| Lewis | Carroll | 13 | Joanne | Rowling | 12 |

Fig. 7. A set of attributes $\mathcal{A}$

| MAN |  |  | WOMAN |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Name | Surname | Age | Name | Surname | Age |
| Charles | Dickens | 42 | Emily | Brontë | 25 |
| Herman | Melville | 54 | Jane | Austin | 60 |
| Lewis | Carroll | 13 | Joanne | Rowling | 12 |

(a) Possible world PW1 - P(PW1)=. 3

| WOMAN |  |  | MAN |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Name | Surname | Age | Name | Surname | Age |
| Emily | Dickens | 42 | Charles | Brontë | 25 |
| Jane | Melville | 54 | Herman | Austin | 60 |
| Joanne | Carroll | 13 | Lewis | Rowling | 12 |

Fig. 8. An uncertain schema, made of three possible worlds
where there are no overlapping columns used to reference tuples from one table to the other. If we consider a single stand-alone database, this would usually result in a single table, whenever all tables are connected to the others through foreign keys. However, when we merge two or more heterogeneous databases we may obtain disjoint tables containing unrelated data.

Definition 1 (Schema). Let $\mathcal{A}$ be a set of attribute names. A schema over $\mathcal{A}$ is a named partition of $\mathcal{A}$.

In this paper, we do not consider the partition names while checking for schema equivalence, consistently with the fact that we focus only on attribute aggregation. The definition of uncertain schema is now straightforward, as an uncertain schema is just a set of alternative schemata, in this case over the same set of basic attributes.

Definition 2 (Uncertain schema). Let $\mathcal{A}$ be a set of attribute names. An uncertain schema is a set of schemata $S^{u}=\left\{S_{i} \mid i \in[1, n]\right\}$ over $\mathcal{A}$.

Given an uncertain schema, we may use several functions to represent their likelihood, our preference or our belief in them. In the remaining of the paper, we will focus on probabilistic uncertainty, and will thus assign a probability mass to each alternative schema. This choice does not prevent the definition of uncertain schemata annotated using other uncertainty representation formalims. In addition, we do not deal with the problem of how probabilities are generated.

Definition 3 (Probabilistic uncertain schema). A probabilistic uncertain schema is a pair $\left\langle S^{u}, P\right\rangle$, where $S^{u}$ is an uncertain schema and $P$ is a probability distribution over $S^{u}$, i.e., a function $P: S^{u} \rightarrow[0,1]$ such that $\sum_{S \in S^{u}} P(S)=1$.

Example 1 (Probabilistic uncertain schema). Consider the possible worlds represented in Figure 8, and the function $P$ indicated in the figure. Then, $\langle\{\mathrm{PW} 1, \mathrm{PW} 2, \mathrm{PW} 3\}, P\rangle$ is a probabilistic uncertain schema.

As we have aforementioned, to produce queries that are valid for each alternative possible world, we need a consolidated schema. According to our previous definitions, all schemata contain the same attributes. Therefore, the same attributes should be present also in the consolidated schema used to express queries on the alternative databases.

Definition 4 (Consolidated schema). A consolidated schema over an uncertain schema $S^{u}$ is a schema over the same set of attributes $\mathcal{A}$ of $S^{u}$.

Once we have a consolidated schema, we can express queries on it, that can be translated into queries on each alternative schema. In the following definition, $\operatorname{sort}(q(S))$ indicates the set of attributes of the relation generated by the query $q$ when applied to a schema $S$.

Definition 5 ((Probabilistic) query rewriting system). Let $Q^{S}$ be the set of queries we can express on schema $S$. A query rewriting system is a tuple $\left\langle\mathcal{A}, S^{u}, P, S_{c}^{u}, \mathcal{R}\right\rangle$ where $S^{u}=\left\{S_{i} \mid i \in[1, n]\right\}$ is an uncertain schema over $\mathcal{A},\left\langle S^{u}, P\right\rangle$ is a probabilistic uncertain schema, $S_{c}^{u}$ is a consolidated schema over $\mathcal{A}, \mathcal{R}=\left\{r_{i} \mid i \in[1, n]\right\}$ is a set offunctions $\left\{r_{i}: Q^{S_{c}^{u}} \rightarrow Q^{S_{i}} \mid i \in[1, n]\right\}$ and $\forall i, j \in[1, n], \forall q \in Q^{S_{c}^{u}}, \operatorname{sort}\left(r_{i}(q)\left(S_{i}\right)\right)=$ $\operatorname{sort}\left(r_{j}(q)\left(S_{j}\right)\right)$.

### 2.1 Properties of QRSs

The previous definitions are very general: any schema over $\mathcal{A}$ can be a consolidated schema. However, we are interested in schemata that represent well the information contained in the alternative possible worlds. Therefore, we need to define some properties to characterize good consolidated schemata: schema soundness (or s-soundness) and schema completeness (or s-completeness).

Let us start by defining schema completeness. Assume that two attributes are aggregated together (belong to the same relation) in an alternative schema. This expresses the existence of a relationship among the two attributes, i.e., the association of some values from one column with some values from the other. If the consolidated schema is complete, this relationship must be present in it as well.

Definition 6 (s-completeness). Let $S^{u}$ be an uncertain schema. A consolidated schema $S_{c}^{u}$ is s-complete iff $\forall S \in S^{u}, \forall R \in S \nexists R_{1}, R_{2} \in S_{c}^{u} \mid R_{1} \neq R_{2}, A_{i} \in R_{1}, A_{j} \in$ $R_{2}, A_{i}, A_{j} \in R$.

The concept of schema soundness is dual: a sound consolidated schema does not contain aggregations that are not present in some alternative possible worlds:

Definition 7 (s-soundness). Let $S^{u}$ be an uncertain schema. A consolidated schema $S_{c}^{u}$ is s-sound iff $\forall S \in S^{u}, \forall R \in S_{c}^{u} \nexists R_{1}, R_{2} \in S \mid R_{1} \neq R_{2}, A_{i} \in R_{1}, A_{j} \in$ $R_{2}, A_{i}, A_{j} \in R$.

These properties could also be graded, to take into account the probabilities attached to the alternative schemata. However, we leave this extension to future work.

Example 2. Consider the uncertain schema illustrated in Figure 8 The consolidated schema:

## - $R$ (Name, Surname, Age, Name, Surname, Age)

is s-complete, but not s-sound, while the consolidated schema:

- $R_{a}($ Name $), R_{b}($ Surname, Age $), R_{c}(\underline{\text { Name }}), R_{d}\left(\underline{\text { Surname })}, R_{e}(\underline{\text { Age }})\right.$
is s-sound, but not s-complete.
Notice that the concepts of s-completeness and s-soundness are very strong: we require, respectively, that the consolidated schema contains all the information present in all possible worlds, but no information that is not present in some of them. It follows that having both conditions satisfied implies the existence of a single possible world identical to the consolidated schema.

Proposition 1. Given an uncertain schema with cardinality strictly greater than one, there is no consolidated schema which is both sound and complete.

So far, we have discussed the concepts of soundness and completeness with regard to the consolidated schema. While this is certainly important, because we query the alternative databases through it, the amount of information that we can extract depends also on the query language used to query the consolidated schema and the way in which we translate queries. It is worth noticing that these two basic properties alone do not define the set of good languages and translations. They only indicate how much information can be extracted from the consolidated schema with regard to the alternative schemata. Therefore, other additional properties can be defined to further characterize languages and translations - we leave this aspect to future works.

The concepts of soundness and completeness for QRSs are analogous to the ones defined for consolidated schemata. A QRS is complete if we can express on the consolidated schema all queries that can be expressed on each alternative schema:

Definition 8 (q-completeness). Let $\left\langle\mathcal{A}, S^{u}, S_{c}^{u}, R\right\rangle$ be a query rewriting system. $\forall S_{i} \in$ $S^{u}, \forall q^{S_{i}} \in Q^{S_{i}} \exists q^{S_{c}^{u}} \in Q^{S_{c}^{u}} \mid r_{i}\left(q^{S_{c}^{u}}\right)=q^{S_{i}}$.

Similarly, a QRS is sound if we cannot express queries that cannot be expressed on the alternative schemata:

Definition 9 (q-soundness). Let $\left\langle\mathcal{A}, S^{u}, S_{c}^{u}, R\right\rangle$ be a query rewriting system. $\forall S_{i} \in$ $S^{u}, \forall q^{S_{c}^{u}} \in Q^{S_{c}^{u}} \exists q^{S_{i}} \in Q^{S_{i}} \mid r_{i}\left(q^{S_{c}^{u}}\right)=q^{S_{i}}$.

## 3 Coarsest Refinement (CR) Rewriting Systems

Given an uncertain schema, to define a specific query rewriting system we need to specify:

- A consolidated schema.
- The query languages for both the consolidated schema and the alternative schemata.
- The rewriting functions.

In this section we describe a specific QRS , which ensures s-soundness. In fact, we have seen that we cannot be both s-sound and s-complete. However, there are several possible sound consolidated schemata and query rewriting systems. Among these, we will choose the one which maximizes completeness.

### 3.1 Consolidated Schema

Definition 10. A schema $S^{\prime}$ is a refinement of a schema $S$ (both over the same set of attributes $\mathcal{A}$ ) iff $\forall R^{\prime} \in S^{\prime} \exists R \in S \mid R^{\prime} \subseteq R$.

If a schema is not a refinement of another, it introduces new relationships. For example, the schema PW2 is not a refinement of PW1, because it introduces the relationship between the attributes related to men and those related to women, while PW1 refines PW2. If we have an uncertain schema $S^{u}=\left\{S_{i} \mid i \in[1, n]\right\}$ over $\mathcal{A}$, the set of consolidated schemata containing only relationships which are present in all the consolidated schemata corresponds to the set of refinements of all the alternative schemata in $S^{u}$ (notated $\mathcal{R}\left(S^{u}\right)$ ). Importantly, for each uncertain schema there is always at least one schema in $\mathcal{R}\left(S^{u}\right)$. However, we are interested in exposing all the relationships that are defined in all the alternative possible worlds. This corresponds to a coarsest common refinement of $S_{1}, \ldots, S_{n}$.

Definition 11 (Coarsest Common Refinement). If $S^{u}=\left\{S_{i} \mid i=1 \ldots n\right\}$ is an uncertain schema, a schema $S_{c}^{u}$ is a coarsest common refinement of $S_{1}, \ldots, S_{n}$ iff

- $S_{c}^{u} \in \mathcal{R}\left(S^{u}\right)$.
- $\forall S \in \mathcal{R}\left(S^{u}\right), S$ is a refinement of $S_{c}^{u}$.

Proposition 2. If $S^{u}=\left\{S_{i} \mid i=1 \ldots n\right\}$ is an uncertain schema, there is always $a$ coarsest common refinement of $S_{1}, \ldots, S_{n}$.

Notice that also in [2] the authors look for the coarsest refinement of a partition, but to solve a completely different problem - they consider a single relation, and partitions indicate a union of attributes in a mediated schema.

Example 3. Consider the uncertain schema illustrated in Figure 8 The coarsest refinement consolidated schema is:
$R_{1}($ Name $), R_{2}$ (Surname, Age), $R_{3}(\underline{\text { Name }}), R_{4}(\underline{\text { Surname, Age }})$
Coarsest refinement consolidated schemata have the property that each relation corresponds to at most one relation in each alternative schema. Finally, notice that coarsest refinement consolidated schemata are sound but not complete, except if the uncertain schema contains only one possible world (in which case it is not really uncertain).

### 3.2 Query Languages

In this example of query rewriting system we will use the same query language for both the consolidated and alternative schemata. In particular, we will focus on the relational operators $\pi, \sigma$ and $\times$. In addition, we will deal with queries in a normal form with projections, selections and products: $\pi_{A_{1}, \ldots, A_{k}}\left(\sigma_{A_{i}=c_{i} \wedge \cdots \wedge A_{j}=c_{j}}\left(R_{1} \times \cdots \times R_{m}\right)\right)$.

### 3.3 Rewriting Functions

Using a coarsest refinement, every relation used in a query on the consolidated schema corresponds to exactly one relation in each alternative schema. Therefore, a simple way of rewriting a query consists in replacing each consolidated relation with it, projected on their common attributes. In the following definition, $\operatorname{sort}(R)$ indicates the set of attributes of $R$.

Definition 12 (Rewriting function (1)). Let $S^{u}=\left\{S_{i} \mid i=1 \ldots n\right\}$ be an uncertain schema over $\mathcal{A}$, $S_{c}^{u}$ a consolidated schema over $\mathcal{A}$ and $q \in Q^{S_{c}^{u}}$ a query on the consolidated schema. A rewriting function $r_{i}$ replaces all the relations $R$ referenced in $q$ with $\pi_{\operatorname{sort}(R)}\left(R^{\prime}\right)$ where $R^{\prime}$ corresponds to $R$ in $S_{i}$.

As an example, consider the query $\pi_{\text {Surname,Surname }}\left(R_{2} \times R_{4}\right)$. This is rewritten as follows in the alternative possible worlds:

$$
\begin{array}{ll}
\text { PW1 } & \pi_{\text {Surname,Surname }}\left(\pi_{\text {Surname,Age }}(\text { MAN }) \times \pi_{\text {Surname, Age }}(\text { WOMAN })\right) \\
\text { PW2 } & \pi_{\text {Surname }, \text { Surname }}\left(\pi_{\text {Surname,Age }}(\text { COUPLE }) \times \pi_{\text {Surname }}, \underline{\text { Age }}(\text { COUPLE })\right) \\
\text { PW3 } & \pi_{\text {Surname, Surname }}\left(\pi_{\text {Surname,Age }}(\text { WOMAN }) \times \pi_{\underline{\text { Surname }}, \text { Age }}(\text { MAN })\right)
\end{array}
$$

In Figure 9 we have represented the result of this query in each possible world, and the aggregated result (it is worth noticing that the probability of each tuple cannot be greater than one in the aggregated result, but we do not prove it here because of space reasons). However, from this result we miss the fact that in one possible world (PW2) there is

|  | Sur | P | Su |  | P | Su |  | P | ne |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Dickens | Brontë | . 3 | Dickens | Brontë | 2 | Dickens | Brontë | . 5 | Dickens | Brontë |  |
| Dicken | Austin |  | Dickens | Austin | 2 | Dickens | Austin | 5 | Dickens | Austin |  |
| Dicken | Rowling |  | Dicken | Rowling | 2 | Dicken | Rowling | 5 | Dickens | Rowling |  |
| Melville | Brontë |  | Melville | Brontë | 2 | Melville | Brontë | 5 | Melville | Brontë |  |
| Melvill | Austin | 3 | Melvill | Austin | 2 | Melvil | Austin | 5 | Melvill | Austin |  |
| Melville | Rowling |  | Melville | Rowling | 2 | Melville | Rowling | 5 | Melville | Rowling |  |
| Carroll | Brontë |  | Carrol | Brontë | 2 | Carroll | Brontë | 5 | Carroll | Brontë |  |
| Carroll | Austin | 3 | Carroll | Austin | 2 | Carroll | Austin | 5 | Carroll | Austin |  |
| Carroll | Rowling | 3 | Carroll | Rowling | 2 | Carroll | Rowling | 5 | Carroll | Rowling |  |
|  |  |  |  |  |  |  | P PW3 |  | (d) Aggregated |  |  |

Fig. 9. The result of $\pi_{\text {Surname, Surname }}\left(R_{2} \times R_{4}\right)$ for the rewriting function (1)
an explicit relationship between the surnames, which does not include, for instance, the pair Carroll/Brontë (annotated with probability 1 in the result). In fact, this rewriting system is not q-complete.

Proposition 3. The query rewriting system with the rewriting function (1) is q-sound but not $q$-complete.

Therefore, we define another rewriting function which is both sound and complete:
Definition 13 (Rewriting function (2)). Let $S^{u}=\left\{S_{i} \mid i=1 \ldots n\right\}$ be an uncertain schema over $\mathcal{A}, S_{c}^{u}$ a consolidated schema over $\mathcal{A}$ and $q \in Q^{S_{c}^{u}}$ a query on the consolidated schema. Let $A_{1}, \ldots, A_{k}$ the attributes of the relations referenced in $q$, and $\left\{R_{1}, \ldots, R_{m}\right\}$ the smallest set of relations in $S_{i}$ such that $\forall j \in\{1, \ldots, k\} \exists t \in$ $\{1, \ldots, m\} \mid A_{j} \in R_{t}$. A rewriting function $r_{i}$ replaces the product of relations in $q$ with $\pi_{A_{1}, \ldots, A_{k}}\left(R_{1} \times \cdots \times R_{m}\right)$.

Let us consider again the query $\pi_{\text {Surname, Surname }}\left(R_{2} \times R_{4}\right)$. This query is rewritten as follows:

PW1 $\pi_{\text {Surname,Surname }}\left(\pi_{\text {Surname,Age }}(\right.$ MAN $) \times \pi_{\underline{\text { Surname,Age }}}($ WOMAN $\left.)\right)$
PW2 $\pi_{\text {Surname,Surname }}\left(\pi_{\text {Surname,Age,Surname,Age }}(\right.$ COUPLE $\left.)\right)$
PW3 $\pi_{\text {Surname,Surname }}\left(\pi_{\text {Surname,Age }}(\right.$ WOMAN $) \times \pi_{\underline{\text { Surname,Age }}}($ MAN $\left.)\right)$
Lemma 1. Let Sys $=\left\langle\mathcal{A}, S^{u}, S_{c}^{u}, \mathcal{R}\right\rangle$ be a query rewriting system, and I be the instance of schema $S$. If $\forall S \in S^{u}, \forall R_{i} \in S \exists q \in Q^{S_{c}^{u}} \mid q(S, I)=\left(\operatorname{sort}\left(R_{i}\right), R_{i}\right)$, then $S y s$ is $q$-complete.

Basically, for each relation in any uncertain schema (and its corresponding instance) there is a query on the consolidated schema returning exactly that relation.

Proposition 4. The query rewriting system with the rewriting function (2) is q-sound and q-complete.

| Surname | Surname | P |  |  |  | Surname | Surname | P | Surname | Surname | P |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Dickens | Brontë | . 3 |  |  |  | Dickens | Brontë | . 5 | Dickens | Brontë | 1 |
| Dickens | Austin | . 3 |  |  |  | Dickens | Austin | . 5 | Dickens | Austin | 8 |
| Dickens | Rowling | . 3 | Surname | Surname | P | Dickens | Rowling | . 5 | Dickens | Rowling | 8 |
| Melville | Brontë | . 3 | Dickens | Brontë | . 2 | Melville | Brontë | . 5 | Melville | Brontë | 8 |
| Melville | Austin | . 3 | Melville | Austin | . 2 | Melville | Austin | . 5 | Melville | Austin | 1 |
| Melville | Rowling | . 3 | Carroll | Rowling | . 2 | Melville | Rowling | . 5 | Melville | Rowling | 8 |
| Carroll | Brontë | . 3 | (b) PW2 |  |  | Carroll | Brontë | . 5 | Carroll | Brontë | 8 |
| Carroll | Austin | . 3 |  |  |  | Carroll | Austin | . 5 | Carroll | Austin | 8 |
| Carroll | Rowling | . 3 |  |  |  | Carroll | Rowling | . 5 | Carroll | Rowling | 1 |

Fig. 10. The result of $\pi_{\text {Surname, Surname }}\left(R_{2} \times R_{4}\right)$ for the rewriting function (2)

In Figure 10 we have represented the result of this query in each possible world, and the aggregated result. Now, it can be appreciated how the pairs not supported by the possible world PW2 do not receive the corresponding probability mass.

## 4 Related Work

Uncertain schemata have been suggested as an important component of data integration systems in [14|2|5]. [2] provides the first treatment of this problem, but applying different assumptions with respect to our work, in particular single-table data sources.

Also the literature on uncertain databases is related to the problem discussed in this paper, because uncertain schemata may generate probabilistic answers [6|7|8|9|10|11]. However, as we have mentioned in the introduction, the two problems can be considered independently one from the other.

Works on uncertain semi-structured (XML) data management are related to the management of uncertain schemata, because in semi-structured data schemata are part of the data [12|13]. However, these works have not treated the problem of XML documents with sub-trees representing alternative worlds, nor uncertainty on XML schemata.

Finally, our query rewriting system has some references to works on heterogenous data querying using views [14|15], but in our setting we deal with alternative (i.e., disjunctive) databases, and not with separate data sources each providing part of a single database.

## 5 Conclusion and Future Work

In this paper we have presented some results on the management of uncertainty in schemata, a problem recently emerged in the field of data integration [1.2|5] but with potential applications also in centralized database systems. In particular, we have shown that uncertainty in metadata can be used to express doubtful relationships between the data and also alternative semantics of a single data source.

The main problem with uncertain schemata is the general impossibility to express a single query that is valid for all alternative databases. Therefore, a consolidated schema (as it has been called in [2]) is used to allow the user to express queries on a single schema, that are then translated into queries for the alternative databases. In this context, we have defined some properties (soundness and completeness) to evaluate both the consolidated schema and the query rewriting system. Finally, we have presented some specific systems, exemplified query answering, and studied their properties.

This matter is still in its infancy, thus many sub-problems are still awating for treatment. Important but not exahustive topics are: missing attributes, compositions of attributes, new languages to represent and query consolidated schemata, as well as practical issues regarding the implementation of uncertain schemata over existing traditional or probabilistic database management systems.
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## A Proofs

Proof. (Proposition 1) To prove this proposition we assume that a consolidated schema $S_{c}^{u}$ is s-complete, and show that it cannot be s-sound.

- The uncertain schema is not a singleton, as stated in the proposition, therefore it contains at least two schemata $S_{1}$ and $S_{2}$.
- $S_{1}$ and $S_{2}$ are different (being elements of a set), therefore there must be a relation $R$ in $S_{1}$ containing two attributes $A$ and $B$ that belong to two different relations in $S_{2}$ (in case $S_{1}$ contains only relations with one attribute, the proof is still valid swapping $S_{1}$ and $S_{2}$ ).
- As the consolidated schema is s-complete, it must contain a relation $R^{S_{c}^{u}}$ with $A$ and $B$.
- This relation violates the s-soundness condition with regard to $S_{2}$.

Therefore, $S_{c}^{u}$ cannot be both s-sound and s-complete.
Proof. (Proposition 2) We provide a constructive proof, by showing how to generate a coarsest common refinement.

- Build a complete graph $G=(\mathcal{A}, E)$, where $\mathcal{A}$ is the set of attributes over which the uncertain schema $S^{u}$ is made. An arc between two nodes/attributes means that they can belong to the same relation in the consolidated schema.
- For each relation in each alternative schema, remove from $G$ the arcs between attributes belonging to different relations.
- Build a consolidated schema $S_{c}^{u}$ such that each relation is made by the attributes in a connected subgraphs of $G$.

Notice that:

1. If two attributes are not together in all alternative schemata, they are disconnected in the graph. Therefore, they cannot be together in the consolidated schema.
2. Consider a consolidated schema $S_{c}$ which is not a refinement of $S_{c}^{u}$. By definition, this implies that it contains two attributes in a relation which belong to two different relations in $S_{c}^{u}$, that is, two attributes whose arc in $G$ has been removed because they belong to different relations in some alternative schema. Therefore, $S_{c}$ is not a refinement of all the alternative schemata.

From (1), $S_{c}^{u}$ is a common refinement. From (2), there are no other schemata that are common refinements of $S^{u}$ but not refinements of $S_{c}^{u}$. Therefore, $S_{c}^{u}$ is the coarsest common refinement.

Proof. (Proposition 3)
Completeness: To show that the system is not q-complete, we provide a counterexample: we cannot express on the consolidated schema the query in PW1:

$$
{ }^{\pi} \text { Name,Surname }{ }^{(\mathrm{MAN})}
$$

because these two attributes (Name and Surname) involve two distinct relations in the consolidated schema.

Soundness: We prove by structural induction that all valid queries on the consolidated schema:

1. Are valid on a generic alternative schema $S_{i}$.
2. Produce a relation with the same attributes.

- $R$ is rewritten as $\pi_{\operatorname{sort}(R)}\left(r_{i}(R)\right)$. Both conditions are satisfied, because $r_{i}(R) \supseteq$ R.
- $q_{1} \times q_{2}$, where $q_{1}$ and $q_{2}$ are valid queries on the consolidated schema satisfying both conditions, satisfy both conditions.
- $\sigma_{A=c}(q)$, where $q$ is a valid query on the consolidated schema satisfying both conditions, satisfies both conditions if it is itself valid on the consolidated schema.
- $\pi_{A_{1}, \ldots, A_{k}}(q)$, where $q$ is a valid query on the consolidated schema satisfying both conditions, satisfies both conditions if it is itself valid on the consolidated schema.

Proof. (Lemma 1) Let $q(R)$ be the query that retrieves relation $R$ from $S$. A generic query on a consolidated schema can be expressed on the consolidated schema by substituting all occurrences of relation $R$ with $q(R)$.

Proof. (Proposition 4)
Completeness: Let $R\left(A_{1}, \ldots, A_{k}\right)$ be a generic relation in $S$, and $R_{1}, \ldots, R_{q}$ the smallest set of relations in $S_{c}^{u}$ such that $R_{1} \cup \cdots \cup R_{q} \supseteq\left\{A_{1}, \ldots, A_{k}\right\}$. A query $\pi_{A_{1}, \ldots, A_{k}}\left(R_{1} \times \cdots \times R_{q}\right)$ is rewritten, by definition, as $\pi_{A_{1}, \ldots, A_{k}}(R)$. Then, this proposition follows directly from Lemma 1 .

Soundness: Analogous to the proof of Proposition 3
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#### Abstract

In this paper it is shown how communication about trust in a multi-agent system may be used to endow agents with belief change capabilities, in a probabilistic logical framework. Belief change operators are obtained in an intuitive, principled way using aggregation operators for trust-values. Under additional conditions, such change operators may be proved to be maxichoice. The present approach constitutes a sound method for autonomous uncertainty management in multi-agent systems.


## Introduction

The purpose of this paper is to show how aggregation of trust-values 1 may be used, in a probabilistic logical framework, to define (iterable) belief change operations in an intuitive, principled way for multi-agent systems.

With more detail, we propose (using a probabilistic approach) to model, from an agent $x$ perspective, how does the belief state of $x$ change due to communications with other agents. Since other agents $y$ may eventually change their minds, and these revisions may be relevant to $x$ 's own beliefs (due to previous interactions), $x$ is interested in keeping an up-to-date version of $y$ 's belief state; the revised belief state of $y$ is then used as an input to revise $x$ 's own beliefs by. A second part involves a comparison with announcements from other agents which are logically incompatible with this input, and the subsequent revision process based upon trust. Briefly, in each step lexicographical orderings (over possible revisions) or aggregation of trust-values will be used to define revision operators; in some cases, these operators may be shown to be maxichoice. The novelty of our approach lies in combining the following features: iterability (suggested criteria being reusabl $\sqrt{2}^{2}$ ), merging-like (to accept -register- any

[^16]L. Godo and A. Pugliese (Eds.): SUM 2009, LNAI 5785, pp. $165-179,2009$.
(C) Springer-Verlag Berlin Heidelberg 2009
communication does not mean to accept its content), trust-communicability (enabling the whole system to be truly dynamic), and meaningfulness (trust-based aggregation providing intuitive criteria, whose adequacy for particular problems may be discussed about). After a general presentation of this revision-theoretic procedure for the probabilistic case within the field of (many-valued modal) uncertainty logics, we identify some weak conditions making the induced revision operator maxichoice, and illustrate the effect of properties of aggregation operators (or lexicographical orderings) in the dynamic behavior of revision operators induced by them.

Related Work: There are different presentations combining modal logic and probability in the literature, including Ognjanovic and Raškovic [20], Halpern and Fagin [15]. We opted for Hájek's fuzzy approach because truth-constants can be combined with propositions by using (fuzzy) logical connectives $3^{3}$. One may find in the literature several proposals related to the trust-based multi-agent aspects of our proposal; among these we may point out: Liau's BIT logic [18] (a crisp multi-modal logic for belief, communication and trust), Liau and Demolombe's [7] (a graded extension of the latter for static level-wise management), Dragoni and Giorgini 8 (combining Dempster-Shafer belief functions with Bayesian inference), Flaminio, Pinna and Tiezzi [11] (nested modal fuzzy predicate logic with trust-based information management under a static hierarchy of sources), Maynard-Reid and Shoham [19] (fusion of multi-source belief sets), Konieczny, Lang and Marquis [17] (aggregation functions for distance-based belief merging) and Delgrande, Dubois and Lang [5] (iterated revision as prioritized merging, based in e.g. lexicographic orderings).

The paper is structured as follows. First, we set out the preliminaries including aggregation operators, t-norm based fuzzy logics and belief change. Then we describe the method which combines results in these areas. Finally, some results showing how to (iteratively) induce (possibly maxichoice) revision operators are proved. As a result, this method is shown to endow agents with autonomous capabilities to manage arbitrary belief change problems in classical propositional logic, only assuming some initial trust information.

## 1 Preliminaries

In this section we introduce the definitions and results (we will need in later sections) for: aggregation operators, t-norm (graded) fuzzy logics and their (modal) uncertainty versions, and screened, deg-closed, maxichoice belief revision operators.

### 1.1 Aggregation Operators and t-norms

The field of aggregation operators [3] studies quantitative functions mapping (finitely-many) input values to a single output value. Such functions are assumed

[^17]to be defined in the real unit interval $[0,1]$. Formally, a family of functions $\mathbf{A}_{(n)}$ : $[0,1]^{n} \rightarrow[0,1]$ for arbitrary $n \in \omega$ is identified with function $\mathbf{A}: \bigcup_{n \in \omega}[0,1]^{n} \rightarrow$ $[0,1]$. Properties considered to define the general class of aggregation operators are listed next.

Definition 1. [3] A function $\mathbf{A}_{(n)}:[0,1]^{n} \rightarrow[0,1]$ is an aggregation operator iff it satisfies:
(Boundary) $\quad A_{(n)}(0, \ldots, 0)=0, \quad \mathbf{A}_{(n)}(1, \ldots, 1)=1$ and $\mathbf{A}_{(1)}(x)=x$
(Monotonicity) For each $n \in \omega$, if $x_{1} \leq y_{1}, \ldots, x_{n} \leq y_{n}$ then $\mathbf{A}\left(x_{1}, \ldots, x_{n}\right) \leq \mathbf{A}\left(y_{1}, \ldots, y_{n}\right)$

For a given $\mathbf{A}$ function satisfying additionally some of the following conditions
(Idempotence) $\mathbf{A}_{(n)}(x, \ldots, x)=x$, or
(Symmetry) $\quad \mathbf{A}_{(n)}\left(x_{0}, \ldots, x_{n}\right)=\mathbf{A}_{(n)}\left(x_{\pi(0)}, \ldots, x_{\pi(n)}\right)$, for each permutation $\pi$ of $\{1, \ldots n\}$
(Associativity) $\mathbf{A}\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{m}\right)=\mathbf{A}\left(\mathbf{A}\left(x_{1}, \ldots, x_{n}\right), \mathbf{A}\left(y_{1}, \ldots, y_{m}\right)\right)$
then we say $\mathbf{A}$ is, respectively, an idempotent, symmetric or associative aggregation operator. An element $e \in[0,1]$ is a neutral element of $\mathbf{A}$ iff for all $n \in \omega$ and $x_{1}, \ldots, x_{n} \in[0,1], x_{i}=e$ (for some $i \in\{1, \ldots, n\}$ implies $\mathbf{A}\left(x_{1}, \ldots, x_{n}\right)=\mathbf{A}\left(x_{1}, \ldots, x_{i-1}, x_{i+1}, \ldots, x_{n}\right)$.

In terms of the preceding definition, a triangular norm, or $t$-norm, is a binary associativ4 4 associative symmetric aggregation function with neutral element 1. On the other side, the class of idempotent aggregation operators A lies between $\max$ and min functions: min $\leq \mathbf{A} \leq \max$. (The min function also happens to be the only idempotent t-norm.) See [24] for a study of idempotent symmetric aggregation operators; in this work, operators in this subclass are simply called aggregation operators; henceforth, we adopt this notation for convenience, and refer to each other subclass by its specific name, e.g. t-norms.

### 1.2 Logical Change Operators

Belief change is the study of how some theory $T$ (non-necessarily closed, as we use the term) in a given language $L$ can adapt to new incoming information $\varphi \in L$ (inconsistent with $T$, in the interesting case). The main operations are: revision, where the new input must follow from the revised theory in a consistent way and contraction where the input must not follow from the contracted theory. In the classical paper [1], by Alchourrón, Gärdenfors and Makinson, partial meet revision and contraction operations were characterized for closed theories in, essentially, monotonic compact logics with the deduction property. Their work opened the way for other studies involving new objects of change, operations

[^18](see [22] for a comprehensive list) or logic 5 . Change operators can be defined by the next method, from [1] (there exist other -classically equivalent- methods as well, which are based on rankings rather than on selections). Partial meet consists in (i) generating all logically maximal ways to adapt $T$ to the new sentence (those subtheories of $T$ making further information loss logically unnecessary), (ii) selecting some of these possibilities, (iii) forming their meet, and, optionally, (iv) performing additional steps (if required by the operation). Then a set of axioms is provided to capture these partial meet operators, by showing equivalence between satisfaction of these axioms and being a partial meet operator. (Observe step (ii) assumes some non-logical components to define a solution for a given revision problem; this paper is mostly devoted to finding such (a class of) non-logical components). A base is an arbitrary set of formulas, the original requirement of logical closure being dropped (for convenience, we indistinctively use base and theory). We make use of definitions and results proved in 21] (see also [2]):

Definition 2. ( 2$]$ ) Given some monotonic logic $\mathcal{S}$, let $T_{0}, T_{1}$ be theories. We say $T_{0}$ is consistent if $T_{0} \nvdash_{\mathcal{S}} \overline{0}$, and define the set of subsets of $T_{0}$ maximally consistent with $T_{1}$ as follows: $X \in \operatorname{Con}\left(T_{0}, T_{1}\right)$ iff:
(i) $X \subseteq T_{0}$,
(ii) $X \cup T_{1}$ is consistent, and
(iii) for any $X^{\prime}$ such that $X \varsubsetneqq X^{\prime} \subseteq T_{0}$, we have $X^{\prime} \cup T_{1}$ is inconsistent

The axioms to characterize (multiple) base revision operators $\circledast: \mathcal{P}(\mathbf{F m}) \rightarrow$ $\mathcal{P}(\mathbf{F m})$ for some $T_{0}$ (in a given finitary monotonic logic $\mathcal{S}$ ) are the following:
(F1) $T_{1} \subseteq T_{0} \circledast T_{1}$
(Success)
(F2) If $T_{1}$ is consistent, then $T_{0} \circledast T_{1}$ is also consistent. (Consistency)
(F3) $T_{0} \circledast T_{1} \subseteq T_{0} \cup T_{1}$
(Inclusion)
(F4) For all $\psi \in \mathbf{F m}$, if $\psi \in T_{0} \backslash T_{0} \circledast T_{1}$ then, there exists $T^{\prime}$ with $T_{0} \circledast T_{1} \subseteq T^{\prime} \subseteq T_{0} \cup T_{1}$ and such that $T^{\prime} \nvdash_{\mathcal{S}} \overline{0}$ but $\left.T^{\prime} \cup\{\psi\} \vdash_{\mathcal{S}} \overline{0}\right)$
(F5) If for all $T^{\prime} \subseteq T_{0}\left(T^{\prime} \cup T_{1} \nvdash_{\mathcal{S}} \overline{0} \Leftrightarrow T^{\prime} \cup T_{2} \nvdash_{\mathcal{S}} \overline{0}\right)$ then $T_{0} \cap\left(T_{0} \circledast T_{1}\right)=T_{0} \cap\left(T_{0} \circledast T_{2}\right)$

Definition 3. For a given set $\mathbb{X}$ of families of sets, a selection function $\gamma$ is a function selecting a non-empty subset of each family in $\mathbb{X}$.

$$
\gamma: \mathbb{X} \longrightarrow \bigcup_{X \in \mathbb{X}} \mathcal{P}(X), \text { with } \emptyset \neq \gamma(X) \subseteq X
$$

[^19]In particular, we will make use of selection functions being defined for $\operatorname{Con}\left(T_{0}, T_{1}\right)$ sets, for at least some $T_{0}$ and arbitrary $T_{1}$. This suffices to define, given some theory $T_{0} \subseteq \mathbf{F m}$ and selection function $\gamma$ for $T_{0}$, a partial meet revision operator $\circledast_{\gamma}$ for $T_{0}$ as follows:

$$
T_{0} \circledast_{\gamma} T_{1}=\bigcap \gamma\left(\operatorname{Con}\left(T_{0}, T_{1}\right)\right) \cup T_{1}
$$

Definition 4. Let $\mathcal{S}$ be some finitary logic, and $T_{0}$ a theory. Then $\circledast: \mathcal{P}(\mathbf{F m}) \rightarrow$ $\mathcal{P}(\mathbf{F m})$ is a revision operator for $T_{0}$ iff for any $T_{1} \subseteq \mathbf{F m}, T_{0} \circledast T_{1}=T_{0} \circledast_{\gamma} T_{1}$ for some selection function $\gamma$ for $T_{0}{ }^{6}$

Theorem 1. [21] Let $\mathcal{S}$ be a finitary monotonic logic. For any $T_{0}, T_{1} \subseteq \mathbf{F m}$ and function $\circledast: \mathcal{P}(\mathbf{F m}) \rightarrow \mathcal{P}(\mathbf{F m})$ for $T_{0}$ :
$\circledast$ satisfies (F1) - (F5) iff $T_{0} \circledast T_{1}=T_{0} \circledast_{\gamma} T_{1}$, for some $\gamma$
In the limiting case where a revision operator is induced by some function $\gamma$ selecting a unique element $X$, i.e. $\gamma(X)=\{x\}$, this operator is called maxichoice.

Theorem 2. [21] Let $\mathcal{S}, T_{0}$ and $T_{1}$ be as above, then $\circledast$ is maxichoice iff (F1) (F5) plus (MC) hold:

$$
\text { (MC) For all } \psi \in \mathbf{F m} \text { with } \psi \in T_{0} \backslash T_{0} \circledast T_{1} \text { we have } T_{0} \circledast T_{1} \cup\{\psi\} \vdash_{\mathcal{S}} \overline{0}
$$

In the results shown in the next section, a variant of belief revision, screened belief revision is used. This operation of belief change consists, as usual, in selecting subsets of the base $T_{0}$ consistent with the new input $T_{1}$ with the restriction that for some previously chosen consistent subset $T^{*} \subseteq T_{0}$, it must be the case that $T^{*} \subseteq T_{0} \circledast T_{1}$. Sentences in $T^{*}$ are, then, preserved under revision and can be considered irrevocable; thus, it is assumed that (acceptable) inputs $T_{1}$ will be consistent with $T^{*}$. This is called $T^{*}$-screened revision operator for $T_{0}$. Screened revision can be characterized in terms of standard belief revision as follows:

$$
T_{0} \circledast T^{*} T_{1}=T_{0} \circledast\left(T_{1} \cup T^{*}\right)=\bigcap \gamma^{\prime}\left(\operatorname{Con}\left(T_{0} \backslash T^{*}, T_{1} \cup T^{*}\right) \cup\left(T_{1} \cup T^{*}\right)\right.
$$

for some suitable $\gamma^{\prime}$. We will also consider a natural variant, in graded logics, of basehood, where bases are deductively closed by lower truth-degrees (degclosed), as in [2]. This is unproblematic, since, as it was proved in [21], revision of $d e g$-closed bases by deg-closed inputs results in $d e g$-closed bases. Moreover, this can be generalized to finite subset $\sqrt[7]{7}$ of the set of truth-values, preserving this result in the finitely-closed case (i.e for $f d e g$-closed bases).

[^20]
### 1.3 Uncertainty Logics Based on t-norms

We recall basic definitions about t-norm based fuzzy logics and some definitions and results for their uncertainty modal extensions. T-norm based logics are residuated logical systems capturing the validities of formulas whose conjunction \& and implication $\rightarrow$ connectives are interpreted respectively by classes of (left-)continuous t-norms and their residua. A left-continuous t-norm $*$ and its residuum $\Rightarrow_{*}$, then, define a pair of fuzzy truth-functions in the real unit interval $[0,1]$, which extend their classical counterparts in $\{0,1\}$ and satisfy the residuation law: $a * b \leq c$ iff $a \leq b \Rightarrow_{*} c$, for all $a, b, c \in[0,1]$ The logics of the three basic continuous t-norms, Łukasiewicz $£$, product $\Pi$ and Gödel $G$, are axiomatic extensions of Hájek's Basic logic BL [14] (this logic capturing the set of tautologies common to any logic of a continuous t-norm) with the following corresponding axioms:

$$
(\mathrm{E}) \neg \neg \varphi \rightarrow \varphi \quad(\Pi) \neg \varphi \vee((\varphi \rightarrow \varphi \& \psi) \rightarrow \psi) \quad(G) \varphi \rightarrow \varphi \& \varphi
$$

which are shown to be complete with respect to the semantic calculus defined by the corresponding t-norm: $a *_{\mathrm{L}} b=\max (0, a+b-1), a *_{\Pi} b=a \cdot b$ and $a *_{G} b=\min (a, b)$.

Hájek introduced in [14 the logic RPL as a graded expansion of Łukasiewicz logic $£$, adding into the language a truth-constant $\bar{r}$ for each rational number in $[0,1]$ together with the so-called book-keeping axioms: $\overline{r *_{\mathrm{E}} s} \equiv \bar{r} \& \bar{s}$ and $\bar{r} \rightarrow_{\mathrm{L}}$ $\bar{s} \equiv \bar{r} \Rightarrow_{\mathrm{E}} s$, where $a \Rightarrow_{\mathrm{E}} b=\min \{1,1-a+b\} . \mathbf{R P L}$ logic was proved to satisfy Pavelka-style completeness. Given a theory $T$ and a sentence $\varphi$ in the language of RPL, we define the provability- and the truth-degrees of $\varphi$ in $T$ by, respectively,

$$
|\varphi|_{T}=\sup \left\{r \in[0,1] \mid T \vdash_{\mathcal{S}} \bar{r} \rightarrow_{\mathrm{L}} \varphi\right\} \quad\|\varphi\|_{T}=\inf \{e(\varphi) \mid e \text { is a model of } T\}
$$

Theorem 3. 14, Thm 3.3.5] (In RPL) For each theory $T$ and formula $\varphi$, $|\varphi|_{T}=\|\varphi\|_{T}$.

Finitely Strong Completeness was also proved to hold in RPL.
Theorem 4. [14, Thm 3.3.14] (In RPL) Let $T$ be a finite theory and $\varphi$ a formula. If $\varphi$ is 1-true in all models of $T$, then $T \vdash_{\mathbf{R P L}} \varphi$.

Other graded expansions of continuous t-norm based logics have been studied, see e.g. [10]. One of the motivations after the introduction of (t-norm) fuzzy logics was to capture (in a sound way) reasoning about sentences having a truthdegree other than 0 or 1 . It was realized, e.g. 9, that (a) gradual truth of some worldly sentence was to be distinguished from (b) uncertainty about some crisp (worldly) sentence. T-norm fuzzy logics capture reasoning of type (a), but to model non-truth-functional uncertainty, some modifications are required. In the literature, logical models of uncertainty have been presented (so far) as fuzzy logics over a simple modal logic for two-valued Boolean propositions. This is the case of probability and possibility [14], and Dempster-Shafer functions [13] among others.

We briefly describe next Hájek's $F P(\mathbf{R P L})$ logic [14], a modal-like logic to reason about probability built over RPL. This logic deals with classical Boolean sentences being qualified by a modality here denoted $B$ (for belief). Indeed, atomic modal formulas of $F P(\mathbf{R P L})$ are of the form $B \varphi$, to be read as $\varphi$ is believed, where $\varphi$ is a classical Boolean formula $\varphi$ (nested modal operators are not allowed); finally, these basic modal formulas and truth-constants $\bar{r}$ can be arbitrarily combined by means of Łukasiewicz connectives $\&, \rightarrow_{\mathrm{E}}$ in the usual way.

For our purposes in this paper, we will need to deal. not with a single modal operator $B$, but with a set of modal operators $\left\{\left[B_{x}\right]\right\}_{x \in \mathrm{Ag}}$, each one modelling the belief of each agent $x$ in a given (finite) set of agents Ag . The axioms and rules for our multi-modal version of $F P(\mathbf{R P L})$ are listed in Fig. 1.3. The semantics

> Axioms of Classical Propositional Logic (for non-modal formulas)
> Axioms of RPL (for modal formulas): BL +E and book-keeping axioms
> Axioms of fuzzy probability for each modality $\left[B_{x}\right]$
> $\quad(F P 1):\left[B_{x}\right](\varphi) \rightarrow_{\mathrm{L}}\left(\left[B_{x}\right](\varphi \rightarrow \psi) \rightarrow_{\mathrm{E}}\left[B_{x}\right] \psi\right)$
> $\quad(F P 2):\left[B_{x}\right](\neg \varphi) \equiv \neg\left[B_{x}\right] \varphi$
> $\quad(F P 3):\left[B_{x}\right](\varphi \vee \psi) \equiv\left[\left(\left[B_{x}\right] \varphi \rightarrow_{\mathrm{E}}\left[B_{x}\right](\varphi \& \psi)\right) \rightarrow_{\mathrm{E}}\left[B_{x}\right] \psi\right]$
> Rules of inference:
> $\quad$ modus ponens (for modal and non-modal formulas) and
> $\quad\left[B_{x}\right]$-necessitation: from $\vdash \varphi$ infer $\vdash\left[B_{x}\right] \varphi$, for each modality $\left[B_{x}\right]$

Fig. 1. Axioms and rules of multi-modal $F P(\mathbf{R P L})$-logic
of our language is given by means of Kripke models of the following form $\mathcal{K}=$ $\left(W, e,\left\langle\mu_{x}\right\rangle_{x \in \mathrm{Ag}}\right.$ ) where $W \neq \emptyset, e$ is an evaluation (that is, $e(w, p) \in\{0,1\}$ for $w \in W$ and $p$ a propositional variable), and for every modality $\left[B_{x}\right], \mu_{x}$ is a finitely additive probability on some Boolean subalgebra $F \subseteq 2^{W}$ such that the sets $\{w \mid e(w, \varphi)=1\}$, for every classical propositional formula $\psi$, are $\mu_{x^{-}}$ measurable. The semantics of non-modal formulas, also denoted by $e$, is defined as usual from atomic evaluations in each $w \in W$. For every modality $\left[B_{i}\right]$ the truth value of an atomic modal formula $\left[B_{i}\right] \varphi$ in a model $\mathcal{K}$ is defined as

$$
\left\|\left[B_{x}\right] \varphi\right\|_{\mathcal{K}}=\mu_{x}(\{w \mid e(w, \varphi)=1\})
$$

and the truth-value of compound modal formulas are computed from the atomic (modal) ones using the truth-functions of Łukasiewicz logic.

As before, a set of sentences $T$ is called a theory and it is said that a theory $T$ is closed iff $T$ is closed under the $\vdash_{F P(\mathbf{R P L})}$ relation. Finally, a theory $T$ is called modal iff $T$ only contains modal formulas. Borrowing the notions of provability and truth-degrees for RPL, the following completeness results for the multi-modal version of $F P(\mathbf{R P L})$ hold.

Theorem 5. 14] [Pavelka Completeness] For any modal theory $T$ and modal formula $\Phi$, it holds that: $\quad|\Phi|_{T}=\|\Phi\|_{T}$.

Theorem 6. 14] [Finite Strong Completeness] For any finite modal theory T, and modal formula $\Phi, T \vdash_{F P(\mathbf{R P L})} \Phi \quad$ iff $\quad\|\Phi\|_{T}=1$.

## 2 From Aggregation Functions to Change Operators

Let Ag be a set of agents. Given a set of information communications among the agents, our aim is to model, from an agent $x$ 's perspective, changes in $x$ 's beliefs about the world and about the trust in other agents.

To this end, we assume that, at a given moment, each agent $x \in \operatorname{Ag}$ maintains a belief base $\mathbf{T}_{x}$ which is composed of
(i) a trust subbase $\operatorname{Tr}_{x}$, gathering information about the degree of trust $x$ has on other agents. This information will be represented by $F P(\mathbf{R P L})$-formulas of the kind $\bar{r} \rightarrow_{\mathrm{E}}\left[B_{x}\right] T r_{x y}$, where $B_{x}$ is the agent $x$ 's probability modality and $T r_{x y}$ is a Boolean atomic formula. The intended reading of such a formula is: $x$ believes with probability at least $r$ that $x$ can trust on $y$.
(ii) a knowledge subbase $\mathbf{K}_{x}$, gathering (graded) beliefs about the world, expressed by means of modal formulas of $F P(\mathbf{R P L})$ built with the modality $\left[B_{x}\right]$. Typical formulas will be of the form $\bar{s} \rightarrow_{\mathrm{E}}\left[B_{x}\right] \varphi$, denoting that agent $x$ believes $\varphi$ holds, with probability at least $s$. But arbitrary, more complex $F P(\mathbf{R P L})$-formulas are also allowed ${ }^{8}$.
(iii) a communication subbase $\mathbb{T}_{y \triangleright x}$ for each agent $y \neq x$ containing information that agent $y$ has communicated to agent $x$, i.e. what agent $x$ has received from agent $y$ 's discourse. Such information will be again obtainable from $y$ 's trust, knowledge and communication subbases. All this information coming from agent $y$ will be again expressed by $F P(\mathbf{R P L})$ formulas built over agent $y$ 's modality $\left[B_{y}\right]$.

Therefore each agent belief state can be expressed as

$$
\mathbf{T}_{x}=\operatorname{Tr}_{x} \cup \mathbf{K}_{x} \cup \bigcup_{y \neq x} \mathbb{T}_{y \triangleright x}
$$

If the context makes it clear, we define $\mathbb{T}=\bigcup_{y \neq x} \mathbb{T}_{y \triangleright x}$ as the set of $x$ 's knowledge of all agents' discourses.

Let us describe informally which kind of belief change processes we envisage when an agent $x$ receives some communication from agent $y$ of form $\Phi=\bar{r} \rightarrow_{\mathrm{L}}$ $\left[B_{y}\right] \varphi$, expressing that agent $y$ believes $\varphi$ (which may denote an information about the world or about the trust on some other agent $z$ ) to the degree $r$.

In a first step, agent $x$ revises (her record of) $y$ 's discourse, $\mathbb{T}_{y \triangleright x}$, by $\Phi$, to keep it up-to-date. The idea here to guide this revision is to consider that newest

[^21]information prevails over old one (in $\mathbb{T}_{y \triangleright x}$ ). In a second step, once $\mathbb{T}_{y \triangleright x}$ has been revised and taking into account the trust she has on agent $y$, agent $x$ transforms the information provided by agent $y$ in $\mathbb{T}_{y \triangleright x}$ into $x$ 's own beliefs by means, building a new base $F\left[\mathbb{T}_{y \triangleright x}\right]$ by means of the following simple transformation:
$$
\text { if } \Phi\left(\left[B_{y}\right] \varphi\right) \in \mathbb{T}_{y \triangleright x}, \text { then }\left[B_{x}\right] T r_{x y} \rightarrow_{\mathrm{E}} \Phi^{*} \in F\left[\mathbb{T}_{y \triangleright x}\right]
$$
where $\Phi^{*}$ is the result of replacing each occurrence of $\left[B_{y}\right]$ by $\left[B_{x}\right]$. That is, this transformation in fact conditionalizes $\Phi$ to how much agent $x$ trusts on agent $y$. Note that if agent $x$ does not trust $y$ at all, i.e. $\neg\left[B_{x}\right] \operatorname{Tr}_{x y} \in \operatorname{Tr}_{x}$, then from $\operatorname{Tr}_{x} \cup F\left[\mathbb{T}_{y \triangleright x}\right]$ nothing can be inferred about the belief on $\Phi$.

Then the question which remains is how to revise the agent $x$ 's belief trust subbase $\operatorname{Tr}_{x}$ in the light of the communicated information to agent $x$ by the other agents. The idea ${ }^{9}$ that guides this revision process is a principle of minimizing the loss of trust on the other agents, i.e. we look for maximal subsets of $\operatorname{Tr}_{x}$ consistent with $F[\mathbb{T}]$ which yield a minimal aggregated loss of trust (given a suitable aggregation function A ) of agent $x$ on the rest of agents $y \in \mathrm{Ag} \backslash\{x\}$.

In the following subsections we provide details on the revision procedures used in each step described above.

## 2.1 (i) Enforcing Consistency in an Agent's Discourse

At this step agent $x$ adjusts her beliefs about an agent's discourse to this agent's announcements. This revision will be non-trivial (i.e. not an expansion) when $y$ tells $x$ something contradicting some of $y$ 's previous announcements. For our modeling purposes, we need to consider the communications subbase $\mathbb{T}_{y \triangleright x}$ as a temporally ordered sequence with newest information first:

$$
\overrightarrow{\mathbb{T}_{y \triangleright x}}=\left\langle\Phi_{n+1}, \Phi_{n}, \ldots, \Phi_{0}\right\rangle
$$

This enables agent $y$ to univocally guide (if necessary) $x$ 's revision process in $\mathbb{T}_{y \triangleright x}$ according to the prevalence of new information convention 11 . This is implemented by letting the lexicographic ordering determine a selection function for $\mathbb{T}_{y \triangleright x}$. Let $\vec{X}=\left\langle\varphi_{n_{i}}\right\rangle_{i \in I}$ and $\vec{Y}=\left\langle\varphi_{n_{j}}\right\rangle_{j \in J}$ be the temporally reverse orderings of subsets $X, Y$ of $\mathbb{T}_{y \triangleright x}$. We define a lexicographical ordering based on the subindexes of formulas in $\vec{X}, \vec{Y}$ :

$$
X<_{\operatorname{lex}} Y \text {, if }\left\langle n_{i}\right\rangle_{i \in I} \prec_{\operatorname{lex}}\left\langle n_{j}\right\rangle_{j \in J}
$$

[^22]where $I, J \subseteq\{0, \ldots, n+1\}$ and $\prec_{\text {lex }}$ is the usual lexicographic ordering of $\omega^{<\omega}$ (the set of finite sequences of natural numbers).

Proposition 1. Any function of the following form is a selection function for $\mathbb{T}_{y \triangleright x}$ and induces a maxichoice revision operator for $\mathbb{T}_{y \triangleright x}$.

$$
\gamma_{0}\left(\operatorname{Con}\left(\mathbb{T}_{y \triangleright x}, \Phi\right)\right)=\{X\}, \text { if } X \text { is maximum w.r.t. }<_{\operatorname{lex}}
$$

Proof. Obviously $\gamma_{0}$ selects a subset of $\operatorname{Con}\left(\mathbb{T}_{y \triangleright x}, \Phi\right)$. We show that $\gamma_{0}$ selects a unique element (hence it is non-empty). Since $\prec_{\text {lex }}$ is a total ordering of $\omega^{<\omega}$, $<_{\text {lex }}$ is also total in $\operatorname{Con}\left(\mathbb{T}_{y \triangleright x}, \Phi\right)$; hence, it has a $<_{\text {lex }}$-maximum element, $X$, which is the only element of $\gamma_{0}\left(\operatorname{Con}\left(\mathbb{T}_{y \triangleright x}, \Phi\right)\right)$. Thus, $\gamma_{0}$ is non-empty, hence a selection function for $\mathbb{T}_{y \triangleright x}$. This $\gamma_{0}$ also induces a maxichoice revision operator, since it is proved above that $\gamma$ selects a single element.

## 2.2 (ii) Multi-source Conflict Resolution

Managing conflicts between sources is the main part of the method proposed. We generalize the previous step to the case where more than one discourse is being revised. Let $\mathbb{T}=\bigcup_{y \neq x}\left(\mathbb{T}_{y \triangleright x}^{\prime} \circledast \gamma_{0} \Phi_{y}\right)$, where $\mathbb{T}_{y \triangleright x}^{\prime}$ is the old subbase and $\Phi_{y}$ its revision input. Analogously, we define $\mathbb{T}^{\prime}=\bigcup_{y \neq x} \mathbb{T}_{y \triangleright x}^{\prime}$. The set $F[\mathbb{T}]$, the $F$-translation of step one output $\mathbb{T}$, is the revision input for this part.

Only sentences in the trust-subbase are eligible ${ }^{12}$ for withdrawal when revising by $F[\mathbb{T}]$. Withdrawing old beliefs in the trust-base $\operatorname{Tr}_{x}$ will be needed only when $F[\mathbb{T}]$ turns out to be inconsistent with the trust-base $\operatorname{Tr}_{x}$. This motivates the following definitions.

Consider the family of maxichoice revision operator outputs, for fixed $\operatorname{Tr}_{x}$ and $F[\mathbb{T}]$, defined as the family $\mathbb{X}$ of sets $X^{*}=X \cup F[\mathbb{T}]$, for some $X \in$ $\operatorname{Con}\left(\operatorname{Tr}_{x}, F[\mathbb{T}]\right)$. We want to compare these values with those from the old, prerevision base $\operatorname{Tr}_{x} \cup F\left[\mathbb{T}^{\prime}\right]$, denoted by $F\left[\mathbf{T}_{x}\right]$. To do so, in each revised set $X^{*}$ we compute to which degree $\alpha_{x y}^{X^{*}}$ agent $x$ trusts on $y$ as the provability degree over $F P(\mathbf{R P L})$ (see Section 1.3) of the formula $\left[B_{x}\right] T r_{x y}$ in the theory $X^{*}$. Formally,

Definition 5. For each $y \neq x$, we define $\alpha_{x y}^{X^{*}}=\left|\left[B_{x}\right] T r_{x y}\right|_{X^{*}}$. We define $\beta_{x y}^{X^{*}}=\left|\left[B_{x}\right] T r_{x y}\right|_{F\left[\mathbf{T}_{x}\right]}-\left|\left[B_{x}\right] T r_{x y}\right|_{X^{*}}$. In the following $\mathbb{P}$ stands for $\alpha$ or $\beta$ (with corresponding scripts).

Parameters $\alpha$ measure the total amount of agents' trust (either preserved or gained), while $\beta$ parameters measure the amount of trust lost from the old belief

[^23]state, both after some revision (would that particular revision take place). We pointed out that revision processes often require non-logical components. In our proposal, $\alpha$ or $\beta$ values will be the first element used to define this non-logical component. Other elements are: (ii) an aggregation operator A to aggregate the agents' $\mathbb{P}$-values for a fixed $X^{*} \in \mathbb{X}^{*}$ (that is, for $y$ varying over $\mathrm{Ag} \backslash\{x\}$ ); thus, from a sequence $\left\langle\mathbb{P}_{x y}^{X^{*}}\right\rangle_{y \neq x}$ we obtain a value $\mathrm{A}\left(\left\langle\mathbb{P}_{x y}^{X^{*}}\right\rangle_{y \neq x}\right) \in[0,1]$. Finally, we introduce (iii) a closed ${ }^{13}$ aggregation operator $f$ (typically, max or min) to select among $\mathbb{X}^{*}$ sets according to the aggregated $A$-value supplied in (ii). That is, given $\mathrm{A}\left(\left\langle\mathbb{P}_{x y}^{X_{0}^{*}}\right\rangle_{y \neq x}\right), \ldots, \mathrm{A}\left(\left\langle\mathbb{P}_{x y}^{X_{n}^{*}}\right\rangle_{y \neq x}\right)$, function $f$ will choose, say, the maximum of these values. Now, the advantage of requiring $f$ to be closed is that we can recover the particular set(s) $X^{*}$ whose A -value gets selected by $f$. We define the selection function induced by $(f, \mathrm{~A}, \mathbb{P})$ as follows:
$$
\gamma_{(f, \mathbf{A}, \mathbb{P})}\left(\operatorname{Con}\left(T_{0}, T_{1}\right)\right)=\left\{X^{*} \cap T_{0}\right\}
$$
for $X^{*}$ such that $\mathrm{A}\left(\left\langle\mathbb{P}_{x y}^{X^{*}}\right\rangle_{y \neq x}\right)=f\left(\left\{\mathrm{~A}\left(\left\langle\mathbb{P}_{x y}^{Y^{*}}\right\rangle_{y \neq x}\right) \mid Y^{*} \in \mathbb{X}^{*}\right\}\right)$. As shown next, this $\gamma_{(f, \mathrm{~A}, \mathbb{P})}$ is a selection function for any base $T_{0}$ and input $T_{1}$. Observe this method must compute first the values of each output of some maxichoice revision operator, in order to decide for the $(f, \mathrm{~A}, \mathbb{P})$-best selections.

Proposition 2. Let $T_{0}$ be a base and $T_{1}$ an input. For any $(f, \mathrm{~A}, \mathbb{P})$ as defined above $\gamma_{(f, \mathbf{A}, \mathbb{P})}$ is a selection function inducing a $\left(F\left[\mathbf{T}_{x}\right] \backslash \mathbf{T r}_{x}\right)$-screened revision operator for $\operatorname{Tr}_{x}$.

Proof. The bijection between $\mathbb{X}^{*}$ elements (under $\left.\cap \operatorname{Tr}_{x}\right)$ and $\operatorname{Con}\left(T_{0}, T_{1}\right)$ elements is obvious (by definition of $\left.\mathbb{X}^{*}\right)$. By definition of $\gamma_{(f, \mathrm{~A}, \mathbb{P})}$, this function selects a subset of $\operatorname{Con}\left(T_{0}, T_{1}\right)$. Now, we prove that $\gamma_{(f, \mathrm{~A}, \mathbb{P})}$ is non-empty: since $f$ is closed there exists a subset $\left\{X_{0}^{*}, \ldots, X_{k}^{*}\right\}$ such that, for $0 \leq i \leq k$, $\mathrm{A}\left(\left\langle\mathbb{P}_{x y}^{X_{i}^{*}}\right\rangle_{y \neq x}\right)=f\left(\left\{\left\langle\mathrm{~A}\left(\mathbb{P}_{x y}^{X^{*}}\right)\right\rangle_{y \neq x} \mid X^{*} \in \mathbb{X}^{*}\right\}\right)$. By the previous bijection $\left\{X_{0}^{*} \cap T_{0}, \ldots, X_{k}^{*} \cap T_{0}\right\}$ is a subset of $\operatorname{Con}\left(T_{0}, T_{1}\right)$. The latter set is non-empty whenever $T_{1}$ is consistent.

Observe that $F$-translated step one inputs satisfy the consistency condition for $T_{1}$ : the set $F[\mathbb{T}]$ is always consistent: let $e$ be an assignment with $e\left(T r_{x y}\right)=0$ for each $y \neq x$. Then, $e$ is a model of $F[\mathbb{T}]$ Thus, when $T_{1}$ is obtained as an step one revision, the above result applies. This result also shows $F$ to preserve consistency, but not necessarily to preserve consistency with $\operatorname{Tr}_{x}$. As usual, the revision operator induced by such $\gamma_{(f, \mathbf{A}, \beta)}$ is defined by

$$
F\left[\mathbf{T}_{x}\right] \circledast_{(f, \mathbf{A}, \mathbb{P})} F[\mathbb{T}]=\left(\bigcap_{(f, \mathbf{A}, \mathbb{P})}\left(\operatorname{Con}\left(\operatorname{Tr}_{x}, F[\mathbb{T}]\right)\right) \cup F[\mathbb{T}]\right.
$$

Under additional conditions, we can enforce the defined revision operators to be maxichoice.

[^24]Proposition 3. Let $(f, \mathrm{~A}, \mathbb{P})$ be as above and assume all values $\mathrm{A}\left(\left\langle\mathbb{P}_{x y}^{X^{*}}\right\rangle_{y \neq x}\right)$ are pairwise different for $X^{*} \in \mathbb{X}^{*}$. Then $\gamma_{(f, \mathrm{~A}, \beta)}$ induces a maxichoice revision operator. The same holds if the above quantification ranges over $X \in \operatorname{Con}\left(\operatorname{Tr}_{x}, F[\mathbb{T}]\right)$ instead of $X \in \mathbb{X}^{*}$.

Proof. We prove the last, stronger, claim. Since the aggregated A-values of $\mathbb{P}$ parameters for any $X^{*}, Y^{*}$ are pairwise different, they can be totally ordered, so closed $f$ will select a unique $\mathbb{P}$-value, $r$. Let $X^{*}$ be the unique element with $\mathrm{A}\left(\left\langle\mathbb{P}_{x y}^{X^{*}}\right\rangle_{y \neq x}\right)=r$, that is $\mathrm{A}\left(\left\langle\mathbb{P}_{x y}^{X^{*}}\right\rangle_{y \neq x}\right)=f\left(\left\{\mathrm{~A}\left(\left\langle\mathbb{P}_{x y}^{Y^{*}}\right\rangle_{y \neq x}\right) \mid Y^{*} \in \mathbb{X}^{*}\right\}\right)$. Finally, $X^{*} \cap \operatorname{Tr}_{x}$ is the unique maximal consistent theory selected by $\gamma_{(f, \mathrm{~A}, \mathbb{P})}$, so this function induces a maxichoice revision operator.

Alternatively, if we are given a lexicographical ordering $<_{\text {lex }}$ (in place of previous A), then $f \in\left\{\max _{\text {lex }}, \min _{\text {lex }}\right\}$ may be introduced to induce selection functions which will give rise, as before, to maxichoice revision operators. We will define lexicographical orderings from reference base $Z$ and a class of $\mathbb{P}$-parameters. Then, the resulting selection function (to be defined) will be called $\gamma_{\left(f^{\prime}, \emptyset, \mathbb{P}\right)_{z}}$. This function may be shown to induce a maxichoice revision operator. Again, a natural choice for $Z$, according to the minimize information loss principle, is the pre-revision belief state $Z=F\left[\mathbf{T}_{x}\right]$.

Proposition 4. For $f \in\{\min , \max \}$ and a base $Z$, we have that $\gamma_{\left(f^{\prime}, \emptyset, \mathbb{P}\right)_{z}}$ induces a maxichoice revision operator.

Proof. Let $(f, \emptyset, \mathbb{P})_{Z}$ be as above for some base $Z$; observe that for any $X, Y$ maximal consistent subsets, by their maximality, exist $y_{0}, y_{1} \in \mathrm{Ag} \backslash\{x\}$ such that $\mathbb{P}_{x y_{0}}^{X^{*}}>\mathbb{P}_{x y_{0}}^{Y^{*}}$ while $\mathbb{P}_{x y_{1}}^{X^{*}}<\mathbb{P}_{x y_{1}}^{Y^{*}}$. Now, we order each $\left\langle\mathbb{P}_{x y}^{(\cdot)}\right\rangle$, matching this order (upon agents) with that of $\mathbb{P}_{x y}^{Z}$, when the latter is decreasingly ordered, the result being possibly non-decreasing. In any case, the above consequence of maximality induces a lexicographic ordering of $X^{*}$ sets in $\mathbb{X}^{*}$; this lexicographic ordering is translated to maximal consistent subset by means of the mapping $X^{*} \longmapsto X=X^{*} \cap \operatorname{Tr}_{x}$. Let this second lexicographic ordering be denoted by $<_{\text {lex }}^{*}$. Obviously, taking the $f$-value on $<_{\text {lex }}^{*}$ makes $\left(f^{\prime}, \emptyset, \mathbb{P}\right)_{Z}$ to select a unique element: consider the $f=\max$ case first; for $X, Y \in \operatorname{Con}\left(\operatorname{Tr}_{x}, F[\mathbb{T}]\right)$, we have

$$
\left\{X^{*}\right\}=\gamma_{(\max , \emptyset, \mathbb{P})_{Z}}\left(\operatorname{Con}\left(\operatorname{Tr}_{x}, F[\mathbb{T}]\right)\right), \text { where } X^{*} \text { is maximum w.r.t. }<_{\text {lex }}^{*}
$$

This $\gamma_{(\max , \emptyset, \mathbb{P})}$ is a selection function (it is non-empty, since $\operatorname{Con}\left(\operatorname{Tr}_{x}, F[\mathbb{T}]\right)$ is not empty either), and since the element selected is unique this selection function induces a maxichoice revision operator. The proof of case $f=$ min is similar: simply replace maximum by minimum in the previous set.

### 2.3 Examples of Aggregation-Based Revision Operators

We consider the next criteria (1) $(\max , \max , \alpha)$ i.e. $f=\mathrm{A}=\max$, and $\alpha_{x y}^{X}=$ $\left|\left[B_{x}\right] T r_{x y}\right|_{X}$ inducing revision operators that opt for maximizing the trust upon the maximally trusted agent in the resulting revision; and (2) (min, mean, $\beta$ ), for
$\beta_{x y}^{X}=\left|\left[B_{x}\right] T r_{x y}\right|_{T}-\left|\left[B_{x}\right] T r_{x y}\right|_{X}$, to generate revision operators that minimize the mean of the differences in trust before and after revision. Observe that max is associative but mean is not: (1) induces revision operators unsensitive to order and simultaneity of inputs; while this need not to be the case for (2), in principle; although to properly implement (2) agent $x$ should not revise her belief states after each new input is received. Doing so would make (min, mean, $\beta$ ) to collapse into the former $(\max , \max , \alpha) 14$. This is shown in the first example. As mentioned before, we will assume in the next examples that bases are closed under (a finite but sufficient set of) truth-degrees: if $\bar{r} \rightarrow_{\mathrm{L}}\left[B_{x}\right] \varphi \in T$ then for each $s<r, \bar{s} \rightarrow_{\mathrm{E}}\left[B_{x}\right] \varphi \in T$. (Doing otherwise just leads to more drastic revision operators.) In these examples, there is no internal conflict in the discourse of any agent $y \neq x$. Hence we can forget about the first revision step depicted above.

Example 1. Consider the base

$$
\begin{aligned}
T_{0}= & \left\{\left[B_{x}\right] T r_{x y} \rightarrow_{\mathrm{E}}\left[B_{x}\right] p, \overline{0.9} \rightarrow_{\mathrm{E}}\left[B_{x}\right] T r_{x y},\right. \\
0.8 & \left.\rightarrow_{\mathrm{E}}\left[B_{x}\right] T r_{x z_{0}}, \overline{0.7} \rightarrow_{\mathrm{E}}\left[B_{x}\right] T r_{x z_{1}}\right\}, \text { and inputs } \\
\varphi_{0}= & {\left[B_{x}\right] T r_{x z_{0}} \rightarrow_{\mathrm{E}}\left[B_{x}\right] \neg p \text { and } \varphi_{1}=\left[B_{x}\right] T r_{x z_{1}} \rightarrow_{\mathrm{E}}\left[B_{x}\right] \neg p }
\end{aligned}
$$

(a) Observe criterion $\mathbb{C}=(\max , \max , \alpha)$ leads to $|\psi|_{\left(T_{0} \circledast \mathbb{C} \varphi_{0}\right) \circledast \mathbb{C} \varphi_{1}}=|\psi|_{T_{0}}$, for $\psi$ not being a trust sentence about $z_{0}$ or $z_{1}$; i.e. revision preserves the rest of the base. This is so because neither $z_{0}$ nor $z_{1}$ can individually beat $y$. As a consequence, trust upon $z_{0}$ and $z_{1}$ is lowered to $\overline{0.1}$.
(b) The same holds for $\mathbb{C}^{\prime}=(\min$, mean, $\beta$ ), if $x$ revises as soon as a new input is received. Let $T^{\prime}:=T \circledast \mathbb{C}^{\prime} \varphi_{0}$. We have $T^{\prime}$ makes $x$ 's trust upon $z_{0}$ be set to $\overline{0.1} \rightarrow_{\mathrm{E}}\left[B_{x}\right] T r_{x z_{0}}$. On second input, $T^{\prime} \circledast \mathbb{C}^{\prime} \varphi_{1}, x$ joint trust upon $z_{0}$ and $z_{1}$ cannot beat that upon $y$.
(c) Finally, consider (b)'s criterion $\mathbb{C}^{\prime}$ but now with simultaneous (i.e. multiple) revision of $T$ by input $\left\{\varphi_{0}, \varphi_{1}\right\}$. In this case, $x$ must choose between a loss of $\frac{.9+0+0}{3}$ units of trust or a loss of $\frac{0+(.8-.1)+(.7-.1)}{3}$ units of trust. Since the later means a minimum loss, $z_{0}$ and $z_{1}$ beat $y$, who looses credibility from $x$ 's point of view.

Another important question is how does a new communication of trust affect old communications. Assume $z_{0}$ and $z_{1}$ happen to disagree about $p$. The next example shows there is an important difference between $\psi=y$ recommending $z_{1}$ (to $x$ ) and $\psi^{\prime}=y$ disrecommending $z_{0}($ to $x)$. The latter, as a revision input, does not make $x$ to recover an old high degree of trust in $z_{1}$ (this is case $(T \circledast \varphi) \circledast \psi^{\prime}$ ) unless $y$ 's disrecommendation of $z_{0}$ takes place before $z_{1}$ 's conflicting message about $p\left(\right.$ case $\left.\left(T \circledast \psi^{\prime}\right) \circledast \varphi\right)$. On the other side, this example makes no difference between $\mathbb{C}$ and $\mathbb{C}^{\prime}$.

[^25]Example 2. Let

$$
\begin{gathered}
T=\left\{\overline{0.9} \rightarrow_{\mathrm{E}}\left[B_{x}\right] T r_{x y}, \overline{0.7} \rightarrow_{\mathrm{E}}\left[B_{x}\right] T r_{x z_{0}},\right. \\
\left.\overline{0.6} \rightarrow_{\mathrm{E}}\left[B_{x}\right] T r_{x z_{1}},\left[B_{x}\right] T r_{x z_{0}} \rightarrow_{\mathrm{E}}\left[B_{x}\right] \neg p\right\}, \text { and inputs } \\
\varphi=\left[B_{x}\right] T r_{x z_{1}} \rightarrow_{\mathrm{E}}\left[B_{x}\right] p, \psi=\left[B_{x}\right] T r_{x y} \rightarrow_{\mathrm{E}}\left(\overline{0.9} \rightarrow_{\mathrm{E}}\left[B_{x}\right] T r_{x z_{1}}\right), \\
\quad \text { and } \psi^{\prime}=\left[B_{x}\right] T r_{x y} \rightarrow_{\mathrm{E}}\left(\left[B_{x}\right] T r_{x z_{0}} \rightarrow_{\mathrm{E}} \overline{0.4}\right)
\end{gathered}
$$

In each of the next sequences of revisions, $x$ 's trust upon $z_{0}, z_{1}$ becomes

$$
\begin{aligned}
& \left|\left[B_{x}\right] T r_{x z_{1}}\right|_{T \circledast \varphi}=0.3 \\
& \left|\left[B_{x}\right] T r_{x z_{1}}\right|_{(T \circledast \varphi) \circledast \psi}=0.8 \quad\left|\left[B_{x}\right] T r_{x z_{0}}\right|_{(T \circledast \varphi) \circledast \psi}=0.2 \\
& \left|\left[B_{x}\right] T r_{x z_{0}}\right|_{(T \circledast \varphi) \circledast \psi^{\prime}}=0.5 \quad\left|\left[B_{x}\right] T r_{x z_{1}}\right|_{(T \circledast \varphi) \circledast \psi^{\prime}}=0.3 \\
& \left|\left[B_{x}\right] T r_{x z_{1}}\right|_{\left(T \circledast \psi^{\prime}\right) \circledast \varphi}=0.6 \quad\left|\left[B_{x}\right] T r_{x z_{0}}\right|_{\left(T \circledast \psi^{\prime}\right) \circledast \varphi}=0.4
\end{aligned}
$$

## 3 Conclusions and Future Work

We studied revision-theoretic properties of a probabilistic (uncertainty) graded logic, with propositional atoms for trust and modalities for (communicated) belief. This was but an example of how can we define a trust-based method of iterated belief revision (on top of some uncertainty logic) by imposing an aggregation operator to generate revision operators guiding belief change in an automated way.

We hope this work can throw some light into the area of iterated belief revision by providing classes of examples from which axioms for iterated change (other than those from Darwiche and Pearl's [4]) can be extracted. Several improvements of our proposal can also be devised for future work, including updates and topic-sensitive trust. The study of protocols for sending messages to other agents would make the system fully autonomous in its implementation. Allowing for nested communications or splitting Trust into Sincerity and Credibility could improve agents' epistemic capabilities as well as their performance.
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#### Abstract

Companies and organizations that track moving objects are interested in predicting the intended destination of these moving objects. We develop a formal model for destination prediction problems where the agent (Predictor) predicting a destination may not know anything about the route planning mechanism used by another agent (Target) nor does the agent have historical information about the target's past movements nor do the observations about the agent have to be complete (there may be gaps when the target was not seen). We develop axioms that any destination probability function should satisfy and then provide a broad family of such functions guaranteed to satisfy the axioms. We experimentally compare our work with an existing method for destination prediction using Hidden Semi-Markov Models (HSMMs). We found our algorithms to be faster than the existing method. Considering prediction accuracy we found that, when the Predictor knows the route planning algorithm the target is using, the HSMM method is better, but without this assumption our algorithm is better.


## 1 Introduction

Numerous applications require the prediction of the destinations of various moving objects. Maritime security organizations are interested in tracking maritime traffic, determining where they are going, and rapidly making an assessment of the threat posed by those vessels. Recent events involving Somali pirates in the Gulf of Aden, and the arrival by sea of terrorists in Mumbai further highlight the need to rapidly predict where vessels are headed and then make decisions based on those determinations. In a similar vein, the ability to predict destinations of cell phones is critical to determining and balancing loads across multiple cell towers. Each of these situations requires a solution to the simpler problem of determining an agent's intended destination based on information about their current path. Throughout this paper, we will refer to the entity whose destination we seek to predict as the target and the entity performing the prediction as the predictor. We will further assume the target is unaware of the predictor's operation and is not willfully trying to deceive the predictor (such an adversarial treatment of the problem is left as future work).

All of the above examples have three important characteristics. First, little if any information might be available to the predictor on the actual planning mechanisms used by a target. Does a specific target just make up a route manually? Does the target use a route planning service (such as Google Maps or Via Michelin for land vehicles) for planning purposes? The important point is that the route planning mechanism used
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by the target is usually unknown to the predictor. Second, the observations of the target may be spotty or incomplete: the target may be spotted only at irregular intervals. Third, there may be little if any historical data about the target's past movements from which one can build a model of the target's preferred movement.

In this paper, we develop a formal, axiomatic theory to address the destination prediction problem under these assumptions. We start with a simple motivating example and some basic definitions in Section 2 Then, in Section 3 we formally define a destination probability function as any function that satisfies certain axioms. We explain why these axioms make sense. In order to define specific destination probability functions, we often need to examine the distance between an observed route that the target has taken, and some other route. In Section 4 we also define axioms that any function to measure distance between routes should satisfy in order to be applicable to destination prediction, and then we go on to provide definitions of four route distance functions that satisfy these very simple axioms. In Section5, we use the route distance functions to define a class of destination prediction functions that satisfy all the destination prediction axioms from Section 3. Finally, in Section 6, we report on a prototype implementation and a suite of experiments comparing these methods - not only with each other, but also with the only other algorithm we are aware of in the literature for destination prediction under our assumptions. We show that several of our algorithms significantly outperform these algorithms when the predictor does not know the route planning algorithm used by the target - however, when the predictor knows the route planner used by the target, [1]'s algorithm outperforms ours. As a consequence, a combination of the two methods could provide a powerful predictive mechanism depending on whether or not the route planner used by the target is known.

## 2 Preliminary Definitions

Throughout this paper, we assume that all objects are present in an $N \times N$ space $S$ where $N$ is the set of all non-negative integers. We assume that $S$ is discrete - thus $S$ includes the point $(3,5)$ but not $(2.5,2.7)$. We assume the existence of a distance function $d: S \times S \rightarrow \mathbb{R}$ specifying the physical distance which must be traveled to get from one point to another. We say that two points are adjacent if the Manhattan distance between them is on ${ }^{1}$. We also assume that there is a set $\mathcal{D} \subseteq S$ of possible destinations. Each point in $\mathcal{D}$ may represent a location deemed to be worth visiting from the point of view of the target. For example, if the target appears to be engaged in tourism, $\mathcal{D}$ could include hotels, restaurants, tourist sights, airports, bus stations, train stations, ports, etc. We assume that the target has a destination in $\mathcal{D}$ unknown to the predictor; however, the predictor knows $\mathcal{D}$.

Definition 1 (Route). $A$ route $\wp$ is a sequence $\left\langle p_{1}, p_{2}, \ldots, p_{n}\right\rangle$ where all $p_{i} \in S$. We use $\mathcal{R}$ to denote the set of all routes. Route $\wp$ is said to be full iff $p_{i}$ and $p_{i+1}$ are adjacent for all $i, 1 \leq i<n$.

Basically a route is a list of points in space through which the target travels. Note that $\wp=\langle(1,1),(3,1),(4,3)\rangle$ is a route, even though consecutive points are not adjacent.

[^26]

Fig. 1. Pictured here are two example routes: $\wp_{1}$ in the solid line is $\langle(0,2),(4,4),(9.2),(11,4)\rangle$, and $\wp_{2}$ in the dotted line is $\langle(0,0),(6,5)$, $(7,4),(10,5)\rangle$


Fig. 2. Illustration for counter-example to using the Monotonicity properties as axioms

This may simply reflect known information about the target's route, since not all points the target has visited may be recorded in a route. We specify complete ignorance as to the target's location with the empty route: $\rangle$ - this route is used when there is no information about the target's past or present location.

We now define the concept of a subroute.
Definition 2 (Subroute). A route $\wp=\left\langle p_{1}, p_{2}, \ldots, p_{n}\right\rangle$ is a subroute of a route $\wp^{\prime}=$ $\left\langle p_{1}^{\prime}, p_{2}^{\prime}, \ldots, p_{m}^{\prime}\right\rangle$ iff there is a function $\alpha:\{1, \ldots, n\} \rightarrow\{1, \ldots, m\}$ such that for all $i$, $p_{i}^{\prime}=p_{\alpha(i)}$ and $\alpha(i)<\alpha(i+1)$.

For example, the route $\langle(1,1),(3,1),(4,3)\rangle$ is a subroute of the (full) route $\langle(1,1),(2,1),(3,1),(3,2),(3,3),(4,3)\rangle$.

Definition 3 (Prefix Route). A route $\wp=\left\langle p_{1}, p_{2}, \ldots, p_{n}\right\rangle$ is a prefix of a route $\wp^{\prime}=\left\langle p_{1}^{\prime}, p_{2}^{\prime}, \ldots, p_{m}^{\prime}\right\rangle$ iff for $i=1$ to $n, p_{i}=p_{i}^{\prime}$.

Thus far, a route has merely been defined as a sequence of points. But clearly not just any route is feasible for a given target. For instance, if the target is a boat, it is infeasible for it to traverse the middle of the Sahara desert. We assume the existence of a feasibility predicate feas that takes a route as input and either returns true or false. feas $(\wp)$ returns "true" iff the route is considered feasible. The feasibility predicate is required to satisfy the axiom: If $\wp$ is a subroute of $\wp^{\prime}$ and feas $\left(\wp^{\prime}\right)=$ true, then feas $(\wp)=$ true. Throughout this paper, we assume that the definition of feas is arbitrary, but fixed. We now define route planners as programs that return routes that the given target might use.

Definition 4 (Route Planner). A route planner is a function $\mathcal{P}: S \times S \rightarrow 2^{\mathcal{R}}$ which takes an origin and a destination from space and returns a set of feasible full routes from the origin to the destination. If there is no feasible route from the origin to the destination, $\emptyset$ is returned. $\mathcal{P}$ must satisfy the following condition: if $\mathcal{P}\left(p_{1}, p_{2}\right) \neq \emptyset$ and $\mathcal{P}\left(p_{2}, p_{3}\right) \neq \emptyset$ then $\mathcal{P}\left(p_{1}, p_{3}\right) \neq \emptyset$.

Some route planners return only a subset of the feasible routes. Examples of such route planners are Google Maps, Mapquest, Via Michelin, and other automated route planners
that return a single route (which can be interpreted as a singleton route set). One can imagine more and more inclusive route planners, which return larger and larger sets of feasible full routes. We assume all route planners always return a finite set of full routes.

Intuitively, $\mathcal{P}\left(\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)\right)$ returns feasible routes from $\left(x_{1}, y_{1}\right)$ to $\left(x_{2}, y_{2}\right)$. The transitivity requirement in the definition makes sense because if the target has a way of getting from $p_{1}$ to $p_{2}$ (making $\mathcal{P}\left(p_{1}, p_{2}\right)$ non-empty) and a way of getting from $p_{2}$ to $p_{3}$ (making $\mathcal{P}\left(p_{2}, p_{3}\right)$ non-empty), then it should have a way of getting from $p_{1}$ to $p_{3}$ (making $\mathcal{P}\left(p_{1}, p_{3}\right)$ non-empty). Route planners can be implemented in many ways - the above definition is rich enough to allow us to think of Google Maps, Mapquest, Via Michelin and other online route planning sites as route planners. More traditional route planners such A* search and variants [2] also fit our definition. Likewise, flight planning programs would be route planners as well (if we were to extend our treatment to 3-dimensional spaces). Even a person constructing routes by hand can be considered a route planner!

In this paper, we consider the Destination Probability Function problem.
DPF Problem: Given a route $\wp$ that a target has been seen taking, and given a potential destination $\ell$, what is the probability that the target is going to destination $\ell$ ?

## 3 Destination Prediction Axioms

As we have already seen, there are many different route planners. There are also many different ways in which one could try to define a destination probability function.

Definition 5 (Destination Probability Function). $\mu: \mathcal{R} \times \mathcal{D} \rightarrow[0,1]$ is a destination probability function.
$\mu(\wp, \ell)$ is the probability that location $\ell$ is the destination of an object given that the object has traveled the route $\wp$. When applied to the null route $\rangle, \mu$ gives an a priori distribution over possible destinations, specifying where an object is headed given no information on the object's location or path.

We want to identify "reasonable" properties that any destination probability function should satisfy.

DP1 (PDF Axiom) For all feasible routes $\wp, \sum_{\ell \in \mathcal{D}} \mu(\wp, \ell)=1$.
DP2 (a priori Axiom) For all destinations $\ell \in \mathcal{D}, \mu(\langle \rangle, \ell)>0$.
DP3 (Reachability Axiom) For all routes $\wp$ with first location $p_{1}$ and all $\ell \in \mathcal{D}$, $\mu(\wp, \ell)>0$ iff $\wp$ is a feasible route from $p_{1}$ to $\ell$.

Axiom DP1 ensures that for every route that may be observed, $\mu$ is a probability distribution over $\mathcal{D}$. Axiom DP2 ensures the exclusion of trivial destinations from the list of potential destinations i.e. only destinations that are possible a priori are allowed in the destination set. Axiom DP3 ensures that any location that can be reached by a feasible route gets a nonzero probability, while when a location cannot be reached by a feasible route, the probability must be zero.

It turns out that destination probability functions satisfying these axioms do not always exist as we now demonstrate. Let $\mathcal{D}=\{\ell\}$ and suppose there exists no feasible
route from any $p \in S, p \neq \ell$ to $\ell$ (maybe $\ell$ is an island and the target cannot travel on water). Next suppose that there exists a destination probability function $\mu$ that satisfies the axioms. For any route $\wp$ not containing $\ell, \mu(\wp, \ell)$ must be zero by DP3. Thus $\sum_{\ell^{\prime} \in \mathcal{D}} \mu\left(\wp, \ell^{\prime}\right)=0$ (since $\mathcal{D}=\{\ell\}$ ), and that violates DP1.

In the future we will avoid such an anomaly when there is no way to get to a destination and assume that for all $\mathcal{D}$ we encounter, there exists a DPF that satisfies DP1-DP3.

We now introduce the monotonicity properties that assert that a destination probability function must not become less sure of the correct destination as it is given more information about the agent's movement. These properties involve the intuition that the probability of a given destination being an agent's destination should not decrease as the agent travels a path towards that destination.

## Definition 6 (Monotonicity Properties)

Weak Monotonicity. For all points $p$ and all locations $\ell$ if $\wp=\left\langle p_{1}, \ldots, p_{n}\right\rangle \in \mathcal{P}$ $\left(p_{1}, \ell\right)$, then for all $i$ s.t. $1 \leq i<n, \mu\left(\left(p_{1}, \ldots, p_{i}\right), \ell\right) \leq \mu\left(\left(p_{1}, \ldots, p_{i+1}\right), \ell\right)$.
Strong Monotonicity. For all points $p$ and all locations $\ell$ if $\wp=\left\langle p_{1}, \ldots, p_{n}\right\rangle \in$ $\mathcal{P}(p, \ell)$, then for all subroutes $\wp^{\prime}$ and $\wp^{\prime \prime}$ of $\wp$, where $\wp^{\prime}$ is also a subroute of $\wp^{\prime \prime}$, $\mu\left(\wp^{\prime}, \ell\right) \leq \mu\left(\wp^{\prime \prime}, \ell\right)$.

The monotonicity properties are segregated from the DPF axioms because there are sensible DPFs that do not satisfy these properties. Consider Figure 2 to see an example case where we may not want either monotonicity axiom to hold. According to both axioms, the probability of traveling to destination $F$ given route $\langle A, B\rangle$ must be equal or higher than the route $\langle A\rangle$ (since $\langle A\rangle$ is a subroute of $\langle A, B\rangle$ and both are prefix routes of $\langle A, B, C, D, F\rangle$ ). However, it may be that the agent is known to be very likely to travel route $\langle A, G, F\rangle$ when traveling to $F$, implying that when given the route $\langle A, B\rangle$ the destination $F$ is actually less likely than when given the route $\langle A\rangle$.

## 4 Route Distance Functions

One general method of finding the probability that a given location $\ell$ is the destination of a target that has been observed to travel route $\wp=\left(p_{1}, \ldots, p_{n}\right)$ is the following. We use some route planner $\mathcal{P}$ to get a set of possible routes from $p_{1}$ to $\ell$. Let us suppose that $\mathcal{P}\left(p_{1}, \ell\right)=\left\{\wp_{1}, \ldots, \wp_{k}\right\}$. At this stage, we define the "similarity" between the observed route $\wp$ taken by the target and then aggregate the similarities between $\wp$ and each of $\wp_{1}, \ldots, \wp_{k}$ to identify a net probability that the target is going towards $\ell$.

To define similarity, we define the dissimilarity between routes with a "route distance function" that gives a numeric distance between two routes, and use fractions composed of these numeric distances as similarity. We define a route distance function to be something that tells the distance between two routes and satisfies some simple axioms.

Definition 7 (Route Distance Function). A route distance function is a function $\psi$ : $\mathcal{R} \times \mathcal{R} \rightarrow \mathbb{R}$ satisfying the following axioms. ( $B$ is a constant.)

RD1 For all routes $\wp, \psi(\wp, \wp)=0$.
RD2 For all routes $\wp_{1}$ and $\wp_{2}, \psi\left(\wp_{1}, \wp_{2}\right) \geq 0$.
RD3 For all routes $\wp_{1}, \wp_{2}, \psi\left(\wp_{1}, \wp_{2}\right) \leq B$.
Axiom RD1 states that a route's distance from itself is 0 . Axiom RD2 enforces the nonnegativity of the route distance function. Finally, axiom RD3 states that the distance function is bounded. This boundedness axiom is reasonable because our space $S$ is finite.

More notable than the axioms we chose to include are the axioms we left out. In particular, one might expect a distance function to satisfy both symmetry and the triangle inequality. For the purposes of destination prediction, both properties may be undesirable, as we now show.


Fig. 3. Example routes demonstrating why both symmetry and the triangle inequality may be undesirable properties for a route distance function


Fig. 4. A set of example routes where, for the purposes of destination prediction, one would want to consider R2 to be closer to R3 than to R1

Symmetry: Suppose we have seen an object travel route $r 1$ in Figure 3, and suppose we want to compare it to a path $r 2$ from route planner $\mathcal{P}$. In this case $r 1$ should be fairly "close" to $r 2$ : the entirety of the $r 1$ path is near to $r 2$. However, if we have seen the object travel the route $r 2$, and the route planner gives us $r 1$ as a potential route we want the distance from $r 2$ to $r 1$ to be quite large. An object traveling $r 2$ is pretty unlikely to have the last point in $r 1$ as its intended destination.

Triangle Inequality: Again using the routes in Figure 3, consider the triangle inequality: $\psi(r 1, r 3) \leq \psi(r 1, r 2)+\psi(r 2, r 3)$. However, the distance from $r 1$ to $r 2$ should be small (it is reasonable for an object traveling $r 1$ to be intending a route like $r 2$ ), and the distance from $r 2$ to $r 3$ should be small (they run parallel to one another towards the end). But again intuitively, the distance from $r 1$ to $r 3$ should be large: they seem the most "distant" two routes in the diagram. So we do not include the triangle inequality as an axiom. It may, however, be used in a discretionary manner depending upon the characteristics of an application.

In the rest of this section, we will define some alternative methods to compute the distance between routes.

Naive Route Distance Function: The first route distance function is naive and is included as a baseline example. The distance between a point $p_{i}$ in the first route and the
entire second route is defined to be the distance between $p_{i}$ and the closest point to it in the second route. The distance between the first route and the second route is then obtained by averaging the distances between each point in the first route and the entire second route.

Definition 8 (Naïve Route Distance). For $\wp=\left\langle p_{1}, \ldots, p_{n}\right\rangle$ and $\wp^{\prime}=\left\langle p_{1}^{\prime}, \ldots, p_{m}^{\prime}\right\rangle$ the naive route distance is:

$$
N R D\left(\wp, \wp^{\prime}\right) \stackrel{\text { def }}{=} \frac{1}{n} \sum_{i=1}^{n} \min _{j \in\{1, \ldots, m\}}\left(d\left(p_{i}, p_{j}^{\prime}\right)\right)
$$

Weighted Distance Function: One potential improvement on the naïve route distance function involves weighting the summation according to the fraction of the path the point is responsible for.

Definition 9 (Weighted Route Distance). For routes $\wp=\left(p_{1}, \ldots, p_{n}\right)$ and $\wp^{\prime}=$ $\left(p_{1}^{\prime}, \ldots, p_{m}^{\prime}\right)$ the weighted route distance is:

$$
W R D\left(\wp, \wp^{\prime}\right) \stackrel{\text { def }}{=} \frac{1}{2 \cdot d(\wp)} \sum_{i=1}^{n}\left[\binom{d\left(p_{i-1}, p_{i}\right)}{+d\left(p_{i}, p_{i+1}\right)} \min _{j \in\{1, \ldots, m\}}\left(d\left(p_{i}, p_{j}^{\prime}\right)\right]\right.
$$

(for $p_{i}=p_{1}$ when $i<1$, and $p_{i}=p_{n}$ when $i>n$, and $d(\wp)=\sum_{i=1}^{n} d\left(p_{i}, p_{i+1}\right)$ ).
In order to understand this, note that $\left(d\left(p_{i-1}, p_{i}\right)+d\left(p_{i}, p_{i+1}\right)\right)$ is the amount of distance in route $\wp$ in which $p_{i}$ is involved. As each $p_{i}$ participates in two terms, dividing this quantity by $2 \cdot d(\wp)$ gives the contribution of $p_{i}$ (in terms of distance) to the total distance in route $\wp$. This serves to weight the distance from that point appropriately. If $p_{1}$ is responsible for very little of $\wp$, then its distance should be taken into account proportionally less than if it is responsible for a large piece of $\wp$.

Discounted Route Distance: So far we have only considered route distance functions that treat the distance between paths regardless of where the distances between the paths occur. For instance, consider the routes in Figure 4 In this figure we have three routes, R1, R2, and R3. R2 and R3 have the same destination, however, according to all the route distance functions considered thus far, R1 is "closer" to R2 than R3. We employ the notion of a discount factor to alleviate this issue, and define a route distance function where early similarity between routes is worth less than late similarity.

Definition 10 (Discounted Route Distance). For routes $\wp=\left(p_{1}, \ldots, p_{n}\right)$ and $\wp^{\prime}=\left(p_{1}^{\prime}, \ldots, p_{m}^{\prime}\right)$ and $\delta \leq 1$ (a discount factor):

$$
D R D_{\delta}\left(\wp, \wp^{\prime}\right)=\frac{1}{n} \sum_{i=1}^{n} \delta^{n-i} \min _{j \in\{1, \ldots, m\}} d\left(p_{i}, p_{j}^{\prime}\right)
$$

Example 1. In Figure 4 we see three routes: $R 1=((0,0),(4,1),(6,3),(8,6)), R 2=$ $((0,1),(4,1),(7,3),(10,4))$, and $R 3=((0,2),(3,5),(8,3),(10,4))$. The discounted route distance from $R 1$ to $R 2$ is: $\frac{1}{4}\left(\delta^{3} \cdot 1+\delta^{2} \cdot 0+\delta^{1} \cdot 1+\delta^{0} \cdot 2.83\right)$, and the discounted route distance from $R 3$ to $R 2$ is: $\frac{1}{4}\left(\delta^{3} \cdot 1+\delta^{2} \cdot 4.12+\delta^{1} \cdot 1+\delta^{0} \cdot 0\right)$. When
$\delta=0.9$ the first value is 1.11 , and the second value is 1.24 , and when $\delta=0.6$ the first value is 0.91 and the second value is 0.57 . So with the higher $\delta, R 1$ is closer to $R 2$ than $R 3$ is to $R 2$; however, with lower $\delta=0.6, R 3$ is closer to $R 2$ than $R 1$ is to $R 2$, since with lower $\delta$, the initial portion of the routes count proportionally less towards the total distance.

We can also weight the points in the discounted route distance as in the weighted route distance function.

Definition 11 (Discounted Weighted Route Distance). For routes $\wp=\left(p_{1}, \ldots, p_{n}\right)$ and $\wp^{\prime}=\left(p_{1}^{\prime}, \ldots, p_{m}^{\prime}\right)$ and $\delta \leq 1$ ( a discount factor):

$$
D W R D_{\delta}\left(\wp, \wp^{\prime}\right) \stackrel{\text { def }}{=} \frac{1}{2 d(\wp)} \sum_{i=1}^{n}\left[\delta^{n-i}\binom{d\left(p_{i-1}, p_{i}\right)}{+d\left(p_{i}, p_{i+1}\right)} \min _{j \in\{1, \ldots, m\}}\left(d\left(p_{i}, p_{j}^{\prime}\right)\right]\right.
$$

$\left(\right.$ for $p_{i}=p_{1}$ when $i<1$, and $p_{i}=p_{n}$ when $i>n$, and $d(\wp)=\sum_{i=1}^{n} d\left(p_{i}, p_{i+1}\right)$ ).
The following result states that all the route distance functions provided thus far satisfy the axioms for a function to be considered a route distance function.

Proposition 1. Suppose $0 \leq \delta \leq 1$. Then: $N R D, W R D, D R D_{\delta}$ and $D W R D_{\delta}$ are all valid route distance functions, i.e. they satisfy axioms RD1, RD2, and RD3.

## 5 Destination Probability Function

Given a route distance function $\psi$ and a route planner $\mathcal{P}$, we are now in a position to construct a destination probability function. We define one family of such functions, parameterized by a specific distance function, in this section. We point out that many different destination probability functions exist, and we do not mean to suggest that the construction below is best (though it will be shown to satisfy the destination prediction axioms).

Given a route $\wp$, we can find the minimum route distance to routes returned by $\mathcal{P}$ for a given destination. By normalizing that value over all destinations, we now have what we call a route distance destination probability function.

Definition 12 (Route Distance Destination Probability Function). Suppose $\psi$ is $a$ route distance function, $\mathcal{P}$ is a route planner, and route $\wp=\left\langle p_{1}, \ldots, p_{n}\right\rangle$. We define a route distance destination probability function $\mu_{\psi, \mathcal{P}}: \mathcal{P} \times \mathcal{D} \rightarrow[0,1]$ as follows:

$$
\mu_{\psi, \mathcal{P}}(\wp, \ell) \stackrel{\text { def }}{=} \begin{cases}0 & \text { if } \mathcal{P}(\wp, \ell)=\emptyset \\ \max _{\wp^{\prime} \in \mathcal{P}\left(p_{1}, \ell\right)}\left(\psi\left(\wp, \wp^{\prime}\right)^{-1}\right) \\ \sum_{\ell^{\prime} \in \mathcal{D}} \max _{\wp^{\prime} \in \mathcal{P}\left(p_{1}, \ell^{\prime}\right)}\left(\psi\left(\wp, \wp^{\prime}\right)^{-1}\right) & \text { otherwise }\end{cases}
$$

First, if there is no $\wp^{\prime} \in \mathcal{P}\left(p_{1}, \ell\right)$, then the expression equals zero and the probability of $\ell$ being the intended destination likewise becomes zero. This makes sense since in this case there is no route from $p_{1}$ to $\ell$, so how could $\ell$ be the destination? Otherwise, since $\psi\left(\wp, \wp^{\prime}\right)$ gives the distance between routes $\wp, \wp^{\prime}, \psi\left(\wp, \wp^{\prime}\right)^{-1}$ is one way of measuring
similarity (inverse of distance) between these two route $\sqrt{2}$. Thus, $\mu_{\psi, \mathcal{P}}$ computes the similarity between the target's observed route and the best route to destination $\ell$ and divides this by the sum of the same similarity for every possible destination. The simple example below illustrates this.

Example 2. Let $\mathcal{D}=\left\{\ell, \ell^{\prime}\right\}$ be a set of just two destinations and suppose $\mathcal{P}$ returns two routes $r_{1}, r_{2}$ between $p_{1}$ and $\ell$ where the target's observed route is $\wp=p_{1}, p_{2} \ldots$. Suppose the distances between the routes are given as follows: $\psi\left(\wp, r_{1}\right)=100, \psi\left(\wp, r_{2}\right)=$ 600. In this case, $r_{1}$ is closer to $\wp$, so the numerator in the definition of $\mu$ becomes $(100)^{-1}$. This is a measure of the similarity between route $\wp$ and the best route to destination $\ell$. We likewise compute the similarity between route $\wp$ and the best route to $\ell^{\prime}$. Suppose there are two routes $r_{3}, r_{4}$ from $p_{1}$ to $\ell^{\prime}$ and that $\psi\left(\wp, r_{3}\right)=300, \psi\left(\wp, r_{4}\right)=$ 400. Then the similarity between route $\wp$ and the best route to $\ell^{\prime}$ is given by $(300)^{-1}$. The destination probability function $\mu_{\psi, \mathcal{P}}$ computes the probability of the target going to $\ell$ as the ratio of the similarity of the target's observed route to the best route to $\ell$ to the sum of the similarities of the target's observed route to the best route to each possible destination. We obtain:
$\mu_{\psi, \mathcal{P}}(\wp, \ell)=\frac{(100)^{-1}}{(100)^{-1}+(300)^{-1}}=0.75$, while $\mu_{\psi, \mathcal{P}}\left(\wp, \ell^{\prime}\right)=\frac{(300)^{-1}}{(100)^{-1}+(300)^{-1}}=0.25$
The following result states that $\mu$ always satisfies the axioms to be a destination probability function.

Proposition 2. For any route distance function $\psi$ and any route planner $\mathcal{P}$ that returns at least one route between any two points where a feasible route exists, the route similarity destination probability function $\mu_{\psi, \mathcal{P}}$ satisfies Axioms DP1-DP3.

The reader can imagine a weighted version of the above destination probability function which weights the minimum distance to each location by an a prior probability of the location being the intended destination. Examination of such functions and the increased predictive capacity are reserved for future work.

## 6 Experiments

We built a prototype of this system on top of the HOG system [2] that provides 54 different maps as well as several pathfinding algorithms. In our experiments, we select a number of destinations on a map, and create a target that travels to the destination using A* search and then try to measure the predictive accuracy of our different algorithms.

After every move by the agent, we computed the expected distance from the predicted destination to the actual destination as follows. Let $\ell_{d}$ be the agent's actual destination and $\mu$ be the probability distribution returned by the destination predictor. The expected distance from prediction is then defined as: $\operatorname{dis}\left(\mu, \ell_{d}\right)=\sum_{\ell \in \mathcal{D}} d\left(\ell, \ell_{d}\right) \cdot \mu(\ell)$. The smaller this measure, the better the algorithm's predictive power.

The running times reported are the average per-step running time. The algorithms in [1] require some pre-computation time that is not required by the algorithms presented

[^27]Table 1. The expected distance of prediction and running time of various destination prediction techniques when all techniques are given access to the same planner as the agent uses

| Algorithm | exp. dis. of <br> prediction | running <br> time $(\mathrm{ms})$ |
| :---: | :---: | :---: |
| HSMM | 4.629726 | 34 |
| WRD | 5.928825 | 8 |
| DWRD $(0.9)$ | 6.041613 | 8 |
| DWRD $(0.6)$ | 6.283690 | 8 |
| NRD | 7.830972 | 8 |
| DRD $(0.9)$ | 9.041494 | 8 |
| DRD $(0.6)$ | 11.788955 | 8 |

Table 2. The expected distance of prediction and running time of various destination prediction techniques when all techniques are given access to a different planner than the agent uses

| Algorithm | exp. dis. of <br> prediction | running <br> time $(\mathrm{ms})$ |
| :---: | :---: | :---: |
| DWRD $(0.6)$ | 10.301018 | 6 |
| DWRD $(0.9)$ | 10.641678 | 6 |
| WRD | 11.097869 | 6 |
| NRD | 12.467360 | 6 |
| DRD $(0.9)$ | 12.613394 | 6 |
| HSMM | 13.075787 | 34 |
| DRD $(0.6)$ | 14.068911 | 6 |

in this paper. We therefore include pre-computation time in the running time of the first prediction, but include only the time needed to query the HSMM for subsequent predictions so that the average times reported reflect the total computational cost of both methods.

Experiment 1 (Predictor and Target Use Same Route Planner). We first assumed that the predictor uses the same A* search algorithm as the target. These results are shown in Table 1, and are an average of over 1000 runs. They show the HSMM algorithm of [1] doing best, though taking longer to compute. The longer computation time of the HSMM approach is due to the cost of generating the HSMM, which is done as rarely as is possible in our experiments. If this generation cost is left out, the HSMM has a runtime competitive with the route distance approaches.

Experiment 2. (Target and Predictor use Different Route Planners). In a second experiment, we let $\mathcal{P}(p, \ell)$ be the result of PRA* search (from [2]), while the agent still uses standard $A^{*}$ search. We take this as an example of how the prediction algorithms can perform when we do not have access to exactly the same pathfinding algorithm used by the moving agent. We see from Table 2 that in this case, discounted weighted route distance provides the best prediction with a discount factor of 0.6.

One may note that the running times in experiment 2 are consistently smaller than those for experiment 1 . This is because the destination predictors in experiment 2 use PRA*, which is a faster route planner than A*.

To investigate the difference between when the predictor knows the target's route planner and when it does not, we narrowed our focus to two individual maps. The first is the GRID map, shown in Figure 5. This map contains a grid of obstacles, and allows many potentially quite different routes from one point to another. The second is the CSC2F map, which resembles the inside of an office buildling. In the CSC2F map, there is more similarity between paths from point to point than in GRID, as the target must travel through doors and down specific corridors.


Fig. 5. The GRID map


Fig. 7. Prediction accuracy by route length on GRID map when the Predictor knows Target's route planner


Fig. 6. The CSC2F map


Fig. 8. Prediction accuracy by route length on GRID map when the Predictor does not know Target's route planner

In Figure 7we see the expected distance of prediction as a function of the length of the input route for the GRID map when the Predictor is using the Target's route planner. Comparing this graph to Figure 8, where the Predictor uses a different route planner, we see a case where the HSMM predictor does substantially worse than the predictors investigated in this paper. This appears to be due to the large number of routes possible in the grid world between one point and another.

In CSC2F the variety of routes is limited by the existence of doorways and hallways, and in Figures 9 and 10 we see that for this map, HSMM remains competitive with the techniques provided in this paper even when it is not given the same route planner. This supports the hypothesis that HSMM is robust whenever the routes between points tend to be very similar.

## 7 Related Work and Conclusions

In this paper, we have developed a framework for predicting where a target might be going. We do this under (i) no knowledge by the predictor of the route planning program used by the target, (ii) routes that are potentially incomplete in the sense that observations of the target may be intermittent, and (iii) no information about past movements


Fig. 9. Prediction accuracy by route length on CSC2F map when the Predictor knows the Target's route planner
of the target. This latter part would make our methods suitable to predicting destinations on a one-time basis for a new target. We have provided a set of axioms defining a destination prediction function. In order to define specific destination prediction functions, we first came up with axioms to define distances between routes (measuring how dissimilar two routes are), and then proposed four such route distance functions. We showed how any route distance function (including the four we proposed) can be used to define a destination probability function satisfying the axioms. Finally, we implemented our algorithms and combined them with the only other system we know that does not require historical data about the moving object: [1]. Present results showing that when the route planner used by the target is known in advance by the predictor, [1] is slower, but more accurate than our algorithms; otherwise, our algorithms are both faster and more accurate.
[1] proposed an HSMM based algorithm for assigning probabilities to destinations. In the same paper, Southey et al. further address important issues relating to destination prediction such as multiple target identification and the use of graph abstraction techniques in prediction. Our work expands upon theirs by providing an axiomatic foundation for destination prediction and by introducing general algorithms that do not require pre-computation and are more robust in environments with dissimilar routes.

There are several works using past GPS data for specific users in a probabilistic model to predict future locations or destinations for the given user [3445]6]. Unlike our work, these techniques assume the existence of past GPS data for the specific individual to learn their respective models, and are therefore solving a different problem.

In [3], a hierarchical Markov model is developed to model a user's daily movements where different levels of the hierarchy describe different modes of transportation or user destinations. The parameters for the model can be learned from a given user's GPS logs. In [4], a system called comMotion is created for recognizing locations of import to a given user. Their system recognizes important locations and allows users to tag these locations and attach data (such as reminders, to-do lists and the like) for retrieval upon arrival at a given location. The technique in [5] involves clustering GPS data into "places" via a variant of k-means clustering, then creating a Markov model where the nodes are "places" and the transitions are defined by data-derived probabilities for
moving between the associated locations. They show their algorithm to consistently predict agent location in a real-world pilot study.

Other work centers on predicting where a mobile user might be in a wireless network, based on the base stations the user has contacted recently. Cheng et al. [7] survey some of the work in this area.
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#### Abstract

We propose a framework to compute the utility of an agreement w.r.t. a preference set in a negotiation process. In particular, we refer to preferences expressed as weighted formulas in a decidable fragment of First-order Logic and agreements expressed as a formula. We ground our framework in Description Logics (DL) endowed with disjunction, to be compliant with Semantic Web technologies. A logic based approach to preference representation allows, when a background knowledge base is exploited, to relax the often unrealistic assumption of additive independence among attributes. We provide suitable definitions of the problem and present algorithms to compute utility in our setting. We also validate our approach through an experimental evaluation.


## 1 Introduction

The problem of user preference specification have always been a particularly challenging research problem in knowledge representation. Expressing preferences in an effective and expressive way is especially important in negotiation contests. Indeed, in negotiation processes preference representation is of capital importance in order to allow users to express preferences on issues characterizing the bargaining object. One common approach to represent preferences on multiattribute negotiation rely on multiattribute utility theory [1], where utility functions assign a real value to different combinations of attributes. However, the number of possible combinations exponentially grow in the size of the attribute domain, therefore even with a small number of attributes, the number of possible combinations could be really high. For this reason, usually, independence relations among the attributes are exploited, and often attributes are assumed to be additively independent, so that the multiattribute utility function is a weighted sum of single-attribute utility functions. However, in real-world domains such an assumption is often not entirely true, as there are preferential dependencies among attributes that cannot be simple ruled out. For example, referring to a negotiation on the characteristics of a laptop, a user should be able to express a preference not only on a single attribute, e.g., a particular operating systems, but on a combination of attributes: a particular operating system with a minimum amount of memory. This mean that a particular operating
L. Godo and A. Pugliese (Eds.): SUM 2009, LNAI 5785, pp. 193-205, 2009.
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system does not have a value per se, so we cannot simple use an additive value function. Some recent approaches support relaxation of the fully additive assumption, for example by providing generalized versions [2] or exploiting graphical models of dependence structure [3]4|5], while remaining within the multiattribute framework.

On the other hand, logical languages seem to be the ideal candidates to express interdependencies among preferences. Moreover they can also model in an ontology the knowledge about the domain, in order to express interdependencies among attributes, (e.g., a Centrino is an Intel processor with a 32-bit CPU), as well as the fact that some combination of features may be infeasible due to constraints in the ontology itself (e.g., a Centrino processor is not compatible with a processor with a 64-bit architecture). In a negotiation it is important to compute the utility value of different outcomes (agreements) w.r.t. the set of preferences expressed by the agent, in order to rank them.

The main contribution of this paper is an approach that, given a set of preferences, represented as weighted Description Logics formulas w.r.t. a shared ontology, computes the utility of a formula (agreement) based on its possible models (interpretations). To our knowledge, the only prior method proposed in the literature for this problem is subsumption, which has some limitations, as shown in [6].

The problem is particularly challenging as if preferences are expressed using Propositional Logic, then the utility can be computed considering a particular propositional model (representing the agreement), taking into account formulas satisfied by that model. While for Propositional Logic it is possible to refer directly to models (interpretations) in order to compute utility, this computation for First-order Logic (FOL) is less straightforward, as the number of possible models is infinite.

The results presented in the paper remain valid for whatever decidable logic with a model-theoretic semantics, but we ground our approach on DLs because of their importance in the development of the Semantic Web.

The remainder of the paper proceeds as follows. Firstly we brief introduce the notation used in the paper and the problem of preference representation in the field of logic languages. Then we present the framework to compute the utility of a DL preference set w.r.t. a formula, illustrating a novel algorithm to compute a preference closure in our set. Finally we perform some experiments in order to evaluate the approach. Conclusion closes the paper.

## 2 Notation

Hereafter, we assume the reader be familiar with DLs syntax and semantics. We use symbols $A, B, C, D, \ldots, \top, \perp$ to denote concepts. Given a generic concept $C$, we use the notation $\mathcal{I} \models C$ to say that $C^{\mathcal{I}} \neq \emptyset$. Interpretation functions can also apply to concept expressions and axioms: $(C \sqcap D)^{\mathcal{I}}=C^{\mathcal{I}} \cap D^{\mathcal{I}},(C \sqcup D)^{\mathcal{I}}=C^{\mathcal{I}} \cup D^{\mathcal{I}}$, $(\neg C)^{\mathcal{I}}=\Delta^{\mathcal{I}} \backslash C^{\mathcal{I}},(C \sqsubseteq D)^{\mathcal{I}}=C^{\mathcal{I}} \subseteq D^{\mathcal{I}}$.

Here we use $\mathcal{T}$ (for Terminology) to indicate a DL ontology, i.e., a set of axioms of the form $C \sqsubseteq D$ (inclusion) and $C \equiv D$ (definition) with $C$ and $D$ being concepts. We say $C$ is subsumed by $D$ w.r.t. $\mathcal{T}$ when $\mathcal{T} \models C \sqsubseteq D$, or equivalently $C \sqsubseteq_{\mathcal{T}} D ; C$ is not satisfiable w.r.t. the ontology $\mathcal{T}$ when it is subsumed by the most specific concept $\mathcal{T} \models C \sqsubseteq \perp$, or equivalently $C \sqsubseteq_{\mathcal{T}} \perp ; C$ is not subsumed by $D$ w.r.t. $\mathcal{T}$ when
$\mathcal{T} \not \models C \sqsubseteq D$, or equivalently $C \not \mathbb{\mathcal { T }}_{\mathcal{T}} D$. We write $\mathcal{I} \models \mathcal{T}$ to denote that for each axiom $C \sqsubseteq D$ in $\mathcal{T}$ it results $C^{\mathcal{I}} \subseteq D^{\mathcal{I}}$ and for each axiom $C \equiv D$ in $\mathcal{T}$ it results $C^{\mathcal{I}}=D^{\mathcal{I}}$. Similarly $\mathcal{I} \models C \sqsubseteq_{\mathcal{T}} D$, with $C \sqsubseteq D \notin \mathcal{T}$, denotes that both $\mathcal{I} \models \mathcal{T}$ and $\mathcal{I} \models C \sqsubseteq D$.

## 3 Preference Representation Using Description Logics

The problem of preference representation deals with the expression and evaluation of preferences over a set of different alternatives (outcomes). This problem can be challenging even for a small set of alternatives, involving a moderate number of features, as the user has to evaluate all possible configurations of feature values in the domain.

In this work, we deal with this problem by a combination of expressive language to facilitate preference specification, and preference structure exploitation, justified by multiattribute utility theory.

Several approaches to negotiation have exploited logic languages in order to express preferences, most of them using propositional logic [7]19], however only few of the approaches proposed in the literature have explored the possibility to use also an Ontology to model relations among attributes [10] or the use of more expressive logics as DLs [11].

We point out the importance to refer to a background knowledge, i.e., having an Ontology $\mathcal{T}$, in order to model not only interdependencies among attributes in preference statements, but also to model inner relations among attributes that cannot be disregarded. We extend the well-known approach of weighted propositional formulas [7|8|9], representing preferences as DL formulas, where at each formula we associate a value $v$ representing the relative importance of that formula.

Definition 1. Let $\mathcal{T}$ be an ontology in a DL. A Preference is a pair $\phi=\langle P, v\rangle$ where $P$ is a concept such that $P \not \mathbb{T}_{\mathcal{T}} \perp$ and $v$ is a positive real number assigning a worth to $P$. We call a finite set $\mathcal{P}$ of preferences a Preference Set iff for each pair of preferences $\phi^{\prime}=\left\langle P^{\prime}, v^{\prime}\right\rangle$ and $\phi^{\prime \prime}=\left\langle P^{\prime \prime}, v^{\prime \prime}\right\rangle$ such that $P^{\prime} \equiv_{\mathcal{T}} P^{\prime \prime}$ then $v^{\prime}=v^{\prime \prime}$ holds.

Example 1 (Desktop Computer Negotiation). Imagine a negotiation setting where buyer and seller are negotiating on the characteristics of a desktop computer. The buyer will have some preferences, while the seller will have some different configurations to offer to the buyer in order to satisfy her preferences. Let us hence suppose the buyer is looking for a desktop PC endowed with an AMD CPU. Otherwise, if the desktop PC has an Intel CPU, it should only be a Centrino one. The buyer also wants a desktop PC supporting wireless connection. Following Definition 1 the buyer's Preference set is $\mathcal{P}=\left\{\left\langle P_{1}, v_{1}\right\rangle,\left\langle P_{2}, v_{2}\right\rangle,\left\langle P_{3}, v_{3}\right\rangle\right\}$, with:

```
P
P
P
```

On the other side, the seller could offer a Desktop computer supporting either a wireless connection or an AMD CPU, specifically a Sempron one, and he does not have a desktop PC endowed with a Centrino CPU.

```
A = DesktopComputer }\Pi\neg\exists\mathrm{ hasCPU.Centrino }\Pi\mathrm{ (ヨnetSupport.WiFi ப
\forallhasCPU.Sempron)
```

Therefore, given a preference set $\mathcal{P}$ and a proposal A , how to evaluate the utility of this proposal w.r.t. buyer's preferences? Intuitively, the utility value should be the sum of the value $v_{i}$ of the preferences satisfied by the seller's proposal. Next sections will adress this problem, showing a computation method for weighted DL-formulas. $\Delta$

Definition 2 (Minimal Models - Minimal Utility Value). Given an ontology $\mathcal{T}$, $a$ concept $A$, such that $\mathcal{T} \not \models A \sqsubseteq \perp$, and a Prefernce Set $\mathcal{P}$, a Minimal Model w.r.t. $A$, $\mathcal{P}$ and $\mathcal{T}$ is an interpretation $\mathcal{I}$ such that:

1. both $\mathcal{I} \models A$ and $\mathcal{I} \models \mathcal{T}$
2. the value $u^{c}(A)=\sum\{v \mid\langle P, v\rangle \in \mathcal{P}$ and $\mathcal{I} \mid=P\}$ is minimal

We call $u^{c}(A)$ a Minimal Utility Value for $A$ w.r.t. to $\mathcal{P}$.

## 4 Computation of Minimal Utility Value

In this section we show how the computation of the minimal utility value for a preference set $\mathcal{P}$ w.r.t. a concept $A$ can be turned out in solving an optimization problem.

Definition 3 (Preference Clause). Given a preference set $\mathcal{P}=\left\{\left\langle P_{i}, v_{i}\right\rangle\right\}, i=1 \ldots n$, an ontology $\mathcal{T}$ and a concept $A$ such that $A \not \mathbb{\mathcal { T }}_{\mathcal{T}} \perp$, we say that $\mathcal{P}$ is constrained if the following condition holds:

$$
\begin{equation*}
A \sqsubseteq_{\mathcal{T}} \hat{P}_{1} \sqcup \ldots \sqcup \hat{P}_{n} \tag{1}
\end{equation*}
$$

Where $\hat{P}_{i} \in\left\{P_{i}, \neg P_{i}\right\}$. We call $\hat{P}_{1} \sqcup \ldots \sqcup \hat{P}_{n}$ a Preference Clause if there is no strict subset $\mathcal{Q} \subset \mathcal{P}$ such that $\mathcal{Q}$ is constrained.

We may say that a Preference Clause contains the minimal set of preferences such that Equation (1) holds. Note that Equation (1) can be rewritten as $A \sqcap \neg \hat{P}_{1} \sqcap \ldots . \sqcap \neg \hat{P}_{n} \sqsubseteq_{\mathcal{T}} \perp$ (see [12] for more details).

Definition 4 (Preference Closure). Given a Preference set $\mathcal{P}=\left\{\phi_{i}\right\}, i=1 \ldots n$, an ontology $\mathcal{T}$ and a concept $A \not \mathbb{T}_{\mathcal{T}} \perp$, we call Preference Closure, denoted as $\mathcal{C} \mathcal{L}$, the set of Preference Clauses built, if any, for each set in $2^{\mathcal{P}}$.

In other words, a Preference Closure represents the set of all possible Preference Clauses over $\mathcal{P}$. It represents all possible (minimal) interrelations occurring between $A$ and preference descriptions in $\mathcal{P}$ w.r.t. an ontology $\mathcal{T}$.
Proposition 1. Given a concept $A$, a Preference Closure $\mathcal{C} \mathcal{L}$ and an ontology $\mathcal{T}$, if $\mathcal{I}^{m}$ is a Minimal Model of $A$ then

$$
\begin{equation*}
\mathcal{I}^{m} \models \mathcal{C} \mathcal{L} \tag{2}
\end{equation*}
$$

Proof. By Definition 2 since $\mathcal{I}^{m}$ is a Minimal Model then $\mathcal{I}^{m} \models \mathcal{T}$ and $\mathcal{I}^{m} \models A$. As for all models $\mathcal{I}$ such that $\mathcal{I} \models \mathcal{T}$, including $\mathcal{I}^{m}$, also $\mathcal{I} \models \mathcal{C} \mathcal{L}$ is satisfied, then the proposition holds.

### 4.1 Preference Clauses and Theory Prime Implicates

It is easy to see that the notion of Preference Closure shares many characteristics with the one of prime implicates [13] of a formula. Nevertheless the former extends, to some extent, the definition of prime implicates of a formula. For the sake of completeness we rewrite here the definition of theory prime implicates [14]. This formulation was originally proposed for a propositional setting but it remains consistent also if we move to First Order Logic or to whathever logical language for which we have the notion of: clause (the language allows the use of Boolean disjunction); logical entailment; logical equivalence w.r.t. entailment.

Definition 5 (Theory Prime Implicates [14]). Let $\mathcal{T}$ be a propositional knowledge base and both A and CL be two propositional formulas. A theory prime implicate of A w.r.t. $\mathcal{T}$ is a clause $C L$ such that:

- $A \models_{\mathcal{T}} C L$ holds;
- for every clause $C L^{\prime}$, if both $A \models_{\mathcal{T}} C L^{\prime}$ and $C L^{\prime} \models_{\mathcal{T}} C L$ hold, then $\models_{\mathcal{T}} C L^{\prime} \equiv$ CL holds.

Noteworthy is that in the classical definition of theory of prime implicates there is no restriction of the symbols to be used in $C L$. In order to (re)define Definition 3 in terms similar to Theory Prime Implicates we introduce the notion of concept signature of a formula in DL. Given a DL formula $C$ we call concept signature of $C$, denoted as $\operatorname{sign}(C)$, the set of concept names occurring in $C$. It is straight to extend concept signature to axioms and set of axioms.

Definition 6 (Preference Clause - Preference Name). Let $\mathcal{L}$ be a decidable Description Logic and let $\mathcal{T}$ and $A$ be a consistent knowledge base in $\mathcal{L}$ and a concept in $\mathcal{L}$ such that $A \not \mathbb{T}_{\mathcal{T}} \perp$. Given a set of preferences $\mathcal{P}=\left\{\left\langle P_{i}, v_{i}\right\rangle\right\}$ we define a TBox $\mathcal{T}_{\mathcal{P N}}=$ $\left\{P N_{i} \equiv P_{i}\right\}$ where $P N_{i}$ is a concept name such that $P N_{i} \notin \bigcup_{\left\langle P_{i}, v i\right\rangle \in \mathcal{P}} \operatorname{sign}\left(P_{i}\right) \cup$ $\operatorname{sign}(\mathcal{T}) \cup \operatorname{sign}(A)$. We say that $P N_{i}$ is a preference name for $P_{i}$ and we use $\mathcal{P N}$ to denote the set of all preference names. A preference clause of $A$ w.r.t. $\mathcal{T}$ is a clause $C L$ such that:

```
\(-\operatorname{sign}(C L) \subseteq \mathcal{P N}\);
- \(A \sqsubseteq_{\mathcal{T} \cup \mathcal{T}_{\mathcal{P}}} C L\) holds;
- for every clause \(C L^{\prime}\), such that \(\operatorname{sign}\left(C L^{\prime}\right) \subseteq \mathcal{P} \mathcal{N}\), if both \(A=_{\mathcal{T} \cup \mathcal{I}_{\mathcal{P}}} C L^{\prime}\) and
    \(C L^{\prime} \models_{\mathcal{T} \cup \mathcal{T}_{\mathcal{P}}} C L\) hold, then \(\models_{\mathcal{T}} C L^{\prime} \equiv C L\) holds.
```

In other words, a preference clause can be seen as a theory prime implicate where $C L$ has to be rewritten in terms of Preference Names. In fact, prime implicates for Propositional Logic are more similar to preference clauses than the ones proposed for for Description Logics [15].

### 4.2 From Preference Closure to Minimal Utility Value

In order to compute Minimal Utility Value $u^{c}(A)$ we reduce to an optimization problem (OP). Usually, in an OP we have a set of constrained numerical variables and a function
to be maximized/minimized. In our case we will represent constraints as a set $\chi$ of linear inequalities over binary variables, i.e., variables whose value is in $\{0,1\}$, and the function to be minimized as a weighted combination of such variables. In order to represent $\chi$ we need some pre-processing steps.

1. Compute the Preference Closure $\mathcal{C} \mathcal{L}$ for $\mathcal{P}$;
2. For each Preference Clause $A \sqcap \hat{P}_{1} \sqcap_{\hat{P}} \ldots \hat{P}_{n} \sqsubseteq_{\mathcal{T}} \perp \in \mathcal{C} \mathcal{L}$, compute a corresponding preference constraint set $\overline{\mathcal{C} \mathcal{L}}=\left\{\neg \hat{P}_{1}, \ldots, \neg \hat{P}_{n}\right\}$. We denote with $\overline{\mathcal{C L}}^{c}=\{\overline{\mathcal{C L}}\}$ the set of all preference constraint sets.

Example 2 (Desktop Computer Negotiation cont'd). Consider again the Desktop Computer negotiation of Example 1 Given the set of preference $\mathcal{P}=\left\{\left\langle P_{1}, v_{1}\right\rangle,\left\langle P_{2}, v_{2}\right\rangle\right.$, $\left.\left\langle P_{3}, v_{3}\right\rangle\right\}$ and the proposal A, if we compute the Preference Closure $\mathcal{C} \mathcal{L}$ we find:

$$
\mathcal{C L}=\left\{\begin{array}{l}
A \sqcap P_{1} \sqsubseteq \mathcal{T} \perp ; \\
A \sqcap \neg P_{2} \sqcap \neg P_{3} \sqsubseteq \mathcal{T} \perp
\end{array}\right\}
$$

hence, the two corresponding preference constraint sets in $\overline{\mathcal{C L}}^{c}$ are: $\overline{\mathcal{C}}_{1}=\left\{\neg P_{1}\right\}, \overline{\mathcal{C}}_{2}=$ $\left\{P_{2}, P_{3}\right\}$

Based on well-known encoding of clauses into linear inequalities (e.g., [16, p.314]) we transform each set $\overline{\mathcal{C} \mathcal{L}} \in \overline{\mathcal{C L}}^{c}$ in a set of linear inequalities $\chi$ and then define a function to be minimized in order to solve an OP.

Definition 7 (Minimal Utility Value OP). Let $\mathcal{P}$ be a set of preferences and $\overline{\mathcal{C L}}^{c}$ be the set of all preference constraint sets. We define a Minimal Utility Value OP, represented as $\langle\chi, u(\mathbf{p})\rangle$, the optimization problem built as follows:

1. numerical variables - for each preference $\left\langle P_{i}, v_{i}\right\rangle \in \mathcal{P}$, with $i=1, \ldots, n$ introduce a binary variable $p_{i} \in\{0,1\}$ and define the corresponding array $\mathbf{p}=$ $\left(p_{1}, \ldots, p_{n}\right)$ (see Example 3);
2. set $\chi$ of linear inequalities - pick up each set $\overline{\mathcal{C} \mathcal{L}} \in \overline{\mathcal{C L}}^{c}$ and build the linear inequalities

$$
\sum\{(1-p) \mid \neg P \in \overline{\mathcal{C} \mathcal{L}}\}+\sum\{p \mid P \in \overline{\mathcal{C} \mathcal{L}}\} \geq 1
$$

3. function to be minimized - given the array $\mathbf{p}$ of binary variables

$$
u(\mathbf{p})=\sum\{v \cdot p \mid p \text { is the variable mapping }\langle P, v\rangle\}
$$

Observation 1 If we considered also $\neg A$ when computing the sets $\overline{\mathcal{C} \mathcal{L}} \in \overline{\mathcal{C L}}^{c}$ we would have had inequalities in the form:

$$
(1-a)+\sum\{(1-p) \mid \neg P \in \overline{\mathcal{C} \mathcal{L}}\}+\sum\{p \mid P \in \overline{\mathcal{C L}}\} \geq 1
$$

Since we are interested in models where $A^{\mathcal{I}}$ is interpreted as nonempty, then variable a has to be equal to 1 . Hence the first element of the above summation is always equal to 0 . In other words, we can omit $\neg A$ when computing a preference constraint set $\overline{\mathcal{C} \mathcal{L}}$.

The solution to a Minimal Utility Value $O P$ will be an assignment $\mathbf{p}_{s}$ for $\mathbf{p}$, i.e., an array of $\{0,1\}$-values, minimizing $u(\mathbf{p})$.

Example 3 (Desktop Computer Negotiation cont'd). Back to the Desktop Computer negotiation of Example 1 after the computation of Preference Closures and set $\overline{\mathcal{C L}}^{c}$, we build the corresponding optimization problem in order to find the model with the minimal utility value:

$$
\begin{aligned}
\mathbf{p} & =\left(p_{1}, p_{2}, p_{3}\right) \\
\chi & =\left\{\begin{array}{l}
1-p_{1} \geq 1 \\
p_{2}+p_{3} \geq 1
\end{array}\right. \\
u(\mathbf{p}) & =v_{1} \cdot p_{1}+v_{2} \cdot p_{2}+v_{3} \cdot p_{3}
\end{aligned}
$$

Possible solutions are:

$$
\begin{aligned}
\mathbf{p}_{s}^{\prime} & =(0,1,0), u\left(\mathbf{p}_{s}^{\prime}\right)=v_{2} \\
\mathbf{p}_{s}^{\prime \prime} & =(0,0,1), u\left(\mathbf{p}_{s}^{\prime \prime}\right)=v_{3} \\
\mathbf{p}_{s}^{\prime \prime \prime} & =(0,1,1), u\left(\mathbf{p}_{s}^{\prime \prime \prime}\right)=v_{2}+v_{3}
\end{aligned}
$$

The minimal solution will be either $\mathbf{p}_{s}^{\prime}$ or $\mathbf{p}_{s}^{\prime \prime}$, depending of the value of $v_{2}$ and $v_{3} . \Delta$
Given a a solution $\mathbf{p}_{s}$ to a Minimal Utility Value $O P\langle\chi, u(\mathbf{p})\rangle$, we call Minimal Preference Set $\overline{\mathcal{P}}^{m}$ and Minimal Assignment $A^{m}$, respectively, the set and the formula built as in the following ${ }^{1}$ :

$$
\begin{aligned}
\overline{\mathcal{P}}^{m} & =\left\{\left\langle P_{i}, v_{i}\right\rangle \mid p_{i}=1 \text { in the solution } \mathbf{p}_{s}\right\} \\
A^{m} & \left.=\rceil\left\{P_{i} \mid p_{i}=1 \text { in the solution } \mathbf{p}_{s}\right\} \sqcap\right\rceil\left\{\neg P_{i} \mid p_{i}=0 \text { in the solution } \mathbf{p}_{s}\right\}
\end{aligned}
$$

Theorem 1. Given a solution $\mathbf{p}_{s}$ to $a$ Minimal Utility Value OP $\langle\chi, u(\mathcal{P})\rangle$ and $a$ Minimal Assignment $A^{m}$ :

1. if $\mathcal{I}^{m}$ is a Minimal Model then $\mathcal{I}^{m} \models A^{m}$;
2. $u\left(\mathbf{p}_{s}\right)$ is a Minimal Utility Value.

Proof. First we show that there exists at least one model $\mathcal{I}^{m} \models \mathcal{T}$ such that both $\mathcal{I}^{m} \models A$ and $\mathcal{I}^{m} \models A^{m}$. If $\mathcal{I}^{m}$ did not exist, then $A^{\mathcal{I}^{m}} \cap\left(A^{m}\right)^{\mathcal{I}^{m}}=\emptyset$. We can easily rewrite the latter relation as $A \sqcap A^{m} \sqsubseteq_{\mathcal{T}} \perp$ which is equivalent to $A \sqsubseteq_{\mathcal{T}} \neg A^{m}$. But this is not possible. Indeed, if $A$ and $A^{m}$ were inconsistent with each other w.r.t. $\mathcal{T}$ then, by Proposition $\mathbb{1}$ we should have the corresponding Preference Clause in $\mathcal{C} \mathcal{L}$ and the related inequality in $\chi$ :

$$
\sum\left\{(1-p) \mid P \text { appears in } A^{m}\right\}+\sum\left\{p \mid \neg P \text { appears in } A^{m}\right\} \geq 1
$$

In order to be satisfied, the latter inequality must have either (a) at least one variable assigned to 0 in the first summation or (b) at least one variable assigned to 1 in the second one. Case (a) means that the corresponding preference is not satisfied by $A^{m}$

[^28]while case (b) means that the corresponding preference is satisfied by $A^{m}$. Both cases are conflicting with the definition of $A^{m}$.
By construction of $\chi$, we have that if $\mathcal{I}^{m} \models A^{m}$ then $\mathcal{I}^{m} \models A$ (see Observation (7). Since $A^{m}$ comes from the minimization of $u\left(\mathbf{p}_{s}\right)$ then $\mathcal{I}^{m} \vDash A^{m}$ represents a model of $A^{m}$ (and then of $A$ ) such that
$$
\sum\left\{v \mid\langle P, v\rangle \in \mathcal{P} \text { and } \mathcal{I}^{m} \models P\right\}
$$
is minimal.
It is straightforward to show that $u\left(\mathbf{p}_{s}\right)$ is a Minimal Utility Value.

### 4.3 An Algorithm to Compute a Preference Closure

Although the above shown similarities, it is quite hard to adapt the algorithm already proposed in the literature for the theory of prime implicates to compute a Preference Clousure. Indeed, algorithms for Propositional Logic rely on the propositional structure of formulas and axioms in the theory $\mathcal{T}$. In [17], Ngair needs the knowledge base to be a conjunction of DNF formulas while Dechter and Rish [18] uses a knowledge base in CNF. Marquis and Sadaoui [14] rewrite propositional formulas using a Shannon expansion which, to our knowledge, is not applicable to non-propositional languages. Moreover known algorithms for Description Logics [15] do not take into accounts the knowledge base (theory). In this section we propose an algorithm to compute a Preference Closure for a Description Logic $\mathcal{L}$. The main idea behind the algorithm we are going to describe bases on the following two simple observations:

1. since Boolean disjunction enjoys the commutativity property, if $A \sqsubseteq_{\mathcal{T}} P_{i} \sqcup P_{j}$ then $A \sqsubseteq_{\mathcal{T}} P_{j} \sqcup P_{i}$. Hence, once we know that $A \sqsubseteq_{\mathcal{T}} P_{i} \sqcup P_{j}$ holds we do not check $A \sqsubseteq_{\mathcal{T}} P_{j} \sqcup P_{i}$ also.
2. given a clause $C L$ with $\operatorname{sign}(C L) \subseteq \mathcal{P N}$, if $A \sqsubseteq_{\mathcal{T}} C L$ holds then also $A \sqsubseteq_{\mathcal{T}}$ $C L \sqcup P N^{\prime}$, with $P N^{\prime} \in \mathcal{P} \mathcal{N}$, holds (the same may be for $\neg P N^{\prime}$ ).
To compute all the clauses belonging to the Preference Closure, we build a tree where each node is labeled with a preference name or a negated preference name and edges represent a Boolean disjunction between the two preferences (positive or negated) represented by the two nodes connected by the edge. We denote with $L(n)$ the label of a node $n$ in the tree and with $N$ the set containing only the leaf nodes of the tree. In order to build the tree, we impose a total order $<$ between preference names. We call $P N_{\text {last }}$ the preference name such that for each preference name $P N_{i}$ the relation $P N_{i}<P N_{\text {last }}$ always holds.

The following functions will be useful to build the Preference Closure starting from the tree.

$$
\begin{aligned}
a b s & : N \rightarrow \mathcal{P N} \\
\operatorname{abs}(n) & = \begin{cases}P N, \text { if } L(n)=P N \\
P N, \text { if } L(n)=\neg P N\end{cases}
\end{aligned}
$$

branch_clause : $N \rightarrow \mathcal{L}$
branch_clause $(n)=\bigsqcup\{L(m) \mid m$ is a node in the branch containing $n\}$

Given a leaf node $n$, the tree is expanded according to $\operatorname{Algorithm} \operatorname{expand}(n)$.

```
Algorithm:expand(n)
foreach preference name PN such that abs(L(n))<PN do
    create two nodes }\mp@subsup{m}{}{\prime}\mathrm{ and }\mp@subsup{m}{}{\prime\prime}\mathrm{ such that L(m')=PN and L(m') = }\mp@subsup{m}{}{\prime\prime
    add the edges (n,m') and ( }n,\mp@subsup{m}{}{\prime\prime})\mathrm{ to the tree ;
end
```

We say a branch is open if it is possible to further expand the branch starting from its leaf node. A branch is closed if it is not open. We impose the root node of the tree, denoted as $\epsilon$, has no label. The tree for Preference Closure computation is computed according to Algorithm 1. Note that the subsumption check in Line 2 of Algorithm 1 both does not involve the TBox and it compares only clauses. Then it can be easily reduced to set comparison.

In Figure 1 is depicted the tree built to compute the Preference Closure in Example 2 The number below the leaf nodes represents the reason why the corresponding branch closed w.r.t. lines in Algorithm 1 As an example, number2(respectively 2and 2) says taht the brach closed because of line 2(respectively 2and 2) in Algorithm 1.

```
Algorithm:preference_closure \(\left(\epsilon, A, \mathcal{T}, \mathcal{P}, \mathcal{P N}, \mathcal{I}_{\mathcal{P N}}\right)\)
\(\mathcal{C} \mathcal{L}=\emptyset ;\)
foreach preference name \(P N_{i} \in \mathcal{P} \mathcal{N}\) do
    create two nodes \(m_{i}^{\prime}\) and \(m_{i}^{\prime \prime}\) such that \(L\left(m_{i}^{\prime}\right)=P N\) and \(L\left(m_{i}^{\prime \prime}\right)=\neg P N\);
    add the edges \(\left(\epsilon, m_{i}^{\prime}\right)\) and \(\left(\epsilon, m_{i}^{\prime \prime}\right)\) to the tree;
end
while there is an open branch in the tree do
    foreach open branch \(\beta_{j}\) with \(n_{j}\) being its leaf node do
        if \(\mathcal{C} \mathcal{L} \models A \sqsubseteq\) branch_clause \(\left(n_{j}\right)\) then
            close \(\beta_{j}\);
        end
        else if \(A \sqsubseteq_{\mathcal{T} \cup \mathcal{T}_{\mathcal{P N}}}\) branch_clause \(\left(n_{j}\right)\) then
            \(\mathcal{C} \mathcal{L}=\mathcal{C} \mathcal{L} \cup\left\{A \sqsubseteq\right.\) branch_clause \(\left.\left(n_{j}\right)\right\} ;\)
            close \(\beta_{j}\);
        end
        if \(\operatorname{label}\left(n_{j}\right)=P N_{\text {last }}\) then
            close \(\beta_{j}\);
        end
        else
            \(\operatorname{expand}\left(n_{j}\right) ;\)
        end
    end
end
```

Algorithm 1. An algorithm to compute a Preference Closure


Fig. 1. The tree built using preference_closure to compute the Preference Closure of Ex. 2

The complexity of Algorithm 1 is dominated by the number of open nodes in the tree. Although one may optimize the search by expanding first nodes with shortest and longest paths, in the worst case a constant fraction of the powerset of the preferences must be taken into account. Hence the subsumption test of Line 2 is repeated $2^{|\mathcal{P}|}$ times. Let $\|x\|$ be a measure of the size of $x$. Denoting by $s(\|\mathcal{T}\|,\|C\|,\|D\|)$ a function bounding the time complexity of a subsumption test $C \sqsubseteq \mathcal{T}^{D}$ in the chosen DL, the overall complexity is bounded by $2^{|\mathcal{P}|} \cdot s\left(\left\|\mathcal{T} \cup \mathcal{T}_{\mathcal{P N}}\right\|,\|A\|,|\mathcal{P}|\right)$. Observe that the third argument of $s$ is just $|\mathcal{P}|$, since the size of preferences is hidden in $\mathcal{T}_{\mathcal{P N}}$. It is reasonable to assume that the number of preferences is bounded; in this case, the overall complexity of Algorithm 1 is dominated by the subsumption test in the chosen DL.

### 4.4 Performance Evaluation

In order to evaluate what is the impact, from a performance perspective, of the computation of a Preference Clause in a real world application, we built some testbeds and evaluated execution time w.r.t. the parameters highlighted in the previous section. We selected some OWL DL ontologies with different expressivity (considering the corresponding DL language) from the publicly available repository of TONES project ${ }^{2}$. Based on these ontologies we randomly generated concept expressions which resulted consistent w.r.t. the source ontology. From these sets of concepts, one for each ontology, we selected 150 different subsets of $11,10,9,8,7,6,5,4,3,2$ concepts. Hence, we generated 150 tests with 1 concept representing A and 10 concepts representing preferences $P_{1}, \ldots, P_{10}$ and similarly for the other subsets. In Figure 2 in Appendix we report results for three of the ontologies we tested, i.e Pizza, Movie and BuildingsAndPlaces (see Table 1). For Pizza ontology we removed inconsistent classes. For the sake of presentation we report only average execution time w.r.t. number of axioms in the original ontology (i.e., without $\mathcal{I}_{\mathcal{P N}}$ ) as the number of preferences changes. Complete testbeds and test results are available at http://sisinflab.poliba. it/dinoia/preference_tests.zip. The reference architecture is a Intel Core Duo Quad CPU @ 2.66 Ghz processor, 3.2 Gigabytes of RAM, Ubuntu Linux 9.04, Kernel 2.6.28, Sun Java Runtime Environment 1.6.0.

[^29]Table 1. Reference Ontologies

| Ontology Name | DL Expressivity | Number of Axioms |
| :---: | :---: | :---: |
| Pizza | $\mathcal{S H O I N}$ | 712 |
| Movie | $\mathcal{A L C N}$ | 140 |
| BuildingsAndPlaces | $\mathcal{A L C H O Q}$ | 1204 |

## 5 Conclusion

Logic languages have been proposed here as a natural and powerful way to express preferences in negotiation contests. We presented a framework to compute the utility value of a formula (agreement), when preference are expressed as weighted DL formulas w.r.t. a shared ontology. We remark that, even if we use DLs, the framework is completely general and suitable for whatever decidable fragment of FOL. We propose a novel algorithm to compute a Preference closure and discuss also its complexity. An experimental evaluation showed the applicability and suitability of our framework. Currently, we are studying how to combine this approach with graphical models, and in particular GAI (Generalized Additive Independence) [19]3], in order to model multiattribute auctions.

## Acknowledgment

We are very grateful to Michelantonio Trizio for developing the system used to test and evaluate the approach. We wish to thank anonymous reviewers for useful comments and suggestions. This research is partially sponsored by Distributed Production as Innovative System (DIPIS) and Telecommunication Facilities and Wireless Sensor Networks in Emergency Management projects.

## References

1. Keeney, R.L., Raiffa, H.: Decisions with Multiple Objectives: Preferences and Value Tradeoffs. John Wiley \& Sons, New York (1976)
2. Gonzales, C., Perny, P.: GAI networks for utility elicitation. In: KR, pp. 224-234 (2004)
3. Bacchus, F., Grove, A.: Graphical models for preference and utility. In: UAI, pp. 3-10 (1995)
4. Boutilier, C., Brafman, R.I., Domshlak, C., Hoos, H.H., Poole, D.: CP-nets: A tool for representing and reasoning about conditional ceteris paribus preference statements. JAIR 21, 135-191 (2004)
5. Engel, Y., Wellman, M.P.: CUI networks: A graphical representation for conditional utility independence. JAIR 31, 83-112 (2008)
6. Ragone, A., Di Noia, T., Di Sciascio, E., Donini, F.M., Wellman, M.: Computing utility from weighted description logic preference formulas. In: Declarative Agent Languages and Technologies VII Workshop Notes (2009), http://www.di.unito.it/~baldoni/ DALT-2009/DALT-WorkshopNotes.pdf
7. Pinkas, G.: Propositional non-monotonic reasoning and inconsistency in symmetric neural networks. In: IJCAI, pp. 525-531 (1991)
8. Lafage, C., Lang, J.: Logical representation of preferences for group decision making. In: KR, pp. 457-468 (2000)
9. Chevaleyre, Y., Endriss, U., Lang, J.: Expressive power of weighted propositional formulas for cardinal preference modelling. In: KR, pp. 145-152 (2006)
10. Ragone, A., Di Noia, T., Di Sciascio, E., Donini, F.: A logic-based framework to compute Pareto agreements in one-shot bilateral negotiation. In: ECAI, pp. 230-234 (2006)
11. Ragone, A., Di Noia, T., Di Sciascio, E., Donini, F.M.: Description logics for multi-issue bilateral negotiation with incomplete information. In: AAAI, pp. 477-482 (2007)
12. Baader, F., Calvanese, D., McGuinness, D., Nardi, D., Patel-Schneider, P. (eds.): The Description Logic Handbook. Cambridge Univ. Press, Cambridge (2002)
13. Cadoli, M., Donini, F.M.: A survey on knowledge compilation. AI Comm 10(3-4), 137-150 (1997)
14. Marquis, P., Sadaoui, S.: A new algorithm for computing theory prime implicates compilations. In: AAAI, pp. 504-509 (1996)
15. Bienvenu, M.: Prime implicate normal form for $\mathcal{A L C}$ concepts. In: AAAI, pp. 412-417 (2008)
16. Papadimitriou, C.H., Steiglitz, K.: Combinatorial Optimization: Algorithms and Complexity. Prentice-Hall, Englewood Cliffs (1982)
17. Ngair, T.-H.: A new algorithm for incremental prime implicate generation. In: IJCAI, pp. 46-51 (1993)
18. Dechter, R., Rish, I.: Directional resolution: The Davis-Putnam procedure, revisited. In: KR, pp. 134-145 (1994)
19. Fishburn, P.C.: Interdependence and additivity in multivariate, unidimensional expected utility theory. International Economic Review 8, 335-342 (1967)

## Appendix

| N. of prefrences | Movie | Pizza | BuildingsAndPlaces |
| :---: | :--- | :--- | :--- |
| 1 | 6,87 | 5,07 | 10,27 |
| 2 | 5,3 | 5,78 | 9,58 |
| 3 | 9,87 | 7,4 | 11,16 |
| 4 | 13,32 | 9,74 | 15,7 |
| 5 | 23,96 | 14,74 | 21,59 |
| 6 | 42,75 | 26,04 | 39,73 |
| 7 | 102,08 | 64,76 | 95,78 |
| 8 | 241,05 | 155,17 | 294,86 |
| 9 | 597,52 | 398,22 | 1055,96 |
| 10 | 1484,68 | 1317,39 | 2319,38 |



Fig. 2. Execution times (in ms) of preference_closure using generated testbeds for Pizza, Movie and BuildingAndPlaces ontologies
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#### Abstract

Effective planning in uncertain environment is important to agents and multi-agents systems. In this paper, we introduce a new logic based approach to probabilistic contingent planning (probabilistic planning with imperfect sensing actions), by relating probabilistic contingent planning to normal hybrid probabilistic logic programs with probabilistic answer set semantics [24]. We show that any probabilistic contingent planning problem can be encoded as a normal hybrid probabilistic logic program. We formally prove the correctness of our approach. Moreover, we show that the complexity of finding a probabilistic contingent plan in our approach is NP-complete. In addition, we show that any probabilistic contingent planning problem, $\mathcal{P P}$, can be encoded as a classical normal logic program with answer set semantics, whose answer sets corresponds to valid trajectories in $\mathcal{P} \mathcal{P}$. We show that probabilistic contingent planning problems can be encoded as SAT problems. We present a new high level probabilistic action description language that allows the representation of sensing actions with probabilistic outcomes.


## 1 Introduction

Agents with sensing actions produce conditional plans under the assumption that the agent has incomplete knowledge about the world. However, classical conditional planning assumes the agent sensors are perfect, which is unrealistic assumption and limits its applicability to many real-world domains. To deal with the agent's imperfect sensors, classical conditional planning has been extended with sensing actions with probabilistic outcomes, as well as actions with probabilistic conditional effects, forming probabilistic contingent planning [5] that allows agents to cope with the uncertainty that stems form dynamic and changing environments as well as the imperfection of the actions execution.

An approach to probabilistic contingent planning has been introduced in 5] along with a representation of sensing actions with probabilistic outcomes and non-sensing actions with probabilistic conditional effects. However, there are two drawbacks in the sensing actions representation of [5]. In [5], the sensing actions outcomes are represented by arbitrary strings called observation labels that do
not relate to the fluents that describe the world [19]. In addition, 5] treats sensing and non-sensing actions equally in the sense that, like non-sensing actions, a sensing action has preconditions and effects as well as outcomes resulting from observing the environment. However, 25 proved that sensing actions affect only knowledge fluents and has no effect on the other fluents.

Based on the success of classical planning as propositional satisfiability (SAT planning) [13, a probabilistic contingent planning approach has been presented in [18]. The approach of [18] is developed by converting a probabilistic contingent planning problem into a stochastic satisfiability problem and solving the stochastic satisfiability problem instead to generate probabilistic contingent plans. However, the problems with SAT planning in general are that [18] translating a planning problem as propositional satisfiability (SAT) problem causes an explosion in the size of the problem representation. Moreover, encoding a planning problem as a SAT problem affects the planning problem structure which makes it not obvious to clearly understand the planning process. Moreover, solving a probabilistic contingent planning problem as a stochastic satisfiability problem is $\mathrm{NP}^{P P}$-complete [18]. But, on the other hand, SAT planning has a number of advantages. These include that [18] SAT problem is a central widely studied problem in computer science, therefore, many techniques have been developed to solve the problem. The existence of many efficient solvers that solve the SAT problem.

Based on another successful logic based approach to classical planning, using normal logic programs with answer set semantics (answer set planning) [27, a probabilistic planning approach has been presented in [22], namely, probabilistic answer set planning. Probabilistic answer set planning [22] is a logical approach to probabilistic planning in which a probabilistic planning problem, $\mathcal{P} \mathcal{P}$, is solved by translating $\mathcal{P} \mathcal{P}$ into a normal hybrid probabilistic logic program with probabilistic answer set semantics [24] whose probabilistic answer sets correspond to trajectories in $\mathcal{P} \mathcal{P}$ with associated probabilities. The complexity of finding a plan in probabilistic answer set planning is NP-complete [22]. Moreover, it has been shown in [22 that probabilistic planning problems can be encoded as SAT, hence, efficient SAT solvers can be used to solve probabilistic planning problems. However, the applicability of normal hybrid probabilistic logic programs with probabilistic answer set semantics to probabilistic contingent planning has not been yet investigated.

In this paper we relate probabilistic contingent planning to normal hybrid probabilistic logic programs (NHPP) with probabilistic answer set semantics, introducing a novel logical probabilistic contingent planning approach that is a probabilistic extension to both conditional planning using answer set programming [28] to account for probabilistic domains and probabilistic answer set planning [22] to account for sensing action with probabilistic outcomes. In addition, we introduce a new high level probabilistic action description language, called $\mathcal{P}$, that overcomes the drawbacks in the representation of sensing actions with probabilistic outcomes described in 5].

## 2 Syntax and Semantics of NHPP

We present a subset of the language NHPP [24], denoted by NHPP $_{\mathcal{P}}$, that is expressive enough and sufficient to encode probabilistic contingent planning problems. The syntax and semantics of the full version of NHPP can be found in [24].

### 2.1 The Language of NHPP $_{\mathcal{P}}$

Let $\mathcal{L}$ be a first-order language with finitely many predicate symbols, constants, and infinitely many variables. The Herbrand base of $\mathcal{L}$ is denoted by $\mathcal{B}_{\mathcal{L}}$. Probabilities are assigned to atoms in $\mathcal{B}_{\mathcal{L}}$ as values from $[0,1]$. An annotation, $\mu$, is either a constant in $[0,1]$, a variable (annotation variable) ranging over $[0,1]$, or $f\left(\mu_{1}, \ldots, \mu_{n}\right)$ (called annotation function) where $f$ is a representation of a computable total function $f:([0,1])^{n} \rightarrow[0,1]$ and $\mu_{1}, \ldots, \mu_{n}$ are annotations. Let $a_{1}, a_{2} \in[0,1]$. Then we say that $a_{1} \leq_{t} a_{2}$ iff $a_{1} \leq a_{2}$. A probabilistic logic program (p-program) in $\mathrm{NHPP}_{\mathcal{P}}$ is a pair $P=\langle R, \tau\rangle$, where $R$ is a finite set of normal probabilistic rules (p-rules) and $\tau$ is a mapping $\tau: \mathcal{B}_{\mathcal{L}} \rightarrow S_{d i s j}$, where $S_{\text {disj }}$ is a set of disjunctive probabilistic strategies (p-strategies) whose composition functions, $c$, are mappings $c:[0,1] \times[0,1] \rightarrow[0,1]$. A composition function of a disjunctive p-strategy returns the probability of a disjunction of two atoms given the probability values of its components. A p-rule is an expression of the form

$$
A: \mu \leftarrow A_{1}: \mu_{1}, \ldots, A_{n}: \mu_{n}, \operatorname{not}\left(B_{1}: \mu_{n+1}\right), \ldots, \operatorname{not}\left(B_{m}: \mu_{n+m}\right)
$$

where $A, A_{1}, \ldots, A_{n}, B_{1}, \ldots, B_{m}$ are atoms and $\mu, \mu_{i}(1 \leq i \leq m+n)$ are annotations. Intuitively, the meaning of a p-rule is that if for each $A_{i}: \mu_{i}$, the probability value of $A_{i}$ is at least $\mu_{i}$ (w.r.t. $\leq_{t}$ ) and for each not $\left(B_{j}: \mu_{j}\right)$, it is not believable that the probability values of $B_{j}$ is at least $\mu_{j}$, then the probability of $A$ is $\mu$. The mapping $\tau$ associates to each atom $A$ a disjunctive p-strategy that will be employed to combine the probability values obtained from different prules having $A$ in their heads. A p-program is ground if no variables appear in any of its p-rules.

### 2.2 Probabilistic Answer Set Semantics of NHPP $\mathcal{P}_{\mathcal{P}}$

A probabilistic interpretation (p-interpretation) is a mapping $h: \mathcal{B}_{\mathcal{L}} \rightarrow[0,1]$. Let $P=\langle R, \tau\rangle$ be a ground p-program, $h$ be a p-interpretation, and $r$ be

$$
A: \mu \leftarrow A_{1}: \mu_{1}, \ldots, A_{n}: \mu_{n}, \operatorname{not}\left(B_{1}: \beta_{1}\right), \ldots, \operatorname{not}\left(B_{m}: \beta_{m}\right) \in R
$$

Then, we say

- $h$ satisfies $A_{i}: \mu_{i}\left(\right.$ denoted by $\left.h \models A_{i}: \mu_{i}\right)$ iff $\mu_{i} \leq_{t} h\left(A_{i}\right)$.
- $h$ satisfies not $\left(B_{j}: \beta_{j}\right)$ (denoted by $\left.h \models \operatorname{not}\left(B_{j}: \beta_{j}\right)\right)$ iff $\beta_{j} \not Z_{t} h\left(B_{j}\right)$.
- $h$ satisfies Body $\equiv A_{1}: \mu_{1}, \ldots, A_{n}: \mu_{n}, \operatorname{not}\left(B_{1}: \beta_{1}\right), \ldots, \operatorname{not}\left(B_{m}: \beta_{m}\right)$ (denoted by $h \models$ Body) iff $\forall(1 \leq i \leq n), h \models A_{i}: \mu_{i}$ and $\forall(1 \leq j \leq m), h \models$ $\operatorname{not}\left(B_{j}: \beta_{j}\right)$.
- $h$ satisfies $A: \mu \leftarrow B o d y$ iff $h \models A: \mu$ or $h$ does not satisfy Body.
- $h$ satisfies $P$ iff $h$ satisfies every p-rule in $R$ and for every atom $A \in \mathcal{B}_{\mathcal{L}}$, we have

$$
c_{\tau(A)}\{\mu \mu \mid A: \mu \leftarrow B o d y \in R \text { such that } h \models \operatorname{Bod} y\} \leq_{t} h(A) .
$$

The probabilistic reduct $P^{h}$ of $P$ w.r.t. $h$ is a p-program $P^{h}=\left\langle R^{h}, \tau\right\rangle$ where:
$R^{h}=\left\{\begin{array}{l|l}A: \mu \leftarrow A_{1}: \mu_{1}, \ldots, A_{n}: \mu_{n} & \begin{array}{c}A: \mu \leftarrow A_{1}: \mu_{1}, \ldots, A_{n}: \mu_{n}, \\ \operatorname{not}\left(B_{1}: \beta_{1}\right), \ldots, \operatorname{not}\left(B_{m}: \beta_{m}\right) \in R \text { and } \\ \forall(1 \leq j \leq m), \beta_{j} \not \leq_{t} h\left(B_{j}\right)\end{array}\end{array}\right\}$
Intuitively, for any $\operatorname{not}\left(B_{j}: \beta_{j}\right)$ in the body of $r \in R$ with $\beta_{j} \not \leq_{t} h\left(B_{j}\right)$ is simply satisfied by $h$, and not $\left(B_{j}: \beta_{j}\right)$ is removed from the body of $r$. If $\beta_{j} \leq_{t} h\left(B_{j}\right)$ then the body of $r$ is not satisfied and $r$ is trivially ignored. A probabilistic model ( $p$-model) of a p-program $P$ is a p-interpretation of $P$ that satisfies $P$. A p-interpretation $h$ of a p-program $P$ is said to be a probabilistic answer set of $P$ if $h$ is the minimal p-model of the probabilistic reduct of $P$ w.r.t. $h$.

Definition 1 (Probabilistic Answer Set). A probabilistic interpretation $h$ is a probabilistic answer set of a p-program $P$ if $h$ is the least p-model of $P^{h}$.

## 3 Probabilistic Action Language with Imperfect Sensing Actions

In this section we develop the syntax and semantics of a novel probabilistic action language called $\mathcal{P}$ that allows the representation of sensing actions with probabilistic outcomes.

### 3.1 Language Syntax of $\mathcal{P}$

A fluent is an atomic proposition that describes a property of the world. Let $\mathcal{F}$ be a set of fluents and $\mathcal{A}$ be a set of actions. A fluent literal is either a fluent $f$ or $\neg f$. Conjunctive fluent formula is a conjunction of fluent literals of the form $l_{1} \wedge \ldots \wedge l_{n}$. Sometimes we abuse the notation and refer to a conjunctive fluent formula as a set of fluent literals ( $\emptyset$ denotes true). A probabilistic action theory in $\mathcal{P}$ is a set of probabilistic propositions of the form:

$$
\begin{array}{r}
\text { initially }\left\{\psi_{i}: p_{i} \mid 1 \leq i \leq n\right\} \\
l \text { if } \psi \\
\text { executable } a \text { if } \psi \\
a \text { causes }\left\{\phi_{i}: p_{i} \text { if } \psi_{i} \mid 1 \leq i \leq n\right\} \\
a \text { determines }\left\{\phi_{i}: p_{i} \text { sensing } \psi_{i} \mid 1 \leq i \leq n\right\} \tag{5}
\end{array}
$$

where $l$ is a fluent literal and for all $(1 \leq i \leq n), \psi, \psi_{i}, \phi_{i}$ are conjunctive fluent formulas, $p_{i} \in[0,1]$, and $a \in \mathcal{A}$ is an action. The set of all $\psi_{i}$ must be exhaustive
and mutually exclusive, where $\forall i \sum_{s} p_{i} \operatorname{Pr}\left(\psi_{i} \mid s\right)=1$ and $\forall i, j, s, \psi_{i} \neq \psi_{j} \Rightarrow$ $\operatorname{Pr}\left(\psi_{i} \wedge \psi_{j} \mid s\right)=0$ (given $s$ is a state defined later).

The initial situation is presented by probabilistic proposition (11). Probabilistic proposition (1) states that the possible initial state $\psi_{i}$ holds with probability $p_{i}$. Indirect effect of action is described by proposition (22), which says that $l$ holds in every state in which $\psi$ also holds. Executability condition is represented by (3), which states that an action $a$ is executable in any state in which $\psi$ holds. Probabilistic proposition of the form (4) represents the probabilistic conditional effects of a non-sensing action $a$. It says that for all $1 \leq i \leq n$, a causes $\phi_{i}$ to hold with probability $p_{i} \in[0,1]$ in a successor state to a state in which $a$ is executed and $\psi_{i}$ holds. The set of all $\psi_{i}$ must be mutually exclusive and exhaustive. Probabilistic proposition of the form (5) describes sensing action with probabilistic outcomes. It states that executing a sensing action $a$ in a state causes any of $\phi_{i}$ to be known true with probability $p_{i}$ whenever a correlated $\psi_{i}$ is known to be true in a successor state to a state in which $a$ is executed. Each $\psi_{i}$ is called the sensed-literals (the sensor reading), where the literals in $\psi_{i}$ determine what the sensor is observing, $\phi_{i}$ is called the sensor report, where the literals in $\phi_{i}$ determine what the sensor reports on. $p_{i}$ is the probability that $\phi_{i}$ holds whenever $\psi_{i}$ holds after executing $a$. The set of all $\psi_{i}\left(\phi_{i}\right)$ must be mutually exclusive and exhaustive. Similar to [5], when a property of the world cannot be directly sensed by the sensor, another correlated property of the world, that can be sensed by the sensor, can be used instead.

A probabilistic action theory is a pair $\mathcal{D}=\left\langle\tilde{s}_{I}, \mathcal{A D}\right\rangle$, where $\tilde{s}_{I}$ is a probabilistic proposition of the form (11) and $\mathcal{A D}$ is a set of probabilistic propositions from (2)(5). We call $\mathcal{A D}$ a probabilistic action description. For convenience, we present an action $a$ by the set $a=\left\{a_{1}, \ldots, a_{n}\right\}$, where for each $1 \leq i \leq n, a_{i}$ corresponds to $\phi_{i}$ and $\psi_{i}$.

Example 1 ([5]). Assume that a robot is processing a widget. The goal of the robot is to paint ( $p a$ ) and process ( $p r$ ) the widget without errors ( $\neg e r$ ) by determining if it is flawed $(f l)$ or not flawed $(\neg f l)$, then deciding to reject or ship the widget by performing the reject or ship actions respectively. The flawed ( $f l$ ) property is not directly observable. Therefore, the robot determines whether the widget is flawed by performing the sensing action inspect that senses whether the widget is blemished ( $b l$ ) (a correlated property). But, the robot's sensor is not always perfect. If the widget is blemished (bl) then the robot reports that the widget is flawed ( $f l$ ) with 0.9 probability, however, it erroneously reports that the widget is not flawed $(\neg f l)$ with 0.1 probability. Performing the paint action in the state of the world in which the widget is not processed ( $\neg \mathrm{pr})$ causes the widget to be painted ( $p a$ ) and all blemishes removed $(\neg b l$ ) with 0.95 probability, and causes no change in the state of the world with 0.05 probability. However, an error is caused (er) if paint is performed in the state of the world in which widget is being processed $(p r)$. The effects of ship and reject are certain. Consider that initially the widget is blemished and flawed with probability 0.3 and it is not blemished and not flawed with probability 0.7 . Consider also that the target is to find a probabilistic contingent plan that achieves its goal with
probability at least 0.95 . This can be represented by the probabilistic action theory $\mathcal{D}=\left\langle\tilde{s}_{I}, \mathcal{A D}\right\rangle$ where

$$
\tilde{s}_{I}=\text { initially }\left\{\begin{array}{ll}
\{b l, f l, \neg p a, \neg p r, \neg e r\} & : 0.3 \\
\{\neg b l, \neg f l, \neg p a, \neg p r, \neg e r\} & : 0.7
\end{array}\right\}
$$

and $\mathcal{A D}$ consists of: executable $A C$ if $\emptyset$, where $A C \in\{$ paint, inspect, ship, reject $\}$.

$$
\begin{aligned}
& \text { paint causes }\left\{\begin{array}{ll}
\{p a, \neg b l\}: 0.95 \text { if }\{\neg p r\} \\
\emptyset & : 0.05 \text { if }\{\neg p r\} \\
\{e r\} & : 1 \\
\text { if }\{p r\}
\end{array}\right\} \text { ship causes }\left\{\begin{array}{l}
\{p r\} \\
\{p r, e r\}: 1 \text { if }\{\neg p r, \neg f l\} \\
\{e r\} \\
\{1 \text { if }\{\neg p r, f l\}
\end{array}\right\} \\
& \text { reject causes }\left\{\begin{array}{ll}
\{p r, e r\}: 1 \text { if }\{\neg p r, \neg f l\} \\
\{p r\} & : 1 \text { if }\{\neg p r, f l\} \\
\{e r\} & : 1 \text { if }\{p r\}
\end{array}\right\} \text { inspect determines }\left\{\begin{array}{l}
\{f l\}: 0.9 \text { sensing }\{b l\} \\
\{\neg f l\}: 0.1 \text { sensing }\{b l\} \\
\{\neg f l\}: 1 \text { sensing }\{\neg b l\}
\end{array}\right\}
\end{aligned}
$$

### 3.2 Semantics of $\mathcal{P}$

We say a set of literals $\phi$ is consistent if it does not contain a pair of complementary literals. We say that a set of literals $\phi$ satisfies an indirect effect of action proposition of the form (2), if $l$ belongs to $\phi$ whenever $\psi$ is contained in $\phi$ or $\psi$ is not contained in $\phi$. Let $\mathcal{D}$ be a probabilistic action theory and $\phi$ be a set of literals. Then $\mathcal{C}_{\mathcal{D}}(\phi)$ is the smallest set of literals that contains $\phi$ and satisfies all the indirect effects of actions propositions in $\mathcal{D}$. A state $s$ is a complete and consistent set of literals that satisfies all the indirect effects of actions propositions appearing in $\mathcal{D}$. Let $s$ be a state and $\mathcal{G}$ be conjunctive fluent formula. The probability of $\mathcal{G}$ w.r.t. $s$ is given by $\operatorname{Pr}(\mathcal{G} \mid s)=1$ if $\mathcal{G} \subseteq s$, otherwise, $\operatorname{Pr}(\mathcal{G} \mid s)=0$.

Definition 2. Let $\mathcal{D}$ be a probabilistic action theory, s be a state, a causes $\left\{\phi_{i}\right.$ : $p_{i}$ if $\left.\psi_{i} \mid 1 \leq i \leq n\right\}$ and $a^{\prime}$ determines $\left\{\phi_{i}^{\prime}: p_{i}^{\prime}\right.$ sensing $\left.\psi_{i}^{\prime} \mid 1 \leq i \leq n\right\}$ be probabilistic propositions, and $a=\left\{a_{i} \mid(1 \leq i \leq n)\right\}, a^{\prime}=\left\{a_{i}^{\prime} \mid(1 \leq i \leq\right.$ $n)\}$, where each $a_{i}\left(a_{i}^{\prime}\right)$ corresponds to $\phi_{i}\left(\phi_{i}^{\prime}\right)$ and $\psi_{i}\left(\psi_{i}^{\prime}\right)$. Then, $\mathcal{C}_{\mathcal{D}}\left(\Phi\left(a_{i}, s\right)\right)$ $\left(\mathcal{C}_{\mathcal{D}}\left(\Phi\left(a_{i}^{\prime}, s\right)\right)\right)$ is the state resulting from executing $a\left(a^{\prime}\right)$ in $s$, where $\Phi\left(a_{i}, s\right)$ is defined as follows:

1. $l \in \Phi\left(a_{i}, s\right)$ and $\neg l \notin \Phi\left(a_{i}, s\right)$ if $l \in \phi_{i}$ and $\psi_{i} \subseteq s$.
2. $\neg l \in \Phi\left(a_{i}, s\right)$ and $l \notin \Phi\left(a_{i}, s\right)$ if $\neg l \in \phi_{i}$ and $\psi_{i} \subseteq s$.
3. Otherwise, $l \in \Phi\left(a_{i}, s\right)$ iff $l \in s$ and $\neg l \in \Phi\left(a_{i}, s\right)$ iff $\neg l \in s$.

Moreover, $\Phi\left(a_{i}^{\prime}, s\right)$ is defined as:

1. $l \in \Phi\left(a_{i}^{\prime}, s\right)$ and $\neg l \notin \Phi\left(a_{i}^{\prime}, s\right)$ iff $l \in \phi_{i}$ and $\psi_{i} \subseteq s$.
2. $\neg l \in \Phi\left(a_{i}^{\prime}, s\right)$ and $l \notin \Phi\left(a_{i}^{\prime}, s\right)$ iff $\neg l \in \phi_{i}$ and $\psi_{i} \subseteq s$.
3. Otherwise, $l \in \Phi\left(a_{i}^{\prime}, s\right)$ iff $l \in s$ and $\neg l \in \Phi\left(a_{i}^{\prime}, s\right)$ iff $\neg l \in s$.

We call $\Phi$ probabilistic transition function. An action in a probabilistic action theory $\mathcal{D}$ causes a transition from a probability distribution over possible states
to another probability distribution. Probability is assigned to a possible world state, resulting from executing an action in a given state, in which literals are deterministically true or false. The probability of a state $s^{\prime}$ resulting from executing $a\left(a^{\prime}\right)$ in a state $s$ is given by $\operatorname{Pr}^{\prime}\left(s^{\prime} \mid s, a\right)=p_{i}$ if $a$ causes $\left\{\phi_{i}: p_{i}\right.$ if $\psi_{i} \mid 1 \leq$ $i \leq n\}$ and $s^{\prime}=\mathcal{C}_{\mathcal{D}}\left(\Phi\left(a_{i}, s\right)\right)$. Otherwise, $\operatorname{Pr}^{\prime}\left(s^{\prime} \mid s, a\right)=0 . \operatorname{Pr}^{\prime}\left(s^{\prime} \mid s, a^{\prime}\right)=p_{i}$ if $a^{\prime}$ determines $\left\{\phi_{i}: p_{i}\right.$ sensing $\left.\psi_{i} \mid 1 \leq i \leq n\right\}$ and $s^{\prime}=\mathcal{C}_{\mathcal{D}}\left(\Phi\left(a_{i}^{\prime}, s\right)\right)$. Otherwise, $\operatorname{Pr}^{\prime}\left(s^{\prime} \mid s, a^{\prime}\right)=0$.

Definition 3 (Probabilistic Contingent Plan). An empty sequence of actions $\rangle$ is a probabilistic contingent plan. $\langle a, c\rangle$ is a probabilistic contingent plan, where $a$ is a non-sensing action with probabilistic effects and $c$ is a probabilistic contingent plan. $\left\langle a\right.$, case $\left.\left\{\phi_{i} \rightarrow c_{i}\right\}_{i=1}^{n}\right\rangle$ is a probabilistic contingent plan where a is a sensing action with probabilistic outcomes and $c_{i}$ is a probabilistic contingent plan.

The definition of probabilistic contingent plan is inspired from [28]. The probability that a conjunctive fluent formula $\mathcal{G}$ holds after executing a non-empty probabilistic contingent plan is given by the following definition.

Definition 4. Let $s, s^{\prime}$ be states, $\mathcal{G}$ be a conjunctive fluent formula, $\tilde{s}_{I}$ be a random variable over the initial states, and $q=\langle a, c\rangle\left(q=\left\langle a\right.\right.$, case $\left\{\phi_{i} \rightarrow\right.$ $\left.\left.c_{i}\right\}_{i=1}^{n}\right\rangle$ ) be probabilistic contingent plan. Then:

- The probability that $s^{\prime}$ holds after executing $q$ in $s$ is given by:
- $\operatorname{Pr}\left(s^{\prime} \mid s,\langle a, c\rangle\right)=\sum_{s^{\prime \prime}} \operatorname{Pr}^{\prime}\left(s^{\prime \prime} \mid s, a\right) \operatorname{Pr}\left(s^{\prime} \mid s^{\prime \prime}, c\right)$.
- $\operatorname{Pr}\left(s^{\prime} \mid s,\left\langle a\right.\right.$, case $\left.\left.\left\{\phi_{i} \rightarrow c_{i}\right\}_{i=1}^{n}\right\rangle\right)=\sum_{s^{\prime \prime} \mid=\phi_{i}} \operatorname{Pr}^{\prime}\left(s^{\prime \prime} \mid s, a\right) \operatorname{Pr}\left(s^{\prime} \mid s^{\prime \prime}, c_{i}\right)$.
- The probability that $\mathcal{G}$ is true after executing $q$ in $s$ is given by:
- $\operatorname{Pr}(\mathcal{G} \mid s,\langle a, c\rangle)=\sum_{s^{\prime}} \operatorname{Pr}\left(s^{\prime} \mid s,\langle a, c\rangle\right) \operatorname{Pr}\left(\mathcal{G} \mid s^{\prime}\right)$.
- $\operatorname{Pr}\left(\mathcal{G} \mid s,\left\langle a\right.\right.$, case $\left.\left.\left\{\phi_{i} \rightarrow c_{i}\right\}_{i=1}^{n}\right\rangle\right)=\sum_{s^{\prime}} \operatorname{Pr}\left(s^{\prime} \mid s,\left\langle a\right.\right.$, case $\left.\left.\left\{\phi_{i} \rightarrow c_{i}\right\}_{i=1}^{n}\right\rangle\right)$ $\operatorname{Pr}\left(\mathcal{G} \mid s^{\prime}\right)$.
- The probability that $\mathcal{G}$ is true after executing $q$ in the initial states $\tilde{s}_{I}$ is given by:
- $\operatorname{Pr}\left(\mathcal{G} \mid \tilde{s}_{I},\langle a, c\rangle\right)=\sum_{s} \operatorname{Pr}(\mathcal{G} \mid s,\langle a, c\rangle) \operatorname{Pr}\left(\tilde{s}_{I}=s\right)$.
- $\operatorname{Pr}\left(\mathcal{G} \mid \tilde{s}_{I},\left\langle a\right.\right.$, case $\left.\left.\left\{\phi_{i} \rightarrow c_{i}\right\}_{i=1}^{n}\right\rangle\right)=\sum_{s} \operatorname{Pr}\left(\mathcal{G} \mid s,\left\langle a\right.\right.$, case $\left.\left.\left\{\phi_{i} \rightarrow c_{i}\right\}_{i=1}^{n}\right\rangle\right)$ $\operatorname{Pr}\left(\tilde{s}_{I}=s\right)$.

Definition 5. A probabilistic contingent planning problem is a 4-tuple $\mathcal{P} \mathcal{P}=$ $\left\langle\tilde{s}_{I}, \mathcal{A D}, \mathcal{G}, \mathcal{T}\right\rangle$, where $\tilde{s}_{I}$ is a random variable over states represents the initial agent knowledge about the world at the time of execution, $\mathcal{A D}$ is a probabilistic action description, $\mathcal{G}$ is conjunctive fluent formula represents the goal to be satisfied, and $0 \leq \mathcal{T} \leq 1$ is the probability threshold for the goal $\mathcal{G}$ to be achieved. We say $q$ is a probabilistic contingent plan for $\mathcal{P P}$ iff each a in $q$ appears in $\mathcal{A D}$ and $\operatorname{Pr}\left(\mathcal{G} \mid \tilde{s}_{I}, q\right) \geq \mathcal{T}$.

## 4 Probabilistic Answer Set Contingent Planning

In this section we describe a logic based probabilistic continent planning approach called probabilistic answer set contingent planning that employs NHPP $\mathcal{P}_{\mathcal{P}}$ with probabilistic answer set semantics. Probabilistic answer set contingent planning is developed by providing a translation from a probabilistic contingent planning problem in $\mathcal{P}$ into a p-program. The p-program translation of a probabilistic contingent planning problem is adapted from the probabilistic answer set planning described in [22]. We assume that the length of a probabilistic contingent plan we are looking for is known. We use the predicates (i) holds $(L, T)$ to represent the fact that a literal $L$ holds at time moment $T$, (ii) occ $(A C, T)$ to describe that an action $A C$ executes at time moment $T$, and (iii) state $(T)$ to represent a possible state of the world at time moment $T$. We use lower case letters to represent constants and upper case letters to represent variables.

Let $\Pi_{\mathcal{P} \mathcal{P}}=\langle R, \tau\rangle$ be the p-program translation of a probabilistic contingent planning problem, $\mathcal{P \mathcal { P }}$, where $\tau$ is any arbitrary assignment of disjunctive p-strategies and $R$ is the set of p-rules described below. To simplify the presentation, any atom appearing in a p-rule in $R$ with no annotation is assumed to be associated with the annotation 1 . In addition, given $p$ is a predicate and $\psi=\left\{l_{1}, \ldots, l_{n}\right\}$, we use $p(\psi): V$ to denote $p\left(l_{1}\right): V_{1}, \ldots, p\left(l_{n}\right): V_{n}$, where $V, V_{1}, \ldots, V_{n}$ are annotations.

- For each action $a=\left\{a_{1}, \ldots, a_{n}\right\} \in \mathcal{A}$ is represented in $R$ by the set of facts

$$
\begin{equation*}
\operatorname{action}\left(a_{i}\right) \leftarrow \tag{6}
\end{equation*}
$$

Furthermore, literals that form the states of the world are represented in $R$ by

$$
\begin{align*}
\operatorname{literal}(A) & \leftarrow \operatorname{atom}(A)  \tag{7}\\
\operatorname{literal}(\neg A) & \leftarrow \operatorname{atom}(A) \tag{8}
\end{align*}
$$

$\operatorname{atom}(A)$ is a set of facts that describe the properties of the world. In addition, p-rules that specify that $A$ and $\neg A$ are contrary literals are encoded as

$$
\begin{align*}
& \operatorname{contrary}(A, \neg A) \leftarrow \operatorname{atom}(A)  \tag{9}\\
& \operatorname{contrary}(\neg A, A) \leftarrow \operatorname{atom}(A) \tag{10}
\end{align*}
$$

- The initial probability distribution over the possible initial states is encoded as follows. For initially $\left\{\psi_{i}: p_{i} \mid 1 \leq i \leq n\right\}$ and $\operatorname{Pr}\left(\tilde{s}_{I}=\psi_{i}\right)=p_{i}$, let each $\psi_{i}: p_{i}$ be represented as $\left\{l_{i, 1}: p_{i, 1}, l_{i, 2}: p_{i, 2}, \ldots, l_{i, m_{i}}: p_{i, m_{i}}\right\}$, where $\psi_{i}=\left\{l_{i, 1}, l_{i, 2}, \ldots, l_{i, m_{i}}\right\}$ is a set of literals and $p_{i}=\prod_{j=1}^{m_{i}} p_{i, j} . \forall\left(1 \leq j \leq m_{i}\right)$, the meaning of $l_{i, j}: p_{i, j}$ is that the literal $l_{i, j}$ holds with probability $p_{i, j}$. Moreover, let $\psi=\psi_{1} \cup \psi_{2} \cup \ldots \cup \psi_{n}, \psi^{\prime}=\psi_{1} \cap \psi_{2} \cap \ldots \cap \psi_{n}$, and $\widehat{\psi}=\psi-\psi^{\prime}$. Let $\psi^{\text {report }}=\left\{l \mid l \in \psi_{i}\right.$ and $l$ is a sensor report literal $\}$ be the set of all sensor report literals in all $\psi_{i}$. We denote $\psi^{\prime \prime}=\left\{l \mid l \in\left(\widehat{\psi}-\psi^{\text {report }}\right) \vee \neg l \in\right.$ $\left.\left(\widehat{\psi}-\psi^{\text {report }}\right)\right\}$. Intuitively, $\psi^{\prime \prime}$ is the same as $\widehat{\psi}$ after excluding the set of sensor
report literals $\psi^{\text {report }}$ from $\widehat{\psi}$. Let $\psi^{\text {sense }}$ be the set of all pairs $\left(\delta_{i}, \gamma_{i}\right)$, where $\delta_{i}$ and $\gamma_{i}$ are sets of literals contained in $\psi_{i}, \forall(1 \leq i \leq n)$, such that $\delta_{i}$ is the set of sensor reading literals and $\gamma_{i}$ is the set of sensor report literals appearing in $\psi_{i}$. Let us denote a literal in $\psi_{i}, \psi^{\prime}, \psi^{\prime \prime}, \delta_{i}, \gamma_{i}$ by $l_{i, j}$ for any $i$ and $j$. Notice also that for any literal $l_{i, j}$, there is an associated probability $p_{i, j}$. To generate the set of all possible initial states we add to $R$ the following set of p-rules. For each literal $l_{i, j} \in \psi^{\prime}$, we add to $R$ the fact

$$
\begin{equation*}
\operatorname{holds}\left(l_{i, j}, 0\right): p_{i, j} \leftarrow \tag{11}
\end{equation*}
$$

where $p_{i, j}$ is the probability $l_{i, j}$ holds in the initial situation. This fact says that the literal $l_{i, j}$ holds at time moment 0 with probability $p_{i, j}$. This set of facts represents the set of literals that hold in every possible initial state along with their associated probability. For each literal $l_{i, j} \in \psi^{\prime \prime}$,

$$
\begin{align*}
\operatorname{holds}\left(l_{i, j}, 0\right): & p_{i, j}  \tag{12}\\
& \operatorname{not} \operatorname{holds}\left(\neg l_{i, j}, 0\right): \bar{p}_{i, j}  \tag{13}\\
\operatorname{holds}\left(\neg l_{i, j}, 0\right): & \bar{p}_{i, j}
\end{align*} \operatorname{not} \operatorname{holds}\left(l_{i, j}, 0\right): p_{i, j}-1 .
$$

are added to $R$, where $p_{i, j}$ and $\bar{p}_{i, j}$ are the probabilities that $l_{i, j}$ and $\neg l_{i, j}$ hold respectively. The above p-rules describe that the literal $l$ (similarly $\neg l$ ) holds with probability $p_{i, j}$ at time moment 0 , if $\neg l$ (similarly $l$ ) does not hold with probability $\bar{p}_{i, j}$ at the time moment 0 . For each $\left(\delta_{i}, \gamma_{i}\right) \in \psi^{\text {sense }}$, let $\delta_{i}=\left\{l_{i, 1}, l_{i, 2}, \ldots, l_{i, m_{i}}\right\}$, then for each $l_{i, j}$ in $\gamma_{i}$, we have
$\operatorname{holds}\left(l_{i, j}, 0\right): p_{i, j} \leftarrow \operatorname{holds}\left(l_{i, 1}\right): p_{i, 1}, \operatorname{holds}\left(l_{i, 2}\right): p_{i, 1}, \ldots, \operatorname{holds}\left(l_{i, m_{i}}\right): p_{i, 1}$
belongs to $R$. The initial probability distribution over the possible initial states is encoded in $R$ as

$$
\begin{equation*}
\text { state }(0): p_{i} \leftarrow \operatorname{holds}\left(l_{i, 1}, 0\right): p_{i, 1}, \operatorname{holds}\left(l_{i, 2}, 0\right): p_{i, 2}, \ldots, \operatorname{holds}\left(l_{i, m_{i}}, 0\right): p_{i, m_{i}} \tag{15}
\end{equation*}
$$

for all $(1 \leq i \leq n)$ and $p_{i}=\prod_{j=1}^{m_{i}} p_{i, j}$. The above p-rule says that the probability of a state at time moment 0 (a possible initial state) is $p_{i}$ if $l_{i, 1}, l_{i, 2}, \ldots, l_{i, m_{i}}$ hold at the time moment 0 with probability $p_{i, 1}$, $p_{i, 2}, \ldots, p_{i, m_{i}}$ respectively.

- Let $V, V^{\prime}$ be annotation variables act as place holders, then for each indirect effect of an action proposition of the form (2), $R$ contains

$$
\begin{equation*}
\operatorname{holds}(l, T): V^{\prime} \leftarrow \operatorname{holds}(\psi, T): V \tag{16}
\end{equation*}
$$

- For each action $a=\left\{a_{1}, \ldots, a_{n}\right\}$, each executability condition of the form (3) is encoded as

$$
\begin{equation*}
\operatorname{exec}\left(a_{i}, T\right) \leftarrow \operatorname{holds}(\psi, T): V \tag{17}
\end{equation*}
$$

- For each probabilistic conditional effects of a non-sensing action of the form $a$ causes $\left\{\phi_{i}: p_{i}\right.$ if $\left.\psi_{i} \mid 1 \leq i \leq n\right\}$, let for each $\phi_{i}: p_{i}$ be represented as $\left\{l_{i, 1}: p_{i, 1}, l_{i, 2}: p_{i, 2}, \ldots, l_{i, m_{i}}: p_{i, m_{i}}\right\}$, where $\phi_{i}=\left\{l_{i, 1}, l_{i, 2}, \ldots, l_{i, m_{i}}\right\}$ and $p_{i}=\prod_{j=1}^{m_{i}} p_{i, j}$. Then for each $(1 \leq i \leq n)$ and $\left(1 \leq j \leq m_{i}\right)$, we have

$$
\begin{equation*}
\operatorname{holds}\left(l_{i, j}, T+1\right): p_{i, j} \leftarrow \operatorname{occ}\left(a_{i}, T\right), \operatorname{exec}\left(a_{i}, T\right), \operatorname{holds}\left(\psi_{i}, T\right): V \tag{18}
\end{equation*}
$$

This p-rule states that if the action $a$ occurs at time moment $T$ and $\psi_{i}$ holds at the same time moment with probability $V$, then the literal $l_{i, j}$ holds at time moment $T+1$ with probability $p_{i, j}$. The probability distribution over states resulting from executing $a$ is represented in $R$ by:

$$
\begin{array}{r}
\operatorname{state}(T+1): p_{i} \times V \leftarrow \operatorname{state}(T): V, \operatorname{occ}\left(a_{i}, T\right), \operatorname{exec}\left(a_{i}, T\right), \operatorname{holds}\left(\psi_{i}, T\right): V^{\prime}, \\
\operatorname{holds}\left(\phi_{i}, T+1\right): p_{i} \tag{19}
\end{array}
$$

where $V, V^{\prime}$ are annotation variables ranging over $[0,1]$ acts as place holders. The above p-rule says that if $\psi_{i}$ is true with probability $V^{\prime}$ in a state of the world at time moment $T$, whose probability is $V$, and in which the action $a$ is executable, then the probability of a successor state at time moment $T+1$, after executing an action $a$ in the state at time $T$, is $p_{i} \times V$, in which the effect $\phi_{i}$ is true with probability $p_{i}$.

- For each sensing action with probabilistic outcomes of the form $a$ determines $\left\{\phi_{i}: p_{i}\right.$ sensing $\left.\psi_{i} \mid 1 \leq i \leq n\right\}$, let each $\phi_{i}: p_{i}$ be represented as $\left\{l_{i, 1}: p_{i, 1}, l_{i, 2}: p_{i, 2}, \ldots, l_{i, m_{i}}: p_{i, m_{i}}\right\}$, where $\phi_{i}=\left\{l_{i, 1}, l_{i, 2}, \ldots, l_{i, m_{i}}\right\}$ and $p_{i}=\prod_{j=1}^{m_{i}} p_{i, j}$. Then for each $(1 \leq i \leq n)$ and $\left(1 \leq j \leq m_{i}\right)$ and for each $l_{i, j}^{\prime} \in \psi_{i}$, we have in $R$

$$
\begin{array}{r}
\operatorname{sense}\left(l_{i, j}^{\prime}, T\right): V^{\prime} \leftarrow \operatorname{occ}\left(a_{i}, T\right), \operatorname{exec}\left(a_{i}, T\right), \operatorname{holds}\left(\psi_{i}, T\right): V \\
\operatorname{holds}\left(l_{i, j}, T+1\right): p_{i, j} \leftarrow \operatorname{occ}\left(a_{i}, T\right), \operatorname{exec}\left(a_{i}, T\right), \operatorname{sense}\left(\psi_{i}, T\right): V \tag{21}
\end{array}
$$

The p-rule (20) says that executing the sensing action $a$ at time moment $T$ in which $\psi_{i}$ holds with probability $V$ causes $\psi_{i}$ to be sensed to be known true at the same time moment $T$. The p-rule (21) states that if a sensing action $a$ occurs at time moment $T$ and the sensed-literals $\psi_{i}$ is sensed to be known true at the same time moment with probability $V$, then the literal $l_{i, j}$ is known to hold at the time moment $T+1$ with probability $p_{i, j}$. The probability distribution over states resulting from executing the sensing action $a$ is represented in $R$ by

$$
\begin{array}{r}
\operatorname{state}(T+1): p_{i} \times V \leftarrow \operatorname{state}(T): V, \operatorname{occ}\left(a_{i}, T\right), \operatorname{exec}\left(a_{i}, T\right), \operatorname{sense}\left(\psi_{i}, T\right): V^{\prime}, \\
\operatorname{holds}\left(\phi_{i}, T+1\right): p_{i} \tag{22}
\end{array}
$$

The above p-rule says that the probability of a state at time moment $T+1$ is $p_{i} \times V$ if $\phi_{i}$ become known to be true at the same time moment with probability $p_{i}$, after executing the sensing action $a$ in a state of the world at time $T$, whose probability is $V$, in which $\psi_{i}$ is sensed to be true with probability $V^{\prime}$.

- The frame axioms are encoded in $R$ as follows. For any literal $L$ we have

$$
\begin{equation*}
\operatorname{holds}(L, T+1): V \leftarrow \operatorname{holds}(L, T): V, \operatorname{not}, \text { holds }\left(L^{\prime}, T+1\right): V^{\prime}, \operatorname{contrary}\left(L, L^{\prime}\right) \tag{23}
\end{equation*}
$$

The above p-rule says that $L$ continues to hold at the time moment $T+1$ with probability $V$ if $L$ holds at the time moment $T$ with the same probability and its contrary does not hold at the time moment $T+1$ with probability $V^{\prime}$.

- To encode that a literal $A$ and its negation $\neg A$ cannot hold at the same time

$$
\begin{equation*}
\text { inconsistent } \leftarrow \text { not inconsistent, holds }(A, T): V, \operatorname{holds}(\neg A, T): V^{\prime}( \tag{24}
\end{equation*}
$$

is added to $R$, where inconsistent is a special literal that does not appear in $\mathcal{P}$.

- Actions are generated using the p-rules

$$
\begin{array}{r}
\operatorname{occ}\left(A C^{i}, T\right) \leftarrow \operatorname{action}\left(A C^{i}\right), \text { not } \operatorname{abocc}\left(A C^{i}, T\right) \\
\quad \operatorname{abocc}\left(A C^{i}, T\right) \leftarrow \operatorname{occ}\left(A C^{j}, T\right), A C^{i} \neq A C^{j} \tag{26}
\end{array}
$$

The above two p-rules generate action occurrences once at a time, where $A C^{i}$ and $A C^{j}$ are variables representing actions.

- A goal $\mathcal{G}=g_{1} \wedge \ldots \wedge g_{m}$ is encoded in $R$ as a p-rule of the form

$$
\begin{equation*}
\text { goal } \leftarrow \operatorname{holds}\left(g_{1}, T\right): V_{1}, \ldots, \operatorname{holds}\left(g_{m}, T\right): V_{m} \tag{27}
\end{equation*}
$$

Example 2. The p-program encoding, $\Pi_{\mathcal{P} \mathcal{P}}=\langle R, \tau\rangle$, of the probabilistic contingent planning problem $\mathcal{P} \mathcal{P}=\left\langle\tilde{s}_{I}, \mathcal{A D}, \mathcal{G}, \mathcal{T}\right\rangle$ presented in Example 1 is given as follows, where $\tau$ is any arbitrary assignment of disjunctive p-strategies and $R$ consists of the following p-rules, in addition to the p-rules (7), (8), (9), (10), (23), (24), (25), (26):

$$
\operatorname{action}\left(\text { paint }_{i}\right) \leftarrow \operatorname{action}\left(\text { ship }_{i}\right) \leftarrow \operatorname{action}\left(\text { reject }_{i}\right) \leftarrow \operatorname{action}\left(\text { inspect }_{i}\right) \leftarrow
$$

for $1 \leq i \leq 3$. Properties of the world are described by the atoms bl (widget blemished), $f l$ (widget flawed), pa (widget painted), $p r$ (widget processed), and er (error occurred), which are encoded in $R$ by the p-rules

$$
\operatorname{atom}(b l) \leftarrow \quad \text { atom }(f l) \leftarrow \quad \text { atom }(p a) \leftarrow \quad \text { atom }(p r) \leftarrow \quad \text { atom }(e r) \leftarrow
$$

The set of possible initial states are encoded by the p-rules:

$$
\begin{array}{lc}
\text { holds }(\neg p a, 0) \leftarrow & \text { holds }(\neg p r, 0) \leftarrow
\end{array} \quad \text { holds }(\neg e r, 0) \leftarrow-1 \text { holds }(\neg b l, 0) \leftarrow \operatorname{not} \text { holds }(b l, 0),
$$

The initial probability distribution over the possible initial states is encoded as

$$
\begin{aligned}
& \text { state }(0): 0.3 \leftarrow \text { holds }(b l, 0), \text { holds }(f l, 0): 0.3, \text { holds }(\neg p a, 0), \text { holds }(\neg p r, 0), \text { holds }(\neg e r, 0) \\
& \text { state }(0): 0.7 \leftarrow \text { holds }(\neg b l, 0), \text { holds }(\neg f l, 0): 0.7, \text { holds }(\neg p a, 0), \text { holds }(\neg p r, 0), \text { holds }(\neg e r, 0)
\end{aligned}
$$

The executability conditions of actions are encoded by the following p-rules

$$
\operatorname{exec}\left(\text { paint }_{i}\right) \leftarrow \quad \operatorname{exec}\left(\text { ship }_{i}\right) \leftarrow \quad \operatorname{exec}\left(\text { reject }_{i}\right) \leftarrow \quad \text { exec }\left(\text { inspect }_{i}\right) \leftarrow
$$

for $1 \leq i \leq 3$. Effects of the paint action are encoded by the p-rules
$\operatorname{holds}(p a, T+1) \quad \leftarrow \operatorname{occ}\left(\right.$ paint $\left._{1}, T\right), \operatorname{exec}\left(\right.$ paint $\left._{1}, T\right), \operatorname{holds}(\neg p r, T): V$
holds $(\neg b l, T+1): 0.95 \leftarrow \operatorname{occ}\left(\right.$ paint $\left._{1}, T\right), \operatorname{exec}\left(\right.$ paint $\left._{1}, T\right)$, holds $(\neg p r, T): V$
holds $(e r, T+1) \leftarrow \operatorname{occ}\left(\right.$ paint $\left._{3}, T\right), \operatorname{exec}\left(\right.$ paint $\left._{3}, T\right), \operatorname{holds}(p r, T): V$

The probability distribution resulting from executing the paint action is given by

```
state (T+1):0.95\timesV\leftarrowocc(paint },T),\operatorname{exec}(\mp@subsup{paint}{1}{},T),\operatorname{state}(T):V,holds(\negpr,T):\mp@subsup{V}{}{\prime}
    holds(pa,T+1), holds(\negbl,T+1):0.95
state (T+1) :0.05\timesV\leftarrowocc(paint 2,T), exec (paint 2,T), state (T) :V,holds (\negpr,T) :V'
state (T+1):V\leftarrowocc(paint },T),\operatorname{exec}(\mp@subsup{paint }{3}{\prime},T),\operatorname{state}(T):V,holds(pr,T):\mp@subsup{V}{}{\prime}
    holds(er,T+1)
```

Effects of the ship action are encoded by the p-rules

$$
\begin{aligned}
& \text { holds }(p r, T+1) \leftarrow o c c\left(\operatorname{ship}_{1}, T\right), \operatorname{exec}\left(\operatorname{ship}_{1}, T\right), \text { holds }(\neg p r, T): V_{1}, \text { holds }(\neg f l, T): V_{2} \\
& \text { holds }(p r, T+1) \leftarrow o c c\left(\operatorname{ship} p_{2}, T\right), \operatorname{exec}\left(\operatorname{ship}_{2}, T\right), \text { holds }(\neg p r, T): V_{1}, \text { holds }(f l, T): V_{2} \\
& \text { holds }(\operatorname{er}, T+1) \leftarrow \operatorname{occ}\left(\operatorname{ship}_{2}, T\right), \operatorname{exec}\left(\operatorname{ship}_{2}, T\right), \operatorname{holds}(\neg p r, T): V_{1}, \text { holds }(f l, T): V_{2} \\
& \text { holds }(e r, T+1) \leftarrow o c\left(\operatorname{ship} p_{3}, T\right), \operatorname{exec}\left(\operatorname{ship}_{3}, T\right), \operatorname{holds}(p r, T): V
\end{aligned}
$$

The probability distribution resulting from executing the ship action is given by

$$
\begin{array}{r}
\operatorname{state}(T+1): V \leftarrow \operatorname{occ}\left(\operatorname{ship}_{1}, T\right), \operatorname{exec}\left(\operatorname{ship}_{1}, T\right), \operatorname{state}(T): V, \operatorname{holds}(\neg p r, T): V_{1}, \\
\text { holds }(\neg f l, T): V_{2}, \operatorname{holds}(p r, T+1): V_{3} \\
\operatorname{state}(T+1): V \leftarrow \operatorname{occ}\left(\operatorname{ship}_{2}, T\right), \operatorname{exec}\left(\operatorname{ship}_{2}, T\right), \operatorname{state}(T): V, \operatorname{holds}(\neg p r, T): V_{1}, \\
\operatorname{holds}(f l, T): V_{2}, \operatorname{holds}(p r, T+1): V_{3}, \operatorname{holds}(e r, T+1): V_{4} \\
\operatorname{state}(T+1): V \leftarrow \operatorname{occ}\left(\operatorname{ship}_{3}, T\right), \operatorname{exec}\left(\operatorname{ship}_{3}, T\right), \operatorname{state}(T): V, \operatorname{holds}(p r, T): V_{1}, \\
\text { holds }(\operatorname{er}, T+1): V_{2}
\end{array}
$$

Effects of the reject action are encoded by the p-rules





The probability distribution resulting from executing the reject action is given by

$$
\begin{aligned}
& \operatorname{state}(T+1): V \leftarrow \operatorname{occ}\left(\text { reject }_{1}, T\right), \operatorname{exec}\left(\text { reject }_{1}, T\right), \operatorname{state}(T): V, \operatorname{holds}(\neg p r, T): V_{1}, \\
& \text { holds }(\neg f l, T): V_{2}, \operatorname{holds}(p r, T+1): V_{3}, h o l d s(e r, T+1): V_{4} \\
& \operatorname{state}(T+1): V \leftarrow \operatorname{occ}\left(\text { reject }_{2}, T\right), \text { exec }\left(\text { reject }_{2}, T\right) \text {, state }(T): V, \operatorname{holds}(\neg p r, T): V_{1} \text {, } \\
& \operatorname{holds}(f l, T): V_{2}, \operatorname{holds}(p r, T+1): V_{3} \\
& \operatorname{state}(T+1): V \leftarrow o c c\left(\text { reject }_{3}, T\right), \operatorname{exec}\left(\operatorname{reject}_{3}, T\right), \operatorname{state}(T): V, \operatorname{holds}(p r, T): V_{1}, \\
& \text { holds }(e r, T+1): V_{2}
\end{aligned}
$$

Effects of the inspect action are encoded by the p-rules

```
sense(bl,T):V }\leftarrow\mathrm{ occ(inspect }\mp@subsup{}{1}{},T),\mathrm{ exec(inspect },T),holds(bl,T):V
sense(bl,T):V \leftarrowocc(inspect }\mp@subsup{~}{2}{},T),\mathrm{ exec(inspect }\mp@subsup{\mp@code{m}}{2}{},T),\mathrm{ holds (bl,T):V
sense (\negbl,T):V \leftarrowocc(inspect }3,T),\mathrm{ exec(inspect }\mp@subsup{}{3}{},T),\mathrm{ ,olds }(\negbl,T):
```



```
holds(\negfl,T + 1):0.1\leftarrowocc(inspect }\mp@subsup{~}{2}{},T),\mp@subsup{\mathrm{ exec (inspect }}{2}{},T),\mathrm{ sense (bl,T):V
```



The probability distribution resulting from executing the inspect action is given by

$$
\begin{aligned}
& \operatorname{state}(T+1): 0.9 \times V \leftarrow \operatorname{occ}\left(\text { inspect }_{1}, T\right), \operatorname{exec}\left(\text { inspect }_{1}, T\right), \operatorname{state}(T): V, \operatorname{sense}(b l, T): V_{1}, \\
& \text { holds }(f l, T+1): 0.9 \\
& \operatorname{state}(T+1): 0.1 \times V \leftarrow \operatorname{occ}\left(\text { inspect }_{2}, T\right), \operatorname{exec}\left(\text { inspect }_{2}, T\right), \operatorname{state}(T): V, \operatorname{sense}(b l, T): V_{1} \text {, } \\
& \text { holds }(\neg f l, T+1): 0.1 \\
& \operatorname{state}(T+1): V \leftarrow \operatorname{occ}\left(\text { inspect }_{3}, T\right), \operatorname{exec}\left(\text { inspect }_{3}, T\right), \operatorname{state}(T): V, \operatorname{sense}(\neg b l, T): V_{1}, \\
& \text { holds }(\neg f l, T+1): V_{2}
\end{aligned}
$$

The goal is encoded by the p-rule

$$
\text { goal } \leftarrow \operatorname{holds}(p a, T): V_{1}, \operatorname{holds}(p r, T): V_{2}, \text { holds }(\neg e r, T): V_{3}
$$

## 5 Correctness

In this section we prove the correctness of the probabilistic answer set contingent planning. Let the domain of $T$ be $\{0, \ldots, n\}$. Let $\mathcal{P} \mathcal{P}=\left\langle\tilde{s}_{I}, \mathcal{A} \mathcal{D}, \mathcal{G}, \mathcal{T}\right\rangle$ be a probabilistic contingent planning problem, $\Phi$ be a probabilistic transition function associated with $\mathcal{P} \mathcal{P}, s_{0}$ be a possible initial state, and $a_{0}, \ldots, a_{n}$ be a collection of (sensing and non-sensing) actions in $\mathcal{A}$. We say that $s_{0} a_{j_{0}} s_{1} \ldots a_{j_{n}} s_{n+1}$ is a trajectory in $\mathcal{P P}$ if $s_{i+1}=\mathcal{C}_{\mathcal{D}}\left(\Phi\left(a_{j_{i}}, s_{i}\right)\right)$, where $\forall(0 \leq i \leq n)$, $s_{i}$ is a state, $a_{i}$ is an action, and $a_{j_{i}} \in a_{i}=\left\{a_{1_{i}}, \ldots, a_{m_{i}}\right\}$. A trajectory $s_{0} a_{j_{0}} s_{1} \ldots a_{j_{n}} s_{n+1}$ in $\mathcal{P P}$ is said to achieve a conjunctive fluent formula $\mathcal{G}$ if $\mathcal{G} \subseteq s_{n+1}$. Moreover, let $\mathcal{R}_{\mathcal{G}}$ be the set of all trajectories $s_{0} a_{j_{0}} s_{1} \ldots a_{j_{n}} s_{n+1}$ in $\mathcal{P} \mathcal{P}$ that achieve $\mathcal{G}$. We say that a probabilistic contingent plan $q$ achieves $\mathcal{G}$ if the execution of $q$ in the initial states will yield a non-empty set of trajectories $\mathcal{R}_{\mathcal{G}}$ each of which achieves $\mathcal{G}$.

Theorem 1. Let $\mathcal{P P}=\left\langle\tilde{s}_{I}, \mathcal{A D}, \mathcal{G}, \mathcal{T}\right\rangle$ be a probabilistic contingent planning problem and $\mathcal{G} \equiv g_{1} \wedge \ldots \wedge g_{m}$. Then, $\mathcal{G}$ is achievable from $\mathcal{P P}$ iff $\mathcal{G}^{\prime}(t) \equiv$ holds $\left(g_{1}, t\right), \ldots, h o l d s\left(g_{m}, t\right)$ is true (satisfied) in some probabilistic answer set of $\Pi_{\mathcal{P} \mathcal{P}}$, for some $0 \leq t \leq n$.

Intuitively, the probabilistic answer sets of the p-program translation, $\Pi_{\mathcal{P} \mathcal{P}}$, of a probabilistic contingent planning problem, $\mathcal{P} \mathcal{P}$, are equivalent to the trajectories of $\mathcal{P} \mathcal{P}$. Let $\mathcal{O C C}$ be a set such that $s_{0} a_{j_{0}} s_{1} \ldots a_{j_{n}} s_{n+1} \in \mathcal{R}_{\mathcal{G}}$ iff $\operatorname{occ}\left(a_{j_{0}}, 0\right), \ldots, \operatorname{occ}\left(a_{j_{n}}, n\right) \in \mathcal{O C C}$, where $a_{j_{0}}, \ldots, a_{j_{n}}$ correspond to actions appearing in $q$

Lemma 1. Let $h$ be a probabilistic answer set of $\Pi_{\mathcal{P} \mathcal{P}}$ and $q=\left\langle a\right.$, case $\left\{\phi_{i} \rightarrow\right.$ $\left.\left.c_{i}\right\}_{i=1}^{m}\right\rangle$ (similarly $q=\langle a, c\rangle$ ) (possibly empty) be a probabilistic contingent plan for $\mathcal{P} \mathcal{P}$. Then, $\sum_{h \models \mathcal{G}^{\prime}(n+1)}$ and $h \models o c c\left(a_{j_{0}}, 0\right), \ldots, o c c\left(a_{j_{n}}, n\right) \in \mathcal{O C C} h(\operatorname{state}(n+1))=$ $\operatorname{Pr}\left(\mathcal{G} \mid \tilde{s}_{I}, q\right)$, where $\mathcal{G}=g_{1} \wedge \ldots \wedge g_{m}$ and $\mathcal{G}^{\prime}(n+1) \equiv \operatorname{holds}\left(g_{1}, n+1\right): p_{1}, \ldots$, holds $\left(g_{m}, n+1\right): p_{m}$.

The probability a goal $\mathcal{G}$ is true, after executing a probabilistic contingent plan $q$ of $\mathcal{P P}$ in the possible initial states $\tilde{s}_{I}$, is equivalent to the summation of
the probabilities $h($ state $(n+1))$ over the probabilistic answer sets $h$ of $\Pi_{\mathcal{P} \mathcal{P}}$ that satisfy $\mathcal{G}^{\prime}(n+1)$ (the goal $\mathcal{G}$ encoding in $\Pi_{\mathcal{P} \mathcal{P}}$ ), where $h$ contains actions appearing in $q$. The following theorem follows directly from Lemma 1

Theorem 2. Let $h$ be a probabilistic answer set of $\Pi_{\mathcal{P} \mathcal{P}}$ and $q$ (possibly empty) be a probabilistic contingent plan for $\mathcal{P} \mathcal{P}$. Then, $\operatorname{Pr}\left(\mathcal{G} \mid \tilde{s}_{I}, q\right) \geq \mathcal{T}$ iff $\sum_{h \models \mathcal{G}^{\prime}(n+1) \text { and } h \models \operatorname{occ}\left(a_{j_{0}}, 0\right), \ldots, o c c\left(a_{j_{n}}, n\right) \in \mathcal{O C C}} h(\operatorname{state}(n+1)) \geq \mathcal{T}$.

Probabilistic answer set contingent planning produces acyclic plans using flat representation of the probabilistic contingent planning domains. According to the classification of [16], acyclic plan, also referred to as totally ordered conditional (contingent) plan, is a total order plan with conditional (contingent) execution of actions. Flat representation of probabilistic planning domains is the explicit enumeration of the world states [16]. Hence, Theorem 4 follows directly from Theorem 3.

Theorem 3 ([16]). The plan existence problem in the flat representation of probabilistic planning domains is NP-complete.

Theorem 4. The plan existence problem in probabilistic answer set contingent planning for probabilistic planning domains is NP-complete.

## 6 Probabilistic Contingent Planning Using Answer Sets

In [22], it has been shown that probabilistic planning problems can be encoded as classical normal logic programs with classical answer set semantics. In the rest of this section, we follow the steps of [22]. In this section we show that any probabilistic contingent planning problem can be encoded as a classical normal logic program with classical answer set semantics. Excluding p-rules (15), (19), and (22) and replacing all annotations in the p-program translation, $\Pi_{\mathcal{P} \mathcal{P}}$, of $\mathcal{P} \mathcal{P}$ with 1 yields a p-program, denoted by $\Pi_{\mathcal{P} \mathcal{P}}^{\text {normal }}$, with only annotations of the form 1 . As shown in [24], the syntax and semantics of this class of p-programs is equivalent to classical normal logic programs with classical answer set semantics.

Theorem 5. Let $\Pi_{\mathcal{P P}}^{\text {normal }}$ be the normal logic program resulting from $\Pi_{\mathcal{P} \mathcal{P}}$ after deleting the $p$-rules (15), (19) and (22) and replacing all annotations in $\Pi_{\mathcal{P} \mathcal{P}}$ with 1. Then, a trajectory $s_{0} a_{j_{0}} s_{1} \ldots a_{j_{n}} s_{n+1}$ in $\mathcal{P} \mathcal{P}$ achieves $\mathcal{G}=g_{1} \wedge \ldots \wedge g_{m}$ iff $\mathcal{G}^{\prime}(n+1) \equiv \operatorname{holds}\left(g_{1}, n+1\right), \ldots$, holds $\left(g_{m}, n+1\right)$ is true in some answer set of $\Pi_{\mathcal{P} \mathcal{P}}^{\text {normal }}$.

Theorem 5 shows that classical normal logic programs with classical answer set semantics can be used to solve probabilistic contingent planning problems in two steps. The first step is to translate a probabilistic contingent planning problem, $\mathcal{P} \mathcal{P}$, into a classical normal logic program whose answer sets corresponds to valid trajectories in $\mathcal{P} \mathcal{P}$. From the answer sets of the normal logic program translation of $\mathcal{P} \mathcal{P}$, we can determine the trajectories $\mathcal{R}_{q}$ of a plan $q$ in $\mathcal{P} \mathcal{P}$ that achieve the
goal $\mathcal{G}$. The second step is to calculate the probability that the goal is satisfied by $\sum_{s_{0} a_{j_{0}} s_{1} \ldots a_{j_{n}} s_{n+1} \in \mathcal{R}_{q}} \operatorname{Pr}\left(s_{0}\right) \prod_{i=0}^{n} p_{j_{i}}$.

Now, we show that any probabilistic contingent planning problem can be encoded as a SAT problem. Hence, state-of-the-art SAT solvers can be used to solve probabilistic contingent planning problems. Any normal logic program, $\Pi$, can be translated into a SAT problem, $\mathcal{S}$, where the models of $\mathcal{S}$ are equivalent to the answer sets of $\Pi$ [15]. Therefore, the normal logic program encoding of a probabilistic contingent planning problem $\mathcal{P} \mathcal{P}$ can be translated into an equivalent SAT problem, $\mathcal{S}$, where the models of $\mathcal{S}$ correspond to valid trajectories in $\mathcal{P} \mathcal{P}$.

Theorem 6. Let $\mathcal{P} \mathcal{P}$ be a probabilistic contingent planning problem and $\Pi_{\mathcal{P} \mathcal{P}}^{\text {normal }}$ be a normal logic program translation of $\mathcal{P} \mathcal{P}$. The models of the SAT encoding of $\Pi_{\mathcal{P} \mathcal{P}}^{\text {normal }}$ are equivalent to valid trajectories in $\mathcal{P P}$.

However, similar to [22], in encoding probabilistic contingent planning problems into normal logic programs or SAT, explicit representation and assignment of probabilities to states rely on an external mechanism to normal logic programs syntax and semantics and not on normal logic programs syntax and semantics themselves. These issues are overcome naturally by encoding probabilistic contingent planning problems in NHPP.

## 7 Conclusions and Related Work

We presented a new high level probabilistic action language $\mathcal{P}$ that allows the representation of imperfect sensing actions, in addition, we introduced a new probabilistic contingent planning approach by relating probabilistic contingent planning to NHPP.

The syntax and semantics of the probabilistic action language $\mathcal{P}$ is built on top of the action language $\mathcal{A}_{K}$ [28] and the probabilistic action representation of [5]. The major difference between $\mathcal{A}_{K}$ and $\mathcal{P}$ is that $\mathcal{P}$ allows the specification of sensing actions with probabilistic outcomes and non-sensing actions with probabilistic conditional effects and the presentation of the initial probability distribution over the possible initial states. Unlike the probabilistic action representation of 519, $\mathcal{P}$ is a high level language and allows the representation of indirect effects of actions and executability conditions of actions. In addition, in $\mathcal{P}$, the sensing actions outcomes are represented by fluents that describe the world. Contrary to [5] and [19], we treat non-sensing and sensing actions differently in the sense that a sensing action has no preconditions and effects. The action language $\mathcal{E}^{+}$[11] allows sensing actions, actions with probabilistic effects, and actions with non-deterministic effects. In $\mathcal{P}$ actions with non-deterministic effects are not allowed. However, similar to $\mathcal{A}_{K}, \mathcal{E}^{+}$assumes that the agent's sensors are perfect. In addition, the semantics of $\mathcal{E}^{+}$is based on description logic. Other high level probabilistic action description languages are described in [26], but they do not allow sensing actions.

Probabilistic answer set contingent planning extends probabilistic answer set planning [22] to deal with sensing actions with probabilistic outcomes. The translation from a probabilistic contingent planning problem in $\mathcal{P}$ into a p-program is mainly adapted from [22]. In [519] a probabilistic contingent planning approach based on partial order planning is presented. 5[19] extends [14], a probabilistic partial order planner, with imperfect sensing actions to generate contingent plans. Based on planning as satisfiability approach [13] for classical planning, a probabilistic contingent planning approach is developed [18]. A probabilistic contingent planning problem $\mathcal{P} \mathcal{P}$ in [18] is solved by converting $\mathcal{P} \mathcal{P}$ into a stochastic satisfiability problem and solving the stochastic satisfiability problem instead. [18] extends [17, a stochastic satisfiability based probabilistic planning approach, with sensing action with probabilistic outcomes to generate probabilistic contingent plans. Our approach is similar in spirit to 18 in the sense that both approaches are logic based approaches. However, solving stochastic satisfiability problem is $\mathrm{NP}^{P P^{\prime}}$-complete, but, probabilistic answer set contingent planning is NP-complete. The probabilistic contingent planning approach in [4] is based on another classical planning approach (heuristic based planner) [3. 4] produces probabilistic contingent plans, similar to [1815].
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#### Abstract

This paper extends fuzzy logic programs 12, 42] to allow the explicit representation of classical negation as well as non-monotonic negation, by introducing the notion of extended fuzzy logic programs. We present the fuzzy answer set semantics for the extended fuzzy logic programs, which is based on the classical answer set semantics of classical extended logic programs [7]. We show that the proposed semantics is a natural extension to the classical answer set semantics of classical extended logic programs [7]. Furthermore, we define fixpoint semantics for extended fuzzy logic programs with and without non-monotonic negation, and study their relationship to the fuzzy answer set semantics. In addition, we show that the fuzzy answer set semantics is reduced to the stable fuzzy model semantics for normal fuzzy logic programs introduced in 42]. The importance of that is computational methods developed for normal fuzzy logic programs can be applied to the extended fuzzy logic programs. Moreover, we show that extended fuzzy logic programs can be intuitively used for representing and reasoning about actions in fuzzy environment.


## 1 Introduction

Managing uncertainty is vital for real-world applications including those in AI domains. The literature is rich of proposals with extensions to logic programming with different notions of uncertainty. According to the way certainty values are attached to the rules and facts in logic programs, the frameworks for dealing with uncertainty in logic programming can be classified into two main approaches: annotation based (AB) approaches and implication based (IB) approaches. The semantics of logic programs under either approaches depends on the underlying formalisms which both approaches are based on. These formalisms include fuzzy set theory [10, 22, 25, 39, 40, 43], possibilistic logic 5], multi-valued logic 11, 12], and formalisms based on probability theory [2, 15, 26, 30, 35 37].

In the implication-based approach, certainty values are associated to the rules as a whole as well as to the facts present in a program [10, 17, 22, 25, 39, 40, 43]. A rule in the IB approach is an expression of the form

$$
\left(a \leftarrow a_{1}, \ldots, a_{n}, \theta\right)
$$

where that $a, a_{1}, \ldots, a_{n}$ are atoms and $\theta$ is the certainty associated to the rule. Intuitively, the certainty of the rule head $a$ is determined by propagating the certainty of the rule body $a_{1}, \ldots, a_{n}$ to the rule head using the certainty $\theta$ attached to the rule. While in the annotation based approach, certainty values are attached to every sub-goal and head of rules of the logic program 2, 11, 12, 26-30, 35 37]. A rule in the AB approach is an expression of the form

$$
a: \mu \leftarrow a_{1}: \mu_{1}, \ldots, a_{n}: \mu_{n}
$$

where $a, a_{1}, \ldots, a_{n}$ are atoms and $\mu, \mu_{1}, \ldots, \mu_{n}$ are annotations. The intuitive meaning of that rule is that if the certainty of $a_{1}$ is at least $\mu_{1}, \ldots$, and the certainty of $a_{n}$ is at least $\mu_{n}$, then the certainty of $a$ is at least $\mu$.

The main difference between the annotation based and the implication based approaches is that the annotation based approach is strictly more expressive than the implication based approach [12, 27]. This makes AB approach more suitable for complex applications than IB approach. Moreover, it has been shown that the AB approach of [12] subsumes van Emden IB approach for fuzzy logic programming [43]. In addition, as argued in [17], an appropriately defined AB approach can subsumes any IB approach which uses multisets as the basis of its semantics. Another difference between the IB and the AB approaches is that unlike IB, the way a rule is fired in AB approach is close to classical logic programming [12]. This is an important feature in the AB approach because it makes any possible extension to more expressive forms of logic programming with uncertainty in AB approach, including the addition of negation as failure, classical negation, and disjunctions, is more intuitive and more flexible than the IB approach as proposed in 28-30, 36, 42].

It is known that non-monotonic negation is vital to capture the principles of commonsense reasoning [1]. Moreover, it is important to provide the ability to derive negative conclusions in the absence of positive information [28]. In addition, classical negation is important to allow reasoning in the presence of incomplete knowledge [7]. Therefore, different versions of annotated logic programming have been extended with non-monotonic negation including multi-valued annotated logic programming [42] and probabilistic annotated logic programming [28 30, 36]. Although good progress has been made in probabilistic annotated logic programming with both non-monotonic negation and classical negation [28-30, 36] and its application to real-world applications [31 34], less progress and attention has been given to fuzzy annotated logic programming with both non-monotonic negation and classical negation and its application to real-world applications.

One of the earliest work to develop semantics for logic programs with uncertainty in the implication-based approach under the fuzzy set theory has been introduced in [43]. This work was inspired by the need for reasoning in the presence of uncertainties in rule-based expert systems, instead of reasoning over only two values true and false as proposed by classical logic programming. In addition, the use of fuzzy set theory provides a mathematical formalism for reasoning under uncertainty in rule-based expert systems. Hence, a notion of fuzzy logic
programs has been proposed, which generalizes definite logic programs (logic programs without either classical or non-monotonic negation).

A general semantics for annotated logic programs (without negation) based on lattice theory has been introduced in 12]. This has been done by permitting annotation variables to take certainty values over arbitrary lattices of truth values, instead of using the special lattice of [11]. Programs in the proposed framework are called generalized annotated programs. A model theoretic semantics of generalized annotated programs has been defined in [12]. Due to its expressive power, it has been shown that fuzzy logic programs proposed in [43] is subsumed by the generalized annotated programs of 12].

A stable model semantics and well-founded semantics (based on alternating fixpoint semantics [8]) have also been presented in 42] for annotated logic programs with non-monotonic negation. An annotation in [42] is a tuple of truth values generated from a cross product of complete lattices of arbitrary truth values. If one complete lattice is used that is formed from the set of values in $[0,1]$ and the partial order $\leq$, the annotated logic programs with non-monotonic negation in [42] reduce to annotated logic programs with non-monotonic negation whose underlying semantics is the fuzzy set theory. I.e., [42] reduces to generalized annotated programs with non-monotonic negation with the fuzzy set theory as the underlying formalism (forming the notion of normal fuzzy logic programs (NFLP) whose semantics is the stable fuzzy model semantics and the alternating fixed point well-founded fuzzy model semantics). In this view, [42] generalizes [12] with non-monotonic negation under the fuzzy set theory.

Furthermore, in [3], the semantics of [42] has been extended to allow classical negation as well as non-monotonic negation by proposing alternating fixpoint like semantics. However, neither answer set semantics nor declarative well-founded semantics has been given for annotated logic programs of [3].

In this paper we extend annotated logic programs under the fuzzy set theory [12, 42] to allow both classical negation and non-monotonic negation introducing the notion of extended fuzzy logic programs (EFLP) and define the fuzzy answer set semantics of EFLP. We show that fuzzy answer set semantics of EFLP is a natural extension to the classical answer set semantics of classical extended logic programs [7]. Moreover, we show that the fuzzy answer set semantics of EFLP is reduced to stable fuzzy model semantics of normal fuzzy logic programs (NFLP) of 42]. The importance of that is computational methods developed for NFLP can be applied to EFLP. Furthermore, we define fixpoint semantics for EFLP with and without non-monotonic negation, and study their relationship to the fuzzy answer set semantics of EFLP. We show that a fuzzy answer set of an extended fuzzy logic program is a minimal fixpoint.

## 2 Related Work

In 18, 19], a well-founded like semantics extension to implication-based fuzzy logic programming framework of [43] was introduced along with well-founded like semantics [8] extension to various probabilistic and non-probabilistic logic
programming frameworks with uncertainty [17]. The notion of non-monotonic negation in 28 30, 36, 42] is more natural and closer to the classical notion of non-monotonic negation, however the notion of non-monotonic negation in [18, 19] is closer to classical negation (since fuzzy value of $\neg A$ is equal to 1 minus the fuzzy value of $A$, where $\neg$ is the non-monotonic negation in the sense of [18, 19]). An alternating fixpoint semantics was introduced in [18] to describe the well-founded like semantics. In [19], a framework to approximate the wellfounded semantics for [17], including the fuzzy logic programming framework of [43], was described.

Another extension to [43] that allows disjunctions in the head of rules and arbitrary connector functions was presented in [40]. A logic program in 40] is a set of rules of the form $g\left(B_{1}, \ldots, B_{m}\right) \leftarrow f\left(A_{1}, \ldots, A_{n}\right)$, where $B_{1}, \ldots, B_{m}, A_{1}, \ldots, A_{n}$ are atoms and $f, g$ are any arbitrary monotone computable connector functions over a complete lattice of truth values. This form of rules are expressive enough to subsume any monotone multi-valued implication-based logic programming approach including the implication-based fuzzy logic programming without any form of negation. However, the multi-valued logic programming approach of 40], although allows disjunctions in the head of rules, it does not allow either classical or non-monotonic negation.
[22] proposed an extension to the implication-based fuzzy logic programs with both classical negation and non-monotonic negation. A fuzzy logic program in [22] is a set of weighted rules, where negative literals (a negated atom with classical negation) are allowed in the head and the body of rules, and a weight is a certainty value taken form a residuated lattice of truth values. In addition, a fuzzy answer set semantics was defined for the fuzzy logic programs of 22]. However, similar to [18, 19], non-monotonic negation in 22] is treated like a classical negation, where the negation function in the residuated lattice is used to evaluate a literal negated with the non-monotonic negation. In addition, it is not clear how negative literals themselves are evaluated in 22], since although negative literals are allowed in the rules, the fuzzy answer set semantics of [22] is computed by transforming a fuzzy logic program with negative literals and nonmonotonic negation into a positive form with positive literals (atoms without classical negation) and non-monotonic negation.

In 10, 25] another implication-based fuzzy logic programming approach with only non-monotonic negation was presented, in which [10] extended [25] with any arbitrary monotone fuzzy connector functions. Unlike other approaches to fuzzy logic programming, 10, 25] considered satisfying fuzzy rules to a maximum extent rather than completely satisfying the rules. However, in 10, 25], similar to [18, 19, 22], non-monotonic negation is treated as a classical negation using a negator function.

An implication-based semantics, based on the possible world semantics, for disjunctive logic programs with non-monotonic negation has been presented in [21]. The semantics of [21] is based on multi-valued logic and a stable model semantics has been described. However, similar to [18, 19], non-monotonic negation is treated as the classical negation in 21].

An annotation based framework based on multi-valued logic 11] has been developed to provide a formal semantics to rule based systems with uncertainty, which uses certainty values as a representation of uncertainty. The purpose for the development of this approach is to overcome some of the drawbacks of implication based-approaches, such as fuzzy logic programs of [43], and make the framework suitable to larger application domains. This is achieved by allowing complex certainty functions to appear in the logic programs and by using more general propagation functions. Moreover, the semantics is extended to deal with programs with negation under the assumption that the considered programs are stratified. In [11], negative literals are allowed in both the heads and the bodies of the rules, in addition, model theoretic semantics has been given for annotated programs that are stratified, which have a unique model. A general annotated logic programming framework with non-monotonic was introduced in 23] that captures reasoning with any arbitrary annotated multi-valued logic programming approach with non-monotonic negation. Although general framework, 23] does not allow classical negation in its semantics.

A probabilistic annotated logic programming framework, called Hybrid Probabilistic Programs (HPP), that enables the user to explicitly encode the knowledge about the type of dependencies existing between the probabilistic events being described by the programs is presented in [2]. HPP generalizes the probabilistic annotated logic programming framework of 26] that is extended in 27]. The probabilistic annotated logic programming framework of [27] was extended in 28] to allow non-monotonic negation and a probabilistic stable model semantics is developed for the proposed language. The probabilistic stable model semantics of [28] is computationally expensive, since at every fixpoint iteration an exponential number of linear programs, each having an exponential number of variables, needs to be solved. A generalization of HPP of [2] was proposed in [4] by providing a more general semantical characterization in which HPP fits. However, 4] does not allow non-monotonic negation in defining its semantics. In addition, it relies on a complex translation process which is exponential in the size of HPP. A generalization and new semantics for HPP have been defined in $29,30,35,37]$. The new semantics, intuitively, capture the probabilistic reasoning according to how likely are the various events to occur. It was shown that the new HPP framework subsumes Lakshmanan and Sadri's [15] probabilistic implication-based framework as well as it is a natural extension of classical logic programming. In addition, these probabilistic logic programming approaches [29, 30, 35, 37] have proven intuitively applicable in representing and reasoning about a variety of fundamental probabilistic reasoning tasks including probabilistic planning 31], probabilistic planning with imperfect sensing actions [34], stochastic satisfiability [32], and reinforcement learning [33].

## 3 Fuzzy Sets

In this section we review the basic notions of fuzzy sets as presented in 44. Let $U$ be a set of objects. A fuzzy set, $F$, in $U$ is defined by the grade membership
function $\mu_{F}: U \rightarrow[0,1]$, where for each element $x \in U, \mu_{F}$ assigns to $x$ a value $\mu_{F}(x)$ in $[0,1]$. The support for $F$ denotes the set of all objects $x$ in $U$ for which the grade membership of $x$ in $F$ is a non-zero value. Formally, support $(F)=$ $\left\{x \in U \mid \mu_{F}(x)>0\right\}$. The intersection (conjunction) of two fuzzy sets $F$ and $F^{\prime}$ in $U$, denoted by $F \wedge_{f} F^{\prime}$ is a fuzzy set $G$ in $U$ where the grade membership function of $G$ is $\mu_{G}(x)=\min \left(\mu_{F}(x), \mu_{F^{\prime}}(x)\right)$ for all $x \in U$. However, the union (disjunction) of two fuzzy sets $F$ and $F^{\prime}$ in $U$, denoted by $F \vee_{f} F^{\prime}$ is a fuzzy set $G$ in $U$ where the grade membership function of $G$ is $\mu_{G}(x)=\max \left(\mu_{F}(x), \mu_{F^{\prime}}(x)\right)$ for all $x \in U$. The complement (negation) of a fuzzy set $F$ in $U$ is a fuzzy set in $U$ denoted by $\bar{F}$ where the grade membership function of $\bar{F}$ is $\mu_{\bar{F}}(x)=1-\mu_{F}(x)$ for all $x \in U$. A fuzzy set $F$ in $U$ is said to be contained in another fuzzy set $G$ in $U$ if and only if $\mu_{F}(x) \leq \mu_{G}(x)$ for all $x \in U$. Notice that we use the notations $\wedge_{f}$ and $\vee_{f}$ to denote fuzzy conjunction and fuzzy disjunction respectively to distinguish them from $\wedge$ and $\vee$ for propositional conjunction and disjunction respectively. Furthermore, other function characterizations for the fuzzy conjunction and fuzzy disjunction operators can be used. However, we will stick with the min and max function characterizations for the fuzzy conjunction and fuzzy disjunction as originally proposed in [44].

## 4 Extended Fuzzy Logic Programs

In this section, we present the syntax of extended fuzzy logic programs, which are annotated logic programs with both classical negation and non-monotonic negation whose underlying semantics is the fuzzy set theory.

Let $L$ be an arbitrary first-order language with finitely many predicate symbols, constants, and infinitely many variables. The Herbrand base of $L$ is denoted by $B_{L}$. A literal is either an atom $a$ in $B_{L}$ or the negation of $a(\neg a)$, where $\neg$ is the classical negation and not is the non-monotonic negation or the negation as failure. We denote the set of all literals in $L$ by Lit. More formally, Lit $=\left\{a \mid a \in B_{L}\right\} \cup\left\{\neg a \mid a \in B_{L}\right\}$. The grade membership are assigned to literals in $L$ as values from $[0,1]$. Let $\alpha_{1}, \alpha_{2} \in[0,1]$, the set $[0,1]$ and the relation $\leq$ form a complete lattice. In particular, the join $(\oplus)$ operation is defined as $\alpha_{1} \oplus \alpha_{2}=\max \left(\alpha_{1}, \alpha_{2}\right)$ and the meet $(\otimes)$ is defined as $\alpha_{1} \otimes \alpha_{2}=\min \left(\alpha_{1}, \alpha_{2}\right)$ w.r.t. $\leq$. An annotation, $\alpha$, is either a constant in [0,1], a variable (annotation variable) ranging over $[0,1]$, or $f\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ (called annotation function) where $f$ is a representation of a computable total function $f:([0,1])^{n} \rightarrow[0,1]$ and $\alpha_{1}, \ldots, \alpha_{n}$ are annotations. A fuzzy literal is an expression of the form $l: \mu$, where $l$ is a literal in Lit and $\mu$ is an annotation.

Definition 1 (Rules). An extended fuzzy rule is an expression of the form

$$
l: \mu \leftarrow l_{1}: \mu_{1}, \ldots, l_{n}: \mu_{n}, \text { not } l_{n+1}: \mu_{n+1}, \ldots, \text { not } l_{m}: \mu_{n+m}
$$

where $l, l_{i}(1 \leq i \leq m+n)$ are literals and $\mu, \mu_{i}(1 \leq i \leq m+n)$ are annotations.
A fuzzy rule is an extended fuzzy rule such that $m=0$-i.e., there are no non-monotonic negation in the rule.

The intuitive meaning of an extended fuzzy rule, in Definition 1] is that, if for each $l_{i}: \mu_{i}(1 \leq i \leq n)$, it is known that the grade membership of $l_{i}$ is at least $\mu_{i}$ and for each not $l_{j}: \mu_{j}(n+1 \leq j \leq n+m)$, it is not known that the grade membership of $l_{j}$ is at least $\mu_{j}$, then the grade membership of $l$ is $\mu$.

Definition 2 (Programs). An extend fuzzy logic program is a finite set of extended fuzzy rules. A fuzzy logic program is an extended fuzzy logic program where all the rules are fuzzy rules (extended fuzzy rules without non-monotonic negation).

An extended fuzzy logic program is ground if no variables appear in any of its rules. The following is a typical extended fuzzy logic program.

Example 1. Consider the following fuzzy planning problem from 38] and adapted from [13]. An arm of a robot is grasping a block from a table, where the pickup action the robot performs has effects that are imprecisely defined. The arm is able to tightly hold a block ( $h b$ ) with a grade membership 0.9 after executing the pickup action in the state in which the gripper is dry ( $g d$ ), and the arm cannot tightly hold the block $(\neg h b)$, after executing the pickup action in the same state, with grade membership value 0.1 . When the pickup action is executed in the state while the gripper is not dry $(\neg g d)$ causes the block to be tightly held $(h b)$ with grade membership equal to 0.4 and tightly not held $(\neg h b)$ with grade membership 0.6 . We assume initially the grade membership of gripper dry $(g d)$ is 0.8 and the grade membership of gripper is not dry $(\neg g d)$ is 0.2 . Hence, the distribution of the initial states of the world is given by the grade membership function $\mu_{\mathcal{S}}$ such that $\mu_{\mathcal{S}}\left(s_{1}\right)=0.8$ and $\mu_{\mathcal{S}}\left(s_{2}\right)=0.2$, where $s_{1}=\{g d, \neg h b\}$ and $s_{2}=\{\neg g d, \neg h b\}$, with the understanding that the grade membership of the other states of the world is 0 . This fuzzy planning problem can be represented as an extended fuzzy logic program as follows which contains the following extended fuzzy rules.

$$
\left.\left.\begin{array}{ll}
\operatorname{action}\left(\text { pickup }{ }^{1}\right): 1 \leftarrow & \\
\text { action }(\text { pickup }
\end{array}\right): 1 \leftarrow \quad \text { action }\left(\text { pickup }{ }^{2}\right): 1 \leftarrow \text { pickup }{ }^{4}\right): 1 \leftarrow
$$

where pickup is an action. Action generation rules are represented by the following rules that generate action occurrences one at a time, where $A C_{i}$ and $A C_{j}$ are variables representing actions.

```
\(\operatorname{occ}(A C, T): 1 \quad \leftarrow \operatorname{action}(A C): 1, \operatorname{not} \operatorname{abocc}(A C, T): 1\)
\(\operatorname{abocc}\left(A C_{i}, T\right): 1 \leftarrow \operatorname{action}\left(A C_{i}\right): 1, \operatorname{action}\left(A C_{j}\right): 1, \operatorname{occ}\left(A C_{j}, T\right): 1, A C_{i} \neq A C_{j}\)
```

Properties of the world are described by the atoms $g d$ (gripper dry) and $h b$ (holding block). The set of possible initial states are encoded by the rules:

$$
\begin{aligned}
& \neg h b(0): 1 \quad \leftarrow \\
& g d(0): 0.8 \leftarrow \text { not } \neg g d(0): 0.2 \\
& \neg g d(0): 0.2 \leftarrow \text { not } g d(0): 0.8
\end{aligned}
$$

Let $V, V_{1}$, and $V_{2}$ be annotation variables act as place holders, then the following rules encode that a literal and its negation cannot hold at the same time.

$$
\begin{aligned}
& \text { inconsistent }: 1 \leftarrow \text { not inconsistent }: 1, g d(T): V_{1}, \neg g d(T): V_{2} \\
& \text { inconsistent }: 1 \leftarrow \text { not inconsistent }: 1, h b(T): V_{1}, \neg h b(T): V_{2}
\end{aligned}
$$

Constraint to prevents executing an action in a state in which its preconditions does not hold are encoded as:

$$
\begin{aligned}
& \text { inconsistent }: 1 \leftarrow \text { not inconsistent }: 1, \text { occ }(\text { pickup } \\
& \\
& \text { inconsistent }: T): 1, \neg \text { not inconsistent }: 1, \text { occ }\left(\text { pickup }^{2}, T\right): 1, \neg g d(T): V \\
& \text { inconsistent }: 1 \leftarrow \text { not inconsistent }: 1, \text { occ }(\text { pickup } 3, T): 1, g d(T): V \\
& \text { inconsistent }: 1 \leftarrow \text { not inconsistent }: 1, \text { occ }\left(\text { pickup }^{4}, T\right): 1, g d(T): V
\end{aligned}
$$

Frame axioms are encoded as the rules

$$
\begin{aligned}
& g d(T+1): V_{1} \leftarrow g d(T): V_{1}, \text { not } \neg g d(T+1): V_{2} \\
& \neg g d(T+1): V_{1} \leftarrow \neg g d(T): V_{1}, \operatorname{not} g d(T+1): V_{2} \\
& h b(T+1): V_{1} \leftarrow h b(T): V_{1}, \operatorname{not} \neg h b(T+1): V_{2} \\
& \neg h b(T+1): V_{1} \leftarrow \neg h b(T): V_{1}, \operatorname{not} h b(T+1): V_{2}
\end{aligned}
$$

Effects of the pickup action are encoded by the rules

$$
\begin{aligned}
& h b(T+1): 0.9 \leftarrow \text { occ }\left(\text { pickup }^{1}, T\right): 1, g d(T): V \\
& \neg h b(T+1): 0.1 \leftarrow \text { occ }\left(\text { pickup }^{2}, T\right): 1, g d(T): V \\
& h b(T+1): 0.4 \leftarrow \text { occ }\left(\text { pickup }^{3}, T\right): 1, \neg g d(T): V \\
& \neg h b(T+1): 0.6 \leftarrow \text { occ }\left(\text { pickup }^{4}, T\right): 1, \neg g d(T): V
\end{aligned}
$$

### 4.1 Satisfaction and Models

In this subsection, we define the declarative semantics and the fixpoint semantics of extended fuzzy logic programs and fuzzy logic programs, along with their notions of interpretations, models, and satisfaction.

Definition 3. A fuzzy interpretation, $I$, is a fuzzy set in the set of all literals Lit where the grade membership function of I is a mapping $\mu_{I}:$ Lit $\rightarrow[0,1]$. We say that a fuzzy interpretation I is a partial fuzzy interpretation iff the grade membership function of $I$ is a partial mapping from Lit to $[0,1]$.

For simplicity, we refer to the fuzzy interpretation as the mapping $I$ : Lit $\rightarrow[0,1]$, where the grade membership of a literal $l$ in the fuzzy interpretation $I$ is $I(l)$. If the grade membership of a literal, $l$, in the fuzzy interpretation, $I$, is $I(l)$, then the grade membership of the negation of $l(\neg l)$ in $I$ is $I(\neg l)=1-I(l)$. As a literal and its negation are allowed in a fuzzy interpretation, more conditions are required to ensure the consistency of fuzzy interpretations. This can be characterized by the following definition.

Definition 4. A total or partial fuzzy interpretation, $I$, is inconsistent if there exists $l, \neg l \in \operatorname{Lit}(l, \neg l \in \operatorname{dom}(I))$ such that $I(\neg l) \neq 1-I(l)$.

Definition 5. Let $S$ be a subset of literals from Lit. We say that $S$ is a set of consistent literals if there is no pair of complementary literals $l$ and $\neg l$ belonging to $S$.

Definition 6. A consistent fuzzy interpretation $I$ is either not inconsistent or maps a consistent set of literals $S$ to $[0,1]$.

A fuzzy interpretation is consistent if for every $l, \neg l \in \operatorname{dom}(I), I(\neg l)=1-I(l)$ or it maps a consistent set of literals into $[0,1]$. Let $I_{1}$ and $I_{2}$ be two (partial or total) fuzzy interpretations in Lit and $\operatorname{dom}\left(I_{1}\right), \operatorname{dom}\left(I_{2}\right)$ be the domains of $I_{1}$ and $I_{2}$ respectively. For a fuzzy interpretation $I, \operatorname{dom}(I) \subseteq$ Lit if $I$ is total fuzzy interpretation and $\operatorname{dom}(I) \varsubsetneqq$ Lit if $I$ is partial fuzzy interpretation. Then, we say that $I_{1} \leq I_{2}$ iff $\operatorname{dom}\left(I_{1}\right) \subseteq \operatorname{dom}\left(I_{2}\right)$ and $\forall l \in \operatorname{dom}\left(I_{1}\right)$ we have $I_{1}(l) \leq I_{2}(l)$. The set of all fuzzy interpretations in Lit (denoted by $\mathcal{F}$ ) and the relation $\leq$ form a complete lattice. The meet $\otimes$ and the join $\oplus$ operations on $\mathcal{F}$ are defined as follows.

Definition 7. Let $I_{1}$ and $I_{2}$ be two partial fuzzy interpretations. The meet $\otimes$ and join $\oplus$ operation corresponding to the partial order $\leq$ are defined respectively as:

- $\left(I_{1} \otimes I_{2}\right)(l)=I_{1}(l) \otimes I_{2}(l)=\min \left(I_{1}(l), I_{2}(l)\right)$ for all $l$ defined in both $I_{1}$ and $I_{2}$, otherwise, undefined.
- $\left(I_{1} \oplus I_{2}\right)(l)$ is equal to
$-I_{1}(l) \oplus I_{2}(l)=\max \left(I_{1}(l), I_{2}(l)\right)$ for all $l$ defined in both $I_{1}$ and $I_{2}$.
- $\left(I_{1} \oplus I_{2}\right)(l)=I_{1}(l)$ for all $l$ defined in $I_{1}$ but not defined in $I_{2}$
$-\left(I_{1} \oplus I_{2}\right)(l)=I_{2}(l)$ for all $l$ defined in $I_{2}$ but not defined in $I_{1}$
- otherwise, undefined.

Definition 8 (Fuzzy Satisfaction). Let $P$ be a ground extended fuzzy logic program, I be a fuzzy interpretation, and $r$ be

$$
l: \mu \leftarrow l_{1}: \mu_{1}, \ldots, l_{n}: \mu_{n}, \text { not } l_{1}^{\prime}: \beta_{1}, \ldots, \text { not } l_{m}^{\prime}: \beta_{m} \in P .
$$

## Then

- I satisfies $l_{i}: \mu_{i}$ (denoted by $\left.I \models l_{i}: \mu_{i}\right)$ iff $\mu_{i} \leq I\left(l_{i}\right)$ and $l_{i} \in \operatorname{dom}(I)$.
- I satisfies not $l_{j}^{\prime}: \beta_{j}$ (denoted by $I \models$ not $\left.l_{j}^{\prime}: \beta_{j}\right)$ iff $\beta_{j} \not \leq I\left(l_{j}^{\prime}\right)$ and $l_{j}^{\prime} \in \operatorname{dom}(I)$ or $l_{j}^{\prime} \notin \operatorname{dom}(I)$.
- I satisfies Body $\equiv l_{1}: \mu_{1}, \ldots, l_{n}: \mu_{n}$, not $l_{1}^{\prime}: \beta_{1}, \ldots$, not $l_{m}^{\prime}: \beta_{m}$ (denoted by $I \models$ Body ) iff $\forall(1 \leq i \leq n), I \models l_{i}: \mu_{i}$ and $\forall(1 \leq j \leq m), I \models$ not $l_{j}^{\prime}: \beta_{j}$.
- I satisfies $l: \mu \leftarrow$ Body iff $I \models l: \mu$ or $I$ does not satisfy Body.
- I satisfies $P$ iff I satisfies every extended fuzzy rule in $P$ and for every literal $l \in \operatorname{dom}(I)$, we have $\max \{\mu \mid l: \mu \leftarrow \operatorname{Bod} y \in P$ and $I \models \operatorname{Bod} y\} \leq I(l)$.

Definition 9 (Models). Let $P$ be an extended fuzzy logic program. A fuzzy model of $P$ is a total or partial fuzzy interpretation of $P$ that satisfies $P$.

A fuzzy model $I$ is said to be a minimal fuzzy model of an extended fuzzy logic program, $P$, if there is no fuzzy model $I^{\prime}$ of $P$ such that $I^{\prime}<I$ w.r.t. the order $\leq$. Extended fuzzy logic programs without non-monotonic negation, which are called fuzzy logic programs, has exactly one minimal fuzzy model. This is characterized by the following results.

Proposition 1. Let $P$ be a ground fuzzy logic program and $I_{1}, I_{2}$ be fuzzy models of $P$. Then $I_{1} \otimes I_{2}$ is also a fuzzy model of $P$.

Proposition 2. Let $P$ be a fuzzy logic program. Then, $I_{P}=\otimes\{I \mid I$ is a fuzzy model of $P\}$ is the least fuzzy model of $P$.

Example 2. Consider the following fuzzy logic program $P$ :

$$
\begin{aligned}
& r: 0.9 \leftarrow p: 0.1, q: 0.8 \\
& \neg r: 0.2 \leftarrow p: 0.1, \neg q: 0.05 \\
& s: 0.18 \leftarrow r: 0.35 \\
& \neg s: 0.55 \leftarrow p: 0.15, \neg q: 0.02, \neg r: 0.1 \\
& \neg q: 0.3 \leftarrow \\
& p: 0.2 \leftarrow
\end{aligned}
$$

It is easy to verify that the least fuzzy model of $P$ is $I$, where $I(p)=0.2, I(\neg q)=$ $0.3, I(\neg r)=0.2, I(\neg s)=0.55$.

A fuzzy logic program (extended fuzzy logic program without non-monotonic negation), $P$, is inconsistent if the least fuzzy model of $P$ is inconsistent. If $P$ is inconsistent, then we say that the mapping $L i t \rightarrow\{1\}$, is the least fuzzy model of $P$. This implies that every literal with the grade membership 1 follows from $P$. We adopt this view from the semantics of classical logic programs with classical negation [7].

Associated with each fuzzy logic program $P$, is an operator, $T_{P}$, called the fixpoint operator, which maps fuzzy interpretations to fuzzy interpretations.

Definition 10. Let $P$ be a ground fuzzy logic program, $\mathcal{I}$ be the set of all fuzzy interpretations of $P$, and $I$ be a fuzzy interpretation in $\mathcal{I}$. The fixpoint operator $T_{P}$ is a mapping $T_{P}: \mathcal{I} \rightarrow \mathcal{I}$ which is defined as follows. For each $l \in$ Lit,

1. $T_{P}(I)(l)=\max \left\{\mu \mid l: \mu \leftarrow l_{1}: \mu_{1}, \ldots, l_{n}: \mu_{n} \in P\right.$ and $I \models\left(l_{1}: \mu_{1}, \ldots, l_{n}:\right.$ $\left.\left.\mu_{n}\right)\right\}$.
2. Otherwise undefined, i.e., there is no fuzzy rule in $P$ such that l appears in its head and its body is satisfied by I.

If there are no fuzzy rules in $P$ whose heads contain $l$ such that their bodies are satisfied by a fuzzy interpretation $I$, then no grade membership value is assigned to $l$. This implies that the grade membership of $l$ is unknown with respect to $I$. The following definition provides the construction of the least fuzzy model of a fuzzy logic program as a repeated iteration of the fixpoint operator $T_{P}$.

Definition 11. Let $P$ be a ground fuzzy logic program. Then

- $T_{P} \uparrow 0=\emptyset$ where $\emptyset$ is the empty set.
- $T_{P} \uparrow \alpha=T_{P}\left(T_{P} \uparrow(\alpha-1)\right)$ where $\alpha$ is a successor ordinal.
- $T_{P} \uparrow \lambda=\oplus\left\{T_{P} \uparrow \alpha \mid \alpha<\lambda\right\}$ where $\lambda$ is a limit ordinal.

Lemma 1. The $T_{P}$ operator is monotonic.
The properties of the $T_{P}$ operator guarantee the existence of a least fixpoint.
Proposition 3. Let $P$ be a fuzzy logic program and $I$ be a fuzzy interpretation. Then $I$ is a fuzzy model of $P$ iff $T_{P}(I) \leq I$.

Theorem 1. Let $P$ be a fuzzy logic program and $I_{P}$ be the least fuzzy model of $P$. Then, $I_{P}=\operatorname{lfp}\left(T_{P}\right)$.

Example 3. Consider again the fuzzy logic program, $P$, presented in Example 2 It is easy to verify that $l f p\left(T_{P}\right)$ assigns 0.2 to $p, 0.3$ to $\neg q, 0.2$ to $\neg r$, and 0.55 to $\neg s$.

Now we show that the model-theoretic and fixpoint semantics of fuzzy logic programs generalize their classical counterparts for classical logic programs with classical negation [7]. A classical logic program $P^{\prime}$ can be represented as a fuzzy logic program $P$ where each rule

$$
l \leftarrow l_{1}, \ldots, l_{n} \in P^{\prime}
$$

can be encoded, in $P$, as a fuzzy rule of the form

$$
l: 1 \leftarrow l_{1}: 1, \ldots, l_{n}: 1
$$

where $l, l_{1}, \ldots, l_{n}$ are literals and 1 represents the truth value true.
Proposition 4. Let $P^{\prime}$ be a classical logic program and $P$ be the fuzzy logic program encoding of $P^{\prime}$. Then, $I$ is the least fuzzy model of $P$ iff $I^{\prime}$ is the classical least model of $P^{\prime}$ where $I(l)=1$ iff $l \in I^{\prime}$.

## 5 Fuzzy Answer Set Semantics

In this section we introduce the notion of fuzzy answer sets for extended fuzzy logic programs, which generalizes the notion of answer sets of classical extended logic programs [7]. The fuzzy answer set semantics of extended fuzzy logic programs is defined by first guessing a fuzzy model $I$ for an extended fuzzy logic program $P$, then the notion of the fuzzy reduct of $P$ with respect to $I$ is defined, which is a fuzzy logic program (an extended fuzzy logic program without nonmonotonic negation). Then, the fuzzy model $I$ of $P$ is verified as a fuzzy answer set of $P$ if $I$ is recognized as the least fuzzy model of the fuzzy reduct of $P$ w.r.t. $I$. Every fuzzy logic program has a unique least fuzzy model.

Definition 12 (Fuzzy Reduct). Let $P$ be a ground extended fuzzy logic program and $I$ be a fuzzy interpretation. The fuzzy reduct $P^{I}$ of $P$ w.r.t. I is:
$P^{I}=\left\{\begin{array}{l|l}l: \mu \leftarrow l_{1}: \mu_{1}, \ldots, l_{n}: \mu_{n} & \begin{array}{l}l: \mu \leftarrow l_{1}: \mu_{1}, \ldots, l_{n}: \mu_{n}, \\ \text { not } l_{1}^{\prime}: \beta_{1}, \ldots, \text { not } l_{m}^{\prime}: \beta_{m} \in P \text { and } \\ \forall(1 \leq j \leq m), \beta_{j} \not \leq I\left(l_{j}^{\prime}\right) \text { or } l_{j}^{\prime} \notin \operatorname{dom}(I) .\end{array}\end{array}\right\}$
The fuzzy reduct, $P^{I}$, of an extended fuzzy logic program, $P$, w.r.t. the fuzzy interpretation, $I$, is a fuzzy logic program. For any not $l_{j}^{\prime}: \beta_{j}$ in the body of an extended fuzzy rule $r \in P$ such that $\beta_{j} \not \leq I\left(l_{j}^{\prime}\right)$ implies that it is not known that the grade membership of $l_{j}^{\prime}$ is at least $\beta_{j}$ given the available knowledge, and not $l_{j}^{\prime}: \beta_{j}$ is removed from the body of $r$. Moreover, if $l_{j}^{\prime} \notin \operatorname{dom}(I)$, i.e., $l_{j}^{\prime}$ is undefined in $I$, then it is entirely not known that the grade membership of $l_{j}^{\prime}$ is at least $\beta_{j}$. In this case, not $l_{j}^{\prime}: \beta_{j}$ is also removed from the body of $r$.
Definition 13. A fuzzy interpretation $I$ of an extended fuzzy logic program $P$ is a fuzzy answer set of $P$ if $I$ is the least fuzzy model of fuzzy reduct $P^{I}$ of $P$ w.r.t. I.

Intuitively, the fuzzy answer sets of an extended fuzzy logic program are the agent's possible sets of beliefs with associated beliefs degrees. It is worth noting that extended fuzzy logic programs without classical negation, called normal fuzzy logic programs [42], which are extended fuzzy logic programs without negative literals neither in head nor in the body of their rules, have fuzzy answer sets whose domains consisting of only atoms. Moreover, the definition of fuzzy answer sets for normal fuzzy logic programs coincides with the definition of stable fuzzy models defined in [42] for the same class of programs. This implies that the fuzzy answer sets of a normal fuzzy logic program are equivalent to its stable fuzzy models. This means that the application of fuzzy answer set semantics to normal fuzzy logic programs is reduced to the stable fuzzy model semantics for normal fuzzy logic programs.

However, there are two main differences between the two semantics. A stable fuzzy model for a normal fuzzy logic program is a total fuzzy model, however, the fuzzy answer set of a normal fuzzy logic program could be a partial fuzzy model. Furthermore, for each atom, $a$, with grade membership value 0 in a stable fuzzy model $I$ of a normal fuzzy $\operatorname{logic}$ program $P$, we have $a$ undefined in the fuzzy answer set $I^{\prime}$ of $P$ that is equivalent to $I$. I.e., $a$ is false in the stable fuzzy model $I$ of $P$, but $a$ is undefined and hence unknown in the fuzzy answer set $I^{\prime}$ equivalent to $I$.

Proposition 5. Let $P$ be a normal fuzzy logic program. Then I is a fuzzy answer set for $P$ iff $I^{\prime}$ is a stable fuzzy model of $P$, where $I(a)=I^{\prime}(a)$ for $I^{\prime}(a) \neq 0$ and $I(a)$ is undefined for $I^{\prime}(a)=0$.

Proposition 5 shows that there is a simple reduction from extended fuzzy logic programs with fuzzy answer set semantics to normal fuzzy logic programs with stable fuzzy model semantics [42]. The importance of that is, under the consistency condition, computational methods developed for normal fuzzy logic programs can be applied to extended fuzzy logic programs.

Example 4. Considering only one time step, i.e. $T=1$, the extended fuzzy logic program of Example 1 has four fuzzy answer sets as follows. For the ease of presentation, we present these fuzzy answer sets as sets of annotated literals as:

$$
\begin{aligned}
& I_{1}=\left\{g d(0): 0.8, \neg h b(0): 1, \text { occ }\left(\text { pickup }^{1}, 0\right): 1, g d(1): 0.8, h b(1): 0.9, \ldots\right\} \\
& I_{2}=\left\{g d(0): 0.8, \neg h b(0): 1, \text { occ }\left(\text { pickup }^{2}, 0\right): 1, g d(1): 0.9, \neg h b(1): 0.1, \ldots\right\} \\
& I_{3}=\left\{\neg g d(0): 0.2, \neg h b(0): 1, \text { occ }\left(\text { pickup }^{3}, 0\right): 1, \neg g d(1): 0.2, h b(1): 0.4, \ldots\right\} \\
& I_{4}=\left\{\neg g d(0): 0.2, \neg h b(0): 1, \text { occ }\left(\text { pickup }^{4}, 0\right): 1, \neg \operatorname{gd}(1): 0.2, \neg h b(1): 0.6, \ldots\right\}
\end{aligned}
$$

Theorem 2. Every fuzzy logic program $P$ has a unique fuzzy answer set I iff I is the least fuzzy model of $P$.

In the rest of this section we define the immediate consequence operator of extended fuzzy logic programs and study its relationship to the fuzzy answer sets semantics.

Definition 14. Let $P$ be a ground extended fuzzy logic program and $I \in \mathcal{I}$ be a fuzzy interpretation. The immediate consequence operator $T_{P}^{\prime}$ is a mapping $T_{P}^{\prime}: \mathcal{I} \rightarrow \mathcal{I}$ which is defined as:

1. $T_{P}^{\prime}(I)(l)=\max \left\{\left\{\begin{array}{c}l: \mu \leftarrow l_{1}: \mu_{1}, \ldots, l_{n}: \mu_{n}, \text { not } l_{1}^{\prime}: \beta_{1}, \ldots, \text { not } l_{m}^{\prime}: \beta_{m} \in P \text { and } \\ \forall(1 \leq i \leq n), \mu_{i} \leq I\left(l_{i}\right) \text { and } \forall(1 \leq j \leq m), \beta_{j} \neq I\left(l_{j}^{\prime}\right) \text { or } l_{j}^{\prime} \notin \operatorname{dom}(I)\end{array}\right\}\right\}$
2. Undefined otherwise, i.e., there is no extended fuzzy rule in $P$ such that $l$ appears in its head and its body is satisfied by I.

Obviously, $T_{P}^{\prime}$ extends $T_{P}$ to handle fuzzy rules with non-monotonic negation, hence, $T_{P}^{\prime}=T_{P}$ for any fuzzy logic program $P$.

Theorem 3. Let $P$ be an extended fuzzy logic program without non-monotonic negation. Then $T_{P}^{\prime}=T_{P}$.

The following example shows that $T_{P}^{\prime}$ is not monotonic w.r.t. the order $\leq$.
Proposition 6. $T_{P}^{\prime}$ is not monotonic w.r.t. the order $\leq$.
Example 5. Consider the extended fuzzy logic program $P: \neg p: 0.25 \leftarrow$ not $q$ : 0.7 . Let $I_{1}=\emptyset$ be a fuzzy interpretation for $P$. Furthermore, let $I_{2}$ be a fuzzy interpretation for $P$ that assigns 0.8 to $q$. Hence, $I_{1} \leq I_{2}$. But $T_{P}^{\prime}\left(I_{1}\right)$ assigns 0.25 to $\neg p$ and $T_{P}^{\prime}\left(I_{2}\right)=\emptyset$. Thus, $T_{P}^{\prime}\left(I_{1}\right) \not \approx T_{P}^{\prime}\left(I_{2}\right)$

The following results show the relationship between the fuzzy answer set semantics and the $T_{P}^{\prime}$ operator of extended fuzzy logic programs.

Lemma 2. Let $P$ be an extended fuzzy logic program and $I$ be a fuzzy answer set of $P$. Then $T_{P}^{\prime}(I)=I$, i.e., $I$ is a fixpoint of $T_{P}^{\prime}$.

Theorem 4. Let $P$ be an extended fuzzy logic program and $I$ be a fuzzy answer set of $P$. Then $I$ is a minimal fixpoint of $T_{P}^{\prime}$.

It is not the case that every minimal fixpoint of $T_{P}^{\prime}$ is a fuzzy answer set of $P$. Consider the following extended fuzzy logic program $P$.

Example 6. Let $P$ be an extended fuzzy logic program that contains

$$
\begin{aligned}
& p: 0.2 \leftarrow \text { not } p: 0.2 \\
& p: 0.2 \leftarrow \neg q: 1
\end{aligned}
$$

We can see that the fuzzy interpretation $I$, where $I(p)=0.2$ and $I(\neg q)=1$ is a minimal fixpoint of $T_{P}^{\prime}$. However, the fuzzy reduct, $P^{I}$, of $P$ w.r.t. $I$ is $p: 0.2 \leftarrow b: 1$, where $\operatorname{lfp}\left(T_{P^{I}}\right)=\emptyset$. Thus, $I$ is not a fuzzy answer set for $P$.

Now, we show that the fuzzy answer set semantics of extended fuzzy logic programs extends the classical answer set semantics of classical extended logic programs [7]. A classical extended logic program $P^{\prime}$ can be represented as an extended fuzzy logic program $P$ where each classical extended rule

$$
l \leftarrow l_{1}, \ldots, l_{m}, \text { not } l_{m+1}, \ldots, \text { not } l_{n}
$$

in $P^{\prime}$ can be encoded as an extended fuzzy rule of the form

$$
l: 1 \leftarrow l_{1}: 1, \ldots, l_{m}: 1, \text { not } l_{m+1}: 1, \ldots, \text { not } l_{n}: 1
$$

in $P$, where $l, l_{1}, \ldots, l_{m}, l_{m+1}, \ldots, l_{n}$ are literals and 1 represents the truth value true. The following result shows that classical extended logic programs [7] are subsumed by extended fuzzy logic programs.

Proposition 7. Let $P^{\prime}$ be a classical extended logic program. Then $I^{\prime}$ is a classical answer set of $P^{\prime}$ iff $I$ is a fuzzy answer of an extended fuzzy logic program $P$ equivalent to $P^{\prime}$, where $I(l)=1$ iff $l \in I^{\prime}$ and $I(l)$ is undefined iff $l \notin I^{\prime}$.

## 6 Conclusions

We presented the notion of extended fuzzy logic programs that extend annotated logic programs under the fuzzy set theory [12, 42] to allow both classical negation and non-monotonic negation. We defined the fuzzy answer set semantics of extended fuzzy logic programs. We showed that the fuzzy answer set semantics of extended fuzzy logic programs generalize the classical answer set semantics of classical extended logic programs [7]. Furthermore, we showed that stable fuzzy model semantics of normal fuzzy logic programs [42] is subsumed by the fuzzy answer set semantics. The importance of that is computational methods developed for normal fuzzy logic programs can be applied to extended fuzzy logic programs. Moreover, we defined fixpoint semantics for extended fuzzy logic programs with and without non-monotonic negation, and studied their relationship to the fuzzy answer set semantics. We showed that a fuzzy answer set of an extended fuzzy logic program is a minimal fixpoint of the fixpoint operator of
the extended fuzzy logic program. We showed that actions with fuzzy effects can be intuitively represented and reasoned about by extended fuzzy logic programs with fuzzy answer set semantics.
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#### Abstract

Although it is well-known that every satisfiable formula in Łukasiewicz' infinite-valued logic $\mathcal{L}_{\infty}$ can be satisfied in some finitevalued logic, practical methods for finding an appropriate number of truth degrees do currently not exist. As a first step towards efficient reasoning in $\mathcal{L}_{\infty}$, we propose a method to find a tight upper bound on this number which, in practice, often significantly improves the worst-case upper bound of Aguzzoli et al.


## 1 Introduction

The boolean satisfiability problem SAT plays a central role in many areas of computer science at large, and artificial intelligence in particular. Consequently, substantial research efforts have been devoted at finding efficient methods, both complete and heuristic, for solving SAT [22]. The success of this line of research has led to efficient solvers for many of the AI formalisms that are polynomially reducible to SAT, including constraint satisfaction [20], planning [6], answer set programming [12], and temporal reasoning [17].

When moving from classical propositional logic to (propositional) multi-valued and fuzzy logics, the central importance of the satisfiability problem seems preserved. Indeed, as exemplified by existing work on fuzzy description logics [19], fuzzy answer set programming [10, or fuzzy spatial reasoning [18, there is a tendency to tackle fuzzy reasoning tasks by reducing them to a fuzzy version of SAT (even if the connection with SAT is not always made explicit). Essentially, a given problem is then translated into fuzzy clauses of the following form:

$$
\begin{equation*}
\langle 0.4 \rightarrow(x \otimes y) \geq 0.7\rangle \vee\langle x \vee z \leq 0.7\rangle \tag{1}
\end{equation*}
$$

When all connectives correspond to the Łukasiewicz operators, satisfiability checking for fuzzy clauses can be reduced to mixed integer programming (MIP), which has nice theoretical properties; other types of mathematical programming can be used for other fuzzy logic connectives [4]. Unfortunately, the limited scalability of MIP and mathematical programming in general, quickly becomes
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problematic when we are faced with non-trivial fuzzy SAT instances. In practice, it is therefore more common to assume only a finite number of truth degrees, taken from a set $\left\{0, \frac{1}{k}, \frac{2}{k}, \ldots, 1\right\}$ with $k \in \mathbb{N} \backslash\{0\}$, such that other techniques than MIP can be employed. In the finite case, the fuzzy SAT problem can, among others, be solved by reducing it to boolean satisfiability, by treating it as a constraint satisfaction problem, or by using dedicated solvers. Moreover, by keeping the number of truth degrees sufficiently small (e.g. $k=10$ ), problem instances of a reasonable size can thus be addressed.

The choice of an appropriate number of truth degrees, however, is more important than is generally acknowledged. In particular, let $\oplus, \rightarrow$ and $\neg$ be the disjunction, implication and negation from Łukasiewicz logic (see Section 3); for each $l$ in $\mathbb{N} \backslash\{0\}$, we can construct the following two fuzzy clauses:

$$
\begin{equation*}
\langle\underbrace{b \oplus \cdots \oplus b}_{l-1} \rightarrow \neg b \geq 1\rangle \quad\langle\neg b \rightarrow \underbrace{b \oplus \cdots \oplus b}_{l-1} \geq 1\rangle \tag{2}
\end{equation*}
$$

It is not hard to prove that these clauses can only be jointly satisfied if $b$ is interpreted as $\frac{1}{l}$. This means in particular that the number $k+1$ of truth degrees considered must be such that $k$ is a multiple of $l$. Thus, the practice of choosing an (arbitrary) finite number of truth degrees should be considered as a sound, but incomplete approach to satisfiability checking, in the sense that when a set of fuzzy clauses is found to be unsatisfiable, this might be inherent to the fuzzy clauses, or it might be an artifact of the particular number of truth degrees that was chosen. On the other hand, it was shown in [14 that for every set of formulas $\Theta$ that are satisfiable in infinite-valued Łukasiewicz logic $\left(\mathcal{L}_{\infty}\right)$, there exists a finite number $k$ such that $\Theta$ is satisfiable in $k+1$ valued Łukasiewicz $\operatorname{logic}\left(\mathcal{L}_{k}\right)$. Unfortunately, in practice, finding this particular value of $k$ seems as hard as solving the satisfiability problem itself. As an alternative, we show in this paper how a reasonable upper bound on the value of $k$ can be obtained in polynomial time.

## 2 Related Work

Theoretical work on the logic $\mathcal{L}_{\infty}$ was essentially initiated by McNaughton 13], who proved a fundamental representation theorem, relating formulas in $\mathcal{L}_{\infty}$ to piecewise linear functions with integer coefficients. Using this theorem, the NPcompleteness of satisfiability checking in $\mathcal{L}_{\infty}$ was established by Mundici in [14]. Strengthening a related result from Mundici, in [2] it is shown that the validity of a formula $\phi$ in $\mathcal{L}_{\infty}$ can be decided by checking its validity in $\mathcal{L}_{k}$, for $k=2^{\sharp \phi}$ with $\sharp \phi$ the number of variable occurrences in $\phi 1$. It is furthermore shown in [2] that validity can also be checked by checking validity in $\mathcal{L}_{k}$ for every strictly positive integer $k$ not larger than $\left(\frac{\sharp \phi}{n}\right)^{n}$, where $n$ is the number of different variables.

[^31]Furthermore, it has been shown in [1] that this latter upper bound is (asymptotically) optimal. Concerning satisfiability, a difference should be made between strong and weak satisfiability (see Section 3.1). It can easily be seen that bounds for deciding weak satisfiability follow immediately from bounds for deciding validity. For strong satisfiability, a similar result follows from [2] (Theorem 14), i.e. the satisfiability of $\phi$ in $\mathcal{L}_{\infty}$ can be decided by checking its satisfiability in $\mathcal{L}_{k}$ for every $k \leq\left(\frac{\sharp \phi}{n}\right)^{n}$. In contrast to the case for weak satisfiability, however, it is not sufficient to check strong satisfiability for $k=2^{\sharp \phi}$; note that this was already illustrated by (2) which cannot be satisfied for any number of truth degrees $k$ of the form $k=2^{i}$ when e.g. $l=3$. Despite the theoretical importance of these results, their immediate practical value remains limited, due to the exponential nature of the provided upper bounds. In this paper, we show how the bound for strong satisfiability can nonetheless be considerably tightened in many practical situations by looking at more features than only the number of variables and variable occurrences. Interestingly, results from [2] have been generalized to other t-norm based logics in 3].

Regarding computational approaches to (strong) satisfiability checking in infinite-valued Łukasiewicz logic, it is easy to see that for each set of formulas $\Theta$ there exist a (possibly exponential) number of systems of linear inequalities, such that $\Theta$ is satisfiable iff at least one of these systems of inequalities has a solution. Hähnle [8 showed how the need for more than one system of linear inequalities can be eliminated by introducing 0-1 integer variables, leading to one MIP problem instance. An alternative reduction to MIP has been presented in [16], based on a Kripke semantics of $\mathcal{L}_{\infty}$. Other authors have looked at proof calculi which are more similar to the calculi used for classical propositional logic, typically focusing on generalizations of Horn or Krom clauses for which reasoning is in P. For instance, in [21] a resolution principle is discussed for a clause form based on McNaughton functions. In [15], a purely syntactical clause form is used, which covers, however, only a subfragment of the formulas that can be expressed in Łukasiewicz logic.

In the case of multi-valued logics with a finite number of truth degrees, most work is based on the fact that any formula, regardless of the specific interpretation of the logical connectives, can be translated in a satisfiability-preserving way to a boolean combination of expressions of the form $x \in S$, with $x$ a variable and $S$ a set of truth degrees [7]; we refer to [9] for an overview.

## 3 Basic Notions

### 3.1 Fuzzy Clauses

We define a fuzzy clause as the disjunction of zero or more fuzzy literals, which are in turn defined as either an upper bound or a lower bound on a fuzzy expression. Fuzzy expressions are either constants or variables, or the application of a fuzzy logic operator on fuzzy expressions. In this paper, we will only consider the

Lukasiewicz connectives as fuzzy logic operators, i.e. the operators $\otimes, \oplus, \rightarrow, \wedge$, $\vee$ and $\neg$ are interpreted for $a$ and $b$ in $[0,1]$ as

$$
\begin{array}{llrl}
a \otimes b & =\max (0, a+b-1) & & a \oplus b=\min (1, a+b) \\
a \wedge b & =\min (a, b) & a \vee b=\max (a, b) & \neg a=1-a
\end{array}
$$

Note that all these operators can be defined in terms of $\rightarrow$ and 0: $\neg a=a \rightarrow 0$, $a \otimes b=\neg(a \rightarrow \neg b), a \oplus b=\neg(\neg a \otimes \neg b), a \wedge b=a \otimes(a \rightarrow b)$, and $a \vee b=\neg(\neg a \wedge \neg b)$. Constants are taken from a finite set $M_{k}=\left\{0, \frac{1}{k}, \ldots, \frac{k-1}{k}, 1\right\}$ with $k \in \mathbb{N} \backslash\{0\}$, and variables are taken from some finite set $V$. When there is more than one fuzzy literal in a fuzzy clause, angle brackets $\langle$.$\rangle are used around the fuzzy literals$ for clarity (see (1)). Furthermore, as a notational convenience, we sometimes use expressions of the form $\phi=\lambda$, with $\phi$ a fuzzy expression and $\lambda \in[0,1]$, as a shorthand for the conjunction of fuzzy literals $\phi \geq \lambda$ and $\phi \leq \lambda$.

The notion of satisfiability for a set of fuzzy clauses $\Theta$ is defined as follows. Let $M$ be a subset of $[0,1]$; then an $M$-interpretation is any mapping from $V$ to $M$. We write $[\phi]_{\mathcal{I}}$ for the valuation of a fuzzy expression $\phi$ under the interpretation $\mathcal{I}$. An $M$-interpretation $\mathcal{I}$ satisfies a fuzzy literal $\phi \geq \lambda$, resp. $\phi \leq \lambda$, if it holds that $[\phi]_{\mathcal{I}} \geq \lambda$, resp. $[\phi]_{\mathcal{I}} \leq \lambda ; \mathcal{I}$ satisfies a fuzzy clause if it satisfies at least one of its disjuncts. Next, $\mathcal{I}$ satisfies a set of fuzzy clauses $\Theta$ iff $\mathcal{I}$ satisfies each of the fuzzy clauses in $\Theta$. Such an interpretation $\mathcal{I}$ is called an $M$-model of $\Theta$. Finally, the set $\Theta$ is called $M$-satisfiable iff $\Theta$ has at least one $M$-model. For convenience $[0,1]$-interpretations, $[0,1]$-models, and $[0,1]$-satisfiability will simply be referred to as interpretations, models, and satisfiability when there is no cause for confusion. Similarly, when $M=\left\{0, \frac{1}{k}, \ldots, 1\right\}$ we will talk about $k$-interpretations, $k$-models and $k$-satisfiability. It is interesting to note that the satisfiability problem is NP-complete even when every fuzzy clause only contains one fuzzy literal.

In Łukasiewicz logic, a well-formed formula is either a variable, or the application of $\oplus$ or $\neg$ to well-formed formulas. We call a formula $\phi$ from $\mathcal{L}_{\infty}$ satisfiable if there is an interpretation $\mathcal{I}$ such that $[\phi]_{\mathcal{I}}=1$. Alternatively, $\phi$ is sometimes called satisfiable as soon as $[\phi]_{\mathcal{I}}>0$ for some $\mathcal{I}$. To avoid confusion, we will sometimes refer to the former variant as strong satisfiability and to the latter as weak satisfiability. Note that strong satisfiability indeed implies weak satisfiability. Clearly, every well-formed formula $\phi$ from Lukasiewicz logic naturally corresponds to the fuzzy clause $\langle\phi \geq 1\rangle$, in the sense that the former is (strongly) satisfiable iff the latter is satisfiable. Conversely, it is also possible to convert a fuzzy clause to a well-formed formula from $\mathcal{L}_{\infty}$ in a satisfiability-preserving way. To see this, first note that $\rightarrow, \otimes, \wedge$ and $\vee$, as defined above, can all be represented in terms of $\oplus$ and $\neg$. Furthermore, every fuzzy clause can be converted into a fuzzy clause of the form $\phi \geq 1$, where $\phi$ is a well-formed formula from $L_{\infty}$, which is satisfiable iff $\phi$ is strongly satisfiable. For example $\phi \geq \lambda$ is satisfiable iff $\lambda \rightarrow \phi \geq 1$ is satisfiable; $\left\langle\phi_{1} \geq 1\right\rangle \vee\left\langle\phi_{2} \geq 1\right\rangle$ is satisfiable iff $\max \left(\phi_{1}, \phi_{2}\right) \geq 1$ is satisfiable; and rational constants can be replaced by variables, using fuzzy clauses similar to (22). Fuzzy clauses seem to be more convenient in practical applications, whereas the
well-formed formulas from Łukasiewicz logic make it easier to study theoretical properties of the logic (axiomatization, completeness, etc.).

Example 1. Consider the following sets $\Theta_{n}$ of fuzzy clauses:

$$
\begin{array}{r}
\left\{a_{1} \otimes a_{1}=0.5, a_{2} \otimes a_{2} \rightarrow a_{1} \geq 1, a_{3} \otimes a_{3} \rightarrow a_{2} \geq 1, \ldots, a_{n} \otimes a_{n} \rightarrow a_{n-1} \geq 1\right. \\
\left.a_{1} \rightarrow a_{2} \otimes a_{2} \geq 1, a_{2} \rightarrow a_{3} \otimes a_{3} \geq 1, \ldots, a_{n-1} \rightarrow a_{n} \otimes a_{n} \geq 1\right\}
\end{array}
$$

Then $\Theta_{n}$ is $k$-satisfiable iff $k$ is a multiple of $2^{n+1}$, its uniqu ${ }^{2} k$-model $\mathcal{I}$ being defined by $\mathcal{I}\left(a_{i}\right)=1-\left(\frac{1}{2}\right)^{i+1}$. The exponential number of truth degrees needed illustrates that we cannot, in general, significantly strengthen the upper bound from [2] by only looking at the number of variables and variable occurrences.

### 3.2 Disjunctive Linear Relations

A linear relation is an expression of the form $a_{1} v_{1}+a_{2} v_{2}+\cdots+a_{n} v_{n} \diamond b$ where $a_{i}$ and $b$ are real numbers, and $\diamond$ is $\geq$ or $\leq$. A disjunctive linear relation (DLR) is an expression of the form $\gamma_{1} \vee \gamma_{2} \vee \cdots \vee \gamma_{s}$ with each $\gamma_{i}$ a linear relation. We write $\operatorname{vars}(\gamma)$ to denote the set of variables occurring in a DLR $\gamma$ (with a non-zero coefficient), and $\operatorname{vars}(\Gamma)=\bigcup_{\gamma \in \Gamma} \operatorname{vars}(\gamma)$ for a set of DLRs $\Gamma$. An $M$-solution of $\Gamma$ is a mapping from $\operatorname{vars}(\Gamma)$ to $M(M \subseteq \mathbb{R})$ which verifies at least one disjunct from every DLR in $\Gamma$. Let $\Theta$ be a set of fuzzy clauses involving only constants from the set $M_{k}$. Then we can construct a set $\Gamma$ of DLRs in polynomial time such that all coefficients that occur in the linear relations are integers and the right-hand sides are of the form $\frac{l}{k}$ for some $l$ in $\mathbb{N}$, and such that every $[0,1]$ solution of $\Gamma$ corresponds to a model of $\Theta$ and vice versa. In particular, writing $\mathcal{L}(\theta)$ for the set of DLRs corresponding to the fuzzy clause $\theta$, we have

$$
\begin{aligned}
\mathcal{L}(\neg \alpha \leq \lambda)= & \mathcal{L}(\alpha \geq 1-\lambda) \\
\mathcal{L}(\neg \alpha \geq \lambda)= & \mathcal{L}(\alpha \leq 1-\lambda) \\
\mathcal{L}\left(\alpha_{1} \oplus \alpha_{2} \leq \lambda\right)= & \mathcal{L}\left(\alpha_{1} \leq x_{1}\right) \cup \mathcal{L}\left(\alpha_{1} \geq x_{1}\right) \cup \mathcal{L}\left(\alpha_{2} \leq x_{2}\right) \cup \mathcal{L}\left(\alpha_{2} \geq x_{2}\right) \\
& \cup\left\{x_{1}+x_{2} \leq \lambda \vee \lambda \geq 1\right\} \\
\mathcal{L}\left(\alpha_{1} \oplus \alpha_{2} \geq \lambda\right)= & \mathcal{L}\left(\alpha_{1} \leq x_{1}\right) \cup \mathcal{L}\left(\alpha_{1} \geq x_{1}\right) \cup \mathcal{L}\left(\alpha_{2} \leq x_{2}\right) \cup \mathcal{L}\left(\alpha_{2} \geq x_{2}\right) \\
& \cup\left\{x_{1}+x_{2} \geq \lambda, \lambda \leq 1\right\} \\
\mathcal{L}\left(\alpha_{1} \vee \alpha_{2} \leq \lambda\right)= & \mathcal{L}\left(\alpha_{1} \leq \lambda\right) \cup \mathcal{L}\left(\alpha_{2} \leq \lambda\right) \\
\mathcal{L}\left(\alpha_{1} \vee \alpha_{2} \geq \lambda\right)= & \mathcal{L}\left(\alpha_{1} \leq x_{1}\right) \cup \mathcal{L}\left(\alpha_{1} \geq x_{1}\right) \cup \mathcal{L}\left(\alpha_{2} \leq x_{2}\right) \cup \mathcal{L}\left(\alpha_{2} \geq x_{2}\right) \\
& \cup\left\{x_{1} \geq \lambda \vee x_{2} \geq \lambda\right\}
\end{aligned}
$$

The translations for the other operators are obtained by writing them in terms of $\neg, \oplus$ and $\vee$, e.g. $\mathcal{L}\left(\alpha_{1} \rightarrow \alpha_{2} \leq \lambda\right)=\mathcal{L}\left(\neg \alpha_{1} \oplus \alpha_{2} \leq \lambda\right)$. For disjunctive clauses, the transformation is performed by applying the transformation to each of the disjuncts and converting the result to conjunctive-normal form. In the transformations above, $x_{1}$ and $x_{2}$ refer to fresh variables. When $\alpha_{1}$ and $\alpha_{2}$ are

[^32]variables or constants, we can of course have simpler translations, e.g. $\mathcal{L}\left(\alpha_{1} \oplus\right.$ $\left.\alpha_{2} \leq \lambda\right)=\left\{\alpha_{1}+\alpha_{2} \leq \lambda \vee \lambda \geq 1\right\}$. Other optimizations are possible, resulting in a more concise translation; we will briefly come back to this in Section 4.3 Note that $\lambda$ can be a variable or a constant of the form $\frac{l}{k}$, i.e. the argument of the mapping $\mathcal{L}$ does not need to be a fuzzy clause. Also note that we are slightly abusing notation, in the sense that e.g. $x_{1}+x_{2} \geq \lambda$ should be read as $x_{1}+x_{2}-\lambda \geq 0$ when $\lambda$ is a variable.

Geometrically, the solution space of $\Gamma$ corresponds to the union of a finite number of polyhedra, whose dimension is at most $|\operatorname{vars}(\Gamma)|$. Now assume that $\Theta$ is satisfiable; then there is at least one non-empty polyhedron. All points in these polyhedra, and in particular also the vertices of these polyhedra, correspond to models of $\Theta$. From Cramer's rule, we know that the coordinates $\left(x_{1}, \ldots, x_{m}\right)$ of such vertices are of the form $\frac{\operatorname{det}\left(A_{i}\right)}{\operatorname{det}(A)}$ where $A$ is an $m \times m$ matrix whose rows correspond to the coefficients of particular disjuncts of particular DLRs from $\Gamma$ and columns are associated to the corresponding variables; $A_{i}$ is the matrix that is obtained by replacing the $i^{\text {th }}$ column of $A$ by the corresponding right-hand sides. Every $x_{i}$ is the interpretation of a given variable in the associated model of $\Theta$; if $m$ is smaller than the number of variables of $\Gamma$, the remaining variables are unconstrained. Note that both $k \cdot \operatorname{det}\left(A_{i}\right)$ and $\operatorname{det}(A)$ are integers, since all the coefficients in $\Gamma$ are integers and the right-hand sides are of the form $\frac{l}{k}$. This means that $\Theta$ is $k^{\prime}$-satisfiable for $k^{\prime}=k \cdot a b s(\operatorname{det}(A))$. Although finding an appropriate matrix $A$ is in itself NP-hard, this idea can be exploited by deriving upper bounds for the value of $\operatorname{det}(A)$. This idea was pursued in [3], where, using the Hadamard inequality, it led to the aforementioned upper bound of $\left(\frac{\not \sharp \phi}{n}\right)^{n}$.

### 3.3 Cycle Basis

We associate a bipartite graph $G_{\Gamma}=(N, E)$ with $\Gamma$ as follows. The set $N$ contains one node $\nu(\gamma)$ for every DLR $\gamma$ in $\Gamma$ (called a DLR-node) and one node $\nu(v)$ for every variable $v$ occurring in $\Gamma$ (called a variable-node). Furthermore, there is an edge in $E$ between $\nu(\gamma)$ and $\nu(v)$ iff $v \in \operatorname{vars}(\gamma)$.

Each cycle in an undirected graph with $n_{e}$ edges can be represented as an $n_{e^{-}}$ dimensional vector $\mathbf{v}=\left(v_{i}\right)$ over $F_{2}$, the Galois field of order 2. Every dimension corresponds to a specific edge, and $v_{i}=1$ iff the corresponding edge is contained in the cycle. The vector space (over $F_{2}$ ) spanned by all the cycle vectors of $G$ is called the cycle space of $G$. It can be shown that the dimension of the cycle space is equal to $n_{e}-n_{v}+n_{c}$, where $n_{e}, n_{v}$ and $n_{c}$ are the number of edges, nodes and connected components of $G$ [5] Finding a cycle basis of a graph is in $P$, even when some notion of minimality is required [1]

## 4 Relating Cycles to Truth Degrees

Throughout this section, we let $\Theta$ be some set of fuzzy clauses, involving only constants from $M_{k}$, and we let $\Gamma$ be an equivalent set of DLRs with associated
graph $G_{\Gamma}=(N, E)$. We use $\mathcal{A}$ to denote the set of coefficient matrices corresponding to possible vertices of the polyhedra that define the solution space of $\Gamma$. More precisely, there is an $A$ in $\mathcal{A}$ for every subset of linear relations occurring as disjuncts in $\Gamma$ such that the number of variables involved is equal to the size of this subset. Most importantly, for every vertex of the aforementioned polyhedra, there will be a corresponding $A$ in $\mathcal{A}$. From the preceding discussion, we therefore know that if $\Theta$ is satisfiable, there will be an $A$ in $\mathcal{A}$ such that $\Theta$ is also $k^{\prime}$-satisfiable for $k^{\prime}=k \cdot a b s(\operatorname{det}(A))$. Our aim is therefore to provide an upper bound for $\max _{A \in \mathcal{A}} a b s(\operatorname{det}(A))$.

If $G_{\Gamma}$ consists of several connected components $G_{1}, \ldots, G_{s}$, then there must be a corresponding partitioning $\Gamma=\Gamma_{1} \cup \cdots \cup \Gamma_{s}$ and $\Theta=\Theta_{1} \cup \cdots \cup \Theta_{s}$ such that $\operatorname{vars}\left(\Gamma_{i}\right) \cap \operatorname{vars}\left(\Gamma_{j}\right)=\emptyset$ for $i \neq j$, and similar for $\Theta_{i}$ and $\Theta_{j}$. Thus, we have that $\Theta$ is satisfiable iff each of the subproblems $\Theta_{i}$ is satisfiable. Without loss of generality, we can therefore assume henceforth that $G_{\Gamma}$ is connected.

If $G_{\Gamma}$ does not contain any cycles, the following upper bound can be obtained.
Lemma 1. If $G_{\Gamma}$ does not contain any cycles, it holds for any $A=\left(a_{i j}\right)$ in $\mathcal{A}$ that

$$
\operatorname{abs}(\operatorname{det}(A)) \leq \max _{\sigma} \prod_{i=1}^{m} a b s\left(a_{i \sigma(i)}\right)
$$

where $m$ is the dimension of $A$, and the maximum is taken over all permutations $\sigma$ of $(1, \ldots, m)$.
Note that when $\Gamma$ is obtained using the procedure from Section 3.2, all non-zero coefficients are in fact -1 or 1 , in which case we obtain $\operatorname{abs}(\operatorname{det}(A)) \in\{0,1\}$. Certain optimizations, however, may lead to different coefficients, in which case we still need to obtain an upper bound for $\operatorname{abs}\left(a_{i \sigma(i)}\right)$ (recall that the matrix $A$ is unknown). A straightforward possibility is to use $\prod_{\gamma \in \Gamma} c(\gamma)$, with $c(\gamma)$ the largest value among the absolute values of the coefficients occurring in $\gamma$.

In the general case, where $G_{\Gamma}$ contains cycles, we can split the problem in two subproblems, as follows. Let $C$ be a cycle appearing in $G_{\Gamma}$, and let $n$ be a node through which this cycle passes. Furthermore, let $E_{1} \cup E_{2}$ be the set of edges that are incident with $n$, such that both $E_{1}$ and $E_{2}$ contain an edge from cycle $C$. Then let $G_{1}=\left(N, E \backslash E_{1}\right)$ and $G_{2}=\left(N, E \backslash E_{2}\right)$, and let $\Gamma_{1}$ and $\Gamma_{2}$ be the sets of DLRs corresponding to $G_{1}$ and $G_{2}$ respectively. Note that a given edge corresponds to the fact that a given variable occurs in a given DLR with a non-zero coefficient. Thus, it is clear that $\Gamma_{1}$ and $\Gamma_{2}$ can be obtained from $\Gamma$ by removing the occurrences of particular variables, i.e. by replacing their coefficients with 0 . Furthermore, let $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ be the sets of coefficient matrices corresponding to $\Gamma_{1}$ and $\Gamma_{2}$. Then it is straightforward to show the following lemma.

Lemma 2. For any $A$ in $\mathcal{A}$, there is an $A_{1}$ in $\mathcal{A}_{1}$ and an $A_{2}$ in $\mathcal{A}_{2}$ such that

$$
a b s(\operatorname{det}(A)) \leq a b s\left(\operatorname{det}\left(A_{1}\right)\right)+a b s\left(\operatorname{det}\left(A_{2}\right)\right)
$$

Note in particular that $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ correspond to subproblems in which the dimension of the cycle basis of the associated graph has decreased by at least one. Both subproblems can be further divided into subproblems with a cycle space of an even smaller dimension. This can be repeated until a set of subproblems is obtained whose associated graphs do no longer contain any cycles. It is easy to see that the number of subproblems can at most be $2^{\operatorname{dim}\left(G_{\Gamma}\right)}$, where $\operatorname{dim}\left(G_{\Gamma}\right)$ is the dimension of the cycle space of $G_{\Gamma}$. Since, moreover, the absolute values of the coefficients in these subproblems cannot be larger than in $\Gamma$, we arrive at the following corollary.

Corollary 1. Let $\Theta, \Gamma$ and $G_{\Gamma}$ be defined as before, and assume that $G_{\Gamma}$ is connected. It holds that $\Theta$ is satisfiable iff $\Theta$ is $k \cdot l$-satisfiable for at least one $l$ not greater than

$$
2^{\left(\sum_{\gamma \in \Gamma}|\operatorname{vars}(\gamma)|\right)-|\Gamma|-|\operatorname{vars}(\Gamma)|+1} \cdot \prod_{\gamma \in \Gamma} c(\gamma)
$$

Note that this bound will often be significantly lower than the bound from [2], because it does not only take into account the number of variables and variable occurrences, but to some extent also the structure of the problem.

### 4.1 Splitting into Subproblems

In this section, we improve the procedure above by looking at how a given problem can be split into subproblems more effectively. First note that by defining the sets of edges $E_{1}$ and $E_{2}$ more carefully, it is often possible to reduce the dimension of the cycle space by more than 1 . Moreover, if we allow that a given problem may be split into more than two subproblems, it is always possible to define the subproblems such that none of their cycle spaces contains any cycle that passes through $n$.

Specifically, let $n$ be a node from $G_{\Gamma}$ such that at least one cycle passes through $n$, and let $\mathcal{C}$ be an arbitrary cycle basis of $G_{\Gamma}$. We now define the graph $G^{n}=\left(E^{n}, M^{n}\right)$ as follows. Every node in $E^{n}$ corresponds to an edge in $G_{\Gamma}$ that is incident with $n$ and vice versa. Furthermore, there is an edge in $M^{n}$ between the nodes $e_{1}$ and $e_{2}$ from $E^{n}$ iff there is a cycle in $\mathcal{C}$ that contains both the edges corresponding to $e_{1}$ and $e_{2}$. Once the graph $G^{n}$ has been constructed, we define $s$ subproblems of $\Gamma$, where $s$ is the size of the largest connected component of $G^{n}$. In particular, the graphs $G_{1}, \ldots, G_{s}$ are obtained from $G_{\Gamma}$ such that they contain all edges that are not incident with $n$, and moreover

1. Each graph $G_{i}$ does not contain more than one edge from the same connected component of $G^{n}$ (recall that the nodes of $G^{n}$ are edges in $G_{\Gamma}$ ).
2. Every edge that is incident with $n$ in $G_{\Gamma}$ occurs in exactly one of the subgraphs $G_{i}$.

Then we have the following result.
Lemma 3. Let $G_{\Gamma}, G_{1}, \ldots, G_{s}$ and $n$ be defined as above. It holds that $C$ is a cycle in $G_{i}(i \in\{1, \ldots, s\})$ iff $C$ is a cycle in $G_{\Gamma}$ and $C$ contains no edges that are incident with node $n$.

Note that the graph $G^{n}$ is constructed by looking at the cycles in $\mathcal{C}$ only, and therefore depends on the particular cycle basis that was chosen. However, as part of the proof of Lemma 3, we can show that the size of the largest connected component of $G^{n}$ is independent of this choice.

One important problem remains. In principle, we need to apply this process repeatedly on each of the obtained subproblems, which would require an exponential amount of time. However, this can be avoided by considering the fact that the procedure only depends on a given cycle basis of the graph, and not on the graph itself. This means that we do not actually need to construct the subgraphs $G_{i}$, only their cycle bases. The feasibility of this approach then follows from the fact that each of the subgraphs $G_{i}$ has the same cycle space $\mathcal{C}^{\prime}$, defined as follows. Let $\mathcal{C}_{0}=\mathcal{C}$, and let $\left\{e_{1}, e_{2}, \ldots, e_{l}\right\}$ be the set of edges that are incident with $n$ in $G_{\Gamma}$, and that appear in some cycle of $\mathcal{C}$. For each $e_{i}$, we define a set of vectors (cycles) $\mathcal{C}_{i}$ which is obtained from $\mathcal{C}_{i-1}$ as follows. Let $\mathbf{a}_{1}$, $\ldots, \mathbf{a}_{s}$ be the vectors (cycles) from $\mathcal{C}_{i-1}$ that contain the edge $e_{i}$. Then

$$
\mathcal{C}_{i}=\left(\mathcal{C}_{i-1} \backslash\left\{a_{j} \mid j=1, \ldots, s\right\}\right) \cup\left\{a_{j}+a_{j+1} \mid j=1, \ldots, s-1\right\}
$$

where the vector addition is carried out in $F_{2}$. Furthermore, we let $\mathcal{C}^{\prime}=\mathcal{C}_{l}$.
Lemma 4. Let $G_{1}, \ldots, G_{s}$ and $\mathcal{C}^{\prime}$ be defined as above. It holds that $\mathcal{C}^{\prime}$ is a cycle basis of $G_{i}$, for all $i$ in $\{1, \ldots, s\}$.

Thus, the whole procedure consists of producing a cycle basis for $G_{\Gamma}$, repeatedly choosing a node $n$, and in each step reducing the cycle basis accordingly. As a result, we end up with a certain number $K$ of subproblems (being the product of the numbers of subproblems obtained in each reduction of the cycle basis), each of which satisfies the conditions of Lemma 1.

### 4.2 Harmless Cycles

Note that every row of a coefficient matrix $A \in \mathcal{A}$ corresponds to a DLR from $\Gamma$ and every column corresponds to a variable. We write $G_{A}$ to refer to the subgraph of $G_{\Gamma}$ that corresponds to $A$, i.e. there is a node $\nu(\gamma)$ in $G_{A}$ for every row (i.e. DLR) in $A$ and a node $\nu(v)$ for every column (i.e. variable). There is an edge between $\nu(\gamma)$ and $\nu(v)$ iff the coefficient of $v$ in the row corresponding to $\gamma$ is non-zero. To apply Lemma 1 it is in fact sufficient that $G_{A}$ does not contain any cycles. The reason that we have insisted that $G_{\Gamma}$ does not contain any cycles is that we do not know, a priori, which nodes and edges from $G_{\Gamma}$ will be contained in $G_{A}$. There are, however, some types of cycles which are in some sense harmless, and do not need to be eliminated as a result. In this section, we explore this idea with the aim of further tightening the upper bound. We
will restrict our attention to the special, but common, case where all non-zero coefficients occurring in $\Gamma$, and therefore also in $A$, are either 1 or -1 . Recall that it is always possible to construct $\Gamma$ such that this requirement is met.

Given a subgraph $G^{\prime}$ of $G_{\Gamma}$ containing an equal number of DLR-nodes and variable-nodes, it is easy to see that there is a unique matrix $A$ such that $G_{A}=G^{\prime}$, and such that the non-zero elements of $A$ are determined by the corresponding coefficients in $\Gamma$. If $G^{\prime}$ corresponds to a cycle, the corresponding matrix $A$ contains exactly two non-zero positions on each row. Now let us call a row in such a matrix positive if the two non-zero positions have the same sign, and negative otherwise. A first type of harmless cycles results from the following lemma, which can be shown using Leibniz' rule for determinants.

Lemma 5. Let $A$ be the matrix corresponding to some cycle $C$. It holds that

$$
\operatorname{abs}(\operatorname{det}(A))= \begin{cases}2 & \text { if the number of positive rows in } A \text { is odd } \\ 0 & \text { otherwise }\end{cases}
$$

Cycles whose associated matrix has a zero determinant will be called zero cycles. As clarified in the following lemma, such cycles can be ignored when they are not entangled with other cycles.

Lemma 6. Let $G_{\Gamma}, A$ and $G_{A}$ be defined as before. Furthermore, assume that exactly $s$ cycles $C_{1}, \ldots, C_{s}$ occur in $G_{A}$, that no two cycles have an edge in common, and that $z$ of these cycles are zero-cycles. Then either $\operatorname{det}(A)=0$ or $\operatorname{abs}(\operatorname{det}(A))=2^{l}$ for some $l \leq s-z$.

Thus to find an upper bound on the number of truth degrees, we only need to eliminate cycles from the cycle basis until all the remaining cycles are isolated zero cycles. A second type of harmless cycles is obtained by the following variant of Lemma 6, involving a stronger form of disentanglement.

Lemma 7. Let $G_{\Gamma}, A$ and $G_{A}$ be defined as before. Furthermore, assume that exactly s cycles $C_{1}, \ldots, C_{s}$ occur in $G_{A}$, and that no two cycles have a node in common. It holds that

$$
\operatorname{abs}(\operatorname{det}(A))= \begin{cases}\operatorname{abs}(\operatorname{det}(A))=2^{s} & \text { if none of the cycles is a zero cycle } \\ 0 & \text { otherwise }\end{cases}
$$

What is crucial in this lemma is that the value of the determinant in each subproblem depends only on the cycle basis and the original matrix $A$. In particular, assume that after we have split the original problem in $K$ subproblems, all cycles remaining in the cycle basis are disentangled in the strong sense of Lemma 7 Then for some $s$, the value of $\operatorname{det}(A)$ will be equal to

$$
\operatorname{det}(A)=\operatorname{det}\left(A_{1}\right)+\cdots+\operatorname{det}\left(A_{K}\right)=2^{s}\left(y_{1}+\cdots+y_{K}\right)
$$

where each $y_{i}$ is either 1 or -1 . The value $s$ depends on how many of the remaining cycles are also present in the subgraph $G_{A}$. At most, $s$ can be equal to the number
of cycles remaining in the cycle basis. Now assume that there is some cycle $C$ still in the cycle basis and that this cycle is contained in $G_{A}$. Furthermore, assume that (at least) one of the DLRs involved in this cycle is such that in each of its disjuncts, the right-hand side is an even multiple of $\frac{1}{k}$. Then we can divide the right-hand sides, as well as the coefficients of this DLR by two, without changing the solution space. Note that the coefficients occurring in this DLR will then not necessarily be integers anymore. The result will be that the value of $\operatorname{det}(A)$ is halved to $2^{s-1}\left(y_{1}+\cdots+y_{K}\right)$, which is exactly the value that would have been obtained if the cycle $C$ did not occur. Consequently, when all cycles are disentangled in the sense of Lemma 7 we can ignore those cycles which have the property that at least one participating DLR has only even multiples of $\frac{1}{k}$ as right-hand sides. The optimizations resulting from Lemma 6 and Lemma 7 can also be combined; we omit the details.

### 4.3 Further Optimizations

The general method we introduced above can be optimized in several aspects. For example, it is important to choose the "right" node $n$ to reduce the cycle basis in each step. A second aspect which is amenable to optimization is the definition of $\Gamma$. After a straightforward translation of $\Theta$ to a set of DLRs $\Gamma$, we can simplify $\Gamma$ in several ways. For example, it may happen that a given variable $x$ only occurs positively, in the sense that increasing the value of $x$ may never cause a DLR to be violated, in which case we can simply replace $x$ by 1 . A similar observation applies to the dual notion of negatively occurring variables.

Moreover, from the theory of linear programming, it follows that we can remove one arbitrary DLR from $\Gamma$ without compromising the soundness of the overall approach. Indeed, assume for example that this DLR $\gamma$ is of the form $\alpha \geq \lambda$ (a similar reasoning applies when the DLR contains several disjuncts). While not all solutions of $\Gamma \backslash\{\gamma\}$ correspond to models of $\Theta$ anymore, we know that the solution of $\Gamma \backslash\{\gamma\}$ which maximizes the linear expression $\alpha$ corresponds to a vertex of the solution space of $\Gamma \backslash\{\gamma\}$, which will also be a vertex in the solution space of $\Gamma$ when $\Theta$ is satisfiable. As a consequence, the upper bound resulting from $\Gamma \backslash\{\gamma\}$ is still an upper bound for the minimal number of truth degrees needed to decide satisfiability.

## 5 Preliminary Experimental Results

The aim of our experiments is two-fold. First, we want to verify that the proposed techniques indeed lead to significantly tighter upper bounds for some problems. Second, we want to verify that having a tighter upper bound can indeed lead to complete satisfiability checking procedures that outperform MIP for some problems. We can expect that such results would only hold for certain types of problem instances, i.e. MIP will still outperform the methods we sketch below in many cases. Similarly, as already illustrated in Example 1, it is sometimes not even possible to improve the bound from [2] significantly.

Table 1 reports the upper bounds that were found for a number of randomly generated data sets. In particular, we have generated sets of $n$ fuzzy clauses in which every fuzzy clause consists of exactly one fuzzy literal, containing a fixed number $m$ of variable occurrences. Literals are of the form $\phi \geq \lambda$ or $\phi \leq \lambda$, where $\lambda$ is a constant which is chosen randomly from $M_{4}$ (with a uniform distribution), and $\phi$ is a fuzzy expression consisting of applications of $\otimes$ and $\neg$ to variables, e.g. $x_{1} \otimes \neg\left(x_{2} \otimes x_{3}\right)$. Clearly the number of applications of $\otimes$ is equal to $m-1$. The probability that a negation occurs in front of a subexpression was set to 0.5 . Clearly, the upper bounds presented in Table 1 are a substantial improvement over the upper bound for strong satisfiability resulting from [2], which is e.g. of the order $4 \cdot 3^{100}$ in the case where $m=3$ and $n=100$. The upper bounds are also a substantial improvement over the upper bound derived in Corollary 1 , which is of the order $4 \cdot 2^{100}$ for $m=3$ and $n=100$; note that the exact bound depends on the translation to DLRs of the fuzzy clauses.

Table 1. Value of $l$ such that satisfiability can be reduced to $4 l$-satisfiability. The values shown are median $(\min , \max )$ for 50 randomly generated, satisfiable data sets with $m$ variable occurrences per fuzzy clause, and a total of $n$ different variables and $n$ fuzzy clauses.

| $n$ | 10 | 20 | 30 | 40 | 50 | 60 | 80 | 100 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $m=2$ | $1(1,2)$ | $1(1,2)$ | $1(1,1)$ | $1(1,2)$ | $1(1,2)$ | $1(1,2)$ | $1(1,2)$ | $1(1,2)$ |
| $m=3$ | $1(1,8)$ | $1(1,8)$ | $1(1,8)$ | $1(1,256)$ | $2(1,32)$ | $2(1,256)$ | $2(1,32)$ | $4(1,256)$ |
| $m=4$ | $1(1,64)$ | $2(1,64)$ | $8(1,-)$ | $16(1,-)$ | $32(1,-)$ | $24(1,-)$ | $160(2,-)$ | $192(2,-)$ |

Note that Table 1 reports the median values, rather than the average. One reason is that the latter is very sensitive to outliers and therefore less informative; e.g. for $m=4$ and $n=100$ the average value is over 72000 , whereas the median is 192 . The second, related reason is that the actual value of outliers is of no practical importance. When the upper bound is too large, we need to fall back on existing techniques such as MIP. Our general strategy for satisfiability checking in $\mathcal{L}_{\infty}$ is therefore given by

1. Determine an upper bound $l^{*}$ for the number of truth degrees.
2. Use a reasoner for finite multi-valued logics, and consider all values $k=4 l$ for $1 \leq l \leq \min \left(t, l^{*}\right)$, until a model is found, where $t$ is a predefined threshold.
3 . If no models were found and $l^{*}>t$, use a reasoner based on MIP.
The intuition behind this approach is that the computation time for the first step is insignificant compared to that of the second step, which is in turn insignificant compared to that of the third step (if $t$ is sufficiently small). In Figure 1 the computation time of this procedure is compared against that of a reasoner which is exclusively based on MIP. Again the results are based on randomly generated sets of fuzzy clauses, in which the number of variables $n$ is equal to the number of clauses, and in which there are three variable occurrences per fuzzy clause. For each value of $n, 50$ different sets of fuzzy clauses were generated, either satisfiable or unsatisfiable. As the fuzzy clauses are generated independent of each other,

Table 2. Number of sets of fuzzy clauses that are satisfiable/unsatisfiable for different sizes $n$

| $n$ | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |



Fig. 1. Comparison of a MIP based reasoner with a CSP based reasoner. Each data point is the average value for 50 randomly generated problem instances.
the larger the number of clauses $n$, the higher the probability that a given set is unsatisfiable. Table 2 reports the number of sets that are satisfiable/unsatisfiable for each $n$. To solve MIP instances we used lp_solve ${ }^{3}$. To check the satisfiability in finite-valued logics, we straightforwardly reduce the satisfiability problem to a constraint satisfaction problem (CSP), which is subsequently solved using Chocd ${ }^{4}$. The results in Figure 1 were obtained for $t=10$. In the figure, the execution time for satisfiable instances is shown separately from that of unsatisfiable instances. Interestingly, when first trying to find models in finite-valued logics (SAT-CSP), satisfiable instances are recognized extremely fast on average. Regarding unsatisfiable instances, Figure 1 suggests that the approach based on finite-valued logics (UNSAT-CSP) is at least one order of magnitude faster than the traditional MIP approach (UNSAT-MIP) on average.

[^33]
## 6 Concluding Remarks

We showed how a reasonable upper bound can be found for the number of truth degrees needed to decide (strong) satisfiability in $\mathcal{L}_{\infty}$. Our main contribution lies in the fact that, unlike existing approaches, we do not only look at the number of variables and variable occurrences, but also at the structure of the formulas. This is accomplished by relating fuzzy clauses, or equivalently, well-formed formulas in $\mathcal{L}_{\infty}$, to cycles in an associated bipartite graph. Our results open the door for efficient reasoners in $\mathcal{L}_{\infty}$, and they furthermore offer valuable insights in the connection between finite and infinite Lukasiewicz logic. Experimental results demonstrate the potential of our approach, although we should be careful in extrapolating results for (simple) random data to real-world problem instances. Future work will therefore focus on a more thorough evaluation, characterizing when the proposed approach is successful and when it is not.
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#### Abstract

Database techniques to store, query and manipulate data that contains uncertainty receives increasing research interest. Such UDBMSs can be classified according to their underlying data model: relational, XML, or RDF. We focus on uncertain XML DBMS with as representative example the Probabilistic XML model (PXML) of [10 9 . The size of a PXML document is obviously a factor in performance. There are PXML-specific techniques to reduce the size, such as a push down mechanism, that produces equivalent but more compact PXML documents. It can only be applied, however, where possibilities are dependent. For normal XML documents there also exist several techniques for compressing a document. Since Probabilistic XML is (a special form of) normal XML, it might benefit from these methods even more. In this paper, we show that existing compression mechanisms can be combined with PXML-specific compression techniques. We also show that best compression rates are obtained with a combination of PXML-specific technique with a rather simple generic DAG-compression technique.


## 1 Introduction

Probabilistic XML (PXML) is XML that allows the representation of uncertainty in the data [10, 9 . Uncertainty can, for example, arise from the integration of two or more XML documents when conflicts or ambiguities are encountered. Resolving these at integration time often is a severe obstacle, because it requires a huge amount of user effort. Being able to leave unresolved issues as uncertainty in the integrated document removes this obstacle, as they can resolved when they become visible during use, i.e., at query time.

In the field of probabilistic XML some good solutions have been achieved with respect to data representation and efficient querying of the uncertain data, as in [10, 9]. For illustration purposes, we use the same running example as in 10. The example concerns the integration of two small address books, each containing a record of a person named John, whose phone number is 1111 in one address book and 2222 in the other. Integrating these two address books will result in ambiguity and a possible conflict. In the real world, different situations could be possible:


Fig. 1. Example probabilistic XML tree (a), its possible world style (PWS) tree (b), and its reduced form where probability and possibility nodes that give no extra information are omitted (c)

- Both records refer to the same person named John, but one of the phone numbers is wrong.
- Both records refer to a different person named John and for each person the phone number is correct.

A rule engine could assign probability values to these different situations. During integration these possible situations are represented as uncertainty in the PXML document. After integration, the probabilistic XML document could look like the PXML tree in Figure 1(a).

The $\nabla$ nodes denote probability nodes. They represent choice points in the tree. Its children are possibility nodes that represent the mutually exclusive possible subtrees. The o nodes denote the possibility nodes. They have an associated probability value. This value lies within the range $\langle 0.0,1.0]$. The actual probability value is determined by a rule engine. The $\bullet$ nodes represent normal XML nodes.

Obviously it is important to be able to query the uncertain data represented by a PXML document. This is what [10] says about the semantics of querying uncertain data:
> "Uncertainty can be treated as having more than one possible instantiation describing a particular real world object. Choosing one possible instantiation, or possibility for short, for each real world object, results in a possible world. Analogous to the notion of parallel universes, all possible worlds co-exist in the database and a query should, therefore, be evaluated in every possible world separately."

Our example document represents 3 possible worlds (see Figure 1(b).
Unfortunately, this Possible World Style (PWS) comes with a major drawback, which does not emerge from this example because it is too small. Imagine the integration of address books with over 100 records each. With $n(n<100)$ conflicting records, each with 3 possible real world situations, the PWS of the document could grow a factor $3^{n}$. Efficient querying techniques do not suffer from this drawback, because they work directly on the compact representation [7]. In these compact representations possibilities are pushed down to lower levels in the tree and probability and possibility nodes that do not provide extra information are removed, see Figure 1(c) and section 2.3,

It is evident that there is a strong relationship between the size of the PXMLdocument and query performance. This paper addresses the issue of how to obtain a PXML-document that is as compact as possible. Since PXML is a special kind of XML, one solution direction is to apply XML compression techniques. Another is to apply PXML-specific compression techniques. Note that the latter produce a PXML-document that is equivalent, i.e., encodes the same set of possible worlds, but that may from a normal XML point-of-view be structurally completely different (see for example Figures 1(a), 1(b), and 1(c) which are all equivalent). Also note that most compression techniques are orthogonal to each other, hence can be applied in combination to possibly achieve even better compression than each individually.

In this paper, we evaluate several combinations of PXML-specific and XMLgeneric compression techniques. Important evalation criteria are compression ratio, compression time, and query execution time on the compressed documents. This paper focuses solely on the former, i.e., we determine experimentally which combination has the highest compression ratio. We use a real-world data set originating from the application area of probabilistic data integration.

## 2 PXML Compression

There are several ways to categorize compression mechanisms. In the comparative study of Ng et al. [5], the authors chose to categorize the compression techniques into queriable versus unqueriable techniques. Queriable techniques come with the important feature that they can be queried directly on the compressed data, but unfortunately do not perform as well in terms of compression ratio and execution time. Unqueriable techniques need to fully decompress their data before it can be queried again, but they can achieve a much higher compression ratio.

In our study of XML compression techniques we also group the compressors by their (in)ability of supporting queries. Due to space limitations, we only review queriable techniques here. For a complete review, we refer to [11]. PXML documents obtained from probabilistic data integration appear to contain many subtrees that are highly similar, but not completely equal. Therefore, we pay special attention to an advanced compression technique called BPLEX in Section 2.2. because it can compress parameterized subtrees.

### 2.1 Queriable XML Compression Techniques

XGrind [6] and XPress [4] are queriable compression techniques that adopt a homomorphic transformation, which means that the structure and semantics of the XML document are preserved. This enables the document to be parsed as any other XML document. As with XMill, XGrind uses a dictionary encoding approach for the tag and attribute names. The data values are encoded by Huffman encoding (for the non-enumerated attribute values and the PCDATAs) or binary encoded (for the enumerated attribute values).

XPress [4] uses a reverse arithmetic encoding scheme for the encoding of the skeleton. This method encodes not only the tag name, but also the tree path to this tag. Such a tree path is modeled as a real number interval in the range $[0.0,1.0\rangle$ that satisfies the suffix containment property. This means that if an element path $P$ is a suffix of an element path $Q$, the interval that represents $P$ should contain the interval of $Q$. XPress can automatically determine the type of a data value and hence apply the proper compression for it. Besides, XPress also supports query updates directly on the compressed data.

Another approach for the compression of the skeleton of an XML document is the use of DAGs (Directed Acyclic Graphs). This technique is based on the sharing of common subtrees and is applied in [1]. The compressed document is still queriable and results can be returned in compressed form to serve as an input for another query.

We illustrate DAG-compression with an example from [2]. It is based on the tree $c(c(a, a), c(a, a))$. Figure $2(\mathrm{a})$ shows the XML code of the example. The corresponding tree can be seen in $2(\mathrm{~b})$. The minimal DAG for this tree is illustrated in Figure 2(c).


Fig. 2. Example XML fragment (a), its corresponding tree (b) and minimal DAG (c)


(b)
(a)

Fig. 3. Example XML tree (a) with the pattern $C \rightarrow c(A, A)$ and $A \rightarrow a$ illustrated in (b) which shows the restrictions of DAG-compression

### 2.2 BPLEX

As mentioned, we pay some special attention to the compression technique, called BPLEX (bottom-up multiplexing). For a more detailed description of the algorithm, we refer to [2]. It takes the idea of transforming the XML tree into a DAG one step further. It is based on the sharing of common parameterized subgraphs instead of common subtrees. This makes it possible to share parts of a subtree instead of complete subtrees, which increases the sharing opportunities.

XML trees can be expressed as grammars. The minimal unique DAG can also be seen as the minimal regular tree grammar that generates the tree. A generalization of the sharing of subtrees is the sharing of arbitrary patterns, i.e., connected subgraphs of a tree. A sharing graph can be seen as a contextfree (cf) tree grammar. For example, the minimal DAG of Figure 2(c) can be described by a minimal regular tree grammar consisting of the following productions: $S \rightarrow c(V, V), V \rightarrow c(W, W)$ and $W \rightarrow a$.

We illustrate the idea of a sharing graph in the next example, also from [2]. We take the tree $c(c(a, a), d(c(a, a), c(c(a, a), d(c(a, a), c(a, a)))))$ which is depicted in Figure 3(a). In this tree, there is a pattern (3(b) that is repeated. Because different subtrees are hanging underneath, DAG-compression is not able to obtain sharing for this pattern. However, with the introduction of formal parameters, we can share this subgraph. The resulting grammar would have the following productions: $S \rightarrow B(B(C)), B\left(y_{1}\right) \rightarrow c\left(C, d\left(C, y_{1}\right)\right), C \rightarrow c(A, A)$ and $A \rightarrow a$. This context-free grammar is also called a straight-line (SL) grammar.

The sharing of the pattern is depicted in Figure 4(b). We see that the most upper $c$ has two special incoming edges. These special incoming edges are recognizable by the $\perp$ symbol at the end of the edge. This means that the subtree is shared.

Walking through the tree, we arrive at this $c$ from the incoming edge marked with a 1 . This number at the end of the edge means that whenever a choice has to be made between two or more outgoing edges belonging to a choice, recognizable by the $\perp$ symbol at the start of the edge, you have to choose the one with the same number. In this case this outgoing edge itself is again a special incoming edge, marked with a 2 , meaning that the next time you come across a choice


Fig. 4. The DAG created from Figure 3 (a) and the plexed version (b)
point, you have to choose the other special outgoing edge. The other 'normal' outgoing edge from node $d$ is not marked, hence it is not shared. The numbers alongside the edges represent the formal parameters in the grammar.

In Figure [4 we can also see the difference between creating a DAG from the tree in Figure 3 and plexing it. The original tree has 19 nodes. The DAG has already reduced this to 7 nodes. Obviously, on the plexed tree the $c(a, a)$-subtrees can also be shared, even completely. However, we did not do that for simplicity. However, when we would have done that, another 6 nodes disappear and we are left with only 5 nodes, which is less than the DAG variant.

### 2.3 PXML-specific Compression

A method to compact specifically PXML documents is described in [10]. This technique is different from generic XML compression techniques, because it produces a document that is fundamentally different according to XML semantics. The resulting document is, however, possible worlds equivalent, i.e., it represents the same possible worlds. We illustrate the push-down technique in Figure5. We call this technique simplification in this paper. The compact representation of a tree, is the tree after simplification. We refer to [11] for a more detailed description of the algorithm.

## 3 Experiments

To evaluate the effectiveness of the various combinations of compression techniques on PXML documents, we conducted some experiments. First, we briefly discuss the prototype implementation, and experimental setup and measurements. A more detailed description of the prototype and experiments can be found in 11.

Prototype. The main goal of the prototype is to measure compression ratios of PXML documents. The performance of the prototype in terms of compression and decompression speed will not be part of the comparison.

We adapted the BPLEX algorithm of [2] to work on a DOM structure of the tree [3] instead of the SL grammar. We call this algorithm PLEX.


Fig. 5. Four example iterations of the PXML-specific push-down compression

### 3.1 Measurement

We evaluate the compression techniques and combinations thereof based on compression ratio. Common definitions for compression ratio are: 1) the number of bits required to represent a byte, 2) the fraction in terms of bytes of the input document eliminated. Since there are many encoding techniques used to store XML in file systems or XML databases, we believe that a compression ratio measure based on a size in bytes is not suitable. XML databases, for instance, use indices for tag names and text fields, hence the byte size of a document is very system-specific. The compression techniques we focus on compress XML documents by reducing the number of nodes in the XML tree. We therefore measure compression ratios in terms of numbers of nodes.

The number of nodes in a document ( $n_{\text {total }}$ ) is the total number of elements $\left(n_{\text {elements }}\right)$, text nodes $\left(n_{\text {text }}\right)$ and attributes $\left(n_{\text {attributes }}\right): n_{\text {total }}=n_{\text {elements }}+$ $n_{\text {text }}+n_{\text {attributes }}$. The compression ratio $r$ is defined as: $r=1-\frac{n_{\text {totar }}^{\text {after }}}{n_{\text {total }}^{\text {total }} \text {. }}$. In this formula, $n_{\text {total }}^{\text {after }}$ is the number of nodes after applying the compression, and $n_{\text {total }}^{\text {before }}$ the number of nodes before compression.

Besides this measurement, we are interested in the amount of overhead involved in compressed documents due to necessary additional bookkeeping. Typically, id's and other attributes need to be added to represent for example
references. Overhead nodes $n_{\text {overhead }}$ are all such attributes and nodes initially not present in the uncompressed documents. The overhead $o$ is defined as: $o=\frac{n_{\text {overhead }}}{n_{\text {total }}}$.

### 3.2 Data Sets

We use PXML documents representing the uncertain integration result produced by the probabilistic integration technique of [10. We use PXML documents obtained from integration under different conditions such as other integration rules and thresholds. The integration scenario used in [8, 9] concerns integration of data from a TV guid $\sqrt{1}^{1}$ with data from IMDB ${ }^{2}$.

We use two sets of documents. It is beyond the scope of this paper to elaborate on all parameters that are involved in the generation of these documents. It suffices to know that these parameters are directly related to the amount of uncertainty in the integrated document. Since there is no generally accepted measure for 'amount of uncertainty', we use the parameters themselves as indicators for a growing amount of uncertainty. The first set of documents contains integration results where the parameter actor threshold has been varied. The threshold determines a minimum similarity when the system considers two actor elements to possibly refer to one and the same actor in real life. The second set of documents contains integration results where the parameter movie margin has been varied. The margin determines how much more dissimilar a movie title may be than the best matching title for the system to consider the possibility that the movie title may happen to refer to the same movie in real life. Details can be found in [8]. It suffices to know that a lower actor treshold and a higher margin mean more uncertainty. The size of the documents varies from 3177 nodes in the smallest document to 44815 nodes in the biggest document.

### 3.3 Results

We feed the documents to various combinations of compression techniques. We use the following abbreviations for the different combinations: SIMP is the simplification method; $R R P P$ the removal of redundant probability and possibility nodes; $P X M L$ is a combination of these two methods; $S I M P \_D A G$ stands for the combination of simplification and building a DAG. The rest is self-explanatory.

Figure 6 shows the average compression ratio and overhead over all documents in both sets for each combination of compression techniques.

Note that there is no overhead after applying SIMP, RRPP and PXML. Remarkable is that DAG scores better than PLEX on these documents. SIMP on its own, as well as combinations with DAG and PLEX score better than DAG or PLEX solely, as expected. Same is true for RRPP and PXML. However, the ratio for combinations with RRPP or PXML are almost exactly the same. We explore this later.

[^34]

Fig. 6. Average compression ratio and overhead for each combination of compression techniques


Fig. 7. Influence of amount of uncertainty (actor threshold) on the compression ratio obtained for various compression techniques (first document set)


Fig. 8. Influence of amount of uncertainty (movie margin) on the compression ratio obtained for various compression techniques (second document set)

We can also see in Figure 6 that the amount of overhead decreases when we combine DAG or PLEX with the other methods. This makes sense, since the other methods already achieve a certain amount of compression. The amount of nodes to which DAG or PLEX can be applied is then already decreased, hence the smaller overhead.

Let's take a more detailed look on the results. Figure 7 and Figure 8 show the compression ratios for the first, respectively the second document set. Documents associated with thresholds that display highly similar compression ratios have been combined. The bars in the figures from left to right belong to documents with increasing uncertainty.

It is interesting to see that for both the series, DAG, and for the first series, PLEX, benefit from the increasing amount of uncertainty. More uncertainty means more duplicated data and hence more chances for matches. Surprisingly, simplification does not benefit from the uncertainty.

For RRPP it is not really a surprise that it doesn't benefit from uncertainty, because some probability and possibility nodes are not redundant any more. Since PXML is the combination of SIMP and RRPP, this method doesn't benefit


Fig. 9. Sensitivity of combinations with SIMP to the amount of uncertainty (first document set)


Fig. 11. Sensitivity of combinations with RRPP to the amount of uncertainty (first document set)


Fig. 10. Sensitivity of combinations with SIMP to the amount of uncertainty (second document set)


Fig. 12. Sensitivity of combinations with RRPP to the amount of uncertainty (second document set)
either. In the second series however, RRPP does benefit from uncertainty. This might be caused by the new (partially) duplicated subtrees that are added due to the uncertainty. If these subtrees are deep and don't have any useful probability and possibility nodes, then the number of redundant probability and possibility nodes increases, hence compression ratio increases.

In Figure 9 and Figure 10 we see how PXML and DAG, and PXML and PLEX these combinations perform with only simplification. Both diagrams show us that the combinations perform better when uncertainty increases. Especially the combination with DAG performs well. One might think that this is caused by the larger amount of overhead that naturally comes with PLEX, but the results do not confirm this. Another explanation for this, is that matches can be applied straightforward with DAGs, whereas with PLEX one needs to check if previous matches did not change the subtree to which the match refers so that this match is not applicable anymore. For the combination of RRPP with DAG and PXML, we see the same pattern, see Figure 11 and Figure 12

Table 1. Details for the first and last document of the first series

| Document | 1.00 |  | 0.20 |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 9692 |  | 16041 |  |
| Mode | PXML | RRPP | PXML | RRPP |
| $n_{\text {total }}$ <br> after SIMP | 6638 | - | 12111 | - |
| $n_{\text {total }}$ <br> after RRPP | 2822 | 2840 | 5496 | 5514 |
| $r$ (ratio) | 0.709 | 0.707 | 0.758 | 0.757 |
| Contribution of SIMP | $52 \%$ | - | $37 \%$ | - |



Fig. 13. Sensitivity of combinations with PXML to the amount of uncertainty (first document set)


Fig. 15. Sensitivity of combinations with DAG and PLEX to the amount of uncertainty (first document set)


Fig. 14. Sensitivity of combinations with PXML to the amount of uncertainty (second document set)


Fig. 16. Sensitivity of combinations with DAG and PLEX to the amount of uncertainty (second document set)

As we have already seen in Figure 6, PXML has almost the same results as RRPP. However, when we look at intermediary results, we see that SIMP significantly contributes to the compression ratio. It is just that, when RRPP is applied after SIMP, one almost gets the same end result as without SIMP,
see Table 1. It is important that we know that SIMP does in fact contribute to the compression, which cannot be distinguished in the diagrams. From Figure 6 we can conclude that on average the methods that involve RRPP perform best. This is not a surprise. RRPP is the method that could and should always be used since it deletes redundant nodes, and no method is restricted by the removal of these nodes.

As the uncertainty increases in a document, a combination of RRPP with DAG outperforms a combination with PLEX, see Figure 15 and 16. Although the differences between the results are small, we believe DAG is better than PLEX. Not only is the algorithm of PLEX more complex than DAG, it also results in documents that are more complex. This means that not only the compression itself could suffer from performance problems, also querying the document would take more time.

## 4 Conclusions

In this paper we have evaluated the compression ratios of various combinations of compression techniques, both generic XML compression techniques and PXMLspecific compression techniques. As representative techniques, we took the DAG and PLEX methods for generic XML compression techniques, and simplification and redundant nodes removal for PXML-specific compression techniques.

We experimentally evaluated the compression ratios and overhead for the different methods and combination of methods. We used documents with an increasing amount of uncertainty. RRPP is the method that should always be used, since it removes useless nodes. The compression ratio can be improved by combining it with DAG or PLEX. Although both methods show good increasing compression ratio with increasing amount of uncertainty DAG is preferred, since the algorithm and the resulting document are less complex than with PLEX.

In terms of size reduction, it is not worth the effort of simplifying the document, since RRPP alone achieves almost the same reduction. However, simplifying the document comes with a more simple structure of the document, that might increase performance when querying the document or even navigating. If we look only at the size of the document, performing SIMP is not worth it. Besides compression ratio we also measured the amount of overhead as a consequence of additional bookkeeping necessary in the DAG and PLEX methods. The results showed that the amount of overhead was reasonable. The results gave no indication that the amount of overhead was problematic.

Although, the compression ratio is substantial, it can be increased even more. Furthermore, for PXML documents to be used in practice, not only performance in terms of compression but also time and space complexity of the compression and decompression algorithms need to be improved to be able to handle large documents. Finally, document size is only one factor in query and update performance. It is an open problem how query algorithms can be adapted to support the compressed formats. Also the influence of these adaptations on query performance may change the suitability of the investigated combinations of compression techniques.
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#### Abstract

In this paper we introduce a fixpoint semantics for quantitative logic programming, which is able to both combine and correlate evidence from different sources of information. Based on this semantics, we develop efficient algorithms that can answer queries for non-ground programs with the help of an SLD-like procedure. We also analyze the computational complexity of the algorithms and illustrate their uses.


## 1 Introduction

Quantitative logic programming is a widely popular approach for dealing with uncertainty and inconsistency in knowledge representation. The issue of combining evidence obtained from different sources has been known since the early attempts to develop expert systems for the medical and other domains [20]. However, researchers quickly realized the difficulty of addressing this issue formally and one of the most common ways to sidestep this problem is to arbitrarily assume that all information sources are independent.

Recently, the problem of combining correlated information obtained from distributed sources has been formally addressed by a new theory called Belief Logic Programming (BLP) [23]. BLP's semantics takes into account correlation of evidence obtained from different, but overlapping and, possibly, contradicting information sources. BLP's semantics is based on belief combination functions and is inspired by Dempster-Shafer theory of evidence [3, 18]. In our earlier work [23], we related BLP semantics to Dempster-Shafer theory and also showed the connection with certain forms of defeasible reasoning, such as Courteous Logic Programming [5] and, more generally, Logic Programming with Courteous Argumentation Theories (LPDA) [22].

However, the previous work didn't address the issues of efficient reasoning and query answering, especially for non-ground programs. The present paper presents a fixpoint semantics which coincides with the declarative semantics introduced in [23], and an efficient query answering algorithm, which can answer queries on non-ground programs with the help of an SLD-like procedure.

Although this paper is technically self-contained, it is a followup work on 23], which presented a model-theoretic semantics and detailed motivation for BLP. To avoid repetition, we do not rehash here the arguments showing limitations of the

[^35]earlier approaches-those based on probability theory, Fuzzy Logic, DempsterShafer theory, and other approaches [1, 2, 4, 6, 12, 14 17, 19, 21, 24].

The paper is organized as follows. Section 2 gives a brief overview of the syntax of BLP and necessary notions. Section 3 introduces the fixpoint semantics of BLP. The query answering algorithm and the SLD-like procedure are presented in Section 4. Section 5 concludes the paper.

## 2 Preliminaries

### 2.1 Syntax of BLP

A belief logic program (or a $b l p$, for short) is a set of annotated rules. Each annotated rule is of the form

$$
[v, w] X:- \text { Body }
$$

where $X$ is a positive atom and Body is a Boolean combination of atoms, i.e., a formula composed out of atoms and negated atoms by conjunction and disjunction. An atom in BLP has the form $p\left(t_{1}, \ldots, t_{n}\right)$, where $p$ is a predicate and $t_{i}$ is a constant or a variable, $1 \leq i \leq n$. We will use capital letters to denote positive atoms, e.g., $A$, and a bar over such a letter will denote negation, e.g., $\bar{A}$. The annotation $[v, w]$ is called a belief factor, where $v$ and $w$ are real numbers such that $0 \leq v \leq w \leq 1$.

The informal meaning of the above rule is that if Body is true, then this rule supports $X$ to the degree $v$ and $\bar{X}$ to the degree $1-w$. The difference, $w-v$, is the information gap (or the degree of ignorance) with regard to $X$.

Note that, in keeping with the theory of evidence, BLP uses what is known as explicit negation (or, strong negation) [13] rather than negation as failure. That is, if nothing is known about $A$, it only means that there is no evidence that $A$ holds; it does not mean that the negation of $A$ holds.

An annotated rule with empty body is called an annotated fact; it is often written as $[v, w] X$. In the remainder of this paper we will deal only with annotated rules and facts and refer to them simply as rules and facts.

Definition 1. Given a blp $\boldsymbol{P}$, an atom $X$ is said to depend on an atom $Y$

- directly, if $X$ is the head of a rule $R$ and $Y$ occurs in the body of $R$;
- indirectly, if $X$ is dependent on $Z$, and $Z$ depends on $Y$.

We require that in a ground blp no atom depends on itself. So, there can be no recursion among ground atoms, but recursion among predicates is possible. An extension of BLP that drops this restriction is future work.

### 2.2 Combination Functions

Definition 2. Let $D$ be the set of all belief factors, $\Phi: D \times D \rightarrow D$ is said to be a belief combination function if $\Phi$ is associative and commutative.

Due to the associativity of $\Phi$, we can extend it from two arguments to nullary case, single argument, and three and more arguments: $\Phi()=[0,1], \Phi([v, w])=$ $[v, w], \quad \Phi\left(\left[v_{1}, w_{1}\right], \ldots,\left[v_{k}, w_{k}\right]\right)=\Phi\left(\Phi\left(\left[v_{1}, w_{1}\right], \ldots,\left[v_{k-1}, w_{k-1}\right]\right),\left[v_{k}, w_{k}\right]\right)$. Note that the order of arguments in a belief combination function is immaterial, since such functions are commutative, so we often write such functions as functions on multisets of belief factors, e.g., $\Phi\left(\left\{\left[v_{1}, w_{1}\right], \ldots,\left[v_{k}, w_{k}\right]\right\}\right)$.

Different types of beliefs might require different ways to combine them, so predicates in the same blp might be using different combination functions. Here are some popular combination functions:

- Dempster's combination rule:
- $\Phi^{D S}([0,0],[1,1])=[0,1]$.
- $\Phi^{D S}\left(\left[v_{1}, w_{1}\right],\left[v_{2}, w_{2}\right]\right)=[v, w]$ if $\left\{\left[v_{1}, w_{1}\right],\left[v_{2}, w_{2}\right]\right\} \neq\{[0,0],[1,1]\}$, where $v=\frac{v_{1} \cdot w_{2}+v_{2} \cdot w_{1}-v_{1} \cdot v_{2}}{K}, w=\frac{w_{1} \cdot w_{2}}{K}$, and $K=1+v_{1} \cdot w_{2}+v_{2}$. $w_{1}-v_{1}-v_{2}$. In this case, $K \neq 0$ and thus $v$ and $w$ are well-defined.
- Maximum: $\Phi^{\max }\left(\left[v_{1}, w_{1}\right],\left[v_{2}, w_{2}\right]\right)=\left[\max \left(v_{1}, v_{2}\right), \max \left(w_{1}, w_{2}\right)\right]$.
- Minimum: $\Phi^{\min }\left(\left[v_{1}, w_{1}\right],\left[v_{2}, w_{2}\right]\right)=\left[\min \left(v_{1}, v_{2}\right), \min \left(w_{1}, w_{2}\right)\right]$.


### 2.3 Support and Belief Functions

Given a blp $\boldsymbol{P}$, the definitions of Herbrand Universe $U_{\boldsymbol{P}}$ and Herbrand Base $B_{\boldsymbol{P}}$ of $\boldsymbol{P}$ are the same as in the classical case. Each atom $X$ has an associated belief combination function, denoted $\Phi_{X}^{1}$ Intuitively, $\Phi_{X}$ is used to help determine the combined belief in $X$ accorded by the rules in $\boldsymbol{P}$ that support $X$.

Definition 3. A truth valuation over a set of atoms $\alpha$ is a mapping from $\alpha$ to $\{\mathbf{t}, \mathbf{f}, \mathbf{u}\}$. The set of all the truth valuations over $\alpha$ is denoted as $\mathcal{T} \operatorname{Val}(\alpha)$.

A truth valuation I for a blp $\boldsymbol{P}$ is a truth valuation over $B_{P}$. We often write $\mathcal{T} \mathcal{V}$ al $\left(B_{P}\right)$ as $\mathcal{T} \mathcal{V a l}(\boldsymbol{P})$.

Definition 4. A support function for a set of atoms $\alpha$ is a mapping $m_{\alpha}$ from $\mathcal{T} \mathcal{V}$ al $(\alpha)$ to $[0,1]$ such that $\sum_{I \in \mathcal{T} \mathcal{V} a l(\alpha)} m_{\alpha}(I)=1$.

The atom-set $\alpha$ is called the base of $m_{\alpha}$. A support function for a blp $\boldsymbol{P}$ is a mapping $m$ from $\mathcal{T} \mathcal{V a l}(\boldsymbol{P})$ to $[0,1]$ such that $\sum_{I \in \mathcal{T} \mathcal{V} a l(P)} m(I)=1$.

If $\alpha$ is a set of atoms, we will use $\mathcal{B o o l}(\alpha)$ to denote the set of all Boolean formulas constructed out of these atoms (i.e., using $\wedge, \vee$, and negation).

Definition 5. Given a truth valuation $I$ over a set of atoms $\alpha$ and a formula $F \in \mathcal{B o o l}(\alpha), I(F)$ is defined as in Lukasiewicz's three-valued logic: $I(A \vee B)=$ $\max (I(A), I(B)), I(A \wedge B)=\min (I(A), I(B))$, and $I(\bar{A})=\neg I(A)$, where $\mathbf{f}<$ $\mathbf{u}<\mathbf{t}$ and $\neg \mathbf{t}=\mathbf{f}, \neg \mathbf{f}=\mathbf{t}, \neg \mathbf{u}=\mathbf{u}$. We say that $I \models F$ if $I(F)=\mathbf{t}$.

Definition 6. A mapping bel : $\mathcal{B}$ ool $\left(B_{P}\right) \longrightarrow[0,1]$ is said to be a belief function for $\boldsymbol{P}$ if there exists a support function $m$ for $\boldsymbol{P}$, so that for all $F \in$ $\mathcal{B o o l}\left(B_{P}\right), \operatorname{bel}(F)=\sum_{I \in \mathcal{T} \mathcal{V} \text { al }(P) \text { such that } I \models F} m(I)$.

[^36]
## 3 Fixpoint Semantics of BLP

Belief functions form the basis for the model-theoretic semantics for blps introduced in [23]. However, such semantics does not provide any effective way of computing the models or answering queries. In this section, we introduce a fixpoint semantics for BLP, which will serve as a basis for the development of a query answering algorithm in subsequent sections. As is customary in logic programming, we define the semantics using ground (i.e., variable-free) blps. Later this is lifted to the non-ground case.

Definition 7. Suppose $I$ is a truth valuation over a set of atoms $\beta$ and $\alpha \subseteq \beta$. $A$ restriction of $I$ to $\alpha$, denoted $\left.I\right|_{\alpha}$, is the truth valuation over $\alpha$ such that $\forall X \in \alpha,\left.I\right|_{\alpha}(X)=I(X)$.

Definition 8. Let $I_{1}$ and $I_{2}$ be truth valuations over the sets of atoms $\alpha$ and $\beta$, respectively, where $\alpha \cap \beta=\varnothing$. The union of $I_{1}$ and $I_{2}$, denoted $I_{1} \uplus I_{2}$, is the truth valuation over $\alpha \cup \beta$ such that $\left.\left(I_{1} \uplus I_{2}\right)\right|_{\alpha}=I_{1}$ and $\left.\left(I_{1} \uplus I_{2}\right)\right|_{\beta}=I_{2}$. It is easy to see that $I_{1} \uplus I_{2}=I_{2} \uplus I_{1}$.

There is a special truth valuation whose domain is the empty set; we write it as $I_{\varnothing}: \varnothing \longrightarrow\{\mathbf{t}, \mathbf{f}, \mathbf{u}\}$. It is clear that $\mathcal{T} \mathcal{V} a l(\varnothing)=\left\{I_{\varnothing}\right\}$ and $\forall \alpha \forall I \in$ $\left.\mathcal{T} \mathcal{V} a l(\alpha) I\right|_{\varnothing}=I_{\varnothing}$. There is also a special support function whose base is the empty set: $m_{\varnothing}\left(I_{\varnothing}\right)=1$. We can see that $m_{\varnothing}$ is the only support function for $\varnothing$.

We define $\mathcal{S F}(\boldsymbol{P})$ to be the set of all support functions for $\boldsymbol{P}$ : $\mathcal{S} \mathcal{F}(\boldsymbol{P})=\{m \mid m$ is a support function for $\left.\alpha \in B_{P}\right\}$. Associated with each blp $\boldsymbol{P}$, there is an operator $\hat{T}_{\boldsymbol{P}}$, which takes a support function in $\mathcal{S \mathcal { F }}(\boldsymbol{P})$ as an argument and returns another support function in $\mathcal{S F}(\boldsymbol{P})$.

Definition 9. Let $\boldsymbol{P}$ be a blp, $\hat{T}_{\boldsymbol{P}}$ is a mapping from $\mathcal{S F}(\boldsymbol{P})$ to $\mathcal{S F}(\boldsymbol{P})$, defined as follows. For any support function $m$ in $\mathcal{S F}(\boldsymbol{P})$, let $\alpha$ be the base of $m$, let

$$
\operatorname{dep}(\alpha)=\left\{X \mid X \in B_{P}-\alpha, \text { and every atom that } X \text { depends on is in } \alpha\right\} .
$$

Then $\hat{T}_{P}(m)$ is a support function over the set of atoms $\alpha \cup \operatorname{dep}(\alpha)$ such that for every $I_{1} \in \mathcal{T} \mathcal{V a l}(\alpha)$ and $I_{2} \in \mathcal{T V} \operatorname{Val}(\operatorname{dep}(\alpha))$,

$$
\begin{equation*}
\hat{T}_{\boldsymbol{P}}(m)\left(I_{1} \uplus I_{2}\right)=m\left(I_{1}\right) \cdot \prod_{X \in \operatorname{dep}(\alpha)} \operatorname{Val}\left(\Phi_{X}\left(B F\left(X, \boldsymbol{P}, I_{1}\right)\right), I_{2}(X)\right) \tag{1}
\end{equation*}
$$

where $B F(X, \boldsymbol{P}, I)$ is the multiset of the belief factors of all the rules in $\boldsymbol{P}$, which have atom $X$ in head and whose bodies are true in $I$, and

$$
\operatorname{Val}([v, w], \tau)= \begin{cases}v, & \text { if } \tau=\mathbf{t} \\ 1-w, & \text { if } \tau=\mathbf{f} \\ w-v, & \text { if } \tau=\mathbf{u}\end{cases}
$$

In the special case when the base of $m$ is $B_{\boldsymbol{P}}$, we have $\hat{T}_{\boldsymbol{P}}(m)=m$.

It can be shown that $\hat{T}_{P}(m)$ is a support function because, for every $I_{1} \in$ $\mathcal{T} \mathcal{V a l}(\alpha)$, it is the case that $\sum_{I_{2} \in \mathcal{T} \mathcal{V a l}(\operatorname{dep}(\alpha))} \hat{T}_{\boldsymbol{P}}(m)\left(I_{1} \uplus I_{2}\right)=m\left(I_{1}\right)$ and, consequently, $\sum_{I_{1} \in \mathcal{T} \mathcal{V a l}(\alpha), I_{2} \in \mathcal{T} \mathcal{V} \operatorname{Val}(\operatorname{dep}(\alpha))} \hat{T}_{P}(m)\left(I_{1} \uplus I_{2}\right)=1$.

If the equation (1) looks mysterious, it should not be. All it says is that when we construct $\hat{T}_{P}(m)$ by expanding the base of the support function $m$ from $\alpha$ to $\alpha \cup \operatorname{dep}(\alpha)$, we split each support amount $m\left(I_{1}\right)$ according to the constituent components $\hat{T}_{P}(m)\left(I_{1} \uplus I_{2}\right)$. Each such component is assigned a fraction specified by the product $\prod_{X \in \operatorname{dep}(\alpha)}$ in (11). Product is used here because under a fixed truth valuation $I_{1}$ over $\alpha$, the rule-sets that fire in $I_{1}$ and have different heads are treated as independent and each member of the product represents the contribution of each particular head $X \in \operatorname{dep}(\alpha)$. In the contribution of a particular head, $X, \Phi_{X}\left(B F\left(X, \boldsymbol{P}, I_{1}\right)\right.$ is simply the combined belief factor $[v, w]$ of the rules that support $X$ in $I_{1}$. Val examines $I_{2}(X)$ and, depending on whether $I_{2}(X)$ is true, false, or unknown, interprets the first argument (the combined belief factor $[v, w]$ for $X$ ) as the degree of belief in $X$ (i.e., $v$ ), or in $\bar{X}$ (i.e., $1-w$ ), or as the uncertainty gap for $X$ (i.e., $w-v$ ).

Theorem 1. Let $\boldsymbol{P}$ be a blp. Starting with $m_{0}=m_{\varnothing}$, let $m_{k}$ be $\hat{T}_{P}^{\uparrow k}\left(m_{0}\right), k=$ $0,1, \ldots$ There is an integer $0 \leq n \leq\left|B_{P}\right|$ such that $m_{n}=m_{n+1}$. The support function $m_{n}$ coincides with the support function $\hat{m}_{P}$ defined in purely modeltheoretic terms in [23].

Theorem 1 shows that there is always a fixpoint for the $\hat{T}_{P}$ operator. And the fixpoint semantics coincides with the model-theoretic semantics defined in [23].

Definition 10. Let $\boldsymbol{P}$ be a blp and $m_{\omega}$ be the fixpoint of $\hat{T}_{\boldsymbol{P}}$. The model of $\boldsymbol{P}$ is the following belief function:

$$
\operatorname{model}(F)=\sum_{I \in \mathcal{T} \mathcal{V a l}(P) \text { such that } I \models F} m_{\omega}(I), \quad \text { where } F \in \mathcal{B} \text { ool }\left(B_{P}\right)
$$

It turns out that model is precisely the "correct" and unique belief function that one should expect: it provides each atom in the Herbrand base with precisely the right amount of support from all the applicable rules. Namely, if $S$ is a suitable set of the rules that support $A$ (see [23] for a precise formulation) then

$$
\frac{\operatorname{model}\left(A \wedge \bigwedge_{R \in \mathcal{S}} \operatorname{Body}(R)\right)}{\operatorname{model}\left(\bigwedge_{R \in \mathcal{S}} \operatorname{Body}(R)\right)}=v \quad \frac{\operatorname{model}\left(\bar{A} \wedge \bigwedge_{R \in \mathcal{S}} \operatorname{Body}(R)\right)}{\operatorname{model}\left(\bigwedge_{R \in \mathcal{S}} \operatorname{Body}(R)\right)}=1-w
$$

where $[v, w]=\Phi_{X}\left(B F_{\mathcal{S}}\right)$ and $B F_{\mathcal{S}}$ is the multiset of belief factors of rules in $\mathcal{S}$.

## 4 Query Answering

In this section we introduce proof DAGs and present an algorithm that uses proof DAGs for query answering. First, we consider only ground blps and queries, then in Section 4.3 we generalize the algorithm to non-ground blps and queries.

A ground query to a blp $\boldsymbol{P}$ is a statement of the form ? - Goal, where Goal $\in \mathcal{B}$ ool $\left(B_{P}\right)$. An answer to ground query ? - Goal is the belief by $\boldsymbol{P}$ in Goal.

Given a blp $\boldsymbol{P}$ and a ground query ? - Goal, let $\boldsymbol{P}_{g}$ be a rule-set composed of all the rules in $\boldsymbol{P}$ plus the additional rule of the form $[1,1] g:-$ Goal, where $g$ is a new proposition. The belief in Goal by $\boldsymbol{P}$ is equivalent to the belief in $g$ by $\boldsymbol{P}_{g}$. This simple standard trick simplifies the matters by allowing us to assume that all ground queries are simply singleton atoms.

To simplify the description of the main algorithm in this section, we assume that each rule, $R$, has a unique identifier, denoted $I D_{R}$ - a new propositional constant.

### 4.1 Proof DAG

We first introduce dependency $D A G s$, which represent derivation paths through which belief factors are propagated in a blp.

Definition 11. The dependency $\boldsymbol{D A G}, \mathcal{H}$, of a ground blp $\boldsymbol{P}$ is a directed acyclic bipartite graph whose nodes are partitioned into a set of atom nodes (a-nodes, for short) and rule nodes (r-nodes, for short). The nodes and edges are defined as follows:

- For each atom $A$ in $\boldsymbol{P}, \mathcal{H}$ has an a-node labeled $A$.
- For each rule $R$ in $\boldsymbol{P}, \mathcal{H}$ has an r-node labeled with proposition $I D_{R}$.
- For each rule $R$ in $\boldsymbol{P}$, an edge goes from the r-node labeled $I D_{R}$ to the a-node labeled with the atom in $R$ 's head.
- For each rule $R$ in $\boldsymbol{P}$ and each atom $A$ that appears in $R$ 's body, an edge goes from the a-node labeled $A$ to the r-node labeled $I D_{R}$.
- Each edge that goes from an r-node, labeled $I D_{R}$, to an a-node is labeled with the belief factor associated with the rule $R$.

Proof DAGs are defined next as subgraphs of dependency DAGs, which contain only the atoms and rules involved with particular queries.

Definition 12. Let $\mathcal{H}$ be the dependency $D A G$ of a ground blp $\boldsymbol{P}$. The proof $\boldsymbol{D A G}$ of $\boldsymbol{P}$ for a ground query $?-g$, denoted $\mathcal{H}_{g}$, is a subgraph of $\mathcal{H}$ such that

- Every node in $\mathcal{H}_{g}$ is connected to the a-node labeled $g$ by a directed path; and
$-\mathcal{H}_{g}$ contains all the nodes that are so connected to the a-node labeled $g$.
In dependency DAGs and proof DAGs, if there is an edge from node $A$ to node $B$ in a DAG, We call $A$ a child node of $B$ and $B$ a parent node of $A$.

Example 1. Figure 1 shows the proof DAG of the following blp for the query ? $-g$.

| $r g:$ | $[1,1]$ | $g$ | $:-$ | $b$ | $\vee$ | $e$ |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $r 1:$ | $[0.2,0.4]$ | $a$ | $:-$ | $b$ | $\wedge$ | $c$ | $r 4:$ | $[0.3,0.6]$ |
| $r 2:$ | $[0.8,0.8]$ | $e$ | $:-$ | $a$ | $\wedge$ | $c$ | $b 5:$ | $[1,1]$ |
| $r 3:$ | $[0.2,0.3]$ | $e$ | $:-$ | $b$ | $\wedge$ | $d$ | $r 6:$ | $c$ |



Fig. 1. The proof DAG for Example 1

Definition 13. Let $m_{\alpha}$ and $m_{\beta}$ be support functions for the sets of atoms $\alpha$ and $\beta$, respectively, where $\alpha \subseteq \beta$. We say $m_{\alpha}$ is a projection of $m_{\beta}$ on $\alpha$ if for every $I \in \mathcal{T} \mathcal{V}$ al $(\alpha), m_{\alpha}(I)=\sum_{J \in \mathcal{T} \mathcal{V} \text { al }(\beta) \text { where }\left.J\right|_{\alpha}=I} m_{\beta}(J)$. (Recall that $\left.J\right|_{\alpha}$ is defined in Definition 7. )

It is clear that for any support function $m$ and any subset $\alpha$ of $m$ 's base, there exists one and only one projection of $m$ on $\alpha$. We denote it by projection $(m, \alpha)$.

If $\alpha$ is a set of atoms and $\tau \in\{\mathbf{t}, \mathbf{f}, \mathbf{u}\}$, we will use $\{\alpha \rightarrow \tau\}$ to denote the constant truth valuation over $\alpha$, which maps every atom $X \in \alpha$ to $\tau$. If $\alpha=\{A\}$ is a singleton set, we will simply write $\{A \rightarrow \tau\}$ instead of $\{\{A\} \rightarrow \tau\}$.

Algorithm 1 computes answers to the query $?-g$, i.e., the degree of belief in $g$. The algorithm is based on the same idea as the fixpoint semantics: for every node $X$ in the post-order traversal, the algorithm first expands $m$ from the base Base to a larger base Base $\cup\{X\}$. The difference is that Algorithm 1 then projects $m$ to a smaller base by throwing out the nodes which are no longer needed for the rest of the computation. Each r-node $I D_{R}$ represents the statement that the body of rule $R$ is true and is used to facilitate the computation.

Theorem 2 (Correctness of Algorithm 1). Given a ground blp $\boldsymbol{P}$ and a ground query ? - $g$, let model be the model of $\boldsymbol{P}$ and $\operatorname{bel}(g)$ be the outcome of Algorithm 1. The algorithm is correct in the sense that $\operatorname{bel}(g)=\operatorname{model}(g)$.

Example 2. Algorithm 1 does not specify any concrete post-order traversal to use. One possible order of traversal for the proof DAG in Figure 1 is: $\langle r 5, c, r 4, b$, $r 1, a, r 2, r 6, d, r 3, e, r g, g\rangle$. With this traversal, the base of the support function

```
Algorithm 1. Query answering by traversing proof DAG
Input: A ground blp \(\boldsymbol{P}\), a ground query ? - \(g\), and the proof DAG, \(\mathcal{H}\), of \(\boldsymbol{P}\) and of
    the query \(?-g\).
Output: The answer to the query ? - \(g\), i.e., the degree of belief in \(g\).
    Let \(X_{1}, \ldots, X_{n}\) be a post-order traversal of \(\mathcal{H}\).
    \(m \Leftarrow m_{\varnothing} ; \quad\) Visited \(\Leftarrow \varnothing ; \quad\) Base \(\Leftarrow \varnothing\);
    for \(i=1\) to \(n\) do
        if \(X\) is an a-node labeled with an atom \(A\) then
            Initialize a new support function \(m^{\prime}\) for Base \(\cup\{A\}\).
            Let \(I d_{1}, \ldots, I d_{k}\) be the labels of the child r-nodes of \(X\).
            for all \(I \in \mathcal{T} \mathcal{V}\) al(Base) such that \(m(I) \neq 0\) do
                \(\mathcal{S} \Leftarrow \varnothing\);
                for \(j=1\) to \(k\) do
                    if \(I\left(I d_{j}\right)=\mathbf{t}\) then
                    Let \(\left[V_{j}, W_{j}\right]\) be the belief factor of the rule identified by \(I d_{j}\).
                    \(\mathcal{S} \Leftarrow \mathcal{S} \cup\left\{\left[V_{j}, W_{j}\right]\right\} ;\)
                    end if
                end for
                \([V, W] \Leftarrow \Phi_{A}(\mathcal{S})\);
                \(m^{\prime}(I \uplus\{A \rightarrow \mathbf{t}\}) \Leftarrow m(I) \cdot V ;\)
            \(m^{\prime}(I \uplus\{A \rightarrow \mathbf{f}\}) \Leftarrow m(I) \cdot(1-W) ;\)
            \(m^{\prime}(I \uplus\{A \rightarrow \mathbf{u}\}) \Leftarrow m(I) \cdot(W-V) ;\)
            end for
            \(m^{\prime} \Leftarrow \operatorname{projection}\left(m^{\prime}\right.\), Base \(\left.\cup\{A\}-\left\{I d_{1}, \ldots, I d_{k}\right\}\right)\);
            \(m \Leftarrow m^{\prime} ;\) Visited \(\Leftarrow\) Visited \(\cup\{A\} ;\) Base \(\Leftarrow\) Base \(\cup\{A\}-\left\{\right.\) Id \(\left._{1}, \ldots, I d_{k}\right\}\);
        else /* \(X\) is an r-node labeled with \(I d\) which is the identifier of rule \(R\). */
            Initialize a new support function \(m^{\prime}\) for Base \(\cup\{I d\}\).
            Let \(A_{1}, \ldots, A_{k}\) be the labels of the child a-nodes of \(X\).
            Let \(F\) be the body of \(R\).
            for all \(I \in \mathcal{T} \mathcal{V}\) al(Base) such that \(m(I) \neq 0\) do
                for all \(\tau \in\{\mathbf{t}, \mathbf{f}, \mathbf{u}\}\) do
                    if \(\tau=I(F)\) then
                    \(m^{\prime}(I \uplus\{I d \rightarrow \tau\}) \Leftarrow m(I) ;\)
                    end if
            end for
            end for
            \(\alpha \Leftarrow \varnothing\);
            for \(i=1\) to \(k\) do
                if every parent node of \(A_{i}\) is in Visited then
                    \(\alpha \Leftarrow \alpha \cup\left\{A_{i}\right\} ;\)
            end if
            end for
            \(m^{\prime} \Leftarrow \operatorname{projection}\left(m^{\prime}, \operatorname{Base} \cup\{I d\}-\alpha\right)\);
            \(m \Leftarrow m^{\prime} ; \quad\) Visited \(\Leftarrow\) Visited \(\cup\{I d\} ;\) Base \(\Leftarrow\) Base \(\cup\{I d\}-\alpha ;\)
        end if
    end for
    return \(\sum_{I \in \mathcal{T} \mathcal{V a l ( B a s e ) , I ( g ) = \mathbf { t }}} m(I)\)
```

$m$ changes during the runtime of Algorithm 1 in the following order: $\{r 5\},\{c\}$, $\{c, r 4\},\{c, b\},\{c, b, r 1\},\{c, b, a\},\{b, r 2\},\{b, r 2, r 6\},\{b, r 2, d\},\{b, r 2, r 3\},\{b, e\}$, $\{r g\},\{g\}$. Suppose $\Phi_{e}=\Phi^{D S}$, the output of Algorithm 1 is $\operatorname{bel}(g)=0.3$.

### 4.2 Complexity

First we derive complexity bounds for the unoptimized fixpoint computation in Section 3. It is easy to see that the space complexity is bounded by the domain size of the final and largest support function, which is $O\left(3^{\left|B_{P}\right|}\right)$. For the time complexity, consider the operator $\hat{T}_{P}$ from Definition 9. During the execution of the fixpoint semantics, each rule is processed exactly once by the operator $\hat{T}_{P}$, and the computation is dominated by evaluating the rule body under each truth valuation over the base of the current support function. Therefore, the time complexity of processing a rule $R$ is bounded by $O\left(|\operatorname{Bod} y(R)| \cdot 3^{\left|B_{P}\right|}\right)$, where $|\operatorname{Body}(R)|$ denotes the size of the body of $R$, and the overall complexity of the fixpoint semantics is $O\left(\sum_{R \in P}|\operatorname{Body}(R)| \cdot 3^{\left|B_{P}\right|}\right)$.

The complexity of Algorithm 1 is much lower. First of all, the space complexity is bounded by the domain size of the largest support function. Let $M$ be the maximum among the sizes of support function bases constructed during the run of the algorithm. Then space complexity is $O\left(3^{M}\right)$. The time needed to construct the proof DAG $\mathcal{H}$ for a query is the same as the time needed to find all the proof paths in classical deductive databases (with certainty factors removed): it is polynomial in the size of the data. Then the algorithm performs a post-order traversal of $\mathcal{H}$. At each step, when visiting a node, $X$, it tries to expand the support function $m_{\mathcal{S}}$ from the base $\mathcal{S}$ to $\mathcal{S} \cup\{X\}$. By the same argument as in the previous paragraph, the time complexity for processing each rule $R$ is bounded by $O\left(|\operatorname{Body}(R)| \cdot 3^{M}\right)$. Therefore, since each rule is processed by exactly one step of the algorithm, the overall time complexity is bound by $O\left(\sum_{R \in \mathcal{T}}|\operatorname{Body}(R)| \cdot 3^{M}\right)$, where $\mathcal{T}$ is the set of rules that appear in $\mathcal{H}$.

It is clear from the query answering algorithm that, compared to the stock fixpoint computation, it requires less space in a typical run by "garbage-collecting" atoms in the base of the support function. It is less clear where the time savings come from. The two time complexity bounds estimates above indicate that the exponent has dominant effect. For instance, in Example 2, the fixpoint computation yields the exponent $\left|B_{P}\right|=6$. In contrast, the exponent for the query answering algorithm is $M=3$.

It is interesting to note that different traversals of the proof DAG might generate support function bases whose maximum sizes vary greatly. An important issue is, therefore, finding heuristics that produce smaller bases.

### 4.3 Non-ground Cases

Now we turn to non-ground programs and non-ground queries.
A non-ground query to a blp $\boldsymbol{P}$ is a statement of the form ? - Goal, where Goal is a Boolean combination of non-ground atoms. A ground instance goal of Goal is called a positive instance of Goal if goal is entailed by $\boldsymbol{P}$ with a
positive belief. An answer to non-ground query ? - Goal is any positive instance goal of Goal, together with the belief in goal. Using the same trick as for ground queries, we can make the assumption that all non-ground queries are simply singleton non-ground atoms.

The main problem in answering queries to non-ground blps is how to construct proof DAGs without grounding the whole program and constructing the whole dependency DAG. It turns out that a procedure in the style of SLD-resolution can solve this problem and even construct a pruned proof DAG which does not contain atom that is not supported at all or rules that never fires.

First, recall that SLD-resolutions can only be applied to programs without body-disjunctions, while blps might have such disjunctions. Fortunately, every blp can be transformed into an equivalent blp without body-disjunctions.

Definition 14. For any blp P, its non-disjunctive equivalent, nodisjunct $(\boldsymbol{P})$, is obtained from $\boldsymbol{P}$ by replacing every rule $R$ of the form

$$
[v, w] H:-B_{o d} y_{1} \vee \cdots \vee \text { Body }_{k} .
$$

where $k>1$ and Body $(1 \leq i \leq k)$ are conjunctions of literals, with a set of rules of the form

$$
\begin{array}{lll}
{[v, w] H} & :- & H_{R} . \\
{[1,1] H_{R}} & :- & \text { Body } .
\end{array} \quad 1 \leq i \leq k .
$$

where $H_{R}$ is a new predicate that does not appear anywhere else in nodisjunct $(\boldsymbol{P})$ and $H_{R}$ has the same arguments (variables) as $H$ does.

Theorem 3. Let $\boldsymbol{P}$ be a blp, $\mathrm{bel}_{1}$ be the model of $\boldsymbol{P}$, and $\mathrm{bel}_{2}$ be the model of nodisjunct $(\boldsymbol{P})$. If all combination functions in $\boldsymbol{P}$ have the property $\Phi([1,1],[1,1])$ $=[1,1]$ then bel $_{1}(F)=\operatorname{bel}_{2}(F)$ for all $F \in \mathcal{B o o l}\left(B_{P}\right)$.

In other words, the models of $\boldsymbol{P}$ and nodisjunct $(\boldsymbol{P})$ coincide where it matters. From now on we assume that blps do not have disjunctions in rule bodies.

Definition 15. The pruned proof $\boldsymbol{D} \boldsymbol{A} \boldsymbol{G}$ of a ground blp $\boldsymbol{P}$ for a ground query $?-g$ is obtained from the proof $D A G$ of $\boldsymbol{P}$ for $?-g$ by the following steps:

- Mark all leaf a-nodes as "failed" and all leaf r-nodes as "non-failed".
- Perform a post-order traversal to mark every node as follows:
- If an a-node has at least one child r-node which is marked "non-failed," mark the a-node as "non-failed;" otherwise, mark the a-node as "failed."
- If an r-node has at least one child a-node which is marked "failed," mark the r-node as "failed;" otherwise, mark the r-node as "non-failed."
- Delete all the nodes which are marked as "failed."
- Delete all the nodes which are not connected to the a-node $g$.

It is clear that pruned proof DAG contains all the necessary information to answer ? - $g$, and executing Algorithm 1 on pruned proof DAGs eliminates unnecessary computation compared to running it without pruning the DAGs.

Now we define SLD-trees on non-ground programs and queries, which we will use in Algorithm 2 to construct the pruned proof DAGs.

Definition 16. An $\boldsymbol{S L D}$-tree for a blp $\boldsymbol{P}$ and a query ? - $G$ (both $\boldsymbol{P}$ and $G$ can be non-ground) is constructed by the following steps:

- Add a node labeled with ? - $G$ as root.
- Repeat the following until no nodes can be added:

Let o be a leaf node labeled with ? $-G_{1} \wedge \ldots \wedge G_{n}$, for every rule $R$ in $\boldsymbol{P}$ of the form $[v, w] A:-B_{1} \wedge \ldots \wedge B_{m}$ such that $G_{1}$ and $A$ or $G_{1}$ and $\bar{A}$ unify with the most general unifier (mgu) $\theta$,

- Add a node o' labeled with ? - $\left(B_{1} \wedge \ldots \wedge B_{m} \wedge G_{2} \wedge \ldots \wedge G_{n}\right) \theta$;
- Add an edge from o to o' and label that edge with a triple $\left\langle\theta, I D_{R}, \operatorname{Vars} \theta\right\rangle$, where $I D_{R}$ is the identifier of $R$ and Vars is the list of variables in $R$.

In a special case when o above is labeled with $?-G_{1}$ (has only one atom) and $R$ above is a fact that unifies with $G_{1}$ or $\overline{G_{1}}, o^{\prime}$ becomes a leaf node labeled with ? - \{\}. We call it a success node.

- Delete the nodes and edges that are not connected to any success node.

Using the SLD-tree for ? - $G$, Algorithm 2 constructs the set of pruned proof DAGs for the grounding of $\boldsymbol{P}$ and each query $?-g$, where $g$ is a positive instance of $G$. The query ? - $G$ can then be answered by applying Algorithm 1 on the output of Algorithm [2,

```
Algorithm 2. Construct pruned proof DAGs from SLD-tree
Input: An SLD-tree, \(\mathcal{T}\), of \(\boldsymbol{P}\) and of the query ? - \(G\).
Output: Set, the set of pruned proof DAGs for the grounding of \(\boldsymbol{P}\) and each query
    ? - \(g\), where \(g\) is a positive instance of \(G\).
    \(\mathcal{H S} \Leftarrow \varnothing ; \Theta \Leftarrow \varnothing ;\)
    for all path, path, in \(\mathcal{T}\) from root to a leaf node labeled ? \(-\{ \}\) do
        Let \(\theta\) be the composition of all the mgu's labeled along path, \(\Theta \Leftarrow \Theta \cup\{\theta\}\);
        for all edge \(e\) along path do
            Let \(I D_{R}\) be the rule identifier labeled on \(e\) and \(R\) the corresponding rule.
            Let Vars be the variable list labeled on \(e\).
            \(\operatorname{Insert}\left(\mathcal{H S}\right.\), an r-node labeled with \(\left.I D_{R}(\operatorname{Vars} \theta)\right)\);
            /* Insert means insert a node or an edge if it is not already in the graph */
            Insert \((\mathcal{H S}\), an a-node labeled with \(\operatorname{head}(R) \theta)\);
            Insert \(\left(\mathcal{H S}\right.\), edge \(\left(I D_{R}(\operatorname{Vars} \theta)\right.\), head \(\left.\left.(R) \theta\right)\right)\);
            label the new edge with the belief factor of \(R\).
            for all atom \(A\) in the body of \(R\) do
                \(\operatorname{Insert}(\mathcal{H S}\), an a-node labeled with \(A \theta)\);
                Insert( \(\mathcal{H S}\), edge( \(A \theta, I D_{R}(\) Vars \(\left.\left.\theta)\right)\right)\);
            end for
        end for
    end for
    Set \(\Leftarrow\{\mathcal{H} \mid \exists \theta \in \Theta, \mathcal{H}\) is a subgraph of \(\mathcal{H S}\) which contains all the nodes that are
    connected to a node labeled with \(g \theta\}\)
    return Set
```

Example 3. Consider a system that assesses the risk for people getting a certain disease. The relevant inference rules and facts can be expressed as follows:

| $@ r 1$ | $[0.2,1]$ | disease $(X):-$ little_sports $(X)$. |  |  |  |
| :--- | ---: | :--- | :--- | :--- | :--- | :--- |
| $@$ | @ 2 | $[0.1,1]$ | disease $(X):-$ favorite $(X, Y)$, unhealthy $(Y)$. |  |  |
| $@ r 3$ | $[1,1]$ | little_sports $(p 1)$. |  |  |  |
| $@ r 4$ | $[1,1]$ | favorite $(p 1, a)$. | $@ r 5$ | $[1,1]$ | favorite $(p 1, b)$. |
| $@ r 6$ | $[1,1]$ | favorite $(p 1, c)$. | $@ r 7$ | $[1,1]$ | favorite $(p 2, a)$. |
| $@ r 8$ | $[1,1]$ | favorite $(p 2, d)$. | $@ r 9$ | $[1,1]$ | favorite $(p 2, e)$. |
| $@ r 10$ | $[1,1]$ | favorite $(p 3, b)$. | $@ r 11$ | $[1,1]$ | favorite $(p 3, f)$. |
| $@ r 12$ | $[1,1]$ | unhealthy $(a)$. | $@ r 13$ | $[1,1]$ | unhealthy $(d)$. |

Figure 2 shows an SLD-tree for this program and the query ? - disease $(X)$. The pruned proof DAGs are shown in Figure 3 Suppose $\Phi_{\text {disease }}=\Phi^{D S}$. Then the result is $\{\langle\operatorname{disease}(p 1)$, belief : 0.28$\rangle,\langle\operatorname{disease}(p 2)$, belief : 0.19$\rangle\}$.


Fig. 2. SLD-tree for Example 3


Fig. 3. Pruned proof DAGs for Example 3

## 5 Conclusions

We presented a fixpoint semantics for Belief Logic Programming (BLP) and optimized algorithms for answering general BLP queries. The current version of the BLP semantics does not permit recursion at the ground level, which is left as future work. Another interesting future direction is combining BLP with annotated logic programming (7].
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# Towards Effective Elicitation of NIN-AND Tree Causal Models 
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#### Abstract

To specify a Bayes net (BN), a conditional probability table (CPT), often of an effect conditioned on its $n$ causes, needs assessed for each node. It generally has the complexity exponential on $n$. Noisy-OR reduces the complexity to linear, but can only represent reinforcing causal interactions. The non-impeding noisy-AND (NIN-AND) tree is the first causal model that explicitly expresses reinforcement, undermining, and their mixture. It has linear complexity, but requires elicitation of a tree topology for types of causal interactions. We study their topology space and develop two novel techniques for more effective elicitation.


## 1 Introduction

To specify a BN, a CPT needs to be assessed for each non-root node. It is often advantageous to construct BNs along the causal direction, in which case a CPT is the distribution of an effect conditioned on its $n$ causes. In general, assessment of a CPT has the complexity exponential on $n$.

Noisy-OR [7] is the most well known technique that reduces this complexity to linear. A number of extensions have also been proposed such as [435]. However, noisy-OR, noisy-AND [3], as well as related techniques, can only represent causal interactions that are reinforcing [9. The NIN-AND tree [9] extends noisy-OR and provides the first causal model that explicitly expresses reinforcing and undermining causal interactions, as well as their mixture. It requires elicitation of a linear number of probability parameters and, in addition, a tree topology which specifies the types of causal interactions among causes.

The elicitation relies on expert to describe the tree topology. When the number of causes is more than four or five, accurate description may be challenging. We study the topology space of NIN-AND tree models and develop novel techniques for more effective elicitation. One allows expert to select a topology from an enumeration. Another allows expert to specify only types of pairwise interactions among causes, from which a unique tree topology is identified.

## 2 Background

This section is mostly based on [9]. An uncertain cause is a cause that can produce an effect but does not always do so. Denote a set of binary cause variables as $X=\left\{c_{1}, \ldots, c_{n}\right\}$ and their effect variable (binary) as $e$. For each $c_{i}$, denote
$c_{i}=$ true by $c_{i}^{+}$and $c_{i}=$ false by $c_{i}^{-}$. Similarly, denote $e=$ true by $e^{+}$and $e=$ false by $e^{-}$.

A causal event refers to an event that a cause $c_{i}$ caused an effect $e$ to occur successfully when all other causes of $e$ are absent. Denote this causal event by $e^{+} \leftarrow c_{i}^{+}$and its probability by $P\left(e^{+} \leftarrow c_{i}^{+}\right)$. The causal failure event, where $e$ is false when $c_{i}$ is true and all other causes of $e$ are false, is denoted as $e^{+} \nleftarrow c_{i}^{+}$. Denote the causal event that a set $X=\left\{c_{1}, \ldots, c_{n}\right\}$ of causes caused $e$ by $e^{+} \leftarrow c_{1}^{+}, \ldots, c_{n}^{+}$or $e^{+} \leftarrow \underline{x}^{+}$. Denote the set of all causes of $e$ by $C$. The CPT $P(e \mid C)$ relates to probabilities of causal events as follows: If $C=\left\{c_{1}, c_{2}, c_{3}\right\}$, then $P\left(e^{+} \mid c_{1}^{+}, c_{2}^{-}, c_{3}^{+}\right)=P\left(e^{+} \leftarrow c_{1}^{+}, c_{3}^{+}\right)$. Note that $C$ is assumed to include a leaky variable (if any) to capture causes that we do not wish to represent explicitly, and hence $P\left(e^{+} \mid c_{1}^{-}, c_{2}^{-}, c_{3}^{-}\right)=0$.

Causes reinforce each other if collectively they are at least as effective in causing the effect as some acting by themselves. If collectively they are less effective, then they undermine each other. Note that if $C=\left\{c_{1}, c_{2}\right\}$ and $c_{1}$ and $c_{2}$ undermine each other, then all the following hold:

$$
\begin{gathered}
P\left(e^{+} \mid c_{1}^{-}, c_{2}^{-}\right)=0, \quad P\left(e^{+} \mid c_{1}^{+}, c_{2}^{-}\right)>0, \quad P\left(e^{+} \mid c_{1}^{-}, c_{2}^{+}\right)>0 \\
P\left(e^{+} \mid c_{1}^{+}, c_{2}^{+}\right)<\min \left(P\left(e^{+} \mid c_{1}^{+}, c_{2}^{-}\right), P\left(e^{+} \mid c_{1}^{-}, c_{2}^{+}\right)\right)
\end{gathered}
$$

The following Def. 1 defines the two types of causal interactions generally. Note that reinforcement and undermining occur between individual variables as well as sets of variables. For instance, variables within each of two sets can be reinforcing, while the two sets can undermine each other. Hence, each $W_{i}$ in Def. 1 is not necessarily a singleton.

Def. 1. Let $R=\left\{W_{1}, W_{2}, \ldots\right\}$ be a partition of a set $X$ of causes, $R^{\prime} \subset R$ be any proper subset of $R$, and $Y=\cup_{W_{i} \in R^{\prime}} W_{i}$. Sets of causes in $R$ reinforce each other, iff

$$
\forall R^{\prime} P\left(e^{+} \leftarrow \underline{y}^{+}\right) \leq P\left(e^{+} \leftarrow \underline{x}^{+}\right)
$$

Sets of causes in $R$ undermine each other, iff

$$
\forall R^{\prime} P\left(e^{+} \leftarrow \underline{y}^{+}\right)>P\left(e^{+} \leftarrow \underline{x}^{+}\right)
$$

Disjoint sets of causes $W_{1}, \ldots, W_{m}$ satisfy failure conjunction iff

$$
\left(e^{+} \nleftarrow \underline{w}_{1}^{+}, \ldots, \underline{w}_{m}^{+}\right)=\left(e^{+} \nleftarrow \underline{w}_{1}^{+}\right) \wedge \ldots \wedge\left(e^{+} \nleftarrow \underline{w}_{m}^{+}\right) .
$$

That is, collective failure is attributed to individual failures. They also satisfy failure independence iff

$$
P\left(\left(e^{+} \nleftarrow \underline{w}_{1}^{+}\right) \wedge \ldots \wedge\left(e^{+} \nleftarrow \underline{w}_{m}^{+}\right)\right)=P\left(e^{+} \nleftarrow \underline{w}_{1}^{+}\right) \ldots P\left(e^{+} \nleftarrow \underline{w}_{m}^{+}\right)
$$

Disjoint sets of causes $W_{1}, \ldots, W_{m}$ satisfy success conjunction iff

$$
e^{+} \leftarrow \underline{w}_{1}^{+}, \ldots, \underline{w}_{m}^{+}=\left(e^{+} \leftarrow \underline{w}_{1}^{+}\right) \wedge \ldots \wedge\left(e^{+} \leftarrow \underline{w}_{m}^{+}\right)
$$

That is, collective success requires individual effectiveness. They also satisfy success independence iff

$$
P\left(\left(e^{+} \leftarrow \underline{w}_{1}^{+}\right) \wedge \ldots \wedge\left(e^{+} \leftarrow \underline{w}_{m}^{+}\right)\right)=P\left(e^{+} \leftarrow \underline{w}_{1}^{+}\right) \ldots P\left(e^{+} \leftarrow \underline{w}_{m}^{+}\right)
$$

It has been shown that causes are reinforcing when they satisfy failure conjunction and independence, and they are undermining when they satisfy success conjunction and independence. Hence, undermining can be modeled by a direct


Fig. 1. Direct (left) and dual (right) NIN-AND gates

NIN-AND gate (Fig. 1 left), and reinforcement by a dual NIN-AND gate (right).
As per Def. 1, a set of causes can be reinforcing (undermining), but the set is undermining (reinforcing) with another set. Such causal interaction can be modeled by a NIN-AND tree. As shown in Fig. 2 (a), causes $c_{1}$ through $c_{3}$ are undermining, and they are collectively reinforcing $c_{4}$. The following defines NIN-AND tree models in general:

Def. 2. An NIN-AND tree is a directed tree for effecte and a set $X=\left\{c_{1}, \ldots, c_{n}\right\}$ of occurring causes.

1. There are two types of nodes. An event node (a black oval) has an in-degree $\leq 1$ and an out-degree $\leq 1$. A gate node (a NIN-AND gate) has an in-degree $\geq 2$ and an out-degree 1 .
2. There are two types of links, each connecting an event and a gate along input-to-output direction of gates. A forward link (a line) is implicitly directed. A negation link (with a white oval at one end) is explicitly directed.
3. Each terminal node is an event labeled by a causal event $e^{+} \leftarrow y^{+}$or $e^{+} \nleftarrow$ $\underline{y}^{+}$. There is a single leaf (no child) with $\underline{y}^{+}=\underline{x}^{+}$, and the gate it connects to is the leaf gate. For each root (no parent; indexed by i), $\underline{y}_{i}^{+} \subset \underline{x}^{+}$, $\underline{y}_{j}^{+} \cap \underline{y}_{k}^{+}=\emptyset$ for $j \neq k$, and $\bigcup_{i} \underline{y}_{i}^{+}=\underline{x}^{+}$.
4. Inputs to a gate $g$ are in one of two cases:
(a) Each is either connected by a forward link to a node labeled $e^{+} \leftarrow \underline{y}^{+}$, or by a negation link to a node labeled $e^{+} \nleftarrow \underline{y}^{+}$. The output of $\bar{g}$ is connected by a forward link to a node labeled $e^{+} \cup_{i} \underline{y}_{i}^{+}$.
(b) Each is either connected by a forward link to a node labeled $e^{+} \nleftarrow \underline{y}^{+}$, or by a negation link to a node labeled $e^{+} \leftarrow \underline{y}^{+}$. The output of $\bar{g}$ is connected by a forward link to a node labeled $e^{+} \nleftarrow \cup_{i} \underline{y}_{i}^{+}$.

An NIN-AND tree model for effect $e$ and its causes $C$ can be obtained by eliciting a tree topology with $|C|$ roots plus $|C|$ single-cause probabilities $P\left(e^{+} \leftarrow c_{i}^{+}\right)$. The CPT $P(e \mid C)$ can then be derived using the model. For each $P\left(e^{+} \mid c_{i}, \ldots, c_{j}\right)$, first modify the model to remove roots corresponding to inactive causes, i.e., $c_{i}=$ $c_{i}^{-}$, and related gates if necessary. Then apply algorithm GetCausalEventProb below to the modified tree. It recursively processes from the leaf to roots. As soon as probabilities of input events to a gate is obtained, probability of its output event is computed.

## Algorithm 1. GetCausalEventProb(T)

Input: A NIN-AND tree $T$ of leaf $v$ and leaf gate $g$, with root probabilities specified.
for each node $w$ directly inputting to $g$, do if $P(w)$ is not specified, denote the sub-NIN-AND-tree with $w$ as the leaf by $T_{w}$; $P(w)=$ GetCausalEventProb $\left(T_{w}\right)$;
if $(w, g)$ is a forward link, $P^{\prime}(w)=P(w)$;
else $P^{\prime}(w)=1-P(w)$;
return $P(v)=\prod_{w} P^{\prime}(w) ;$
By default, each root event in a NIN-AND tree is a single-cause event, and all causal interactions satisfy failure (or success) conjunction and independence. If a subset of causes do not satisfy these assumptions, suitable multi-cause probabilities $P\left(e^{+} \leftarrow \underline{x}^{+}\right)$, where $X \subset C$, can be directly elicited and incorporated into the NIN-AND tree model. Hence, by trading efficiency, any non-deterministic CPT can be encoded through NIN-AND trees. The default is assumed in this paper.

## 3 Minimal NIN-AND Tree Topology Space

NIN-AND tree models allow a CPT of generally exponential complexity to be obtained by eliciting a tree topology and a linear number of probabilities of single-cause events. Reference [9] relies on human expert to describe the tree topology. One alternative is to show expert all possible tree topologies so that one can be selected. We study the space of NIN-AND trees below so that tree topologies can be enumerated.

First of all, what qualifies as an individual in the space? For instance, it would be undesirable that two distinct topologies in the space correspond to the same CPT. Consider the two NIN-AND trees in Fig. 2, Although the topologies appear different, given an identical set of single-cause probabilities, they yield the same probability $P\left(e^{+} \nleftarrow c_{1}^{+}, c_{2}^{+}, c_{3}^{+}, c_{4}^{+}\right)$. Hence, it is desirable that only one of them is deemed legal in the topology space.

We establish below associativity of NIN-AND gates, which allows identification of equivalent topologies such as the above. Proposition 1 shows that an NIN-AND tree of multiple dual NIN-AND gates is equivalent to a single gate.


Fig. 2. NIN-AND trees depicting the same causal model

Proposition 1. Let $T$ be an NIN-AND tree for $n \geq 3$ causes with $m \geq 1$ dual NIN-AND gates, and $P\left(e^{+} \leftarrow c_{1}^{+}, \ldots, c_{n}^{+}\right)$be the probability of the causal event obtained from $T$. Let $T^{\prime}$ be a single dual NIN-AND gate for the same causes and $P^{\prime}\left(e^{+} \leftarrow c_{1}^{+}, \ldots, c_{n}^{+}\right)$the probability from $T^{\prime}$. Then $P\left(e^{+} \leftarrow c_{1}^{+}, \ldots, c_{n}^{+}\right)=$ $P^{\prime}\left(e^{+} \leftarrow c_{1}^{+}, \ldots, c_{n}^{+}\right)$.
Proof: We prove by induction on the number of gates in $T$. For $m=1, T$ and $T^{\prime}$ are identical. Applying GetCausalEventProb to $T$, we obtain

$$
P\left(e^{+} \nleftarrow c_{1}^{+}, \ldots, c_{n}^{+}\right)=P^{\prime}\left(e^{+} \nleftarrow c_{1}^{+}, \ldots, c_{n}^{+}\right)=\prod_{i=1}^{n} P\left(e^{+} \nleftarrow c_{i}^{+}\right)
$$

Assume that the proposition holds for $m=1,2, \ldots, k$ where $k \geq 1$. Below we consider $m=k+1$.

Let $g$ denote the leaf gate of $T$. Since $k \geq 1$ and $m \geq 2$, there exists a gate $t$ that outputs to $g$. Let $v$ be the output event of $t$. Let $S$ denote the subtree seated at $v$ and for a subset $X$ of causes. In other words, $v$ is the leaf in $S . S$ is a valid NIN-AND tree with no more than $k$ gates. By inductive assumption, applying GetCausalEventProb to $S$, we obtain

$$
P\left(e^{+} \nleftarrow \underline{x}^{+}\right)=\prod_{c_{i} \in X} P\left(e^{+} \nleftarrow c_{i}^{+}\right)
$$

The above argument holds for each gate $t$. When GetCausalEventProb is applied to the leaf node in $T$, the probability of the corresponding event is the product of the probability of each input event to $g$. Hence,

$$
P\left(e^{+} \nleftarrow c_{1}^{+}, \ldots, c_{n}^{+}\right)=\prod_{i=1}^{n} P\left(e^{+} \nleftarrow c_{i}^{+}\right)
$$

when $m=k+1$.
Proposition 2 shows that an NIN-AND tree of multiple direct NIN-AND gates is equivalent to a single direct NIN-AND gate. It can be proven similarly as for Proposition 1

Proposition 2. Let $T$ be an NIN-AND tree for $n \geq 3$ causes with $m \geq 1$ direct NIN-AND gates, and $P\left(e^{+} \leftarrow c_{1}^{+}, \ldots, c_{n}^{+}\right)$be the probability of the causal event obtained from T. Let $T^{\prime}$ be an NIN-AND tree for the same causes with a single direct NIN-AND gate, and $P^{\prime}\left(e^{+} \leftarrow c_{1}^{+}, \ldots, c_{n}^{+}\right)$be the probability from $T^{\prime}$. Then $P\left(e^{+} \leftarrow c_{1}^{+}, \ldots, c_{n}^{+}\right)=P^{\prime}\left(e^{+} \leftarrow c_{1}^{+}, \ldots, c_{n}^{+}\right)$.

Base on the associativity of NIN-AND gates, we select the single NIN-AND gate to represent all equivalent NIN-AND trees of the same input events, and to be the only legal individual in the topology space. Applying this to NIN-AND gates embedded in an NIN-AND tree, we have the following classification of tree topologies.

Def. 3. Let $T$ be an NIN-AND tree. If $T$ contains a gate $t$ that outputs to another gate $g$ of the same type (direct or dual), delete $t$ and connect its inputs to $g$. If such deletion is possible, then $T$ is superfluous. Apply such deletions until no longer possible. The resultant NIN-AND tree is minimal.

As per Def. 3, we require individuals in the topology space to be minimal. That is, we require a minimal topology space. Hence, the NIN-AND tree in Fig. 2 (a) is legal in the space, and that in (b) is not. This leads to Corollary 1

Corollary 1. Let $T$ be a minimal NIN-AND tree. Then whenever a NIN-AND gate $g$ outputs to another NIN-AND gate $t, g$ and $t$ are of different type (direct or dual).

From Corollary 1 a minimal NIN-AND tree has the following structure: If the leaf gate $g$ is a direct gate, then all gates outputting to $g$ are dual, and their inputs are all from direct gates. That is, from the leaf towards root nodes, gates alternate in types. This alternation implies that, in the minimal space, for every legal NIN-AND tree $T$ with a direct leaf gate, there exists a legal NIN-AND tree $T^{\prime}$ obtained by replacing each gate in $T$ with its opposite type. This is summarized in the following:

Proposition 3. Let $\Psi$ be the collection of minimal NIN-AND trees for $n$ causes with direct leaf gates. Let $\Psi^{\prime}$ be the collection of minimal NIN-AND trees for $n$ causes with dual leaf gates. Then an one-to-one mapping exists between $\Psi$ and $\Psi^{\prime}$, defined by replacing each gate with the opposite type.

We refer to $\Psi$ as the minimal topology space for $n$ causes with direct leaf gates, and $\Psi^{\prime}$ as the minimal topology space with dual leaf gates. As per Proposition 3 properties from one of them are applicable to the other. Below, we focus on tree enumeration in the minimal space with direct leaf gates.

From Corollary 1, given the type of leaf gate, types of all gates in a minimal NIN-AND tree are unique, as well as the nature of all event nodes (causal failure or success). We thus omit labels for event nodes. Note that we choose minimal trees to be unlabeled as the space is more compact. How to enumerate rootlabeled minimal trees given the unlabeled enumeration is studied in 10 .

## 4 Enumerating NIN-AND Trees by Local Insertion

There is only one minimal NIN-AND tree for 2 causes. For 3 causes, there are two minimal NIN-AND trees with direct leaf gate (see Fig. 3 (a) and (b)). For a larger number of causes, Theorem 1 suggests operations for automatic tree topology generation, which are illustrated in Fig. 3 (c) and (d).


Fig. 3. (a) and (b): Minimal NIN-AND trees for 3 causes. (c) Op1. (d) Op2.

Theorem 1. Every minimal NIN-AND tree for $n \geq 3$ causes can be constructed by starting from an NIN-AND gate for 2 causes and applying a sequence of operations made of the following two:

Op1. Add a root event as an input to a gate.
Op2. Insert a new gate between a root event and an existing gate and add a new root event as the second input of the new gate.

Proof by induction (sketch): For $n=3$, there are exactly two minimal NIN-AND trees. The trees in Fig. 3 (a) and (b) can be constructed by applying Op1 and Op2 to the NIN-AND gate for 2 causes.

Assume that the theorem holds for $n=k \geq 3$ and consider $n=k+1$. Let $T^{\prime}$ be a minimal tree for $n$ causes, $x$ be a root event in $T^{\prime}$ and is connected to a gate $g$. Let $T$ be a tree obtained by removing $x$ from $T^{\prime}$. Analyzing the following cases and applying the inductive assumption to $T$, it can be shown that, in each case, $T^{\prime}$ can be constructed by a sequence made of Op1 and Op2.

- Gate $g$ has three or more input events.
- Gate $g$ has two input events $x$ and $y$.
- Gate $g$ is the leaf gate.
- Gate $g$ is a non-leaf gate.
* Event $y$ is a root event.
* Event $y$ is a non-root event.

Theorem 1 suggests the following procedure to generate all minimal NIN-AND trees for $n$ causes: Start with the NIN-AND gate for 2 causes. Apply Op1 and Op2 to the gate to generate the two NIN-AND trees for 3 causes. Repeat the process to generate all minimal trees for 4 causes based on minimal trees for 3 causes, then those for 5 causes based on minimal trees for 4 causes, and so on,
until those for $n$ causes based on minimal trees for $n-1$ causes. At round $k+1$, all minimal trees for $k$ causes have been constructed from the round $k$. With each tree $T$ for $k$ causes, for each gate $g$ in $T$, apply Op1 once to generate a tree for $k+1$ causes, and apply Op 2 once to generate another tree if $g$ has any root input event.

## 5 Removing Duplication Trees

The above procedure can generate all minimal NIN-AND trees for $n$ causes. However, when executed, no matter what data structure is used, nodes in each tree is implicitly labeled. This causes generation of labeled trees corresponding to the same unlabeled NIN-AND tree. For instance, from the minimal tree in


Fig. 4. Trees in (b) and (c) are generated from (a). (d) Reduced tree from (b). (e) Reduced tree from (c).

Fig. [4 (a), when Op1 is applied to gate $h$, the labeled tree in (b) is generated. When the operation is applied to gate $i$, the tree in (c) is generated. In both (b) and (c), the new node is labeled $y$. However, in (b) it is connected to a gate adjacent to $u, v$ and $s$. But in (c), it is connected to a gate adjacent to $w, x$ and $t$. It is not obvious that trees in (b) and (c) correspond to the some unlabeled tree. To turn a list of generated trees into an enumeration, all labeled trees corresponding to the same unlabeled tree must be removed, except one.

Algorithm 2 below decides if a newly generated labeled NIN-AND tree $T^{\prime}$ corresponds to the unlabeled tree represented by an existing labeled tree $T$. It uses a more compact representation where each gate node is merged with the unique non-root event node connected to it. This converts a minimal NIN-AND tree to a reduced tree, defined below and illustrated in Fig. 4 (d) and (e).
Def. 4. Let $T$ be a minimal NIN-AND tree. A reduced tree relative to $T$ is a directed graph obtained by (1) merging each gate node with the unique non-root event node that it is connected to, and (2) making all links explicitly directed in the same directions as in $T$.

Now the task is to recognize two reduced trees such as those in Fig. 4 (d) and (e) to be isomorphic. Two reduced trees are isomorphic if there is an one-to-one
mapping of their nodes which (1) maps the leaf in one to the leaf in the other, and (2) preserves in-degree and out-degree. Algorithm 2 performs the task, where $|T|$ denotes the number of nodes in $T$.

Algorithm 2. IsIsomorphicTree( $T, T^{\prime}$ )
Input: Two reduced trees $T$ and $T^{\prime}$, with leaf nodes $v$ and $v^{\prime}$, and their parent sets $\pi$ and $\pi^{\prime}$, respectively.

```
if }|\mp@subsup{T}{}{\prime}|\not=|T|, return false
if }|\mp@subsup{T}{}{\prime}|=1\mathrm{ , return true;
if }|\mp@subsup{\pi}{}{\prime}|\not=|||, return false
Sub' = the set of subtrees each with the leaf in \pi}\mp@subsup{\pi}{}{\prime}
Sub = the set of subtrees each with the leaf in \pi;
for each subtree S'}\mp@subsup{S}{}{\prime}\inSu\mp@subsup{b}{}{\prime}
    for each unmarked subtree S \inSub,
        if IsIsomorphicTree(S, S') returns true,
            mark S' and S;
            break inner for loop;
        if S' is unmarked, return false;
    return true;
```

Theorem 2 establishes that IsIsomorphicTree recognizes isomorphic reduced trees correctly.

Theorem 2. IsIsomorphicTree $\left(T, T^{\prime}\right)$ returns true iff reduced trees $T$ and $T^{\prime}$ are isomorphic.

Proof: We prove by strong induction on $n=|T|$. Denote $n^{\prime}=\left|T^{\prime}\right|$. For $n=1$, the only case where $T^{\prime}$ and $T$ are isomorphic is $n^{\prime}=1$. IsIsomorphicTree returns true in line 2. If $T^{\prime}$ and $T$ are not isomorphic, we must have $n^{\prime} \neq 1$. IsIsomorphicTree returns false in line 1.

Since $T$ and $T^{\prime}$ are reduced NIN-AND trees, $n>1$ implies $n \geq 3$ (similarly $n^{\prime}>1$ implies $n^{\prime} \geq 3$ ). We therefore also consider the base case $n=3$, where $T$ has the leaf and two roots. If $T$ and $T^{\prime}$ are not isomorphic, we must have $n^{\prime} \neq$ 3. IsIsomorphicTree returns false in line 1. $T$ and $T^{\prime}$ are isomorphic whenever $n^{\prime}=3$. IsIsomorphicTree returns true in line 2 .

Assume that the theorem holds for $n=1,3,4, \ldots, k$ where $k \geq 3$. We consider the case $n=k+1$. If $T$ and $T^{\prime}$ are not isomorphic, either $n^{\prime} \neq n$, or the degree of $v^{\prime}$ differs from that of $v$, or subtrees seated at parents of $v^{\prime}$ cannot be one-to-one mapped to subtrees seated at parents of $v$ such that each pair is isomorphic. In the first two cases, IsIsomorphicTree returns false in lines1 and 3. In the third case, for at least one subtree $S^{\prime}$, no subtree $S$ exists such that IsIsomorphicTree returns true by inductive assumption (the number of nodes in $S$ is at most $k-1$ ). Hence, IsIsomorphicTree returns false in line 11.

On the other hand, if $T$ and $T^{\prime}$ are identical, IsIsomorphicTree will enter the outer for loop. For each subtree $S^{\prime}$, there exists a subtree $S$ such that IsIsomorphicTree returns true by inductive assumption (the number of nodes in
$S$ is at most $k-1$ ). Hence, the outer for loop will complete and IsIsomorphicTree will return true in line 12.

The following algorithm enumerates minimal NIN-AND trees of $n \geq 3$ causes in terms of reduced trees.

## Algorithm 3. EnumerateReducedTree(n)

```
initialize set \(S T_{2}\) with a single reduced tree for 2 causes;
for \(i=3\) to \(n\),
        initialize \(S T_{i}\) to empty set;
        for each reduced tree \(T\) in \(S T_{i-1}\),
            for each non-root node \(x\) of \(T\),
                duplicate \(T\) as \(T^{\prime}\);
                add a root parent to \(x\) in \(T^{\prime}\);
                if for each \(S \in S T_{i}\), IsIsomorphicTree( \(S, T^{\prime}\) ) returns false, add \(T^{\prime}\) to \(S T_{i}\);
                if \(x\) has a root parent \(p\);
                    duplicate \(T\) as \(T^{\prime \prime}\);
                    insert a new node \(z\) between \(x\) and \(p\) in \(T^{\prime \prime}\);
                    add a root parent to \(z\) in \(T^{\prime \prime}\);
                    if for each \(S \in S T_{i}\), IsIsomorphicTree( \(S, T^{\prime \prime}\) ) returns false,
                    add \(T^{\prime \prime}\) to \(S T_{i}\);
```

14 return $S T_{n}$;

The algorithm enumerates reduced trees of $i$ causes based on the enumeration of $i-1$ causes, collected in set $S T_{i-1}$. For each reduced tree $T$ in $S T_{i-1}$, each non-root node $x$ is processed, which corresponds to a gate of the original NINAND tree. For each $x$, Op1 and Op2 (if applicable) are applied. If the new tree is not isomorphic to one in set $S T_{i}$, it is added. Each reduced tree in $S T_{n}$ can be easily converted to a minimal NIN-AND tree for $n$ causes.

Due to Theorem 1 and one-to-one mapping between a reduced tree and the corresponding minimal NIN-AND tree, minimal NIN-AND trees corresponding to each $S T_{i}$ are exhaustive. Due to Theorem 2, they are also mutually exclusive. Hence, we have the following theorem.

Theorem 3. $S T_{n}$ produced by EnumerateReducedTree enumerates minimal NIN-AND trees for $n$ causes.

Using EnumerateReducedTree, we enumerated minimal NIN-AND trees for $n$ causes with $n$ between 2 and 10. The table below shows the execution result.

| $n$ | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $S t_{n}$ | 1 | 1 | 2 | 5 | 12 | 33 | 90 | 261 |

Our enumeration enables an NIN-AND tree for $n$ causes to be elicited by displaying all alternative trees to human expert so that one can be selected. As it is often easier to select a target object from a list than to describe the object from vacuum, this technique is expected to improve the accuracy and efficiency in elicitation.

## 6 Pairwise Causal Interactions

Although selection from a list is usually less demanding mentally than description from vacuum, when the number of causes is more than six or seven, identifying the target NIN-AND tree accurately from the enumeration may still be challenging. For instance, there are 261 minimal NIN-AND trees for 8 causes, On the other hand, eliciting whether a pair of causes is reinforcing or undermining is much less demanding (binary selection). We therefore explore the possibility to uniquely identify a minimal NIN-AND tree based on elicitation of $O\left(n^{2}\right)$ pairwise causal interactions.

To do so, we need to understand how a minimal NIN-AND tree determines a set of pairwise causal interactions. However, this is impossible because a minimal NIN-AND tree is unlabeled while a set of pairwise causal interactions must be specified over specific pairs of causes. On the other hand, any minimal NINAND tree with its root nodes labeled determines uniquely a set of pairwise causal interactions, as shown by the following proposition. We refer to such a tree as a minimal, root-labeled NIN-AND tree. Note that in a root-labeled tree, root nodes are labeled but non-root nodes are unlabeled. Note also the default assumption that every root node is a single-cause event.

Proposition 4. Let $T$ be a minimal NIN-AND tree for a set $X$ of causes and $r l$ be a labeling of root nodes. Then $T$ and rl define a function pci from pairs of distinct causes $\left\{c_{i}, c_{j}\right\} \subset X$, where $i \neq j$, to the set $\{$ rif, udm $\}$, where rif stands for reinforcing and udm stands for undermining.

For instance, $p c i\left(c_{i}, c_{j}\right)=u d m$ means that causal interaction between $c_{i}$ and $c_{j}$ is undermining. Proof of Proposition 4 depends on Proposition 5 below, which in turn relies on the concept of the closest common gate (ccg):
Def. 5. Let $x$ and $y$ be two root nodes in a minimal NIN-AND tree T. Let path $x_{x}$ be the directed path from $x$ to the leaf of $T$ and path $y_{y}$ be that from $y$. Then, the first node in path $x_{x}$ common to a node in pathy is the ccg of $x$ and $y$.
In Fig. 4 (c), the ccg of $x$ and $y$ is $i$. Note that the first node common in path $h_{x}$ and path $h_{y}$ is always a gate. The following proposition shows how the interaction between a pair of causes is encoded in an NIN-AND tree.

Proposition 5. Let $T$ be a minimal, root-labeled NIN-AND tree. Let $x$ and $y$ be a pair of root nodes, $c_{i}$ and $c_{j}$ be their corresponding causes, and $g$ be their $c c g$. Then the causal interaction between $c_{i}$ and $c_{j}$ is of the type of $g$.

Proof: Given root-labeled $T$, assume that all causes become inactive except $c_{i}$ and $c_{j}$. Now except $g$, all other gates have no more than one active causal input event, and hence can be removed. The resultant minimal NIN-AND tree has a single gate $g$ with root input events $x$ and $y$.

From Proposition 5, it is clear that the topology of $T$ and a root labeling uniquely determine the type of causal interaction between each pair of causes (corresponding to a pair of roots in $T$ ). Hence, Proposition 4 holds.

## 7 Are NIN-AND Trees PCI Differentiable?

Given that each minimal NIN-AND tree, plus a root labeling, uniquely determines a set of pairwise causal interactions, can a minimal NIN-AND tree be identified from a set of pairwise causal interactions? In other words, are pairwise causal interactions sufficient to differentiate minimal NIN-AND trees?

More specifically, let $X=\left\{c_{1}, \ldots, c_{n}\right\}$ be a set of $n$ causes for an effect, and $S T_{n}$ be the set of all minimal NIN-AND trees for $n$ causes. Let pci be a function from pairs of distinct causes $\left\{c_{i}, c_{j}\right\} \subset X(i \neq j)$ to the set $\{r i f, u d m\}$, determined by $T \in S T_{n}$ and a root labeling. The question then is whether it is possible to uniquely identify $T$ given pci only. For instance, the NIN-AND tree in Fig. 2 (a) has $p c i\left(c_{1}, c_{2}\right)=p c i\left(c_{1}, c_{3}\right)=p c i\left(c_{2}, c_{3}\right)=u d m, p c i\left(c_{1}, c_{4}\right)=p c i\left(c_{2}, c_{4}\right)=$ $p c i\left(c_{3}, c_{4}\right)=r i f$. Can the tree model be uniquely identified from the function? We refer to this as the identification question.

Note that since $T$ and a root labeling together define a causal interaction function $p c i$, to answer the above question in general, the search space is not $S T_{n}$ but the space of all root-labeled minimal NIN-AND trees, whose complexity is $O\left(n!\left|S T_{n}\right|\right)$.

We answer the identification question by exhaustively testing whether there exists a pair of NIN-AND trees $T$ and $T^{\prime}$ and there exists a root labeling for each of them, such that the two root-labeled trees satisfy the same set of pairwise causal interactions corresponding to some pci function. Although this method does not scale for very large n, we point out that a NIN-AND tree model is used to acquire a single CPT in a BN and hence very large $n$ is not expected given the conditional independence expressed by the BN. To make the testing computation effective, we developed the following test conditions:

Given $n$ causes, there are $n(n-1) / 2$ pairs. A pci function maps each pair to one of rif and $u d m$, thus defining two sets of pairs which we refer to as Rif and $U d m$. That is, a pair $\left\{c_{i}, c_{j}\right\} \in U d m$, iff $p c i\left(c_{i}, c_{j}\right)=u d m$. Once one of Rif and $U d m$ is defined, the other is uniquely determined.

Proposition 6 below shows that if two minimal NIN-AND trees, under arbitrary root-labeling, produce two Rif sets of different cardinalities, then the two trees are differentiable from pairwise casual interactions.

Proposition 6. Let $T$ and $T^{\prime}$ be two minimal NIN-AND trees of $n$ causes, rl and $r l^{\prime}$ be some root labeling of $T$ and $T^{\prime}$, and pci and $p c i^{\prime}$ be the corresponding pairwise causal interaction functions, respectively. Let Rif and Rif' be the sets of reinforcing pairs, defined by pci and pci', respectively.

If $\mid$ Rif $\left|\neq\left|R i f^{\prime}\right|\right.$, there exist no root labeling for $T$ and $T^{\prime}$, such that the two root-labeled trees satisfy the same pairwise causal interaction function.

Proof: When $|R i f| \neq\left|R i f^{\prime}\right|$, the number of reinforcing cause pairs defined by $T$ and $r l$ differs from that defined by $T^{\prime}$ and $r l^{\prime}$. Since the number of reinforcing cause pairs is independent of root labeling, no matter what alternative root labeling are used, the inequality remains. This implies that $R i f \neq R i f^{\prime}$ no matter what root labeling is used. Hence, the proposition holds.

Proposition 6]suggests an inexpensive test (to be referred as Test 1) that rules out the tree pair from possibly contributing to the negative answer of identification question.

If two minimal NIN-AND trees, under some root-labeling, produce Rif sets of identical cardinalities, it is uncertain how the tree pair contributes to the answer of identification question. The following proposition suggests a further test.

Proposition 7. Let T, $T^{\prime}$, rl, $r l^{\prime}$, pci and pci be defined as in Proposition 6. For each cause $c$, let $k(c)$ be the number of other causes that are pairwise reinforcing with $c$ according to pci, and $\kappa$ be the sorted list of $k(c)$ 's. Let $\kappa$ ' be the corresponding sorted list defined by pci'.

If $\kappa \neq \kappa^{\prime}$, there exist no root labeling for $T$ and $T^{\prime}$, such that the two rootlabeled trees satisfy the same pairwise causal interaction function.

For the NIN-AND tree in Fig. 2 (a), $\kappa=(1,1,1,3)$ because $k\left(c_{1}\right)=k\left(c_{2}\right)=$ $k\left(c_{3}\right)=1$ and $k\left(c_{4}\right)=3$.
Proof: If $\kappa \neq \kappa^{\prime}$, then there exists $k(0 \leq k<n(n-1) / 2)$ such that $m$ elements of $\kappa$ have value $k, m^{\prime}$ elements of $\kappa^{\prime}$ have value $k$, and $m \neq m^{\prime}$. That is, according to $T$ under root-labeling $r l$, each of $m$ causes reinforces with another $k$ causes. But according to $T^{\prime}$ under root-labeling $r l^{\prime}$, each of $m^{\prime}$ causes reinforces with another $k$ causes.

The number of other causes which a given cause reinforces with is independent of root labeling. Hence, no matter what alternative root labeling are used, according to $T$ the number of causes reinforcing with $k$ other causes remains $m$, and according to $T^{\prime}$ the number remains $m^{\prime}$. This implies that $\kappa \neq \kappa^{\prime}$ no matter what root labeling is used. Hence, the proposition holds.

Proposition 7 suggests another inexpensive test (to be referred as Test 2) that rules out a tree pair from possibly contributing to the negative answer of identification question. Algorithm 4 utilizes Test 1 and Test 2 in answering identification question.

Lines 1 through 4 enumerate minimal NIN-AND trees and compute the pci function for each tree under some root labeling. Lines 6 and 7 perform Test 1, and lines 8 and 9 perform Test 2. Lines 10 through 12 (Test 3) tries each of the $n!-1$ alternative root labeling on $T^{\prime}$. If one produces Rif identical to Rif for $T$, then $T$ and $T^{\prime}$ cannot be differentiated by pairwise causal interactions. The algorithm will return false.

## Algorithm 4. IsPciIdentificable(n)

run EnumerateReducedTree(n) to produce $S T_{n}$;
convert reduced trees in $S T_{n}$ to minimal NIN-AND trees;
for each minimal NIN-AND tree $T$,
compute its pci function under some root labeling;
for each pair of trees $T$ and $T^{\prime}$ with pci and pci',
compute Rif and Rif' from pci and pci';
7 if $|R i f| \neq\left|R i f^{\prime}\right|$, go to line 5 for next pair;

```
    compute }\kappa\mathrm{ and }\mp@subsup{\kappa}{}{\prime}\mathrm{ from pci and pci';
    if }\kappa\not=\mp@subsup{\kappa}{}{\prime}\mathrm{ , go to line 5 for next pair;
    for each alternative root labeling rl' of T',
    recompute Rif';
    if Rif = Rif', return false;
return true;
```

If for every pair of $T$ and $T^{\prime}$, either Test 1 fails $\left(|R i f| \neq\left|R i f^{\prime}\right|\right)$, or Test 2 fails $\left(\kappa \neq \kappa^{\prime} \mid\right)$, or Test 3 fails (Rif $\neq R i f^{\prime}$ for all root labeling), the algorithm returns true. This means that every minimal NIN-AND tree for $n$ causes can be identified based solely on a set of pairwise causal interactions. This leads to the following theorem, whose proof is straightforward given the above analysis.

Theorem 4. Let $T$ be a minimal NIN-AND tree for $n$ causes and Rif is the set of pairwise causal interactions determined by $T$ under some root labeling. Then given Rif only, $T$ can be identified from all minimal NIN-AND trees for $n$ causes iff algorithm IsPciIdentificable(n) returns true.

For example, given $\operatorname{Rif}=\left\{\left\{c_{1}, c_{4}\right\},\left\{c_{2}, c_{4}\right\},\left\{c_{3}, c_{4}\right\}\right\}$, the minimal NIN-AND tree in Fig. 2(a) is uniquely identified. Justified by Theorem4, we implemented IsPciIdentificable(n). Executions for $n=3, \ldots, 10$ all returned true. Tests 1 and 2 suggested by Propositions 6 and 7 trim computation significantly. For $n=10$, there are 2312 minimal NIN-AND trees, and hence 2671516 pairs. Only 122588 pairs $(<5 \%)$ passed the least expensive Test 1 , where Test 2 is needed. Out of these pairs, only 467 pairs $(<0.4 \%)$ passed Test 2 , where the most expensive Test 3 has to be run. This amounts to the processing of 1694649600 root-labeled trees in Test 3, which is about $20 \%$ of the total 8389785600 root-labeled trees.

## 8 Remarks

Assessment of CPTs is often a bottleneck in practical applications of BNs when frequency data are not available and elicitation from expert is necessary. This work follows the effort by many, e.g., 7/4359, to make this step in probabilistic reasoning more efficient. The main contributions are the following:

From associativity of NIN-AND gates, we characterized minimal NIN-AND tree topology space and partitioned it into the subspace with direct leaf NINAND gates and the subspace with dual leaf gates. This partition allows subsequent investigation to be focused on one subspace while the results are applicable to the other. We developed a method to enumerate NIN-AND trees based on local insertion. This result provides an alternative method for NIN-AND tree elicitation and allows expert to select from enumeration. We demonstrated that NIN-AND trees for up to 10 causes (about the necessary upper bound for CPTs in BNs) can be differentiated based on pairwise causal interactions. This result provides an even more powerful technique for eliciting NIN-AND trees by eliciting from expert only pairwise causal interactions.

In developing the two elicitation techniques, enumeration of NIN-AND trees by number of causes (Section (4) is needed. As information flows from single-cause
events to the multi-cause event in an NIN-AND tree, following the convention in causal graphical models, we directed reduced NIN-AND trees with singlecause events as roots and with a single leaf. We therefore needed to enumerate unlabeled trees of a single leaf by number of roots. Many methods of tree enumeration in the mathematics literature, e.g., 18]6, do not address this problem. In [2], under the context of phylogenetic trees, counting of rooted multifurcating tree shapes by tips is presented. Reversing directions of links, these tree shapes are equivalent to what we enumerate. However, Felsenstein's counting is based on an ordered partition of tips, and our method is based on local insertion. It focuses on counting without generation and ours emphasizes generation. In 10, we extend [2] into a method as an alternative to the method presented here.
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#### Abstract

In multi-label learning, each instance in the training set is associated with a set of labels, and the task is to output a label set for each unseen instance. This paper describes a new method for multi-label classification based on the Dempster-Shafer theory of belief functions to classify an unseen instance on the basis of its $k$ nearest neighbors. The proposed method generalizes an existing single-label evidence-theoretic learning method to the multi-label case. In multi-label case, the frame of discernment is not the set of all possible classes, but it is the powerset of this set. That requires an extension of evidence theory to manipulate multi-labelled data. Using evidence theory makes us able to handle ambiguity and imperfect knowledge regarding the label sets of training patterns. Experiments on benchmark datasets show the efficiency of the proposed approach as compared to other existing methods.


## 1 Introduction

Traditional single-label classification assigns an object to exactly one class, from a set of $Q$ disjoint classes. In contrast, Multi-label classification is the task of assigning an instance to one or multiple classes simultaneously. In other words, the target classes are not exclusive: an object may belong to an unrestricted set of classes instead of exactly one. This task makes multi-label classifiers more difficult to train than traditional single-label classifiers. Recently, multi-label classification methods have been increasingly required by modern applications where it is quite natural that some instances belong to several classes at the same time. In text categorization, each document may belong to multiple topics, such as arts and humanities 8.

In natural scene classification, each image may belong to several image types at the same time, such as sea and sunset [1]. In classification of music into emotions, music may evoke more than one emotion at the same time, such as relaxing and sad 7 .

Few algorithms have been proposed for multi-label learning. A first family of algorithms transforms the multi-label classification problem into a set of binary classification problems; each binary classifier is then trained to separate one class from the others [1]. A second family consists in extending common
learning algorithms and making them able to manipulate multi-label data directly. In [14] and [15], a Bayesian approach based on multi-label extension of the $k$-nearest neighbor ( $k$-NN) rule is presented. In the literature, there also exist multi-label extensions of neural networks [2], support vector machine [6], and boosting learning algorithms [9.

In this paper, we present a new method for multi-label classification based on the Dempster-Shafer theory of belief functions to classify an unseen instance on the basis of its $k$ nearest neighbors.

The Dempster-Shafer (D-S) theory [10] is a formal framework for representing and reasoning with uncertain and imprecise information. Different approaches for pattern classification in the framework of evidence theory have been presented in the literature [4] [5]. In [3], A $k$-NN classification rule based on D-S theory is presented. Each neighbor of an instance to be classified is considered as an item of evidence supporting certain hypotheses regarding the class membership of that instance. The degree of support is defined as a function of the distance between the two samples. The evidence of the $k$ nearest neighbors is then pooled by means of Dempster's rule of combination.

The proposed method generalizes the $k$-NN classification rule based on the D$S$ theory to the multi-label case. This generalization requires an extension of the D-S theory in order to handle multi-labelled data. In mono-labelled data case, the uncertainty is represented by evidence on multiple hypotheses where each hypothesis is a label to be assigned or not to an unseen instance. In contrast, when the data is multi-labelled, each hypothesis represents a set of labels and the uncertainty is then expressed by evidence on sets of label sets. The proposed algorithm is called $E M L-k N N$ for Evidential Multi-Label $k$-Nearest Neighbor.

The remainder of the paper is organized as follows. Section 2 recalls the basics of the D-S theory and the principle of the single-label evidence-theoretic $k$-NN rule [3]. Section 3 introduces the extension of the D-S theory to the multilabel case and describes the proposed algorithm for multi-label learning that consists in applying the D-S multi-label extended theory using the $k$-NN rule. Section 4 presents experiments on two real datasets and shows the effectiveness of the proposed algorithm as compared to a recent high-performance method for multi-label learning based on $k$-NN rule, referred to as $M L-k N N$ [15]. Finally Section 5 summarizes this work and makes concluding remarks.

## 2 Single-label Classification

### 2.1 Basics of Dempster-Shafer Theory

In D-S theory, a frame of discernment $\Omega$ is defined as the set of all hypotheses in a certain domain, e.g., in classification $\Omega$ is the set of all possible classes. A basic belief assignment ( BBA ) is a function $m$ that defines a mapping from the power set of $\Omega$ to the interval $[0,1]$ verifying:

$$
\begin{align*}
m: 2^{\Omega} & \longrightarrow[0,1]  \tag{1}\\
\sum_{A \in 2^{\Omega}} m(A) & =1 \tag{2}
\end{align*}
$$

Given a certain piece of evidence, the value of the BBA for a given set $A$ expresses a measure of belief that one is willing to commit exactly to $A$. The quantity $m(A)$ pertains only to the set $A$ and makes no additional claims about any subsets of $A$. If $m(A)>0$, then the subset $A$ is called a focal element of $m$.

The BBA $m$ and its associated focal elements define a body of evidence, from which a belief function Bel and a plausibility function $P l$ mapped from $2^{\Omega}$ to $[0,1]$ can be deduced. For a set $A, \operatorname{Bel}(A)$, called belief in $A$ or credibility of $A$, represents a measure of the total belief committed to the set $A \subseteq \Omega . \operatorname{Bel}(A)$ is defined as the sum of all the BBAs of the non-empty subsets of $A$.

$$
\begin{equation*}
\operatorname{Bel}(A)=\sum_{\emptyset \neq B \subseteq A} m(B) \tag{3}
\end{equation*}
$$

$P l(A)$, called plausibility of $A$, represents the amount of belief that could potentially be placed in $A$, if further information became available 3]. $P l(A)$ is defined as the sum of all the BBAs of the sets that intersect $A$.

$$
\begin{equation*}
P l(A)=\sum_{B \cap A \neq \emptyset} m(B) \tag{4}
\end{equation*}
$$

From the definitions of belief and plausibility functions, it follows that:

$$
\begin{equation*}
\operatorname{Pl}(A)=\operatorname{Bel}(\Omega)-\operatorname{Bel}(\bar{A}) \tag{5}
\end{equation*}
$$

where $\bar{A}$ is the complement of $A$.
Given the belief function Bel , it is possible to derive the corresponding BBA as follows:

$$
\begin{align*}
m(\emptyset) & =1-\operatorname{Bel}(\Omega)  \tag{6}\\
m(A) & =\sum_{B \subseteq A}(-1)^{|A \backslash B|} \operatorname{Bel}(B), A \neq \emptyset \tag{7}
\end{align*}
$$

where $|A \backslash B|$ is the cardinality of the complement of $B$ in $A$.
As a consequence of (5), (6) and (77), given any one of the three functions $m$, $B e l$ and $P l$ it is possible to recover the other two.

The unnormalized Dempster's rule of combination [10] [11] is an operation for pooling evidence from a variety of sources. This rule aggregates two independent bodies of evidence defined within the same frame of discernment into one body of evidence. Let $m_{1}$ and $m_{2}$ be two BBAs. Let $m_{12}$ be the new BBA obtained by combining $m_{1}$ and $m_{2}$ using the unnormalized Dempster's rule of combination. $m_{12}$ is the orthogonal sum of $m_{1}$ and $m_{2}$ denoted as $m_{12}=m_{1} @ m_{2}$. The aggregation is calculated in the following manner:

$$
\begin{equation*}
m_{12}(A)=\sum_{B \cap C=A} m_{1}(B) m_{2}(C), A \subseteq \Omega . \tag{8}
\end{equation*}
$$

This rule is commutative and associative, and admits the vacous BBA ( $m(\Omega)=1$ ) as neutral element.

### 2.2 Evidence-Theoretic $k$-NN Rule

Let $\mathcal{X}=R^{P}$ denote the domain of instances and let $\mathcal{Y}=\{1,2, \ldots, Q\}$ be the finite set of classes, also called labels or categories. The available information is assumed to consist in a training set $\mathcal{T}=\left\{\left(\mathbf{x}_{1}, y_{1}\right), \ldots,\left(\mathbf{x}_{M}, y_{M}\right)\right\}$ of $M$ singlelabelled samples, where $\mathbf{x}_{i} \in \mathcal{X}$ and the corresponding class label $y_{i}$ takes value in $\mathcal{Y}$, for each $i=1, \ldots, M$.

Let $\mathbf{x}$ be a new instance to be classified on the basis of its nearest neighbors in $\mathcal{T}$. Let $\mathcal{N}_{\mathbf{x}}=\left\{\left(\mathbf{x}_{i}, y_{i}\right) \mid i=1 \ldots, k\right\}$ be the set of the $k$-nearest neighbors of $\mathbf{x}$ in $\mathcal{T}$ based on a certain distance function $d(.,$.$) , e.g, the Euclidean distance.$ Each pair $\left(\mathbf{x}_{i}, y_{i}\right)$ in $\mathcal{N}_{\mathbf{x}}$ constitutes a distinct item of evidence regarding the class membership of $\mathbf{x}$. If $\mathbf{x}$ is close to $\mathbf{x}_{i}$ according to the distance function $d$, then one will be inclined to believe that both instances belong to the same class, while when $d\left(\mathbf{x}, \mathbf{x}_{i}\right)$ increases, this belief decreases and that yields to a situation of almost complete ignorance concerning the class of $\mathbf{x}$. Consequently, each pair ( $\mathbf{x}_{i}, y_{i}$ ) in $\mathcal{N}_{\mathbf{x}}$ induces a basic belief assignment $m_{i}$ over $\mathcal{Y}$ defined by:

$$
\begin{align*}
m_{i}\left(\left\{y_{i}\right\}\right) & =\alpha \phi\left(d_{i}\right)  \tag{9}\\
m_{i}(\mathcal{Y}) & =1-\alpha \phi\left(d_{i}\right)  \tag{10}\\
m_{i}(A) & =0, \forall A \in 2^{\mathcal{Y}} \backslash\left\{\mathcal{Y},\left\{y_{i}\right\}\right\} \tag{11}
\end{align*}
$$

where $d_{i}=d\left(\mathbf{x}, \mathbf{x}_{i}\right), \alpha$ is a parameter such that $0<\alpha<1$ and $\phi$ is a decreasing function verifying $\phi(0)=1$ and $\lim _{d \rightarrow \infty} \phi(d)=0$. In [3], the author suggests to choose the function $\phi$ as:

$$
\begin{equation*}
\phi(d)=\exp \left(-\gamma d^{\beta}\right) \tag{12}
\end{equation*}
$$

where $\gamma>0$ and $\beta \in\{1,2, \ldots\}$. As explained in [3], parameter $\beta$ has been found to have very little influence on the performance of the method, and can be arbitrarily fixed to a small value ( 1 or 2 ). The most influential parameter on the performance of the classifier is $\gamma$. In [3], a distinct parameter $\gamma_{q}$ was associated for each class $q \in \mathcal{Y}$. When considering the item of evidence ( $\mathbf{x}_{i}, y_{i}$ ) for the class membership of $\mathbf{x}$, if $y_{i}=q$, using (12), $\phi\left(d_{i}\right)$ in (9) and (10) was replaced by $\gamma_{q} d_{i}^{\beta}$. The values of $\alpha$ and $\gamma_{q}, q=1, \ldots, Q$ were fixed via heuristics [3].

As a result of considering each training instance in $\mathcal{N}_{\mathbf{x}}$ as an item of evidence, we obtain $k$ BBAs that can be pooled by means of the unnormalized Dempster's rule of combination yielding to the aggregated BBA $m$ synthesizing one's final belief regarding the class membership of $\mathbf{x}$ :

$$
\begin{equation*}
m=m_{1} \cap \ldots \bigcirc m_{k} \tag{13}
\end{equation*}
$$

For making decisions, functions Bel and Pl can be derived from $m$ using (3) and (4) respectively, and the test instance $\mathbf{x}$ is assigned to the class $q$ that corresponds to the maximum credibility or the maximum plausibility.

## 3 Multi-label Classification

### 3.1 Multi-label Extension of Dempster-Shafer Theory

In Sect. 2.1, we have recalled the basics of D-S theory used to handle uncertainty in problems where only one single hypothesis is true. Moreover, there exist problems where more than one hypothesis is true at the same time, e.g., the multi-label classification task. To handle such problems, we need to extend the classical D-S framework. The frame of discernment of the multi-label extended D-S theory is not the set $\Omega$ of all possible single hypotheses but its power set $\Theta=2^{\Omega}$. A basic belief assignment is now defined as a mapping from the power set of $\Theta$ to the interval $[0,1]$. Instead of considering the whole power set of $\Theta$, we will focus on the subset $\mathcal{C}(\Omega)$ of $2^{\Theta}$ defined as:

$$
\begin{equation*}
\mathcal{C}(\Omega)=\{\varphi(A, B) \mid A \cap B=\emptyset\} \cup\left\{\emptyset_{\Theta}\right\} \tag{14}
\end{equation*}
$$

where $\emptyset_{\Theta}$ represents the conflict in the frame $2^{\Theta}$, and for all $A, B \subseteq \Omega$ with $A \cap B=\emptyset, \varphi(A, B)$ is the set of all subsets of $\Omega$ that include $A$ and have no intersection with $B$ :

$$
\begin{equation*}
\varphi(A, B)=\{C \subseteq \Omega \mid C \supseteq A \text { and } C \cap B=\emptyset\} \tag{15}
\end{equation*}
$$

The size of the subset $\mathcal{C}(\Omega)$ of $2^{\Theta}$ is equal to $3^{|\Omega|}+1$, it is thus much smaller than the size of $2^{\Theta}\left(\left|2^{\Theta}\right|=2^{2^{|\Omega|}}\right)$, while being rich enough to express evidence in many realistic situations. That reduces the complexity of such problems.

The chosen subset $\mathcal{C}(\Omega)$ of $2^{\Theta}$ is closed under intersection, i.e., for all $\varphi(A, B)$, $\varphi\left(A^{\prime}, B^{\prime}\right) \in \mathcal{C}(\Omega), \varphi(A, B) \cap \varphi\left(A^{\prime}, B^{\prime}\right) \in \mathcal{C}(\Omega)$. Based on the definition of $\varphi(A, B)$, one can deduce that:

$$
\begin{align*}
\varphi(\emptyset, \emptyset) & =\Theta,  \tag{16}\\
\forall A \subseteq \Omega, \varphi(A, \bar{A}) & =\{A\},  \tag{17}\\
\forall A \subseteq \Omega, A \neq \emptyset, \varphi(A, A) & =\emptyset_{\Theta} . \tag{18}
\end{align*}
$$

By convention, we will note $\emptyset_{\Theta}$ by $\varphi(\Omega, \Omega)$ in the rest of the paper.
Example 1. Let $\Omega=\{a, b\}$ be a frame of discernment. The corresponding subset $\mathcal{C}(\Omega)$ of $2^{\Theta}$, where $\Theta$ is the power set of $\Omega$, is:

$$
\begin{array}{r}
\mathcal{C}(\Omega)=\{\varphi(\emptyset, \emptyset), \varphi(\emptyset,\{a\}), \varphi(\emptyset,\{b\}), \varphi(\emptyset, \Omega), \varphi(\{a\}, \emptyset), \\
\quad \varphi(\{b\}, \emptyset), \varphi(\Omega, \emptyset), \varphi(\{a\},\{b\}), \varphi(\{b\},\{a\}), \varphi(\Omega, \Omega)\} .
\end{array}
$$

For instance, $\varphi(\{a\}, \emptyset)=\{\{a\}, \Omega\}$ and $\varphi(\{a\},\{b\})=\{\{a\}\}$.
For any $\varphi(A, B), \varphi\left(A^{\prime}, B^{\prime}\right) \in \mathcal{C}(\Omega)$ the intersection operator over $\mathcal{C}(\Omega)$ is defined as follow:

$$
\varphi(A, B) \cap \varphi\left(A^{\prime}, B^{\prime}\right)=\left\{\begin{array}{cc}
\varphi\left(A \cup A^{\prime}, B \cup B^{\prime}\right) & \text { if } A \cap B^{\prime}=\emptyset \text { and } A^{\prime} \cap B=\emptyset  \tag{19}\\
\varphi(\Omega, \Omega) & \text { otherwise }
\end{array}\right.
$$

and the inclusion operator over $\mathcal{C}(\Omega)$ is defined as:

$$
\begin{equation*}
\varphi(A, B) \subseteq \varphi\left(A^{\prime}, B^{\prime}\right) \Longleftrightarrow A \supseteq A^{\prime} \text { and } B \supseteq B^{\prime} \tag{20}
\end{equation*}
$$

The description of a BBA $m$ on $\mathcal{C}(\Omega)$ can be represented with the following two equations:

$$
\begin{gather*}
m: \mathcal{C}(\Omega) \longrightarrow[0,1]  \tag{21}\\
\sum_{\varphi(A, B) \in \mathcal{C}(\Omega)} m(\varphi(A, B))=1 \tag{22}
\end{gather*}
$$

In the following, the notation $m(\varphi(A, B))$ will be simplified to $m(A, B)$. For any $\varphi(A, B) \in \mathcal{C}(\Omega)$, the belief and plausibility functions are defined as:

$$
\begin{equation*}
\operatorname{Bel}(A, B)=\sum_{\varphi(\Omega, \Omega) \neq \varphi\left(A^{\prime}, B^{\prime}\right) \subseteq \varphi(A, B)} m\left(A^{\prime}, B^{\prime}\right), \tag{23}
\end{equation*}
$$

and

$$
\begin{equation*}
P l(A, B)=\sum_{\varphi\left(A^{\prime}, B^{\prime}\right) \cap \varphi(A, B) \neq \varphi(\Omega, \Omega)} m\left(A^{\prime}, B^{\prime}\right) . \tag{24}
\end{equation*}
$$

Given two independent bodies of evidence over the same frame of discernment like $\mathcal{C}(\Omega)$, the aggregated BBA, denoted by $m_{12}$, obtained by combining the BBAs $m_{1}$ and $m_{2}$ of the two bodies of evidence using the unnormalized Dempster's rule is calculated in the following manner:

$$
\begin{equation*}
m_{12}(A, B)=\sum_{\varphi\left(A^{\prime}, B^{\prime}\right) \cap \varphi\left(A^{\prime \prime}, B^{\prime \prime}\right)=\varphi(A, B)} m_{1}\left(A^{\prime}, B^{\prime}\right) m_{2}\left(A^{\prime \prime}, B^{\prime \prime}\right) . \tag{25}
\end{equation*}
$$

This rule is commutative and associative, and has the vacuous $\mathrm{BBA}(m(\emptyset, \emptyset)=1)$ as neutral element.

### 3.2 Evidential Multi-label $k$-NN

Problem. As in Sect. 2.2, let $\mathcal{X}=R^{P}$ denote the domain of instances and let $\mathcal{Y}=\{1,2, \ldots, Q\}$ be the finite set of labels. The multi-label classification problem can be formulated as follows. Given a set $\mathcal{S}=\left\{\left(\mathbf{x}_{1}, Y_{1}\right), \ldots,\left(\mathbf{x}_{M}, Y_{M}\right)\right\}$ of $M$ training examples drawn from $\mathcal{X} \times 2^{\mathcal{Y}}$, and identically distributed, where $\mathbf{x}_{i} \in \mathcal{X}$ and $Y_{i} \subseteq \mathcal{Y}$, the goal of the learning system is to output a multi-label classifier $\mathcal{H}: \mathcal{X} \rightarrow 2^{\mathcal{Y}}$ that optimizes some pre-defined criteria.

The method. Let $\mathbf{x}$ be an unseen instance that we search to estimate its set of labels $Y$ on the basis of its $k$ nearest neighbors in $\mathcal{S}$ represented by $\mathcal{N}_{\mathbf{x}}$ using the multi-label extension of the D-S theory introduced in Sect. 3.1. The frame of discernment of the multi-label classification problem is the powerset of $\mathcal{Y}$.

Each pair $\left(\mathbf{x}_{i}, Y_{i}\right)$ in $\mathcal{N}_{\mathbf{x}}$ constitutes a distinct item of evidence regarding the label set of $\mathbf{x}$. Regarding the label set $Y_{i}$, we can conclude either that $Y$ must include all the labels in $Y_{i}$, or that $Y$ must contain at least one of the labels that belong to $Y_{i}$, or that $Y$ does not contain any label not belonging to $Y_{i}$. Let $\varphi\left(A_{i}, B_{i}\right)$ be the set of label sets that corresponds to the item of evidence ( $\mathbf{x}_{i}, Y_{i}$ ), where $A_{i}, B_{i} \subseteq \mathcal{Y}$. We recall that the set $\varphi\left(A_{i}, B_{i}\right)$ contains all the label sets that include $A_{i}$ and having no intersection with $B_{i}$. There exist different ways to express our beliefs about the labels to be assigned to the instance $\mathbf{x}$ based on the item of evidence $\left(\mathbf{x}_{i}, Y_{i}\right)$. This leads to different versions of our proposed method $E M L-k N N$ :

- Version 1 (V1): the mass is attributed to the set $Y_{i}$, thus $\varphi\left(A_{i}, B_{i}\right)=$ $\varphi\left(Y_{i}, \bar{Y}_{i}\right)$.
- Version 2 (V2): the mass is attributed to the set $Y_{i}$ and all its supersets, thus $\varphi\left(A_{i}, B_{i}\right)=\varphi\left(Y_{i}, \emptyset\right)$.
- Version $3(\mathrm{~V} 3)$ : the mass is attributed to the set $Y_{i}$ and all its subsets, thus $\varphi\left(A_{i}, B_{i}\right)=\varphi\left(\emptyset, \bar{Y}_{i}\right)$.

The BBA $m_{i}$ over $\mathcal{C}(\mathcal{Y})$ induced by the item of evidence ( $\mathbf{x}_{i}, Y_{i}$ ) regarding the label set of $\mathbf{x}$ can then be defined as:

$$
\begin{align*}
m_{i}\left(A_{i}, B_{i}\right) & =\alpha \phi\left(d_{i}\right)  \tag{26}\\
m_{i}(\emptyset, \emptyset) & =1-\alpha \phi\left(d_{i}\right) \tag{27}
\end{align*}
$$

where $d_{i}=d\left(\mathbf{x}, \mathbf{x}_{i}\right), \phi$ is the decreasing function introduced in Sect. 2.2 (see (12)).
After considering each item of evidence in $\mathcal{N}_{\mathbf{x}}$, we obtain the BBAs $m_{i}, i=$ $1, \ldots, k$ that can be combined 2 by 2 using the multi-label extension of the unnormalized Dempster's rule of combination presented in Sect. 3.1 (see (25)) to form the resulting BBA $m$.

Let $\hat{Y}$ denote the estimated label set of the instance $\mathbf{x}$ to differentiate it from the ground truth label set $Y$ of $\mathbf{x}$. One of the methods to determine $\hat{Y}$ that we have adopted in this paper is to assign $\mathbf{x}$ to the set $C \subseteq \mathcal{Y}$ that corresponds to the maximum plausibility. Thus, the estimated label set of $\mathbf{x}$ is:

$$
\begin{equation*}
\hat{Y}=\max _{C \subseteq \mathcal{Y}} P l(C, \bar{C}) . \tag{28}
\end{equation*}
$$

The plausibility function $P l$ derived from the aggregated BBA $m$ is determined using (24).

## 4 Experiments

### 4.1 Datasets

Two datasets are used for experiments: the emotion and the scene datasets.
Emotion Dataset. This dataset contains 593 songs, each represented by a 72 dimensional feature vector ( 8 rhythmic features and 64 timbre features) [7]. The emotional labels are: amazed-surprised, happy-pleased, relaxing-calm, quiet-still, sad-lonely and angry-fearful.

Scene Dataset. This dataset contains 2000 natural scene images. Each image is associated with some of the six different semantic scenes: sea, sunset, trees, desert and mountains. For each image, spatial color moments are used as features. Images are divided into 49 blocks using a $7 \times 7$ grid. The mean and variance of each band are computed corresponding to a low-resolution image and to computationally inexpensive texture features, respectively [1]. Each image is then transformed into a $49 \times 3 \times 2=294$-dimensional feature vector.

Each dataset was split into a training set and a test set. Table 1 summarizes the characteristics of the datasets used in the experiments. The label cardinality of a dataset is the average number of labels of the instances, while the label density is the average number of labels of the instances divided by the total number of labels [12.

### 4.2 Evaluation Metrics

Let $\mathcal{D}=\left\{\left(\mathbf{x}_{1}, Y_{1}\right), \ldots,\left(\mathbf{x}_{N}, Y_{N}\right)\right\}$ be a multi-label evaluation dataset containing $N$ labelled examples. Let $\widehat{Y}_{i}=\mathcal{H}\left(\mathbf{x}_{i}\right)$ be the predicted label set for the pattern $\mathbf{x}_{i}$, while $Y_{i}$ is the ground truth label set for $\mathbf{x}_{i}$.

A first metric called Accuracy gives an average degree of similarity between the predicted and the ground truth label sets of all test examples:

$$
\begin{equation*}
\operatorname{Accuracy}(\mathcal{H}, \mathcal{D})=\frac{1}{N} \sum_{i=1}^{N} \frac{\left|Y_{i} \cap \widehat{Y}_{i}\right|}{\left|Y_{i} \cup \widehat{Y}_{i}\right|} \tag{29}
\end{equation*}
$$

Two other metrics called Precision and Recall are also used in the literature to evaluate a multi-label learning system. The former computes the proportion of correct positive predictions while the latter calculates the proportion of true labels that have been predicted as positives:

$$
\begin{gather*}
\operatorname{Precision}(\mathcal{H}, \mathcal{D})=\frac{1}{N} \sum_{i=1}^{N} \frac{\left|Y_{i} \cap \widehat{Y}_{i}\right|}{\left|\widehat{Y}_{i}\right|}  \tag{30}\\
\operatorname{Recall}(\mathcal{H}, \mathcal{D})=\frac{1}{N} \sum_{i=1}^{N} \frac{\left|Y_{i} \cap \widehat{Y}_{i}\right|}{\left|Y_{i}\right|} \tag{31}
\end{gather*}
$$

These metrics have been cited in [12].
Another evaluation criterion is the $F 1$ measure that is defined as the harmonic mean of the Precision and Recall metrics [13]:

$$
\begin{equation*}
F 1=\frac{2}{\frac{1}{\text { Precision }}+\frac{1}{\text { Recall }}} \tag{32}
\end{equation*}
$$

The values of these evaluation criteria are in the interval $[0,1]$. Larger values of these metrics correspond to higher classification quality.

Table 1. Characteristics of datasets

| Dataset | Number of <br> instances | Feature vector <br> dimension | Number of <br> labels | Training <br> instances | Test <br> instances | Label <br> cardinality | Label <br> density | maximum size <br> of a label set |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| emotion | 593 | 72 | 6 | 391 | 202 | 1.868 | 0.311 | 3 |
| scene | 2407 | 294 | 6 | 1211 | 1196 | 1.074 | 0.179 | 3 |



Fig. 1. Accuracy, Precision, Recall and $F 1$ measures for $E M L-k N N$ (V1) and $M L-k N N$ algorithms as a function of $\gamma$ on the emotion dataset, for $k=10$

### 4.3 Results and Discussions

The proposed algorithm was compared to a Bayesian method for multi-label classification based on the $k$-NN rule named $M L-k N N$ [15].

The model parameters for $E M L-k N N$ are : The number of neighbors $k$, and the parameters for the induced BBAs, $\alpha, \beta$ and $\gamma . M L-K N N$ has only one parameter that needs to be optimized, which is $k$. As in [3], $\alpha$ was fixed to 0.95 and $\beta$ to 1 . For all experiments, $E M L-k N N$ and $M L-k N N$ were trained on the training data and evaluated on the test data of each of the two datasets.

To take an idea about the influence of the parameter $\gamma$ on the performance of the proposed algorithm, we evaluated version 1 of our method on the emotion dataset where $k$ was fixed to 10 and $\gamma$ was varied from 0 to 2 with 0.01 steps. Figure 1 shows the results. For the different values of $\gamma$, our algorithm performs better than $M L-K N N$ for all criteria except Precision. Based on (26) and (27), we can notice that for small values of $\gamma$, we favor the allocation of mass to the


Fig. 2. Accuracy, Precision, Recall and $F 1$ measures for the three versions of $E M L-$ $k N N$ and $M L-k N N$ algorithms as a function of $k$ on the emotion dataset, for $\gamma=0.1$


Fig. 3. Accuracy, Precision, Recall and $F 1$ measures for the three versions of $E M L-$ $k N N$ and $M L-k N N$ algorithms as a function of $k$ on the scene dataset, for $\gamma=0.1$
set of label sets $\varphi\left(A_{i}, B_{i}\right)$ that corresponds to the item of evidence $\left(\mathbf{x}_{i}, Y_{i}\right)$. In contrast, for larger values of $\gamma$, a larger fraction of the mass is assigned to the ignorance set $\varphi(\emptyset, \emptyset)$.

In a second step, $\gamma$ was fixed to 0.1 and $k$ was varied from 1 to 30 . Figures 2 and 3 show the performance of the three versions of $E M L-k N N$ (denoted by V1, V2 and V3) and the $M L-k N N$ algorithms on the emotion and scene datasets, respectively. Algorithm V1 yields the better performance on the emotion dataset based on all criteria. On the scene dataset, algorithms V1 and V3 yield similar results and both outperform $M L-K N N$ for the different values of $k$ and for all evaluation measures. Algorithm V2 yields poor results for all values of $k$ and for all metrics except Recall. We recall that for version 2 of $E M L-k N N$, given an item of evidence $\left(\mathbf{x}_{i}, Y_{i}\right)$, the belief is allocated to the set $Y_{i}$ and all its supersets. For higher values of $k$, given an unseen instance $\mathbf{x}$, the most plausible label set after pooling the BBAs induced by the $k$ nearest neighbors will be the set of all labels, i.e., the predicted label set will be $\hat{Y}=\mathcal{Y}$. That explains the fact that the Recall measure tends to 1 while the Precision measure decreases when the value of $k$ increases.

## 5 Conclusion

In this paper, an evidence-theoretic $k$-NN rule for multi-label classification has been presented. Using the evidence theory makes us able to handle the ambiguity and making decisions with multiple possible label sets for an unseen instance without having to resort to assumptions about these sets. The proposed method generalizes the single-label evidence-theoretic $k$-NN rule to the multi-label case. An unseen instance is classified on the basis of its $k$ nearest neighbors. Each neighbor of an instance to be classified is considered as an item of evidence supporting some hypotheses regarding the set of labels of this instance. A first approach consists in supporting the hypothesis that the label set of the unseen instance is identical to the label set of the $i$ th neighbor considered as an item of evidence. A second one consists in supporting the label set of the $i$ th neighbor and all its supersets. The hypotheses supported by a third approach are the label set of the $i$ th neighbor and all its subsets. The experiments on two real datasets demonstrate the effectiveness of the proposed method as compared to state-of-the-art method also based on the $k$-NN principle. Especially, the first and the third approaches gave better performance than the second one.

Another contribution of this paper is the presentation of an extension of the D-S theory to manipulate multi-labelled data. In the multi-label case, the frame of discernment defined as the set of all hypotheses in a certain domain is not the set of all possible classes but the powerset of this set. Thus, each hypothesis represents a set of labels and the uncertainty is then expressed by evidence on sets of label sets.
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[^1]:    * Alternative address: Institut für Informationssysteme, Technische Universität Wien, Favoritenstraße 9-11, 1040 Wien, Austria, lukasiewicz@kr.tuwien.ac.at
    L. Godo and A. Pugliese (Eds.): SUM 2009, LNAI 5785, pp. 2 11, 2009.
    © Springer-Verlag Berlin Heidelberg 2009

[^2]:    ${ }^{1}$ A few very restricted fragments of well-known logics fail to be adjunctive, e.g., the pure implicational fragment of classical logic as it is negationless, disjunctionless, and, of course, conjunctionless.

[^3]:    ${ }^{2}$ One can use any semantics: complete, stable, preferred, or grounded. However, admissible semantics is not recommended since the empty set is admissible. Thus, no argument can belong to all the extensions.

[^4]:    ${ }^{1}$ If the credal set are separately specified, we can obtain an extensive specification by taking all the possible combinations of the vertices of the credal sets.

[^5]:    ${ }^{2}$ Following [15, a latent variable is a random variable whose realizations are unobservable (hidden), while a manifest variable is a random variable whose realizations can be directly observed.

[^6]:    ${ }^{3}$ In principle also more general situations can be considered without big problems. Here we focus on this assumption as in real application it is very often satisfied.

[^7]:    ${ }^{4}$ This assumption is not particularly constraining as, for most of the BNs implementing knowledge-based systems, the variables to be observed are of this kind.

[^8]:    ${ }^{1}$ Note that $P(X)$ and $\sim P(X)$ are contradictory literals although they are nongrounded. The same idea is applied to identify contradiction in potential arguments.

[^9]:    ${ }^{1}$ We use the idea of a connector as a 'psychological operation linking two elements'. This notion should be distinguished from the common AI notion of connectives for that human connectors do not need to be logical.

[^10]:    ${ }^{2}$ It is supposed here that the belief memories contain all the beliefs that the agent is aware of. In particular they should explicitly contain their respective deductive closure in the sense of System P [24], if the agent is supposed to be omniscient.

[^11]:    ${ }^{1}$ Description Logics [2] may be regarded as decidable fragments of First Order Logic.
    L. Godo and A. Pugliese (Eds.): SUM 2009, LNAI 5785, pp. $124-137,2009$.
    (C) Springer-Verlag Berlin Heidelberg 2009

[^12]:    ${ }^{2}$ For example, the axiom $A \sqsubseteq B$ defines the class name $A$.

[^13]:    ${ }^{3}$ The exception to this is the Pellet reasoner, which is able to output clash information-while this is a potential optimisation, it is not supported by all reasoners and is therefore not used here.

[^14]:    ${ }^{4}$ OWL 2 supports datatypes.
    ${ }^{5}$ Upon seeing the justifications for this ontology it was deemed that this was a natural repair.

[^15]:    ${ }^{1}$ In fact, the system of inequalities 1 can always be transformed into a linear programming instance which always admits a solution. This makes column generation easier to apply. We skip the details for brevity.

[^16]:    * The author wishes to thank Pilar Dellunde, Lluís Godo and anonymous reviewers for helpful comments and Agreement Technologies project (Consolider CSD2007-022, INGENIO 2010) from the Spanish Ministry of Science and Innovation for financial support.
    ${ }^{1}$ We define trust as a measure of confidence or credibility. In the literature, see e.g. [23], credibility is understood as trust upon an agent as informant.
    ${ }^{2}$ In this sense, our proposal complies with Hansson's categorial matching principle in [16], stating that the output of a change operation should contain the same kind of elements used earlier in order to face, for arbitrary new inputs, future change operations in a self-sufficient manner.

[^17]:    ${ }^{3}$ In contrast, modal approaches for probabilistic modal logics regard truth-constants as parameters $r$ attached to modal operators, $\square_{i}^{r}$. This is also the case for graded trust-belief-communication logics e.g. 7] listed below.

[^18]:    ${ }^{4}$ Any associative aggregation function can be simply presented as a binary function; that is, the corresponding $n$-ary functions may easily be obtained from the binary case using associativity.

[^19]:    ${ }^{5}$ Following [12], we define a logic as a finitary and structural consequence relation $\vdash_{\mathcal{S}} \subseteq \mathcal{P}(\mathbf{F m}) \times \mathbf{F m}$, for some algebra of formulas $\mathbf{F m}$. That is, $\mathcal{S}$ satisfies (1) If $\varphi \in \Gamma$ then $\Gamma \vdash_{\mathcal{S}} \varphi$, (2) If $\Gamma \vdash_{\mathcal{S}} \varphi$ and $\Gamma \subseteq \Delta$ then $\Delta \vdash_{\mathcal{S}} \varphi$, (3) If $\Gamma \vdash_{\mathcal{S}} \varphi$ and for every $\psi \in \Gamma, \Delta \vdash_{\mathcal{S}} \psi$ then $\Delta \vdash_{\mathcal{S}} \varphi$ (consequence relation); (4) If $\Gamma \vdash_{\mathcal{S}} \varphi$ then for some finite $\Gamma_{0} \subseteq \Gamma$ we have $\Gamma_{0} \vdash \mathcal{S} \varphi$ (finitarity); (5) If $\Gamma \vdash \mathcal{S} \varphi$ then $e[\Gamma] \vdash \mathcal{S} e(\varphi)$ for all substitutions $e \in \operatorname{Hom}(\mathbf{F m}, \mathbf{F m})$ (structurality).

[^20]:    ${ }^{6}$ Thus, revision operators are defined relative to some fixed base $T_{0}$. Nonetheless, instead of $\circledast^{T_{0}} T_{1}$, we keep the traditional infix notation $T_{0} \circledast T_{1}$.
    ${ }^{7}$ That is, if truth-constants $\bar{r}$ occurring in base and input are taken from values $r=\frac{m}{n}$ for $0 \leq m \leq n$ (i.e. dividing [ 0,1$]$ into $n$ equal parts).

[^21]:    ${ }^{8}$ For the sake of a simpler presentation, in this paper we will assume agent $x$ 's knowledge base to be empty.

[^22]:    ${ }^{9}$ Other principles can also be taken into account. See the examples at the end of the paper.
    ${ }^{10}$ This is how we prevent diachronic inconsistencies ( $y$ telling $p$ first and $\neg p$ later) from being attributed $p \wedge \neg p$ to an agent. By definition of revision operators, synchronic inconsistencies (i.e. telling $p \wedge \neg p$ ) are simply ignored.
    ${ }^{11}$ After being told by $y$ (1) that $\varphi$, (2) that $\psi$ and (3) that $\neg(\varphi \wedge \psi)$ agent $x$ will prefer $\psi$ to $\varphi$, unless $y$ tells $x$ that $\varphi$ between just before (3) to guide $x$ 's revision of her own discourse. Similarly, if $y$ told. Observe it is in benefit of $y$ to make her position clear.

[^23]:    ${ }^{12}$ The present approach might be improved into more sophisticated versions. (1) A first possibility would be to turn trust recommendation $\bar{r} \rightarrow_{\mathrm{E}}\left[B_{y}\right] T r_{x z}$ (which is conditional on $x$ 's trust upon $y$ ) into (unconditional) trust information to be added to the trust subbase $\mathbf{T r}_{x}$. This would have the effect of making $y$ no longer responsible for her recommendation of $z$. (2) Another option is to enlarge the trust subbase so as to cover derived trust information too (e.g. trust information derived from unconditional trust, and a trust recommendation). To simplify the exposition neither of these options is considered in the present approach.

[^24]:    ${ }^{13}$ An aggregation operator $f$ is closed if $f(X) \in X$. In set-theoretic terminology, a closed aggregation operator is also a choice function.

[^25]:    ${ }^{14}$ Instead, in order to implement revision under (min, mean, $\beta$ ) it is recommendable to wait until several inputs have been gathered so as to have better grounds for deciding.

[^26]:    ${ }^{1}$ Manhattan distance between $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$ is the $L_{1}$ norm, or $\left|x_{1}-x_{2}\right|+\left|y_{1}-y_{2}\right|$.

[^27]:    ${ }^{2}$ To make this method work in practice, we enforce some small lower bound $\epsilon$ on the distance between two routes, so as to avoid division-by-zero errors when, for instance, $\wp$ equals $\wp^{\prime}$.

[^28]:    ${ }^{1}$ with $\rceil\{\cdot\}$ we denote the conjunction of all the concepts in the set $\{\cdot\}$.

[^29]:    ${ }^{2}$ http://owl.cs.manchester.ac.uk/repository/browser

[^30]:    L. Godo and A. Pugliese (Eds.): SUM 2009, LNAI 5785, pp. $240-254,2009$.

[^31]:    ${ }^{1}$ Some care should be taken when counting variable occurrences, since the number of occurrences may be different in two semantically equivalent formulas.

[^32]:    ${ }^{2}$ We assume that $V$ contains no irrelevant variables, i.e. $V=\left\{a_{1}, \ldots, a_{n}\right\}$.

[^33]:    ${ }^{3}$ http://lpsolve.sourceforge.net/
    4 http://choco-solver.net/

[^34]:    ${ }^{1}$ http://www.tvguide.com
    2 http://www.imdb.com

[^35]:    * This work is part of the SILK (Semantic Inference on Large Knowledge) project sponsored by Vulcan, Inc.
    L. Godo and A. Pugliese (Eds.): SUM 2009, LNAI 5785, pp. 268-281, 2009.
    (C) Springer-Verlag Berlin Heidelberg 2009

[^36]:    ${ }^{1}$ Separate belief combination functions can be associated to different predicates or even ground atoms.

