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Hardening and Roughness Reduction of Carbon Steel
by Laser Polishing. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 411
Stefan Stein, Rainer Börret, Andreas Kelm, Elvira Reiter,
Gerhard Schneider and Harald Riegel

Effect of Austenization Temperatures and Times
on Hardness, Microstructure and Corrosion Rate
of High Carbon Steel. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 421
Mohamed A. Gebril, Mohammad. S. Aldlemey
and Abdessalam F. Kablan

Statistical Analysis of Automatic Scanning of a Car Roof . . . . . . . . . . 429
Islam Sharaf, Said M. Darwish and Abdulrahman Al-Ahmari

viii Contents

http://dx.doi.org/10.1007/978-3-319-07383-5_26
http://dx.doi.org/10.1007/978-3-319-07383-5_26
http://dx.doi.org/10.1007/978-3-319-07383-5_27
http://dx.doi.org/10.1007/978-3-319-07383-5_27
http://dx.doi.org/10.1007/978-3-319-07383-5_28
http://dx.doi.org/10.1007/978-3-319-07383-5_28
http://dx.doi.org/10.1007/978-3-319-07383-5_29
http://dx.doi.org/10.1007/978-3-319-07383-5_29
http://dx.doi.org/10.1007/978-3-319-07383-5_30
http://dx.doi.org/10.1007/978-3-319-07383-5_30
http://dx.doi.org/10.1007/978-3-319-07383-5_30
http://dx.doi.org/10.1007/978-3-319-07383-5_31


The Effect of the Bedding Length
of Lintel in Masonry Walls on Their
Load Bearing Capacity

Jure Radnić, Vatroslav Čamber, Nikola Grgić and Domagoj Matešan

Abstract By using the previously developed numerical model of the authors for
both, static and dynamic analysis of concrete and masonry structures, which can
simulate their main nonlinear effects, the influence of the bedding length of lintel
on the ultimate bearing capacity of some masonry walls with openings has been
investigated. Three-storey masonry walls with door openings were analyzed.
Unreinforced and confined masonry walls were considered. There were separately
analyzed masonry walls under horizontal static forces at the floor levels and
masonry walls under earthquake. The bedding length of the lintel reinforcement
and quality of the masonry were varied. Characteristic displacements of the walls
and crack states in the lintel’s area are presented. Finally, main conclusions and
recommendations for practical application are given.
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1 Introduction

Above the openings in masonry walls are usually low and relatively weakly
reinforced beams—lintels. Lintel reinforcement is usually calculated only to take
over vertical loads, without the effects of wind and earthquake.

The height from the top of the opening to the top edge of floor level is variable
and depends on the building’s floor. In some cases, this height is relatively large,
so lintel and part of the wall above it contribute significantly to wall stiffness on
the horizontal static and dynamic (seismic) activity.

The width of openings in the walls for doors and windows is variable, as well as
width of supporting walls.

The bedding of rebars at the ends of the lintels is often very short (sometimes
below 10 cm). In fact, lintels do not contribute much to seismic resistance of
masonry walls with openings. It is well known that earthquakes may cause the
hardest damage to the parts of the masonry walls above the openings. In fact,
horizontal forces produce high horizontal tensile stresses and high vertical shear
stresses in these wall areas. Thus, in the horizontal direction masonry walls barely
have no compressive stresses from gravitational loads, and barely have no hori-
zontal tensile bearing capacity. Therefore, the occurrence of damage in parts of the
wall above openings is expected and occurs even due to small horizontal forces.
Cracks typically occur at the junction of the lintel with wall supports, and are
especially significant when lintel reinforcement is anchored very shortly above the
opening. A significant reduction of damages in the lintel’s area can be expected by
increasing the bedding length of the lintel reinforcement on wall supports and
by adequate increase of the amount of bottom and top lintel reinforcement. This
way, greater rigidity and resistance of the wall to horizontal loads will be ensured.

Obviously, the resistance and load bearing capacity of the wall would be
greatest when the horizontal lintels are extended to the neighboring vertical tie
beams.

No experimental and numerical studies of the effects of the bedding length of
the lintel reinforcement on the load bearing capacity of masonry walls exposed to
horizontal static or dynamic load have been available to the authors of this chapter.

The influence of the bedding length of lintel reinforcement of some masonry
walls on their behavior under horizontal static and dynamic (earthquake) loads has
been numerically investigated in this chapter.

Three-storey masonry walls with door openings were analyzed. Unreinforced
and confined masonry walls were considered. There were separately analyzed
masonry walls under horizontal static forces at the floor levels and masonry walls
under dynamic forces. The bedding length of the lintel reinforcement and quality
of the masonry were varied. Characteristic displacements of the walls and crack
states in the lintel’s area are presented.

2 J. Radnić et al.



1.1 Numerical Model

The previously developed numerical model for both static and dynamic analysis of
concrete and masonry structures [1, 2], which can simulate their main nonlinear
effects, was used. The main nonlinear effects are material nonlinearity (Table 1),
geometrical nonlinearity of the structure (large displacements), the strain rate
effects on the material properties of masonry, reinforced concrete and soil, soil
yield under a foundation, soil structure dynamic interaction, construction mode—
the stages of masonry walls, etc.

A macro and micro model of masonry can be used. In the macro model of the
masonry, the complex behaviour of the masonry (masonry units connected by
mortar) is modeled by the homogenous material of equivalent mechanical prop-
erties. In the micro model of the masonry, modelling at the level of the masonry
units and mortar (joints) is possible, as well as simulation of connection of mortar
and masonry units by contact elements.

Concrete behaviour is simulated with the isotropic material model. Masonry or
concrete models can be used for soil simulation, with corresponding material
parameters.

The basic data of the analyzed masonry walls are presented in Sect. 2, and some
research results are presented in Sect. 3. Main conclusions are given in Sect. 4.

Table 1 Material nonlinearity included in numerical model

Steel Concrete Masonry Soil

Nonlinear
behaviour in
tension and
compression

Yielding in
compression

Yielding in compression Yielding in compression

Opening of cracks in
tension

Opening of cracks in
tension

Opening of cracks in
tension

The mechanism of
crack opening and
closing under
dynamic load

The mechanism of crack
opening and closing
under cyclic load

The mechanism of crack
opening and closing
under cyclic load

Tensile and shear
stiffness of cracked
concrete

Tensile and shear
stiffness of cracked
masonry

Tensile and shear
stiffness of cracked
soil

Nonlinear behaviour of
the reinforcement

Transfer of shear stresses Transfer of shear stresses

Anisotropic properties of
strength and stiffness
in horizontal and
vertical direction

Anisotropic properties of
strength and stiffness
in horizontal and
vertical direction

The Effect of the Bedding Length of Lintel 3



2 Basic Data of the Analyzed Masonry Walls

The basic data of the analyzed masonry walls are presented in Fig. 1. The walls are
loaded by self weight and a uniform load q = 35 kN/m at floor levels. In the static
analysis, the walls are additionally loaded by a horizontal force H at floor levels.
The force has been applied in increments, until the collapse of the structure.

In the dynamic analysis, beside self weight and load q, the walls were exposed to
a horizontal harmonic base acceleration according to Fig. 3. The period of exci-
tation T corresponds to the first period of free oscillations of a particular wall. It was
adopted that the duration of excitation is Tp = 10T, and the analysis was carried out
for Ta = 20T. Implicit time integration with a time increment Dt = T1/100 was
adopted.

The walls with various lintel lengths were analyzed, i.e. with various bedding
lengths of the lintel reinforcement (0.2, 0.4, 0.6, 1.6 m). Analyzed unreinforced
masonry walls NW-20, NW-40, NW-60 and NW-160 are presented in Fig. 2a, and
analyzed confined masonry walls CW-20, CW-40, CW-60 and CW-160 are pre-
sented in Fig. 2b. Variants of walls with rigid and soft masonry were considered.
The rigid masonry has five times greater parameters of strength and stiffness
compare to the soft masonry. The adopted basic material parameters for the
numerical analysis are presented in Table 2.
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Fig. 1 Basic data about the analyzed masonry walls. a Unreinforced masonry wall. b Confined
masonry wall

4 J. Radnić et al.



It was accepted that the wall foundation is supported by a rigid base. Possibility
of the foundation lifting from the base was included. For that purpose, the thin
contact elements were used between base and foundation. The relatively rough
spatial discretization of the walls according to Fig. 4 was adopted, especially for
the tie beams and the lintels. All longitudinal and transverse rebars were modeled.

NW-20 NW-40 NW-60 NW-160

0.6 1.60.40.2

(a)

(b)

 

CW-20 CW-40 CW-60 CW-160

0.2 0.4 0.6 1.6

 
Fig. 2 Variants of analyzed masonry walls. a Unreinforced masonry wall. b Confined masonry
wall

t

T

x = x sin.. t
T

Tp=10T

x..
..

Tp

Fig. 3 Adopted base
acceleration
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Table 2 The adopted basic material parameters for the numerical analysis

Parameters Unit Material

Rigid
masonry

Soft
masonry

Concrete Reinforcement
steel

Elasticity modulus MPa 5,000 1,000 30,500 210,000
Poisson’ratio – 0.00 0.00 0.15 –
shear modulus MPa 1,000 200 13,260 –
Compressive

strength
MPa 5.0 1.0 25 500.0

Tensile strength MPa 0.15 0.03 2.5 500.0
Limit comp. strength – -0.01 -0.01 -0.0035 -0.02
Limit tensile strength – 0.00003 0.00003 0.0001 0.02

NW-20(a)

(b)

NW-40 NW-60 NW-160

CW-20 CW-40 CW-60 CW-160

Fig. 4 Adopted spatial discretization of the walls. a Unreinforced masonry wall. b Confined
masonry wall
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3 Brief Comment on the Numerical Results

3.1 Static Analysis

3.1.1 Unreinforced Masonry Walls (NW)

The horizontal displacement of the top of the unreinforced masonry walls is shown
in Fig. 5.

The big difference in the load bearing capacity and displacements of the wall
can be noticed regarding the masonry quality, as well as the bedding length of
lintel reinforcement.

For the walls with soft masonry the load bearing capacity of the wall NW-160 is
more than 35 % higher than the load bearing capacity of the wall NW-20. For
these walls with rigid masonry, the difference in load bearing capacity is only
about 10 %.

Crack states in unreinforced masonry walls for the work levels of force H is
presented in Fig. 6. As can be seen, the extension of the lintels above the openings
results in reduction of the cracking zone in the lintels and supporting walls.

3.1.2 Confined Masonry Walls (CW)

The horizontal displacement of the top of the confined masonry walls is presented
in Fig. 7. Analogue comments as for previously discussed unreinforced masonry
can be stated. A huge difference in the load bearing capacity and displacements for
these walls also depends on the masonry quality. There is also a significant dif-
ference in the load bearing capacity of the wall depending on the bedding length of
lintel reinforcement. So, for rigid masonry, the difference of the load bearing
capacity of the walls for CW-160 and CW-20 is about 10 %, and for soft masonry
it is about 45 %. For unreinforced masonry and confined masonry, greater bedding
length of lintel reinforcement contributes to the greater load bearing capacity of
the walls.

Crack states in the confined masonry walls for for the work levels of force H is
presented in Fig. 8. Analogue conclusions as for unreinforced masonry can be
stated. Greater bedding length of lintel reinforcement has a favorable effect on the
crack states in the lintel’s area and at the supporting walls. Even for the work
levels of loads, increase of the bedding length of lintel reinforcement results in
decrease of cracking zone in lintel and supporting walls.

The Effect of the Bedding Length of Lintel 7
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3.2 Dynamic Analysis

3.2.1 Unreinforced Masonry Walls (NW)

It is obvious that the three-storey unreinforced masonry walls according to Fig. 1a
have a small resistance to earthquake excitations, especially in the case of the soft
masonry. At first, the dynamic analysis was performed for small values of a
harmonic base acceleration xo

::
according to Fig. 3. Then it was gradually increased

to the walls collapse. So, it was determined which maximum base acceleration xo
::

each wall could withstand (Table 3a). As it was expected, unreinforced masonry
walls can withstand a low value of base acceleration, especially in the case of soft
masonry.

NW-20(a)

(b)

NW-40 NW-60 NW-160

NW-20 NW-40 NW-60 NW-160

Fig. 6 Crack states in unreinforced masonry walls for work levels of force H. a Rigid masonry,
H = 15 kN. b Soft masonry, H = 3 kN
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The horizontal displacement of the top of the unreinforced masonry for the
maximum base acceleration xo

::
is presented in Fig. 9.

For the same dynamic excitation (xo
::

= 0.04 g for rigid masonry and
xo
::

= 0.001 g for soft masonry), the walls have almost equal response (almost
independent of the bedding length of lintel reinforcement).
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However, for the same displacement, the walls have different crack states
(Fig. 10). It is obvious that, as for the horizontal static force (Sect. 3.1), the
bedding length of lintel reinforcement has a significant influence on the size of the
cracking zone. Specifically, the extension of the lintel bedding length considerably
narrowed the size of the cracking zone.

CW-20(a)

(b)

CW-40 CW-60 CW-160

CW-20 CW-40 CW-60 CW-160

Fig. 8 Crack states in the confined masonry walls for work levels of force H. a Rigid masonry
walls, H = 27 kN. b Poor masonry walls, H = 9 kN

Table 3a Maximum harmonic base acceleration xo
::

which can withstand unreinforced masonry
walls (NW)

max xo
::

Masonry NW-20 NW-40 NW-60 NW-160
Rigid 0.04 g 0.045 g 0.05 g 0.08 g
Soft 0.001 g 0.0015 g 0.002 g 0.004 g

The Effect of the Bedding Length of Lintel 11



3.2.2 Confined Masonry Walls (CW)

Analogously to specified in Sect. 3.2.1, it is also firstly determined which maxi-
mum base acceleration xo

::
each wall could withstand (Table 3b). The horizontal

displacement of the top of confined masonry wall for the maximum base
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. a Rigid masonry walls, xo
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= 0.04 g. b Soft masonry walls, xo
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= 0.001 g
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acceleration xo
::

is presented in Fig. 11. As it was expected, these walls can with-
stand greater maximum base acceleration xo

::
compared to the unreinforced

masonry walls. A huge difference in the load bearing capacity for cases of the rigid
and the soft masonry is evident.

NW-20(a)

(b)

NW-40 NW-60 NW-160

NW-20 NW-40 NW-60 NW-160

Fig. 10 Crack states in unreinforced masonry walls for the maximum base acceleration xo
::

.
a Rigid masonry walls, xo

::
= 0.04 g, t = 0.23 s. b Soft masonry walls, xo

::
= 0.001 g, t = 0.50 s

Table 3b Maximum harmonic base acceleration xo
::

which can withstand confined masonry walls
(CW)

max xo
::

Masonry CW-20 CW-40 CW-60 CW-160
Rigid 0.24 g 0.25 g 0.27 g 0.30 g
Soft 0.02 g 0.03 g 0.04 g 0.10 g
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Crack states in the confined masonry walls for the maximum base acceleration
xo
::

is presented in Fig. 12. The influence of the bedding length of lintel rein-
forcement on the crack states in the lintel and supporting walls is completely
analogous to the previously mentioned for the unreinforced masonry walls.
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Fig. 11 Horizontal displacement of the top of the confined masonry walls for the harmonic base
excitation xo

::
. a Rigid masonry walls, xo
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= 0.24 g b Soft masonry walls, xo
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= 0.02 g
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4 Conclusions

By using the previously developed and verified numerical model for static and
dynamic analysis of concrete and masonry structures, it was determined that the
bedding length of lintel reinforcement may have a significant influence on the load
bearing capacity and on the size of cracking zone of the unreinforced and confined
masonry walls exposed to winds and earthquakes. Greater bedding length of lintel
reinforcement contributes to the increase of load bearing capacity of the masonry
walls, as well as to the reduction of size of cracking zones in lintel and supporting
walls. That influence is greater if the quality of the masonry is softer. The quality
of the masonry has a great influence on the load bearing capacity of the masonry
walls, as well as on the size of cracking zones. If the masonry buildings are located

CW-20(a)

(b)

CW-40 CW-60 CW-160

CW-20 CW-40 CW-60 CW-160

Fig. 12 Crack states in unreinforced masonry walls for the maximum base acceleration xo
::

.
a Rigid masonry walls, xo

::
= 0.04 g, t = 0.23 s. b Soft masonry walls, xo

::
= 0.001 g, t = 0.50 s
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in the zone with strong expected earthquakes, especially if the masonry supporting
walls are relatively tight, it is recommended to extend the bedding length of lintel
reinforcement to the neighboring vertical tie beams.
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1 General

Behaviour of masonry structures during an earthquake significantly depends on
their mass, i.e. the intensity of the vertical load. The earthquake force increase
proportionally with the increase in the mass. On the other hand, the increase in
vertical load reduces possible vertical tensile stresses in the masonry walls, as well
as the possibility of their lifting from the base.

The effect of the vertical load intensity on the seismic response of masonry
walls subjected to the earthquake Ston and the harmonic base acceleration is
numerically investigated in this paper. Two–storey unreinforced and confined
masonry walls, with and without openings, are analysed. Good quality and poor
quality of masonry were analyzed separately. Wall foundation lifting from the
rigid base is modelled.

A numerical model for static and dynamic analysis of masonry structures [1, 2],
previously developed by the authors, was used. The model simulates geometric
nonlinearity of the structure, as well as the main nonlinear effects of masonry,
concrete, reinforcement and soil. The main conclusions of the research are given at
the end of this paper. The literature that analysed the researched problem in the
presented manner has not been available to the authors. Some similar researches
can be found in [3–10].

2 Basis of the Used Numerical Model

Detailed description of the used numerical model can be found in [1, 2], and will
be only briefly described hereinafter.

The model is intended for simulation of planar masonry structures loaded in
their plane. The structure model can consist the masonry, reinforced concrete and
subsoil. Simulation of all main nonlinear effects of masonry, reinforced concrete
and soil is possible.

A macro and micro model of masonry can be used. In the macro model of the
masonry, the complex behaviour of the masonry (masonry units connected by
mortar) is modelled by the homogenous material of equivalent mechanical prop-
erties. In the micro model of the masonry, modelling at the level of the masonry
units and mortar (joints) is possible, as well as simulation of connection of mortar
and masonry units by contact elements. It is possible to use the isotropic model of
masonry, as well as anisotropic model with different strengths (compressive,
tensile, shear), modulus of elasticity, shear modulus and limit strains in horizontal
and vertical directions. It can be modelled yielding and crushing of masonry in
compression, opening and closing of cracks in tension, as well as tensile and shear
stiffness of cracked masonry, as well as shear failure. The model of fixed
orthogonal smeared cracks was used.
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Concrete behaviour is simulated with the isotropic material model. It can be
modelled yielding and crushing of concrete in compression, the opening and
closing of cracks in tension, as well as tensile and shear stiffness of cracked
concrete. A model of fixed orthogonal cracks is also used, with the crack direction
corresponding to the directions of main tensile stresses. In dynamic analysis, it is
possible to simulate the effect of strain rate on the mechanical properties of
concrete and steel. It is also possible to simulate the nonlinear behaviour of
reinforcement, with the effects of unloading.

Masonry or concrete models can be used for soil simulation, with corre-
sponding material parameters.

The adopted numerical model also may includes geometric nonlinearity of the
structure (large displacements).

3 Basic Data on Analyzed Walls

Basic data on the analysed real two-story masonry walls are shown in Fig. 1. Apart
from its dead weight, the walls are loaded with variable uniform vertical load (q) at
the floor levels.

Spatial discretization of the walls is shown in Fig. 2. Thin contact elements
under the foundation were used to simulate wall lifting from the rigid base. The
macro model of masonry [1, 2] with isotropic material properties is used. The
adopted basic material parameters are presented in Table 1. In relation to poor
quality of masonry, the values of material parameters of good quality of masonry
are five times greater. The walls are subjected to horizontal base acceleration
according to Fig. 3. The horizontal component of the earthquake Ston acceleration
(Fig. 3a) and horizontal harmonic base acceleration (Fig. 3b), with a period (Tp)
equal to the first period of free oscillations of corresponding wall (T1), were used.
The maximum base acceleration of 0.3 g was adopted. Implicit time integration
with a time increment Dt = T1/100 was adopted. A displacement increase of 1%
compared to the current total displacement is adopted as the iterative procedure
convergence criteria. The impact of wall buckling perpendicular to its plane has
not been modelled.

4 Results of Numerical Analysis

Some results of numerical analysis, which will be only briefly commented below,
are shown in Figs. 4, 5, 6, 7, 8, 9, 10, 11, 12, 13 and 14.

For all analysed masonry walls (unreinforced and confined, with and without
openings, with good and poor quality of masonry) and for all analysed dynamic
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excitations (earthquake, harmonic excitation), numerical results show that the
increase of the vertical load has a negative effect on walls behaviour when they are
subjected to dynamic excitation. The reason for this is the increase of inertial
forces of the structure with an increase of its mass.
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Although larger static vertical loads of masonry walls usually have positive
effects (reducing tensile stresses in masonry and vertical reinforcement, mini-
mizing the possibility of wall foundation lifting at bending, etc.), in earthquake
condition they have adverse effect.

As was expected, the analysis indicated that the two-storey unreinforced
masonry walls can not withstand the imposed dynamic excitation by maximal base
acceleration of 0.3 g. Confined two-storey masonry walls can survive imposed
dynamic excitations at lower vertical loads. Whereby, the overall state of the walls
with openings and poor quality of masonry is worse than those without openings
and with good quality of masonry (there are significant differences in the dis-
placements, stresses and damages/cracks).

In general, regardless of the type of the walls, openings and especially the
quality of masonry significantly affect the deformability, stress state, the level of
damage and safety of masonry walls subjected to dynamic excitation.

Table 1 The adopted basic material parameters of masonry walls

Parameters Unit Material

Good
masonry

Poor
masonry

Concrete Reinforcement
steel

Contact
element

Elasticity
modulus

MPa 5,000 1,000 30,500 210,000 30,500

Shear modulus MPa 1,000 200 13,260 – 13,260
Compressive

strength
MPa 5.0 1.0 25 560.0 25

Tensile strength MPa 0.15 0.03 2.5 560.0 0.0
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Fig. 8 Vertical stresses of
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Fig. 10 Vertical stresses of
masonry at the bottom of
confined masonry walls
without openings.
a Earthquake Ston.
b Harmonic acceleration
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Fig. 12 Reinforcement
stresses at the bottom of
confined masonry walls
without openings.
a Earthquake Ston.
b Harmonic acceleration
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5 Conclusion

Larger static vertical loads of masonry walls usually have positive effects on their
behaviour (reducing possible tensile stresses in masonry, concrete and reinforce-
ment, as well as minimizing the possibility of lifting and overturning of the walls).
However, larger vertical loads have adverse effect on masonry wall behaviour in
earthquake conditions since they generate larger inertial forces the structure under
earthquake. Thus, weight of the buildings should be reduced as much as possible in
areas with expected strong earthquakes.

A combination of high walls, great mass of the structure, large wall openings
and the use of poor quality of masonry is particularly unfavourable. Unreinforced
masonry should only be used for buildings of small importance, low height, in low
seismicity zones and only used the masonry of good quality.
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Numerical model for static and dynamic analysis of masonry wall. Grad̄evinar 63, 529–546
(2011)
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Numerical Study of Flange-Web Junction
of Prestressed Concrete Bridge
with Corrugated Steel Webs

Xiachun Chen, Francis T. K. Au and Yu Zeng

Abstract Steel-concrete composite bridges have become popular by taking
advantage of desirable properties of both materials. In particular, prestressed
concrete bridges with corrugated steel webs have emerged as one of the promising
bridge forms. This structural form provides excellent structural efficiency with the
concrete flanges primarily taking bending and the corrugated steel webs taking
shear. Most beam theories proposed for this type of bridges have assumed that the
longitudinal stiffness of the corrugated web is negligible. The web is assumed to
carry effectively zero longitudinal normal stress. However, longitudinal normal
stresses of the web have been observed in the bonded zone of the flange-web
junctions during experiments. In this chapter, the stress distribution in the bonded
zone of the flange-web junctions is investigated numerically. Parametric analysis
is done to identify the essential parameters. The study shows that the interaction
between the web corrugations and the surrounding concrete causes longitudinal
normal stresses in the bonded zones. If the bonded zone is large as compared to the
whole deck section, the assumption of negligible longitudinal stiffness of web may
no longer be valid. Based on the numerical study, this chapter provides some
suggestions for the design of web corrugations.

Keywords Corrugated steel webs � Flange-web junction � Prestressed concrete
bridge

X. Chen � F. T. K. Au (&) � Y. Zeng
Department of Civil Engineering, The University of Hong Kong, Pokfulam Road,
Hong Kong, China
e-mail: francis.au@hku.hk

X. Chen
e-mail: chenxiachun@hotmail.com

Y. Zeng
e-mail: yzeng@hku.hk

A. Öchsner and H. Altenbach (eds.), Design and Computation of Modern
Engineering Materials, Advanced Structured Materials 54,
DOI: 10.1007/978-3-319-07383-5_3, � Springer International Publishing Switzerland 2014

35



1 Introduction

Steel-concrete composite bridges have become popular by taking advantage of
desirable properties of both materials. In particular, prestressed concrete (PC)
bridges with corrugated steel webs have emerged as one of the promising bridge
forms. This structural form provides excellent structural efficiency with the con-
crete flanges primarily taking bending and the corrugated steel webs taking shear.
This type of bridge has some remarkable advantages, e.g. low weight of steel
webs, efficient prestressing on concrete, high shear buckling strength of the steel
webs, high ductility and easy maintenance. The configuration of one of such bridge
is shown in Fig. 1. Hereafter this type of bridge is assumed unless otherwise stated.

In 1986, the first bridge of this type, Cognac Bridge, was built in France [1].
The successful application and its significant advantages over conventional PC
bridges have prompted much research work and some construction companies to
get involved in this new composite structure in various countries, including China,
Germany, Japan and USA.

Most beam theories proposed for this type of bridges have assumed that the
longitudinal stiffness of the corrugated web is negligible [2]. The web is assumed
to carry effectively zero longitudinal normal stress and constant shear stress
throughout the web height. However, longitudinal normal stresses of the web have
indeed been observed in the bonded zone of the flange-web junctions during
experiments [3, 4]. In this chapter, the stress distribution in the bonded zone of the
flange-web junctions is investigated numerically. Based on the numerical study,
this chapter provides some suggestions for the design of web corrugations.

Typical cross sections of the bridge are shown in Fig. 2, where tu and tl are the
depths of upper and lower flanges respectively; bu and bl are the widths of upper
and lower flanges respectively; hw is the height of the web; and H is the depth of
the entire beam. Figure 3 shows typical types of corrugated webs, i.e. trapezoidal
and sinusoidal, where s denotes the developed length of the corrugated web; s0

denotes the projected length of the corrugated web; sflat denotes the length of the
flat segment of the corrugated web; r denotes the rise of corrugations; and h
denotes the trough angle.

The analysis of these typical corrugated steel sheets is usually carried out using
the theory of orthotropic shells or plates, which has been verified to adequately
capture the main features of the behavior of these corrugated sheets [5]. According
to [5] and [6], the shear modulus of the equivalent orthotropic web, Ge, of the
above two types of corrugated web is given by

Ge ¼
s0

s
Gw ð1Þ
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where Gw is the shear modulus of the corrugated web. The modulus of elasticity of
the equivalent orthotropic web, Ee, in axial direction of the trapezoidal corrugated
web is given by [5]

Diaphragm

Diaphragm

Diaphragm

Corrugated web

Lower flange
Internal prestressing 

tendons

Corrugated
web

Upper flange

External prestressing 
tendons

Fig. 1 Configuration of one prestressed concrete bridge with corrugated steel webs
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Fig. 2 Typical cross sections of the bridge: a with single web, and b with double webs
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Fig. 3 One full corrugation: a trapezoidal, and b sinusoidal
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Ee ¼
Ew

tw
r

ffi �2

6 2
s0

s0�scosh
1�cosh

ffi �
þ 4

3s0

r
sinh

h i ð2Þ

where Ew is the material modulus of elasticity of the corrugated steel web and tw is
thickness of the web. For the sinusoidal corrugated web, Ee is given by [6]

Ee ¼
Ew

1þ 6 r
tw

� �2
1� l2

w

ffi �
s
s0

� �2
� s

2ps0
sin 2ps

s0

� � ð3Þ

where lw is the Poisson’s ratio of the corrugated steel web.

2 Numerical Analysis

Because of the constraints of the concrete flanges, the corrugated steel web cannot
deform freely in the bonded zone of the flange-web junction. Hence, longitudinal
normal stresses do exist in the corrugated steel web within the bonded zone. The
values of longitudinal normal stress and depth of the bonded zone are affected by
various geometric parameters of the corrugation. In this study, the parameters s0,
sflat, r, h and tw of the trapezoidal corrugation are selected for the parametric study.

2.1 Numerical Models

A simply supported bridge subjected to four-point loading as shown in Fig. 4 is
considered. By symmetry, only the left half of the bridge is taken for analysis. A
finite element model of the left half of bridge, modelled by the computer pro-
gramme ANSYS, is shown in Fig. 5. The details of the models are further elab-
orated below.

Prestressed concrete bridges with double corrugated webs as shown in Fig. 2b
are considered. Three model groups are established in this study. The common
dimensions and material parameters of the models are shown in Table 1. For
additional comparison, a bridge model with flat webs (tw ¼ 0:010 m) is also
established. In model group A as shown in Table 2, parameters r and h vary while
parameters s0, sflat and tw remain unchanged. In other words, the lateral dimensions
of corrugation are varied while the longitudinal dimensions and web thickness are
kept unchanged. In model group B as shown in Table 3, the parameter tw varies
while parameters r, h, s0 and sflat remain unchanged. In model group C as shown in
Table 4, parameters s0 and sflat vary while parameters r, h and tw remain
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unchanged. In other words, the longitudinal dimensions of corrugation are varied
while the lateral dimensions and web thickness are kept unchanged.

The flanges of the bridge are modelled using solid elements (SOLID65 of
ANSYS) and the webs are modelled using shell elements (SHELL181 of ANSYS).
The element SOLID65 for 3-D modelling of solids is defined by eight nodes
having three degrees of freedom at each node, i.e. translations in the nodal x, y and
z directions. The element SHELL181 for analyzing thin to moderately-thick shell
structures is a four-node element with six degrees of freedom at each node, i.e.
translations in the x, y and z directions, and rotations about the x, y and z-axes. By
symmetry, only the left half of the bridge is modelled as shown in Fig. 5. At the
left end, the vertical displacements of the nodes at the bottom of the lower flange
are constrained, while the lateral displacement of the node at the centre at the

F

A B

F

Fig. 4 A simply supported bridge with four-point loading

Fig. 5 Finite element model analyzed: a before deformation, and b after deformation

Table 1 Dimensions and
material parameters of the
bridge models

Parameter Value Unit Parameter Value Unit

H 2.800 (m) tl 0.400 (m)
L 60.000 (m) lw 0.3
hw 2.000 (m) Ew 2.10E + 11 (Pa)
bu 6.000 (m) Gw 8.08E + 10 (Pa)
tu 0.400 (m) Ef 3.45E + 10 (Pa)
bl 6.000 (m)
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bottom of the lower flange is constrained. At the right end, the longitudinal dis-
placements of the nodes in the entire beam section are constrained, while the
rotations of the nodes in the web section are constrained.

2.2 Results and Discussions

The longitudinal normal stresses of the web corrugation at 3L/8 from the left
support are selected for illustration. Both the longitudinal normal stresses of the
flat and inclined segments of the web corrugation are discussed in this chapter. The
locations, where the stresses are extracted, are shown in Fig. 6.

The longitudinal normal stresses in the flat segment of web corrugation of
Model A3 in Fig. 7 show clearly two bonded zones and a non-bonded zone. In
each zone, the distribution of normal stresses is approximately linear. However,
those in the bonded zones are slightly curved. In the non-bonded zone, the normal
stresses are mainly caused by the equivalent orthotropic modulus of elasticity of
the web. In the bonded zones, the normal stresses are caused by not only the
equivalent orthotropic modulus of elasticity of the web but also the interaction
between the web corrugations and the surrounding concrete of the flanges, and
hence the depth may vary.

Table 2 Corrugation profile and equivalent material parameters of model group A

Model A1 Model A2 Model A3 Model A4 Model A5 Model A6

s (m) 0.510 0.517 0.525 0.566 0.660 0.618
s0 (m) 0.500 0.500 0.500 0.500 0.500 0.340
sflat (m) 0.34 0.34 0.34 0.34 0.34 0.340
r (m) 0.029 0.037 0.046 0.080 0.139 0.139
h (degree) 20 25 30 45 60 90
tw (m) 0.010 0.010 0.010 0.010 0.010 0.010
Ee (Pa) 1.82E + 09 1.09E + 09 7.00E + 08 2.13E + 08 5.94E + 07 3.48E + 07
Ge (Pa) 7.91E + 10 7.82E + 10 7.70E + 10 7.13E + 10 6.12E + 10 4.44E + 10
Ee/Ew (%) 0.867 0.520 0.333 0.101 0.028 0.017

Table 3 Corrugation profile and equivalent material parameters of model group B

Model B1 Model B2 Model B3 Model B4 Model B5 Model B6

s (m) 0.566 0.566 0.566 0.566 0.566 0.566
s0 (m) 0.500 0.500 0.500 0.500 0.500 0.500
sflat (m) 0.34 0.34 0.34 0.34 0.34 0.34
r (m) 0.080 0.080 0.080 0.080 0.080 0.080
h (degree) 45 45 45 45 45 45
tw (m) 0.0050 0.0100 0.0150 0.0200 0.0250 0.0300
Ee (Pa) 5.33E + 07 2.13E + 08 4.79E + 08 8.52E + 08 1.33E + 09 1.92E + 09
Ge (Pa) 7.13E + 10 7.13E + 10 7.13E + 10 7.13E + 10 7.13E + 10 7.13E + 10
Ee/Ew (%) 0.025 0.101 0.228 0.406 0.634 0.913
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From the longitudinal normal stresses of the web corrugation at 3L/8 of model
group A as shown in Fig. 8, the effects of the trough angle h and rise r on both the
normal stress and the depth of bonded zone are insignificant. The depth of bonded
zone in the flat segment of web corrugation is about 10 % of the web height. In the
inclined segment of web corrugation, the stresses in the bonded zone clearly
decrease with increase of the parameters h and r, but the depth remains almost the
same, i.e. 10 % of the web height. Figure 8 shows that the normal stresses in the
bonded zones of the corrugated web are smaller than those in the flat web.
Comparing Fig. 8a, b, it is found that the longitudinal normal stresses of the
bonded zones in the inclined segment are much less than those in the flat segment.

The ratio of modulus of elasticity of the equivalent orthotropic web to that of
the corrugated web material of model group A is shown in Fig. 9. With the
increase of modulus of elasticity of the equivalent orthotropic web, the normal
stress in the non-bonded zone of the flat segment increases significantly. When the
ratio of modulus of elasticity of the equivalent orthotropic web to that of the
corrugated web material is less than 0.1 %, the normal stress in the non-bonded
zone of the flat segment is negligible. It is also noted that the normal stress in the
non-bonded zone of the inclined segment is always negligible.

As observed from the longitudinal normal stresses of the web corrugation at 3L/
8 of model group B shown in Fig. 10, the effects of the web thickness tw on both
stress and depth of the bonded zone are insignificant. The depths of the bonded
zone in both the flat and inclined segments of the web corrugation are about 10 %
of the web height.

The ratio of modulus of elasticity of the equivalent orthotropic web to that of
the corrugated web material of model group B is shown in Fig. 11. With the

Location in flat 
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Location in inclined 
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Fig. 6 Locations where the
longitudinal normal stresses
of the web corrugation are
extracted
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increase of modulus of elasticity of the equivalent orthotropic web, the normal
stress in the non-bonded zone of the flat segment increases significantly. When the
ratio of modulus of elasticity of the equivalent orthotropic web to that of the
corrugated web material is less than 0.1 %, the normal stress in the non-bonded
zone of the flat segment is negligible. The normal stress in the non-bonded zone of
the inclined segment is always negligible.

As observed from the longitudinal normal stresses of the web corrugation at 3L/
8 of model group C shown in Fig. 12, both the normal stresses and depth of the
bonded zone increase significantly with the increase of parameters s0 and sflat. If
the bonded zone is large as compared to the whole deck section, the common
assumption of negligible axial stiffness of corrugated steel web may no longer be
valid. When the ratio of s0 to web height hw is less than 0.25, the depth of the
bonded zone approaches a constant of about 10 % of web height. In the inclined
segment of the web corrugation, the effects of parameters s0 and sflat on both stress
and depth of the bonded zone are insignificant.
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From the ratio of modulus of elasticity of the equivalent orthotropic web to that
of the corrugated web material of model group C shown in Fig. 13, the change in
modulus of elasticity of the equivalent orthotropic web due to change in the ratio
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Fig. 9 Ratio of modulus of
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of web material of model
group A

-1.0
-0.8
-0.6
-0.4
-0.2
0.0
0.2
0.4
0.6
0.8
1.0

-14-12-10 -8 -6 -4 -2 0 2 4 6 8 10 12 14

V
er

tic
al

 d
is

ta
nc

e 
fro

m
 b

ea
m

 
ce

nt
rio

d 
(m

)

Longitudinal normal stress (MPa)

Flat web
tw= 0.005 m

tw= 0.030 m
tw= 0.025 m
tw= 0.020 m
tw= 0.015 m
tw= 0.010 m

(a)

-1.0
-0.8
-0.6
-0.4
-0.2
0.0
0.2
0.4
0.6
0.8
1.0

-14-12-10 -8 -6 -4 -2 0 2 4 6 8 10 12 14

V
er

tic
al

 d
is

ta
nc

e 
fro

m
 b

ea
m

 
ce

nt
rio

d 
(m

)

Longitudinal normal stress (MPa)

Flat web
tw= 0.005 m

tw= 0.030 m
tw= 0.025 m
tw= 0.020 m
tw= 0.015 m
tw= 0.010 m

(b)

Fig. 10 Longitudinal normal
stresses of the web
corrugation at 3L/8 of model
group B: a flat segment, and
b inclined segment

44 X. Chen et al.



s0/hw is insignificant, and hence the normal stresses in the non-bonded zone of the
flat segment vary a little. The normal stresses in the non-bonded zone of the
inclined segment are always negligible.
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Fig. 12 Longitudinal normal
stresses of the web
corrugation at 3L/8 of model
group C: a flat segment, and
b inclined segment
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3 Conclusions

In this study, a numerical study on the flange-web junction of prestressed concrete
bridge with corrugated steel webs is carried out by the finite element method.
According to the parametric study, the following conclusions are drawn.

(a) The essential parameters, which affect the longitudinal normal stresses and
depth of the bonded zone in the flat segment of the web corrugation, are the
projected length of the corrugated web s0 and the length of the flat segment of
the corrugated web sflat. With the increase of s0 and sflat, the stress and depth
of the bonded zone in the flat segment of the web corrugation increase
significantly. When the ratio of the projected length of the corrugated web s0

to the web height hw is below 0.25, the depth of the bonded zone approaches a
constant of about 10 % of the web height.

(b) The essential parameters, which affect the longitudinal normal stresses of the
bonded zone in the inclined segment of the web corrugation, are the trough
angle h and rise r of the web corrugation. With the increase of trough angle h
and rise r, the longitudinal normal stresses in the inclined segment of the web
corrugation decrease significantly.

(c) The depth of bonded zone in the inclined segment of the web corrugation is
insensitive to changes in the web corrugation profile and web thickness, and
the depth is about 10 % of the web height.

(d) The longitudinal normal stresses of the bonded zone in the inclined segment
are clearly below those in the flat segment. It is also noted that the longitu-
dinal normal stresses in the bonded zones of the corrugated web are smaller
than those in the flat web.

(e) With the increase of modulus of elasticity of the equivalent orthotropic web,
the normal stresses in the non-bonded zone of the flat segment increase sig-
nificantly. When the ratio of the modulus of elasticity of the equivalent
orthotropic web to that of the corrugated web material is less than 0.1 %, the
normal stresses in the non-bonded zone of the flat segment become negligible.

(f) The normal stresses in the non-bonded zone of the inclined segment are
always negligible.
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Fig. 13 Ratio of modulus of
elasticity of the equivalent
orthotropic web to that
of web material of model
group C
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In accordance with the numerical study, to avoid significant longitudinal normal
stresses in the corrugated web in the design of bridges, it is suggested that the ratio
of the modulus of elasticity of the equivalent orthotropic web to that of the cor-
rugated web material to be kept below 0.1 % and the ratio of the projected length
of the corrugated web s0 to the web height hw is kept below 0.25. Under such
conditions, the common assumption of negligible axial stiffness of the corrugated
web can be taken as valid; otherwise more sophisticated analysis should be carried
out.
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The Use of Ultrasonic Waves
and Analytical Modeling to Estimate
Elasticity Modulus of Rubber Concrete
Specimen

Hadda Hadjab, Ahmed Arbia and Oussama Boulekfouf

Abstract This research work aims to evaluate the influence of the addition of
rubber aggregates on elasticity modulus experimentally by using ultrasonic waves
and theoretically by analytical models. Based on ultrasonic waves in concrete
specimen at different percentages of rubber granules, one can evaluate the static
modulus (Estatic) from the dynamic elastic modulus (Edynamic), according to British
code [7]. From the obtained experimental results, one can conclude that the use of
rubber granules has the potential for vibration damping capacity. In other words,
the rubber granules, reduces the kinetics of ultrasonic pulses in the material. This
reduction is due to the decreasing density of rubber granules (RG), with respect to
gravel. The concrete base of its aggregates can be used such as paving of vibrating
tools. Analytical modeling (Hill model) is used. The analytically obtained results
converge with those from experimental procedure and give a good agreement to
other researcher’s works.
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1 Introduction

The elastic modulus is a very important property for all materials. In the field of
civil engineering evaluation of the elastic modulus of concrete is to determine the
scope of its use (rigid pavements, retaining walls, structural elements…). In our
work we use a concrete aggregate base rubber, which has characteristics very
promising in terms of reducing the kinetic ability of ultrasonic pulses through its
decreased elastic modulus. The determination of the elastic modulus can be
achieved by experimental methods and by analytical methods. The analytical
methods are based on the use of different models, such as selected in this work as
the ‘‘terminals’’ of Hill [1] and the bounds of Hashin-Shtrikman (BHS) [2]. These
models will be used for a comparative study with the results found by the
experimental method which is based on the evaluation of the modulus of elasticity
from the ultrasonic test. The experimental procedure is a non-destructive technique
to measure the travel time of the ultrasonic wave through the material.

2 Materials and Methods

2.1 Experimental Aspect

2.1.1 Principle of Ultrasonic Testing

The principle of ultrasonic testing is that an electrical signal is converted into a
strain wave by a piezoelectric transducer. That wave propagates through a concrete
specimen and is captured by the receiving transducer. The propagation time and
the speed of the ultrasonic waves are deducted (see Fig. 1).

2.2 Calculation Method

Due to the heterogeneity of the material, the interpretation of ultrasonic signals is
not easy. Typically, tests are often based on the measurement of velocities of
longitudinal ultrasonic waves (see Fig. 2). The speed of the wave through an
elastic solid is given by the following expression [3]:

V ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Eð1� tÞ

qð1þ tÞð1� 2tÞ

s

ð1Þ

The Young’s modulus (dynamic) E can be expressed as a function of V, and t c
using the following formula.
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E ¼ ð1þ tÞð1� 2tÞ
1� t

qV2 ð2Þ

V Wave velocity measured in km/s.
E Modulus of elasticity in GPa.
t Poisson’s ratio

3 Analytical Modelling

3.1 Hill Model

Hill [1] considers a materials with two phases: the inclusion and the matrix. To
supervise the actual properties of these materials, it offers two models: parallel and
series as shown in Fig. 3, which correspond to the ‘‘terminal’’ top and bottom

Fig. 1 Ultrasonic test

Fig. 2 Ultrasonic
measurements
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respectively. Terminals Hill are best known for their simplicity and are also at the
origin of models classified as parallel-series models with many applications for
concrete.

Consider Ec and Em moduls of the two phases c (rubber) and m (matrix)
respectively:

Superior borne SB : Esup ¼ b Ec þ ð1� bÞEm ð3Þ

Inferior borne IB :
1

Einf
¼ 1

EC
þ 1� b

Em
ð4Þ

These models can be adapted to predict the values wrapped in the elastic modulus
of composite materials.

If we consider Vc, Ec and Vm, Em, as the volume fractions and elastic moduli of
the two phases GC and cement matrix, we therefore proposed the following
expressions by Hill:

SB : Esup ¼ EmVm þ EcVc ð5Þ

IB :
1

Einf
¼ Vm

Em
þ Vc

Ec
ð6Þ

3.2 Hashin-Shtrikman Model (BHS)

Hashin and Shtrikman [2] proposed limits established for a mixture of n isotropic
elastic components, without any particular assumption about their form or their
volume concentration. On concrete incorporating RG, if Kr, Km, Gr, Gm, Vr, Vm are
the bulk modules compressibility, shear moduli and volume fractions of each

Fig. 3 Schematic
representation of Hill model
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phase and rubber matrix, Kinf and and Ksup (the lower and upper bounds of the
modulus) and Gsup and Ginf (terminals of the shear modulus) of the composite can
be put in the form of the following equation [4]:

Kinf ¼ Kr þ
Vm

1
Km�Kr þ 3Vr

3Krþ4Gr

ð12Þ

Ksup ¼ Km þ
Vr

1
Kr�Kmþ 3Vm

3Kmþ4Gm

ð13Þ

Ginf ¼ Gr þ
Vr

1
Gm�Gr þ

6ðKrþ2Gr ÞVr
5Gr ð3Krþ4GrÞ

ð14Þ

Gsup ¼ Gm þ
Vm

1
Gr�Gmþ

6ðKmþ2Gm ÞVm
5Gm ð3Kmþ4GmÞ

ð15Þ

We note that:

Kr;m ¼
Er;m

3ð1� 2tr;mÞ
et Gr;m ¼

Er;m

2ð1þ tr;mÞ
ð16Þ

where mr,m and Er, m are the Poisson’s ratios and modulus of elasticity of each
phase, i.e. rubber and matrix respectively.

So we can express the modulus of elasticity as a function of the shear modulus
G and the bulk modulus K according to the relation below:

E ¼ 9KG

3K þ G
ð17Þ

And the relationship between the upper bound, lower elastic modulus and the
experimental result is as follows.

BHSinf ¼
9Kinf Ginf

3Kinf þ Ginf
�Eexp�

9KsupGsup

3Ksup þ Gsup
¼ BHSsup ð18Þ

4 Results and Interpretations

4.1 Experimental Results

After measurement of ultrasonic velocities, we use the formula (2) to evaluate the
results of the dynamic modulus of elasticity of each concrete composition and
which are illustrated in Table 1 and Fig. 4 given below:
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It can be seen from the graphic that the addition of rubber aggregates induced a
significant drop in modulus of about 59 % for concrete C100 RG, 21 % for
concrete C50RG and around 12 % for concrete C25RG compared to the reference
concrete.

Many studies, such as those Güneyisi [5] Ganjian [6] and Cuong [4] confirmed
that the incorporation of RG induced a significant drop in modulus of elasticity.

Note that this drop is mainly due to the low stiffness of the RG, the poor quality
of the transition zone between the rubber and the cement matrix and the porosity of
the concrete.

In order to proceed to the analytical modeling of the dynamic modulus of
elasticity and the static modulus of elasticity and basing on the British Code [7]
and the work of Lydon and Balendran [8], a linear correlation between the
Young’s modulus static and dynamic was performed. This correlation is limited to
a compressive concrete resistance less than 40 MPa concrete. The following for-
mula defines the relationship between Estatic and Edynamic:

Estatic ¼ 0:83 Edynamic ð19Þ

The results are summarized and given in the following Table 2.

4.2 Results of Analytical Modeling

In this part we present only the modeling results for two models, i.e. the models
according to HILL and the Hashin-Shtrikman terminals.

Table 1 Variation of elasticity modulus versus rubber aggregate percentage

Concrete composition RG B25RG B50RG B100RG

Elasticity Modulus (GPa) 37.26 32.77 29.42 15.22

Fig. 4 Influence of rubber
aggregates on elasticity
modulus
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4.2.1 Hill Model

Using Eqs. (5) and (6) we can calculate the lower and upper bounds and compare
them with the experimental results. The modulus of elasticity of the vulcanized
rubber is chosen to be 1.75 GPa.

The results are shown in Table 3 and Fig. 5 below:
The above figure shows that the experimental curve is between the two upper

and lower bounds of the Hill model agrees best with the results given in relation to
the upper bounds. The Hill model therefore allows to describe the variation of the
elastic modulus as a function of experimental substitution rate in RG. This
statement is more accurate for a percentage of the aggregate less than 50 %
according to the graph in other words assays RG volume less than 20 %.

4.2.2 The Terminals Hashin-Shtrikman (BHS)

Using Eqs. (12), (13), (14), (15), (16), (17) and (18) for three concrete composi-
tions the control concrete, concrete with a 50 % RG and concrete with 100 % RG,
we find the results summarized in Table 4 below:

Table 2 Values of Estatic for different compositions of concrete

Concrete composition RC C25RG C50RG C100RG

Edynamic (GPa) 37.26 32.77 29.42 15.22
Estatic (GPa) 30.92 27.19 24.41 12.63

Table 3 Modulus of elasticity: comparison of experimental results and the model of Hill

Concrete Vc(%) Vm(%) Modulus of elasticity (GPa)

IB SB Experimental results

RC 0 100 30.92 30.92 30.92
C25RG 9 91 12.36 28.29 27.17
C50RG 19.5 80.5 7.27 25.23 24.41
C100RG 39 61 4.13 19.53 12.63

Fig. 5 Modulus of elasticity
comparison of the
experimental results and
analytical model

The Use of Ultrasonic Waves 55



T
ab

le
4

B
ou

nd
s

of
H

as
hi

n-
S

ht
ri

km
an

m
od

el
re

su
lt

s

C
on

cr
et

e
V

r
V

m
K

r
K

m
G

r
G

m
K

in
f

K
su

p
G

in
f

G
su

p
B

H
S i

n
f

B
H

S s
u
p

E
ex

p

R
C

0
10

0
14

.5
83

18
.4

05
0.

59
1

12
.6

72
39

6.
72

6
18

.4
05

12
08

.6
83

12
.6

72
30

.9
20

30
.9

20
30

.9
20

C
50

R
G

19
.5

80
.5

14
.5

83
18

.4
05

0.
59

1
12

.6
72

67
.1

89
28

.0
64

6.
50

4
19

.0
32

18
.9

03
46

.5
68

24
.4

10
C

10
0R

G
39

61
14

.5
83

18
.4

05
0.

59
1

12
.6

72
36

.3
78

45
.0

02
2.

83
8

29
.6

03
8.

29
9

72
.8

37
12

.6
30

56 H. Hadjab et al.



It can be seen that the lower Hashin-Shtrikman agreement is better with the
experimental results with a small difference in contrast to the upper bound. We can
say therefore that the BHS yield very significant results since they integrate at the
same time the bulk modulus, shear modulus and Poisson’s ratio of two constituent
phases of the composite.

5 Conclusions

In this work we discussed and compared the results of two analytical methods
(model BHS HILL and terminals) to calculate the elastic modulus of concrete
containing rubber granules from the experimental results in order to have a reliable
prediction of this important feature.

The HILL model which considers the material in two phases is one of the
important tools to predict the modulus of elasticity of concretes and those incor-
porating rubber aggregates. This modeling approach is characterized by its sim-
plicity and its appearance affordable based on physical characteristics and the
volume fractions of each phase, but it is far from perfect.

The lower Hashin-Shtrikman bound gives results much better and more realistic
because this method incorporates bulk modulus, shear and Poisson’s ratio of GC
phases and cement matrix and therefore we can say that it can be used as a tool for
prediction of the elastic modulus.
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Numerical Study in Biomodels
of Maxillofacial Prosthesis
(Cancer and Osteonecrosis Cases)

Nayeli Camacho-Tapia, Juan Alfonso Beltrán-Fernández,
Mauricio Gonzalez-Rebattú-y González,
Luis Héctor Hernández-Gómez, Pablo Moreno-Garibaldi,
Guillermo Urriolagoitia-Calderón and Daniel López-Liévano

Abstract This work shows a methodology to successfully generate an anatomically
appropriate mandibular prosthesis for two patients with different conditions affecting
the bone: cancer and necrosis. A common technique for bio-modeling was used in
both cases, which includes tomographic slices of 0.5 mm for each clinical case. As a
result of the processing a stereolithographic model was performed using two different
techniques, were the affected area was reconstructed. In the osteonecrosis case, with
the use of auxiliary guide paths and drawings in the CATIA platform a 3D model was
produced, achieving a partial replacement with lateral support; while in the cancer
case a left lateral replacement with the ramus was produced by reconstructing sur-
faces and patterns of the required area in PowerShape� and Solidworks� platforms.
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The region to replace was defined by the surgical expertise of a maxillofacial phy-
sician. Both cases were printed in acrylonitrile butadiene styrene (ABS) polymer
producing a three-dimensional model, which was adjusted by the maxillofacial
surgeon and subsequently integrated into a compound that includes cyanoacrylate
with low toxicity, calcium powder, hydroxyapatite and isophthalic resin as a fun-
damental basis. The models were analyzed numerically using the same conditions
that will be applied mechanically and clinically in order to obtain preliminary
information on stress concentration zones and material deformation.

Keywords Biomodels � Maxillofacial prosthesis � 3D prototype � Epoxic resin �
Computed tomography � Cancer � Osteonecrosis � Isophthalic resin �
Hydroxyapatite

1 Introduction

The mandibular bone, which is essential for speaking and chewing of food, not
only provides definition to the face, but it is also connected to the lower teeth.
Different conditions such as oral carcinoma of the lower gingival, of the floor of
the mouth and mandible, along with osteonecrosis and odontogenic keratocysts,
among others, require a segmental mandibular resection as part of the medical
treatment. Damage or loss of mandibular support to the teeth, tongue, and lip
produces dysfunctional mastication, swallowing, speech, airway protection, and
oral competence [1]. Patients undergoing mandibular resection also suffer disfig-
urement because the mandible is an important aesthetic landmark [1]. The degrees
to which dysfunction and disfigurement appear depend on both, the location of the
mandibular segment removed and the amount of surrounding soft tissue eliminated
in the surgery [1]. However, current techniques in mandibular resection only
include the use of metal plates to replace the resected bone, which not only
signifies the loss of osseous material, but also the loss of the teeth in that region.

The resection and replacement of the maxillofacial bones has been performed
successfully for over a 100 years. Nonetheless, mandibular prosthesis design and
manufacturing has proven to be a complex procedure, since it not only involves the
design of the prosthesis and fixation components, but also the selection of suitable
materials [2]. It has been established that the implant material must be charac-
terized by its inertia, lightweight, ease of installation, and adaptability. Nowadays,
current techniques allow the production of customized implants that can be
adapted to the patients’ specific needs and anatomy. One of the most notable
techniques includes the use of 3D modeling and rapid 3D prototyping. Never-
theless, research efforts are focused on decreasing manufacturing time periods
while providing high quality implants.
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2 Background

The bones in the skeletal system provide protection, structural strength, and
movement to the body. The mandible, which is the largest and strongest bone of
the face, not only serves for the reception of the lower teeth, but it is also essential
for the mastication and speaking processes. Multiple studies have been focused on
designing mandibular prostheses in order to repair and replace segments of the jaw
that have to be resected due to different clinical conditions. However, even after
years of study, the most common solution for a mandibular resection is the use of
metallic plates that substitute the removed bone.

The most common reason for requiring a mandibular resection includes bis-
phosphonate-associated osteonecrosis (see Fig. 1), oral carcinoma of different
areas of the mouth (refer to Fig. 2), bone lesions (see Fig. 3 [3]) and keratocystic
odontogenic tumors (see Fig. 4), among others [4]. Bisphosphonate-related oste-
onecrosis (BRON) is a condition found in patients who have received intravenous
and oral forms of bisphosphonate therapy for various bone-related conditions or
different types of cancer [5]. Bisphosphonate-related osteonecrosis reveals as
exposed, nonvital bone involving the maxillofacial structures that does not heal
within 8 weeks of documentation [5]. BRON is believed to be caused by trauma to
dentoalveolar structures that have a limited capacity for bone healing due to the
effects of bisphosphonate therapy, in other words dental extraction, dental
implantation, or any other dentoalveolar surgical procedure. There is no effective
therapy for this condition. However, the use of oral antibiotic treatments, hyper-
baric oxygen therapy, surgery to debride dead bone, and resection of the man-
dibular area have proven relatively useful.

On the other hand, kerarocyst odontogenic tumors (KCOTs) are benign
developmental tumors with many distinguishing clinical and histologic features
such as a potential for locally destructive behavior, a relatively high recurrence
rate, and designation as a consistent finding in the nevoid basal cell carcinoma
syndrome, or Gorlin syndrome [6]. The KCOT is thought to arise from dental
lamina and represents between 4 and 12 % off all odontogenic cyst; the lesion
appears over a wide age range with a peak in the second and third decades and
exhibits a fondness for white males [6]. The mandible is more commonly involved
in these cases.

Mandibular reconstruction has been studied for many years. The earliest
records of mandibular reconstruction date from the early 1600s when a segment of
bone was replaced with a piece of the skull of a dog; the part removed from the
dog skull was perfectly suited for the damaged area in shape and size and the
surgery was a success [7]. Nevertheless, due to religious believes the prosthesis
had to be removed [7]. Then, in 1889 Martin described the immediate restoration
of a resected segment of the jaw with a prosthetic device and in 1890 a spiritual
person from Massachusetts underwent the resection of half of the inferior max-
illary due to a tumor located in the jaw; the prosthesis implanted was made of gold
(see Fig. 5) [7].

Numerical Study in Biomodels of Maxillofacial Prosthesis 61



These plates are perceived as the basic design for current prosthesis, which only
replace a small portion of the lost mandibular bone. A variety of techniques and
materials used for this purpose has also been a topic addressed throughout history.

Bardenheur was the first to perform an autologous bone graft to the jaw in 1891;
then, autogenous bone grafts from the rib and tibia were transferred to jaw by
Bardenheuer in 1892 and Sykoff some years later. During the First World War,
there was a need and great interest in the use of bone grafts to treat mandibular

Fig. 1 Tomographic image showing bisphosphonate-induced osteonecrosis in a male patient

Fig. 2 Squamus carcinoma patient photograph displaying a lesion to the mandible
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defects. In 1912, Martin and Ollier replaced different jaw segments with hard
rubber, while Koning used ivory to replace lost mandibular bone [7]. Gold
implants were greatly used during the First World War, although gold was con-
sidered too expensive. Many other materials such as silver, aluminum, rubber, and
lead were used for this purpose as well; nonetheless, these materials were soon
abandoned because of the toxic effects produced when implanted inside the body.
By the end of the 1920s, the use of the bone graft to replace the lost bone in
mandibular resections became a routine procedure in orthopedic surgery, and it
was not long before they were used in the field of plastic surgery as well [7].

Methylmethacrylate, an acrylic resin, was introduced as a bone substitute in the
1940s and still remains a popular choice for craniofacial reconstruction; this due to

Fig. 3 Radiograph displaying a tumor causing a lesion in the mandibular bone [3]

Fig. 4 Tomographic image displaying a keratocystic odontogenic tumor
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its good resistance, adaptability, low cost, and relative radio luminesce. Since its
introduction, the methylmethacrylate has been combined with various metal
meshes in order to facilitate fixation in addition to providing additional strength to
the to the implant [7, 10].

Other materials have been explored for the production and manufacturing of
mandibular prostheses, for instance, metals such as vitallium were used as ele-
ments to help regenerate the mandibular bone [8]. Also, with the introduction of
alloplastic materials surgeons had to look into this type of material for recon-
struction of the mandible. Aubry and Pillet Edgerton used acrylic in 1950 along
with Sikes and Ward used these materials [8]. Although alloplastic materials were
used in mandibular reconstruction, the biocompatibility of these materials became
a problem and alloplastics were only used to manufacture temporary prostheses
[8]. The method of choice for the treatment of mandibular bone defects remained
undoubtedly the autogenous bone replacement [7, 8]. In recent years, new tech-
niques and materials have been developed to replace the lost bone in a mandibular
resection. In 1995, Mercuri presented a series of 215 patients who had in common
a degenerative disease called temporomandibular joint dysfunction (TMJ), the
areas were reconstructed with prosthetic computer aided design and manufacturing
(CAD /CAM) from Techmedica (Techmedica Inc., Camarillo, CA [United States])
creating customized prosthesis for each patient [7].

The use of bone substitutes in craniofacial surgery has increased due in large
part to its ease of use, improvement in safety profiles, operating costs, and the
advantages in terms of time and adaptability to the variety of clinical changes. A
wide variety of materials used as bone substitutes are being developed. Some of
the materials most commonly used as substitutes are shown in Table 1 [7].

Fig. 5 Prosthesis system
consisting of a gold crowns
extension welded together
and hooked to a joint piece
[7]
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Some advantages of patient-specific prosthesis are:

• Enables simpler, more effective treatment
• Designed to conserve similar anatomy
• Optimized use of materials
• It is well tolerated by the patient

However there are some requirements that are needed in order for the implant to be
a success. The most common requirements are listed below.

• Transplantation of prosthesis made with a biocompatible material, preferably
bio-active to promote bone ingrowth and ensure fixation of the device.

• Existence of an area with adequate blood supply.
• Extensive contact between adjacent bone and implant.
• Positive fixation.

3 Materials and Methods

For this chapter, three clinical cases were evaluated and solved through the use of
CAD/CAM. The first case study involved a 44 year old male patient (Patient A)
diagnosed with diabetes mellitus type 2 and squamous cancer of the mandible.
Squamus cell carcinoma is a common form of skin cancer that develops in the thin,
flat squamus cells that are present in the outer layer of the skin [9]. The patient first
received treatment for a gingival lesion on the right canine and premolar area that
appear to be granulomatous. Nevertheless, after an oncological evaluation, the
diagnosis was established as well-differentiated epidermoid carcinoma. The patient
underwent surgery in 2005 in which right supraomohyoid was dissected and there
was a marginal resection in which the bone was substituted with osteosynthesis
material. Subsequently, the patient was evaluated annually until 2009, when the
patient was fully discharged.

In 2012 the patient started complaining about inflammation and pain in the
region previously resected. After a physical and clinical evaluation, the patient
underwent surgery again for a mandibular resection to extract the area affected by
epidermoid carcinoma. The resected bone was replaced again with osteosynthesis
material. The osteotomy was performed from the symphysis to right mandibular

Table 1 Common materials used in the bone replacement for mandibular regions [7]

Composite Examples of commercial products

Hydroxyapatite Pro-Osteon, Bio-Oss, Endobon, Calcitite
Tricalcium phosphate Vitoss
Hydroxyapatite cement Norian CRS, Bone source, Mimix bone void filler
Bioactive glass NovaBone
Methylmethacrylate polymer Hard tissue replacement
Porous polyethylene polymer Medpor
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ramus; the removed bone block was approximately 15 cm in length. The oncology
diagnosis coincided with the previous analysis and it was established that the
patient suffered from squamous cell carcinoma moderately differentiated. The
histopathological report of the right mandibular fragment indicated invasive poorly
differentiated epidermoid carcinoma (non-keratinizing) with lymphoid-vascular
permeation and focal desmoplastic reaction. The patient received radiotherapy in
two phases, the first phase was 50 g in 25 fractions, while the second phase was
16 g in 8 fractions, concluding on October 2012. However, in March 2013, the
osteosynthesis material became exposed (see Fig. 5) and the cancer metastasized
to the right mandibular condyle. At this point, the maxillofacial surgeon decided
that it was time to remove the osteosynthesis material along with the right condyle
and to replace it with a customized mandibular prosthesis (Fig. 6).

The second clinical case evaluated in this chapter involve the participation of a
63 year old male patient (Patient B) diagnosed in 2009 in prostate cancer for
which he received a trimestral injection of Zometa (zoledronic acid) for about
3 years and half. He was also receiving treatment for diabetes mellitus type II; he
was diagnosed with this condition about 10 years ago. Patient expressed that his
current condition started about 6 months ago when he started feeling pain at
mandibular atrial. The pain was followed by numbness of the left lower lip and
oral cavity burning. The radiographic and tomographic evaluation from the
maxillofacial unit revealed a bone injury on the left side of the mandible. Because

Fig. 6 Patient A’s
photograph displaying
exposed osteosynthesis
material and the lesion cause
by squamous carcinoma
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of the symptomatology, the medication for the prostate cancer and the fact that the
bone exposure lasted more than 8 weeks, the patient was diagnosed with bis-
phosphonate-associated osteonecrosis of the jaw (BRONJ). The bone lesion was
about 4 cm long and therefore and mandibular resection was the only viable option
to treat this patient.

Finally, the third case involved an 18 year old male patient (Patient C) with a
problem of bilateral temporomandibular hypoplasia and ankylosis. The main
issues affecting the patient include null mouth opening (1–2 mm), condylar level
immobility, and inclusion of foreign objects in the mandibular affected region,
such as:

• Silicone tube
• Portion of titanium plate
• Screws

Because of all these problems, the treating maxillofacial surgeon decided that a
customized prosthesis was the most viable option to help the patient return to a
normal life style.

The first step in manufacturing customized mandibular prostheses for these
three patients was to obtain a computer axial tomography (CAT) in Digital
Imaging and Communication in Medicine (DICOM) format (see Fig. 7). The
extent of the region to be resected was different for all three patients; therefore,
there was a need to customize each implant for a better adaptability.

Processing bone reconstruction requires reproducing external geometry based
on data obtained from the CAT. The image processing was performed in Scan
IPTM where a 3D geometry was developed. The 3D model was created selecting
the desired bone region in each CAT slice and creating a mask [7]. Then the
images were rendered and a 3D model was obtained (Fig. 8a, b). The geometry
was then exported as a stereolithography (STL) file into either CATIA or Pow-
erSHAPE� software. In PowerShape�, the STL file data worked as a point cloud
that was used in the cancer case as a ideal to model the missing bone region (see
Fig. 8b, c). Once the model surface was completed, it was imported in a parasolid

Fig. 7 Patient A tomograph
image displaying the
constraining points on the
maxillary and jaw-bone to
avoid the oral cavity
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file format (. X_t) into SolidWorks� in order to generate a solid model. This also
allowed modifying the structure to ease installation (see Fig. 8c, d).

In CATIA�, auxiliary paths were created to define the shape of the mandible in
different cross sectional areas. Then, planes perpendicular to the mandible were
created along the bone and the auxiliary paths were used as a guide to sketch the
mandible cross sectional areas [10]. Once the desired planes and sketches have
been completed, the circumferences created through the auxiliary paths are joined
in order to produce a surface that represents the bone region to be modeled [10].
This surface is then transformed into a solid (see Fig. 9) that can be saved as an
STL file and used to print a 3D model in acrylonitrile butadiene styrene (ABS) like
the one displayed in Fig. 10.

The expertise of the physicians in charge of each case was required in every
step of the process, from the establishment of the area to be resected to the material
selection for the prosthesis. An anionic polysaccharide mold impression was
obtained using the 3D printed model, which was subsequently used to reproduce
the prosthesis and the healthy regions of the mandible. The diagram presented
below synthesizes the steps for each methodology and where the two methodol-
ogies converge to obtain the final prosthesis design and the required analysis.

The selected material to manufacture the prostheses was a composite that
included hydroxyapatite, calcium powder, and an isophthalic resin that encapsu-
lated the powder combination. One of the produced prosthesis by this method has
already been installed and the clinical outcome has been positive (Fig. 11).

Fig. 8 Steps followed for the construction of a 3D model in different CAD software for a cancer
case (Patient A)
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4 Experimental Analysis

Once the models were printed in ABS, a mold was produced with n anionic
polysaccharide impression using the 3D printed model, which was subsequently
used to reproduce the prosthesis and the healthy regions of the mandible in photo-
polymeric resin. Validation of the design was initially accomplished experimen-
tally by means of a descriptive photo-elastic analysis, which allowed visualizing
stress concentration regions and calculating stress values. The maxillofacial sur-
geon used plates and screws to assemble the photo-polymeric replicas in the same

Fig. 9 3D model exported from Scan IP� displaying auxiliary paths (green arrow), planes (red
arrow) and cross sectional sketches (white arrow) (top left); surface model created through a
series of sketches (top left); final design of prosthetic device (bottom left) and prosthesis final
design including adjacent bone regions from the mandible of patient B (bottom right)

Fig. 10 Cancer case (patient
A) prosthesis model printed
in ABS
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way as the prosthesis and healthy bone region would be assembled. Then, the
replicas were subjected to stresses similar to those of the conventional chewing
and biting processes. Furthermore, the design was also validated by means of finite

Fig. 11 Diagram displaying
the methodologies used to
design the prosthetic devices
of patients A and B

70 N. Camacho-Tapia et al.



element analysis (FEA), which allowed the observation of the deformation of the
prosthesis when subjected to stresses from the chewing process; the results of the
FEA are displayed in Fig. 12.

5 Discussion

Even though there are many techniques under development for the design and
manufacturing of patient-specific prostheses, the methodologies employed in this
chapter have proven to be not only successful but also efficient. Even though the
methodologies developed in this chapter for the design of mandibular implants vary
significantly, the first and final steps are exactly the same. In other words, both
methodologies converge when the models are exported as STL files and printed.

On the other hand, it is important to mention that the experimental and numerical
analyses displayed similar results when the mandibular prosthesis was subjected to
the normal chewing and biting stresses. The mechanical response of the design
showed that the stresses that the mandibular prosthesis will be subjected to are well
tolerated by the material and they do not affect the integrity of the implant.

It is important to note that the material along with the prostheses needs to be
evaluated clinically to guarantee the success of the design and manufacturing
processes.

6 Conclusions

Computer-aided design and rapid 3D prototyping have proven useful in the design
and production of patient-specific prosthesis to default that offer the best possible
aesthetic and functionality [11, 12]. However, it is necessary to increase the

Fig. 12 Mandibular prosthesis model from patient C subjected to finite element analysis
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number techniques that allow replacing the lost bone region in a rapid manner.
Furthermore, testing of the material as well as mechanical analysis of the design
before clinical use are essential for the prosthesis to display optimal results and in
order to avoid secondary surgeries.
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The Effect of Dynamic Loading
from Routine Activities on Mechanical
Behavior of the Total Hip Arthroplasty

Mohamed Mokhtar Bouziane, Smail Benbarek, Essadek Mohamed
Houari Tabeti, Bel Abbes Bachir Bouiadjra, Noureddine Benseddiq,
Boualem Serier and Abdelmohsen Albedah

Abstract Dynamic loads from routine activities applied to the stem create
dynamic stresses varying in time and resulting in the fatigue failure of the pros-
thesis components. Therefore, a finite element model can be used to predict
mechanical failure. The purpose of this study was to develop a three-dimensional
model of the cemented hip femoral prosthesis and to carry out finite element
analysis to evaluate stress distributions in the bone, the cement and the implant
compounds under dynamic loads from different human activities. Linear elastic

M. M. Bouziane (&)
Department of Mechanical Engineering, University Mustapha Stambouli of Masacra,
Mascara, Algeria
e-mail: agk_bouziane@yahoo.fr

M. M. Bouziane � S. Benbarek � B. A. B. Bouiadjra � B. Serier
LMPM, Department of Mechanical Engineering, University of Sidi Bel Abbes,
Ben M’hidi, BP 89, 22000 Sidi Bel Abbes, Algeria
e-mail: sma_benbarek@yahoo.fr

B. A. B. Bouiadjra
e-mail: bachirbou@yahoo.fr

B. Serier
e-mail: boualems@yahoo.fr

A. Albedah
Mechanical Engineering Department, College of Engineering, King Saud University,
Riyadh, Saudi Arabia
e-mail: albedah@ksu.edu.sa

N. Benseddiq
Laboratoire de Mécanique de Lille, IUT-A, 2 rue de la Recherche,
59653 Villeneuve d’Ascq Cedex, France
e-mail: noureddine.benseddiq@univ-lille1.fr

E. M. H. Tabeti
Department of Orthopedic Surgery, University of Sidi Bel Abbes, Ben M’hidi,
22000 Sidi Bel Abbes, Algeria
e-mail: chu-sba@sante.dz

A. Öchsner and H. Altenbach (eds.), Design and Computation of Modern
Engineering Materials, Advanced Structured Materials 54,
DOI: 10.1007/978-3-319-07383-5_6, � Springer International Publishing Switzerland 2014

73



analysis is adapted; von Mises stress, normal stress and shear stress are the values
that are of concern. Results show that the stresses distribution in the femoral
arthroplasty components depends on the human activity. The analysis also showed
that the stresses are high in the proximal and distal parts of the cement mantle.

Keywords Femoral prosthesis � Finite element method � Cement � Dynamic �
Stress

1 Introduction

Total hip replacement (THR) is a very successful surgical technique that has
become a well established procedure in current orthopedics. Patients with
degenerative hip joint diseases, persistent to thigh pain and fractures of the femoral
neck, can effectively be treated with an artificial hip joint reconstruction. Gener-
ally, THR leads to immediate pain relief and increased freedom of movement in
the hip joint. Patients experience a substantial improvement in the quality of life,
and need les support to carry out their daily activities [1]. The finite element
method (FEM) is an advanced simulation technique that has been used in ortho-
pedic biomechanics since 1972 [2]. It is an important tool used in the design and
analysis of total joint replacements and other orthopedic devices [3]. Contact
forces in the hip joint must be known for tests on strength, fixation, wear and
friction of implants, for optimizing their design and materials by computer sim-
ulation and for giving guidelines to patients and physiotherapists as to which
activities should be avoided after a replacement. The movement in the hip joint has
to be known when implant wear is tested or the load directions relative to the
pelvis are calculated from the forces acting at the femur [4]. The negative effects
of stress singularities are also found in an FEA simulation that was derived in an
earlier study [5] for the purpose of preclinical testing of cemented total hip
replacement (THR) implants against the damage accumulation failure scenario.
This failure scenario is often considered to be the most dominant failure scenario
for the femoral component of a cemented THR reconstruction [6, 7]. Cemented hip
arthroplasties are subjected to cyclic loads, which sometimes lead to the
mechanical failure of components of the implant system, with the subsequent long-
term failure of the whole fixation. There are usually recognized four vulnerable
regions: the cement-stem interface, the bulk cement, the cement-bone interface
and bone [8–10]. Higher peak stresses lead to earlier crack formation. The peak
tensile stresses are usually found around sharp corners or edges in the recon-
struction, and as such, crack formation is first observed at these locations [11]. The
loading methods used to determine the stresses in the prosthesis design can, also,
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give quite different information [12]. Forces applied to the implant due to human
activity generate dynamic stresses varying in time and resulting in the fatigue
failure of the implant material. Therefore, it is important to ensure the hip pros-
theses against static, dynamic and fatigue failure [13]. Since 1979, the Ceraver-
Osteal model of cemented total hip arthroplasty (Fig. 1) with a titanium femoral
stem [14] has been used. This study aims to take account of the patient activity
(walking, up stairs, down stairs, standing up and sitting down) when designing a
total hip replacement. In this regard the stress field in the artificial hip components
(prostheses, cement mantle, and bone) is analyzed dynamically. The simulations
have been conducted to investigate the effect of dynamic loading from routine
activities patterns on the stress-based criteria to assess implant longevity. Two
quantitative measures are calculated: stress distribution and peak stress. It has been
shown that each measure may lead to differing conclusions.

Fig. 1 Osteal femur stem
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2 Materials and Methods

2.1 Model Designs

For a three-dimensional solid model of the total hip replacement (THR), there are
four major components that have to be modelled: cortical bone, cancellous bone,
femoral stem and bone cement. The complete models were assembled using
SolidWorks. The three-dimensional solid model assembly of femur, bone-cement
and implant was transferred to Abaqus Workbench by the direct interface. Abaqus
Workbench automatically recognizes the contacts existing between each part and
establishes the contact conditions for corresponding contact surfaces. In this work,
the Ceraver-Osteal model of the cemented total hip arthroplasty is designed
(Fig. 2).

2.2 Material Properties

The material properties adopted were specified in terms of Young’s modulus and
Poisson’s ratio for the implants and all associated components (Table 1). All
materials were assumed to exhibit linear, homogeneous elastic behavior [15].

Fdynamic

F abductor Muscle

F Vastus lateralis  

Boundary condition:  
fixed

X

Z

Y

Fig. 2 Applied forces on the
bone-cement–prosthesis
assembly
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2.3 Loading and Boundary Conditions

The contact forces F of the typical patient and their components are charted in
Fig. 3 for the nine investigated activities [16]. In this study, the dynamic loads
from five activities (walking, up stairs, down stairs, standing up and sitting down)
were chosen from the hip contact forces, these loads for a person of 70 kg are
illustrated in Fig. 4. The boundary condition was applied by fixing the distal
epiphysis, which is the distal end of the femur that is connected to the knee [17].
The coordinate system used to represent the direction of the forces components is

Table 1 The artificial hip components material properties [15]

Materials Young’s modulus E (MPa) Poisson’s ratio m Density (kg/m3)

Cortical bone 15,500 0.28 1,990
Concelleous bone 389 0.3 500
Stem (Ti-6Al4 V) 110,000 0.3 4,430
Ciment PMMA 2,700 0.35 1,200

Fig. 3 Contact force F of typical patient NPA during nine activities. Contact force F and its
components -Fx; -Fy; -Fz: F and -Fz are nearly identical. The scale range is -50–300 % BW
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shown Fig. 2. The femur is primarily loaded in bending [18]. The cement–bone
and cement-stem interfaces were assumed rigidly fixed.

2.4 Model and Mesh

Finite element analysis (FEA) is a widely used research tool in biomechanics. A
well-known problem in this type of analysis is the presence of singular points in
the FEA model, causing the predicted peak stresses in particular to be dependent
on the level of mesh refinement (Fig. 5). A method to reduce the mesh dependence
would be of great value [11]. The model in this study is discretized by using
tetrahedral elements. This is because the geometry of the femur is irregular.
Tetrahedral elements are better to be suited and adjusted to curved boundaries

Fig. 4 The variation of forces applied on the prosthesis during five activities (a walking,
b climbing up stairs, c down stairs, d standing up and e sitting down) for BW = 70 kg
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compared to others elements. Discretizing by using tetrahedral elements with four
nodes makes the meshing becomes easier. The complete osteal model (stem, bone
cement and femur) has in total 1,223,410 elements.

3 Result and Discussion

Hip contact forces based on gait analysis data were previously calculated using
simplified muscle models and various optimization methods [19–26]. Most studies
were restricted to walking or stair climbing. Typically the calculations delivered
higher hip joint forces than those measured by other groups. Only Brand et al.
(1994) compared calculated and measured data which were obtained, however, at
different times [25]. The obtained gait data was used as an input for a musculo-
skeletal model to calculate muscle forces [27]. The measured hip contact forces
served to check the validity of calculated results.

For walking and stair climbing measured and calculated contact forces agreed
fairly well. Their model can therefore be used to investigate clinical problems like
muscle deficiencies or operative procedures. Morlock et al. (2001) measured the
activity levels of 31 patients with hip implants during day-long sessions [28]. The
combination of average activity numbers with the typical hip contact forces and
joint movements presented here can serve to test the strength, fixation stability and
wear properties of hip implants more realistically than today. Adding the muscle
forces of Heller et al. (2001) will make the test conditions for hip implants, femur
and pelvis even more realistic [27]. Physiological loading conditions are manda-
tory if bone remodelling or implant subsidence is investigated [29].

Mechanical integrity can only be maintained if the overall stress is kept below
some threshold over time [30]. Another practical problem is that the influence of
cement porosity may dominate the effect of the stress [31]. These stresses may
occur as tensile, compressive, shear, or a stress combination known as equivalent
von Mises stresses. This last one depends on the entire stress field and are widely
used as an indicator of the possibility of damage occurrence [32]. During normal

Z

XY

Z

XY

Z

XYXY

Z

Fig. 5 Finite element meshes of hip prosthesis components: cemented hip stem, Osteal stem,
cement and femur bone (from left to right) I Proximal part, II Median part and III Distal part
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use, the joints experience cyclic stresses, which cause fatigue crack initiation and
growth in the cement layer, leading to loss of structural integrity and eventual
loosening of the implant [33].

In this study, we calculate the von Mises stresses distribution, in the compo-
nents of the prosthesis (bone cement, stem and bone), for five cases of the dynamic
loading (walking, up stairs, down stairs, standing up and sitting down). In addition,
it is necessary to analyse the normal and shear stress distributions along the
different regions of the cement mantle of the prostheses.

3.1 von Mises Stresses

Combined dynamic load was examined to determine on a phenomenological level
what occurs when the hip prosthesis system is subjected to these specific loads.
The stress analysis executed by Abaqus provided results that enabled the tracing of
the von Mises stress field in the shape of color-coded bands. Each color band
represents a particular range of stress value, which is given in Mega Pascals.
Maximum stresses that occur in the cement, stem and bone under different
dynamic loading conditions are shown in Figs. 6, 7, 8, 9, 10 and 11.

3.1.1 Cement Bone

By observing Figs. 6 and 7, it is found that, for all cases of the dynamic loading, the
von Mises stress is still predicted to be high at proximal and distal regions, whereas
the minimum stress is always found to be at the medial of the cement. Compared to
the stresses, generally the stresses in the cement of the dynamic loading from the
down stairs activity are higher (the maximum stress is in the order of 20 MPa for
time = 0.784 s), while the stresses in the cement of the dynamic load from the
sitting down activity are lower (the maximum stress is in the order of 15 MPa for
time = 0.784 s). As for the results of THR with Osteal hip prosthesis, it is found

Fig. 6 von Mises stress distribution on the cement under dynamic loading from five activities:
a Standing up (time = 1.356 s), b Normal walking (time = 0.188 s), c Climbing up stairs
(time = 0.548 s), d Down stairs (time = 0.784 s) and e Sitting down (time = 1.549 s)
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Fig. 7 Maximum von Mises stress in the cement mantle during five activities: Standing up
(time = 1.356 s), Normal walking (time = 0.188 s), Climbing up stairs (time = 0.548 s), Down
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Fig. 8 von Mises stress distribution on the implant under dynamic loading from five activities:
a Standing up (time = 1.356 s), b Normal walking (time = 0.188 s), c Climbing up stairs
(time = 0.548 s), c Down stairs (time = 0.784 s) and d Sitting down (time = 1.549 s)
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that the bone cement does affect the stress distribution in the femur. Bone cement is
made of polymer that has a relatively low Young’s modulus, which is 2 GPa and it
has a bad resistance to tensile loading (tensile strength = 25 MPa, compressive
strength = 80 MPa and the shearing strength = 40 MPa) [34]. In other words, it is
less stiff. Hence, when the hip prosthesis is loaded, it will transfer some of the load
to the cortical through bone cement. Consequently, the stresses on the femur at that
corresponding region are slightly higher. Although the difference is not much, the
result is sufficient to tell us the effect of bone cement to the stresses on the femur.

3.1.2 Implant

Figures 8 and 9 show the von Mises stress distributions within the implant for five
cases of the dynamic loading (walking, up stairs, down stairs, standing up and sitting
down). Comparing the stress distributions on the hip prostheses, it can be observed

Fig. 10 von Mises stress distribution on the bone under dynamic loading from five activities:
a Standing up (time = 1.356 s), b Normal walking (time = 0.188 s), c Climbing up stairs
(time = 0.548 s), d Down stairs (time = 0.784 s) and e Sitting down (time = 1.549 s)

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0 2.2 2.4 2.6 2.8 3.0 3.2 3.4 3.6 3.8
0

5

10

15

20

25

30

35

40

45

50

55

P
ea

k 
st

re
ss

 (
M

P
a)

Time (second)

 normal walking
 down stairs
 climbing stairs
 stinding up
 sitting down

Fig. 11 Maximum von
Mises stress in the bone
during five activities:
Standing up
(time = 1.356 s), Normal
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(time = 0.548 s), Down
stairs (time = 0.784 s) and
Sitting down
(time = 1.549 s)
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that the stress concentration will be always at the neck area. Again, this is reasonable
since there is cross section transitions at the neck are and it should always exhibit
high stresses there. The higher stress is found in the prosthesis that occurred under
dynamic loading from down stairs activity. The maximum stress is below 439 MPa
for time = 0.784 s. If it is compared to the yield strength of Ti–6Al–4 V
(880 MPa), there is still a safety factor of more than 2. Therefore, this result is still in
the acceptable range. Whereas the lower stress is found in the prosthesis that
occurred under dynamic loading from sitting down activity, the maximum stress is
predicted to be 180 MPa for time = 0.784 s.

3.1.3 Bone

The von Mises stress distributions within the femur bone for five cases of the
dynamic loading (walking, up stairs, down stairs, standing up and sitting down) is
shown in Figs. 10 and 11. It is found that the stress is still predicted to be high at
medial and proximal regions, whereas the minimum stress is always found to be at
the distal end of the femur. Compared to the stresses, generally the stresses in the
cortical bone of the dynamic loading from the down stairs activity are higher (the
maximum stress is the order of 55 MPa for time = 0.784 s), while the stresses in
the cement of the dynamic loading from the sitting down activity are lower (the
maximum stress is the order of 33 MPa for time = 0.784 s). In biomechanical
term, one say that a portion of the femur is being stress shielded. In long terms, it
will cause bone sorption or bone loss. If this happens, the implant will have high
possibility to loss and revision surgery is needed. The revision surgery will be
more complicated than the primary surgery.

3.2 Axial Stresses

Irrespective of the method of analysis being used, maintaining the mechanical
integrity is not a matter of reducing the peak stress in, e.g. the cement mantle or on
the cement/bone and cement/prosthesis interfaces, although this criterion can be
used to optimize a stem profile [35].

It is necessary to analyze the normal and shear stress distributions in the different
regions of the cement mantle at the cement/bone and cement/prosthesis interfaces,
because it is considered as the weakest component in the assembly of total hip
arthoplasty. In this study we have chosen to analyze the stress distributions in the
cement which was subjected to a dynamic load due to down stairs activity.

The variation of the normal stress according to x-direction (rx) along the
cement/bone and cement/stem interfaces in the different regions (posterior, ante-
rior, medial and lateral) of the cement mantle is shown in Fig. 12. Under combined
dynamic load due to down stairs activity, the highest stresses of the cement were
observed around the implant neck. The maximum tensile stress exists in the
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posterior side at cement/stem interface with a value of 4 MPa and the maximum
compressive stress exists in the anterior side at cement/stem interface with a value
of 6 MPa. So, this result shows the major interaction effect between the dynamic
loading and the implant neck shape.

Figure 13 shows the variation of the normal stress according to y-direction (ry)
along the cement/bone and cement/stem interfaces in the different regions (pos-
terior, anterior, medial and lateral). Comparing the stress distributions on the hip
prostheses, it can be observed that the stress concentration will be always at the
neck area. Again, this is reasonable since there is cross section transition at the neck
area and it should always exhibit high stress values. The maximum tensile stress is
localized in the posterior side at the cement/stem interface with a value of 4 MPa.
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Figure 14 shows the variation of the shear stress (sxy) along the cement/bone
and cement/stem interfaces in the different regions (posterior, anterior, medial and
lateral).

When the prosthesis is being loaded, it will carry the entire applied load. Then,
the load is transferred down along the prosthesis. When the load is transferred to
the regions of the hip prosthesis, the load sharing will occur. This is due to the
shear stress developed between the contact surfaces. The highest stress is observed
in the anterior side at cement/stem with a value of 4 MPa.

4 Conclusion

For nearly all hip prosthesis systems, the major objective is long-term fixation of
implants to bone. To achieve this goal, designers of implant systems must confront
biomaterial and biomechanical problems, including in vivo forces on implants, load
transmission to the interface, and interfacial tissue response. A three-dimensional
finite element analysis is constructed to investigate the effect of combined dynamic
load on the stress distribution in hip prosthesis. The loading methods used to
determine the stresses in the prosthesis design can, also, give quite different
information, and could lead to different conclusions. To be close to the reality, the
dynamic load simulation is the only way to represent the effect of the patient
activity on the prosthesis durability and design. This is important if finite element
models are to achieve their potential as pre-clinical testing tools [36].

This study was carried out with the aim of analysing the effect of dynamic
loading from routine activities on mechanical behavior of the total hip arthro-
plasty. The obtained results lead to the following conclusion:
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• Compared to the stresses in the different components of the total hip arthoplasty,
the stresses due to dynamic loading from the down stairs activity are higher,
while the stresses due to dynamic loading from the sitting down activity are
lower.

• In the cement mantle the critical region is still predicted to be at the neck region
of the hip total arthoplasty. The critical stress is much lower than the yield
strength. Hence, the design of the prosthesis is believed to be safe for use.

Acknowledgments Author Bel Abbes Bachir Bouiadjra and Abdelmohsen Albedah extends its
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Biomechanical Analysis of Cardiological
Guidewire Geometry Forming

Witold Walke and Joanna Przondziono

Abstract The chapter presents strength analysis of selected structural forms of
currently used cardiologic guidewires for introduction of endocavital electrodes.
The assumptions that were made in performed biomechanical analyses considered
both, the technique of treatment as well as various shapes of guidewires. Calcu-
lations were made for two alternative geometrical forms: straight and conical, made
of X10CrNi18-8 steel used for medical products. Finite-element method was used
for the analysis of FEM analysis enabled to obtain information about places fea-
turing the highest effort of the material during pre-surgery premodeling. That kind
of information is useful for proper selection of structure, mechanical properties of
metallic biomaterial, and it is also very important for proper design of its geometry
and formation of physical and chemical characteristics of the upper layer.

Keywords X10crni18-8 steel � Cardiologic guidewire � Biomechanical analysis �
FEM

1 Introduction

An issue of significance in the process of functional characteristics of cardiologic
guidewires formation is selection of mechanical features of metallic biomaterial as
well as physical and chemical characteristics of the product. Formation of func-
tional form is made on the ground of its properly selected biomechanical
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characteristics, determined with reference to treatment technique. It results from
the necessity to lead the tip of guidewire to the respective place in blood and
vascular system. Properly performed treatment shall result in its permanent
deformation, which assures precise placement of implant or electrode [1–6]. Due
to the fact that experimental determination of mutual interaction of guidewires and
blood and vascular vessels in in vivo tests is difficult, researchers concentrate on
virtual tests with application of computer mechanics, and in particular—finite-
element method. Applicability of that method is connected with the adopted
assumptions that should reflect anatomical and physiological conditions of blood
and vascular system. Quality of guidewire characteristics is influenced most of all
by premodeling, i.e. initial shaping of its geometry, performed by the doctor prior
to treatment. Additional influence is also exerted by blood vessels in which guide
wire is dislocated. Its biomechanical properties are connected among other things
with the course of disease. Therefore, for proper determination of biomechanical
characteristics of cardiologic guidewire, it is also necessary to prepare a numerical
model of blood vessel. Only when a complex model: guidewire—blood vessel, has
been prepared, taking into consideration physical and geometrical nonlinearity of
guidewire and biomechanical properties of blood vessel, can proper selection of
biomechanical characteristics of guidewire be made, including phenomena taking
place in the course of the process [7, 8].

Many years of clinical practice enabled to determine geometrical features of
various forms of guidewires that capacitate proper performance of cardiologic
treatment. Not always were geometrical solutions as well as suggestions arising
from location of implants supported with biomechanical analyses. Many studies
also do not highlight the role of metallic biomaterial surface treatment, which is of
great importance as far as corrosion resistance is concerned and which minimises
blood coagulation. Explanation of those issues creates the conditions for optimum
formation of functional properties, so optimum geometrical features of guidewires,
spatial configuration and also their mechanical properties [9].

Against the background of unsolved problems, the chapter focused on biome-
chanical evaluation of the system: guidewire—blood vessel, with assumed and
clinically recommended geometrical features. Properties of biomaterial were
determined on the ground of biomechanical analysis.

Biomechanical analysis was made in order to determine the condition of stress,
dislocation and strain of cardiologic guidewire used for electrode insertion.
Obtained results are significant as far as the selection of structure and mechanical
properties of metallic biomaterials used for guidewires is concerned. Due to the
process of premodeling, condition of stresses initiated by plastic strain has a
significant effect on the change of its geometrical features. Values of stresses that
takes place in various parts of guidewire depending on deflection angle are crucial
for proper design of its geometry, work hardening of biomaterial and formation of
physical and chemical properties of the surface layer.
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2 Materials and Methods

The main purpose of the chapter was strength analysis of guidewire used for
implantation of atrial or ventricular endocavital electrodes. Straight guidewire with
diameter of d = 0.35 mm and conical (u = 5�) with ball tip and operating part
length of l = 400 mm were selected for the analysis.

Geometrical model of analysed structural form of guidewire was prepared with
application of Inventor software. Both, its geometrical features and typical
structural features which distinguish it from other forms of wire, were taken into
consideration in preparation of guidewire model. Proper profile and shape of the
tool tip were maintained—Fig. 1a and b.

For the purpose of performed analyses, premodeling was simulated in the form
of the system of three rollers with diameter d = 5 mm. Thus, three supporting
points of the tool were obtained—Fig. 2. Thus, suggested system enabled to apply
variable angle and radius of bend.

On the ground of prepared geometrical models, a finite-element mesh was
generated for calculations with application of FEM. Discretisation of models of
both, wire and the three-roller model was made with application of a finite element
of SOLID186 type—Fig. 1c.

Fig. 1 Calculation model of guidewire a straight, b conical, c element of SOLID186 type
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The scope of performed analysis covered determination of the condition of
stresses generated by the applied angular displacement at the tip of wire operating
part within the range u = 0 7 120� for two geometrical forms of guidewire—
straight and conical.

For the purpose of calculations, material data corresponding to X10CrNi18-8
steel was adopted: E = 205,000 MPa, Poisson’s ratio m = 0.3, Rm = 1,010 MPa,
Rp0,2 = 690 MPa. For the purpose of calculations, bilinear characteristics of
elastic—plastic material with isotropic hardening were made—Fig. 3.

In order to make necessary calculations, it was indispensable to determine and
establish initial and boundary conditions which would reflect phenomena taking
place in the real system with proper precision. The following assumptions were
made for the purpose of analysis:

• all nodes belonging to roller 2 were subject to relocation along the wire axis,
which enabled positioning of places where wire was bent from its tip,

• deviation of guidewire tip within angular range of u = 1 7 120� was
accomplished through application of relocation of roller 3 in the direction
perpendicular to the axis of the tool,

• contact between surfaces and edges of elements from the system, which
enabled their mutual relocation, was defined.

Fig. 2 Model of three rollers
system which enables to
simulate differentiation of
bend angle

Fig. 3 Bilinear
characteristics for
X10CrNi18-8 steel
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All values of strain and stress are values reduced in accordance with Huber—
Mises theory.

3 Results and Discussion

The first stage of performed analyses included determination of the influence of
angular displacement u on distribution of stresses generated in the tip of operating
part of guidewire for straight wire—Table 1. Exemplary distribution of disloca-
tions and stresses, obtained as the result of bending at the angle of u = 120�, is
presented in Fig. 4.

Results of performed analyses show that the biggest values of reduced stresses
for the respective values of angular displacement u were observed in the area of
direct impact of roller 2 on wire operating part. Maximum values of reduced
stresses were located on the internal side of bent tool area.

The second stage of the analysis was aimed at determination of the influence of
guidewire geometry changes (from straight to conical) on stresses generated
during its bending. Obtained results showed little increase of maximum stress
values for the same bend angles in relations to straight wires—Table 1. Maximum
values of reduced stresses were located on the internal side of bent guidewire area,
the same as for straight wires.

Table 1 Results of numerical analysis of straight and conical guidewire for differentiated values
of angular displacement u

Type of guidewire Reduced stresses rmax, MPa

30� 60� 90� 120�
Straight 252 504 726 859
Conical 272 545 755 907

Fig. 4 Results of strength analysis for bend angle u = 120�: a state of dislocations u, mm,
b state of reduced stresses rmax, MPa
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Obtained results additionally created the ground for determination of biome-
chanical characteristics of two different forms of guidewire, specifying the relation
between maximum reduced stresses generated in its operating part as the function
of angular displacement for differentiated values of bend angle—Fig. 5.

4 Conclusions

One of the main problems connected with application of metallic cardiologic
guidewires is the possibility of their initiation of coagulation process. The main
way how to limit that unfavourable phenomenon is application of atrombogeneous
coatings on its surface. These coatings should, apart from featuring good adhesion
to metallic substrate, be susceptible to strain conditioned by pre-surgery forming
of guidewire tip. Therefore, values of stresses and strain in the respective parts of
guidewire, determined in the chapter, may be useful in order to form proper
mechanical properties of the surface layers and create the ground for evaluation of
their susceptibility to strain.

In conclusion, numerical analysis made with application of finite-element
method for cardiologic guidewire showed that its production of X10CrNi18-8
steel, with the assumed for calculations set of mechanical properties, secure proper
course of pre-surgery forming, and in consequence its permanent deformation at
the required angle. Such conditions guarantee proper placement of electrodes in
heart wall, which has a crucial impact on surgery efficiency.

Acknowledgements This project was financed from the funds of the National Science Centre in
Cracow, Poland.

Fig. 5 Relation between
maximum reduced stresses as
the function of angular
displacement u for straight
and conical guidewire
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Scanning Method of Temperature
Distribution of Human Body by Device
Registering Encircling Images

Mariusz Ciesielski, Miroslaw Dziewonski and Sebastian Freus

Abstract This chapter is related to a scanning method for measuring a skin
surface temperature distribution of a patient’s body with a burn wound. Results
can be used for medical diagnostics in order to evaluate the skin burn depth.
Within the project entitled ‘‘The diagnostic system supporting the healing process
of burn and chronic wounds’’ funded by The Polish National Centre of Research
and Development, the diagnostic device for recording thermal images was created.
The chapter concerns the description of merging algorithm of these images which
is based on the mathematical formulas. In the final part of this chapter, some
simulation results are shown.

Keywords Thermography � Medical imaging � Wounds healing � Diagnostic
system

1 Introduction

This chapter is related to a scanning method for measuring the skin surface
temperature distribution of a patient’s body. The temperature distribution of a skin
tissue with a burn wound can be used for medical diagnostics. In emergency
medicine occurs a problem of the correct evaluation of skin burn depth. Numerous
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observations confirm the apparent relations between skin surface temperature and
the shape of a burn wound. The tracing of temperature changes allows one to
analyze the process of wound healing and a therapy choice by doctors [1, 2]. The
surface temperature distribution can be obtained especially using the thermogra-
phy methods, because the modern infrared thermal cameras produce images of
high resolution with good precision and are easy to use. Thermal imaging provides
non-invasive, correctly determine temperature differences of skin surface around
burn wound.

Within the Project entitled ‘‘The diagnostic system supporting the healing
process of burn and chronic wounds’’ (funded by The Polish National Centre of
Research and Development: NR-13-0124-10/2010), the diagnostic device for
recording thermal and video images has been constructed [3]—see Fig. 1. The
device registering encircling images consists of, among others, a moveable out-
rigger with the device head (inside the thermal and video cameras, rangefinders)
and image recording device. Rangefinders are coupled with the camera and allow
ones to measure the distance to the patient’s body in order to ensure a good diopter
adjustment (preservation of the image sharpness).

The idea of recording the encircling thermograms lies in the fact that the
infrared camera records the temperature of points on the body within a strip of
length L, while the recording will be conducted continuously at a specified fre-
quency, when the camera moves around at a constant angular velocity. In this way
the camera registers one strip of the body. After recording the strip with a width L,
the camera moves linearly by the same section with a necessary overlap and the
system records another body strip in the opposite direction (see Fig. 2). During
the scan, the registration of the images in certain places of the head positions takes
the place—details are in Sect. 2.

Fig. 1 Device registering
encircling images
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The data collected in this way are formed in a thermal image which corresponds
to a temperature distribution field projected to a plane. Both the angle of camera
movement and the total length of linear displacement are adjustable.

The first operation of the device after power on is setting the device head to the
HOME position and reset the coordinates of all axes. For this purpose, the head is
moving in three axes simultaneously. Next, the operator selects the scan-starting
point on the patient’s skin surface by moving the head using the buttons on the
system interface. The control is done in a manual or automatic way. After the start
of the scan, the head moves in a rotational motion until the end point is indicated
by the operator (the scan of one strip) and then the head moves linearly with
a fixed distance to scan another strip at the patient’s body in the opposite direction.
These steps are repeated until the end of the scan is indicated by the operator.
Depending on the scanning mode, the movement of the head device can be done in
reverse order, i.e. the first has linear movement, rotational then. Described motion
trajectory of the head is in a schematic way shown in Fig. 3 is presented. After the
scanning process, the head returns to the HOME position.

During the scanning process, the constant distance dk of the head to the body of
the patient should be kept constant, which provides sharper images to be captured
by both cameras. It is associated with the installation of three rangefinders in the
head and the ability of controlling the height of the head.

To control of device, a lot of configuration parameters are used. It should also
be taken into account and choose the optimal parameters of the servo, i.e. accel-
eration and speed of the drives in order to minimize vibration and improving the
quality of registered images, while providing a reasonable scan time. In the
diagnostics device control software has been used many solutions in order to
improve of performance (i.e. independent threads: for servo controlling, reading
data from rangefinders, and recording thermal images and video) [3].

Fig. 2 Visualization of the
idea of recording encircling
thermograms

Scanning Method of Temperature 99



2 Image Merging Algorithm

In order to obtain the thermographs of the surface temperature of extended burns,
an algorithm of image merging is proposed. This algorithm is based on mathe-
matical formulas that allow ones the determination of the crop size of each single
image and finally the merging of all image parts together.

During scanning a selected area of the patient’s body surface with burn wound,
infrared and video images in the device are recorded. Images are recorded in
certain discrete positions of the device head whose have been determined by the
scanning algorithm. It is assumed that the step length of position head is fixed for
both axes (Dx [m] for axis X, and Dy[8] for axis Y).

Before scanning, the following data should be set:

• the scan mode: rotational–linear or linear–rotational,
• the patient data, sequential number and scan date of the medical examination,

the operator data, etc.,
• the geometrical position of the head of device at the selected initial scanning

point: xinit, yinit,
• number of scanned steps (Nx and Ny) in each direction (in order to determine of

the scanned image number),
• description of the area scan (it may be supplemented after scan).

During the recording of video and thermal images in the device, for each
recorded image (with indexes i and j), the following information are stored:

• the current head position (three coordinates): xi,j, yi,j (or /i,j), zi,j,
• the current distance from central rangefinder to the body of the patient: dki,j,
• scale parameters for image,

Fig. 3 Motion trajectory of the device head: rotational–linear and linear–rotational
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• image data in the FPF file format (FLIR System)—in the case of the infrared
camera,

• image data in the standard BMP file format—in the case of the video camera.

The IR camera saves a temperature measurement array (the FPF file format).
The actual temperature measurements can be brought into a PC for analysis.
Software allows doing things like measure temperature points, gradients, differ-
ences, averages, assigning color palettes. After scanning, the obtained data (set of
thermal and video images) are merged in the computer system.

Schemas of head positions in rotational and linear motions are presented in
Fig. 4.

One can note that the distance dk of the head to the body of the patient during
scanning is not always constant—because it is associated with a continuous motion
of the head and insufficiently fast correction of the head position in the z–coor-
dinate. Deviations from the intended distance were low and the images were
recorded at a depth of field resulting from the optical properties of both cameras. In

Fig. 4 Schemas of head
positions in rotational and
linear motions
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a similar way, this problem occurs when the images are acquired from both
cameras at the determined position by the algorithm. Also, the movement of the
chest during breathing causes a change in the distance between the device head
and the scanned surface even by a few centimeters. For this purpose, some geo-
metric corrections during merging images must be taken into consideration.

In order to merge images, the following algorithm is proposed:

1. determine size of the field of view of both cameras on the base of the distance
rangefinder (both cameras assure single image with resolution 640 9 480
pixels)

DxIR
i;j ¼ 480=ScaleIR dki;j

ffi �
; DyIR

i;j ¼ 640=ScaleIR dki;j

ffi �
; [m]

Dxvideo
i;j ¼ 480=Scalevideo dki;j

ffi �
; Dyvideo

i;j ¼ 640=Scalevideo dki;j

ffi �
; [m]

ð1Þ

where Scale (dk) is the function used to determine number of image pixels per
1 meter for the rangefinder distance dk.

2. determine the average size [pix] of the image fragments

DxIR
avg;pix ¼ Dxavg ScaleIR dk

ffi �
þ 0:5

� �
;

IR
avg;pix ¼ Dyavg ScaleIR dk

ffi �
þ 0:5

� �
;

Dxvideo
avg;pix ¼ Dxavg Scalevideo dk

ffi �
þ 0:5

� �
;

Dyvideo
avg;pix ¼ Dyavg Scalevideo dk

ffi �
þ 0:5

� �

ð2Þ

where

Dxavg ¼ Dx; Dyavg ¼ 2 davg tan
Dy

2
p

180

� �
;

davg ¼
1

NxNy

XNx

i¼1

XNy

j¼1

di;j; di;j ¼ zi;j � dki;j [m]

ð3Þ

3. calculate the crop margins (ml, mr, mt, mb) (in [pix]) (see Fig. 2) of each
recorded image (i, j) on the base of mathematical formulas which take into
account the scale and offset correction for position of the head in the regis-
tration point ðxoffset; yoffsetÞ ¼ ðxinit � i Dx� xi;j; yinit � j Dy� yi;jÞ (it is related
to delays resulting from the continuous motion of the head and its real position
in which the image was captured)
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mIR
l ¼

DyIR
i;j

2
� di;j tan

Dy

2
p

180

� �
þ di;j tan yoffset

p
180

� 	
 !

ScaleIR dki;j

ffi �
þ 1

2

$ %

mIR
r ¼

DyIR
i;j

2
� di;j tan

Dy

2
p

180

� �
� di;j tan yoffset

p
180

� 	
 !

ScaleIR dki;j

ffi �
þ 1

2

$ %

mIR
t ¼

DxIR
i;j

2
� Dx

2
� xoffset

 !

ScaleIR dki;j

ffi �
þ 1

2

$ %

mIR
b ¼

DxIR
i;j

2
� Dx

2
þ xoffset

 !

ScaleIR dki;j

ffi �
þ 1

2

$ %

ð4Þ

In a similar way, the margins of the video image are determined.

4. cut out a necessary part of every image and next merge those pieces together
(using stretching to the size: DxIR

avg;pix � DyIR
avg;pix or Dxvideo

avg;pix � Dyvideo
avg;pix,

respectively—if needed) into a single thermovision image and a single video
image,

5. approximate the shape of the scanned area of the patient and 3D visualization
of scan images (optionally).

As a result of this algorithm, the field of the temperature distribution over
a large area of the body and the visual image on a two dimensional plane are
obtained. In order to visualize the thermograph, a color palette is assigned. In
Fig. 5 several color palettes are shown. For example, the rainbow palette has the
best thermal sensitivity for displaying the differences in temperature of the human
skin. Merged images will be processed and analyzed in the further project stages of
diagnostic system. The mathematical models of the burn wound shape estimation
on the basis of the distribution of skin surface temperature are proposed in [4, 5].

3 Example of Results

In order to verify the correctness of the proposed algorithm, a torso (chest) of
a healthy male without burn wounds has been scanned. During the scan, 732
(12 9 61) images have been recorded. The field of view of both cameras (the
rangefinder distance: 350 mm) are the following:

• for the IR camera: 115.94 9 86.96 mm,
• for the video camera: 147.47 9 110.60 mm.

As a result of the merging algorithm, two bitmap images were obtained. The
resolution of the IR image is 2318 9 1656 pixels, and the resolution of the video
image is 1830 9 1308 pixels. In Fig. 6 these images are shown. Additionally, in
Fig. 7 a spatial visualizations (3D) of both images on the base of the geometric
data are presented.
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The next example presents the wound on the patient’s back. The recorded field
of the temperature distribution and the video image of the body on a two
dimensional plane are shown in Fig. 8.

Fig. 5 Color palettes

Fig. 6 Recorded field of the
temperature distribution
(using color palette) and the
video image of the body on a
two dimensional plane
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4 Conclusions

In the chapter, the algorithm of the encircling thermograms creation has been
presented. This algorithm is part of a system supporting the treatment of the burns
and wounds difficult to heal. The diagnostic system developed by the authors
consists of a device for recording encircling thermal and video images and a
computer system which constitutes the completely new tool intended to assist the
diagnostics and the treatment process of burn and chronic wounds. A significant
increase in the accuracy of measurement of the temperature field in comparison to
the classic flat thermograms is observed. During further project stages, the
usability of the system in clinical applications will be verified.

Fig. 7 Recorded field of the temperature distribution (using color palette) and the video image
of the body—spatial visualization

Fig. 8 Merged images (thermovision and video) with the wound on the patient’s back
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Strain Measurements Exhibited
by a Steel Prosthesis Protected
with Au Nanoparticles

Luis Héctor Hernández-Gómez, Joel Francisco Pava-Chipol,
Martín Trejo-Valdez, Carlos Torres-Torres, Juan Alfonso Beltrán
Fernández, Guillermo Urriolagotia-Sosa, Christopher René Torres
San Miguel and Guillermo Urriolagotia-Calderón

Abstract The design and manufacturing of a customized femur prosthesis is
presented. Besides, the application of a coating of Au nanoparticles embedded in
titanium dioxide is evaluated. For this purpose, a customized femur prosthesis for a
Labrador Retriever dog was manufactured. It was 7 years old and its weight was
35 kg. The main geometrical characteristics of the prosthesis are the following. Its
femoral neck angle is 75.84�, the smallest and largest diameter of the shaft is 2.7
and 6 mm, respectively, while the diameter of the femur head is 20 mm. The
material used for this purpose was stainless steel. Initially, a tomographic study of
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the hip and femur was carried on. All the data was collected in .DICOM files. From
this information, solid models were obtained. The new data was saved in .STL files.
From such files, quick prototypes were carried out. They were made with ABS
material, following a stereolithography procedure. All the dimensions were
checked. Once the customized model was approved, the structural integrity was
determined with the finite element method. In the next step it was manufactured. In
the final part, a 250 nm coating, which was made of Au nanoparticles embedded in
titanium dioxide, was applied. An indentation test was carried out. A 65� Berkovich
indenter, made with diamond, was used. The modulus of elasticity of the coating
was 941 MPa. The stress field during the indentation test was obtained.

Keywords Hip � Femur prosthesis � Nanostructured thin solid film coating �
Canine femur � Computed tomography

1 Introduction

Prostheses required for humans must satisfy diverse requirements. In general terms,
they have to be manufactured with biocompatible materials and they must have an
adequate structural integrity. In this way, infections or replacements after small
periods are avoided. Regarding the hip prosthesis, the femoral head is subjected to
wear conditions. All these points have to be considered in its design. Also, clinical
regulations have to be observed. In the case of Mexico, they are established by the
medical regulatory body, COFEPRIS. They are summarized in [1].

Actually, hip prostheses have received much attention. They have been widely
used in older patients, mainly. Nowadays, they are optimized continuously. Thus,
diverse prototypes are developed. Several tests have to be approved before such
prostheses can be used in a clinical treatment. For this reason, they are tested with
some animals. Several candidates can be proposed. At the first instance, primates
can be used. However, they require special cares and there are some species, which
are in danger of extinction [2, 3]. In accordance with Skurla et al. [4], dogs can be
used for this purpose. Goel and coworkers [5] have established the following
reasons why dogs are adequate. Their femoral anatomy is similar to the human
beings and their femur size is appropriate for the technique which is applied in the
total reconstruction of a hip. The canine vascular anatomy is similar to the humans.
Besides, dogs are sufficiently active for the use of a prosthesis and the kinematic
articulations of their hip are similar to those of a human hip. However, the main
disadvantage is that dogs are quadrupeds.

Accordingly, the purpose of this chapter is the design of a prototype of a
customized hip prosthesis for a dog. After the design was approved, the femoral
head was coated with Au nanoparticles embedded in titanium dioxide. For this
reason, the mechanical behavior of the coat was evaluated with indentation tests in
conjunction with the finite element method.
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2 Materials and Methods

This research work was carried on with a Labrador Retriever dog. It was 7 years
old and its weight was 35 kg (Fig. 1). In the case of dogs, dysplasia takes place
when they are more than 6 years old. This is the reason why such a dog was
selected.

Initially a model of the canine femur was developed. The procedure proposed
by Beltrán-Fernández et al. [6] was followed. For this purpose, a Lightspeed
computational tomograph was used. It can take 16 slices per second. For the
problem at hand, 513 slices of the canine femur were taken. All the data was
digitalized and saved in DICOM

�
files [7]. Figure 2 shows the 3D model that was

obtained.
In the next step, the ScanIp

�
code was used. The tomographies mentioned

above, were reproduced [8]. Masks were developed. They were used in the
selection of the area of interest of the femur. Cortical (Fig. 3) and trabecular
(Fig. 4) bone were differentiated. The first one is in blue, while the second is in
purple. All the data was collected in *.STL files. The design and manufacture of a
customized prosthesis require uniform and smooth surfaces, avoiding sharp edges.
Thus, the surface of the model was reshaped with the Power Shape

�
code.

In the next step, plastic prototypes of the prosthesis of the canine femur were
obtained. The clinical treatment was discussed with the orthopedic team, consid-
ering such prototypes. It was decided which part of the femur had to be cut.
Therefore, it was possible to generate the prototype of the femur-prosthesis system.
For this purpose, the axial axis of the diaphysis was localized. This parameter is
important in order to establish the maximum and minimum diameters of the stem of
the prosthesis. They are 6 and 2.7 mm, respectively. This information was used to
establish the length of the stem and to determine which surfaces of the stem had to
be anchored. In this way, the prosthesis does not loose easily. Also, the angle
between the femoral head and the axial axis of the diaphysis and the diameter of the
femoral head were established. They are 75.848 and 20 mm, respectively. Finally,
the good adjustment of both elements was checked. Figure 5 illustrates how this
prosthesis is coupled with the femur and Fig. 6 shows the solid model of the
prosthesis.

3 Finite Element Analysis

The finite element mesh was developed from the solid model of the system femur-
prosthesis (Fig. 7). For the evaluation of the structural integrity, it was considered that
the prosthesis was made of stainless steel 316LVM. Its modulus of elasticity and
Poissońs ratio are 210 GPa and 0.3, respectively [9]. Besides, the modulus of elasticity
of the cortical bone of the femur is 10 GPa and its Poissońs ratio is 0.3. The modulus of
elasticity of the trabecular bone is 1 GPa and its Poissońs ratio is 0.3 [10–12].
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Fig. 1 Retriever dog before its femur tomography was taken

Fig. 2 3D model of the rear femurs of the dog
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The finite element analysis was carried out with the ANSYS code and the mesh
was developed with quadratic tetrahedrons of ten nodes. Each node has three
degrees of freedom. The numbers of elements and nodes are 59,827 and 75,039,
respectively (Fig. 8). For the purpose of this analysis, the stem of the prosthesis

Fig. 3 3D model of the cortical bone of the canine femur

Fig. 4 3D model of the trabecular bone of the canine femur
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was fixed at its distal end. Therefore, the boundary conditions applied in this
analysis considered that the nodes at such end were anchored.

Regarding the loading conditions, Kim et al. [13] tested a femur prosthesis of
dog under compression. The maximum load was in the range between 27 and
33 kg. In an extreme condition, a compression load of 370 N was considered. This
is the weight of the dog supported only by one leg and is applied at the femur head
of the prosthesis. The components of such force are Fx = -82.75 N,
Fy = 19.83 N, Fz = -360.62 N (Fig. 9) [14].

The results of the finite element analysis show that the maximum displacement
was 0.001253 mm (Fig. 10). Besides, the maximum von Mises stress was
673.214 kPa. It is located at the medial part of the diaphysis (Fig. 11). It can be

Fig. 5 System femur-prosthesis coupled with the hip

Fig. 6 Solid model of the femur prosthesis of the dog
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considered that this arrangement has an adequate structural integrity and it cannot
be loosen easily.

4 Manufacture of the Prosthesis

With the information obtained in the development of the model and the prototypes,
the dimensions of the customized prosthesis of the dog were obtained. It was
manufactured with a conventional procedure of manufacture (Fig. 12).

Fig. 7 Solid model of the femur-prosthesis system

Fig. 8 Finite element mesh
of the system femur-
prosthesis
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In the next step it was coated the femoral head with Au nanoparticles embedded
in titanium dioxide (Fig. 13).

5 Nanostructured Thin Solid Film Coating

Hydroxyapatite has been widely used in diverse prostheses. However, an alter-
native is the use of nanometric building blocks to fabricate scaffolds. For this
purpose, high quality nanoparticles with extremely high purity and crystallinity are
required. Also, it is important to understand the load-bearing capacity, when these
materials are used in implants. When the mechanical properties of an implant do

Fig. 9 Hip joint load

Fig. 10 Deformation in mm
of the system femur-
prosthesis
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Fig. 11 Resultant von Mises stresses in Pa on the system femur prosthesis

Fig. 12 Femur prosthesis manufactured

Fig. 13 Head of the femur prosthesis coated with AuNP
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not match with bone, stress shielding can be developed. This can lead to bone
resorption and loosening of the implant. In this way, biocompatible Au nanopar-
ticles have gained considerable attention recently [15].

For the problem at hand, the femur head is under compression load and its joint
is in constant wear movement. Therefore, it is expected that a film coating with
Au/TiO2 can avoid the premature wear. At the same time, it is expected that the
stem of prosthesis does not loose. For this purpose, a coat was applied with the sol-
gel technique in the specimen. It is simple and it is cheap to obtain a thin film of
metallic oxides, which can be doped with nanoparticles. This procedure can be
done at room temperature.

The titanium oxide film doped with gold NPs was synthesized. Initially a SG1
solution was obtained. For this purpose, titanium i-propoxyde [Ti(OC3H7)4]
solution with C = 0.05 Mol/L, pH = 1.25 and water/alkoxyde with molar ratio
(rw) of 0.8 were used. The resultant solution was stored in a dark place for at least
1 week before using it in the synthesis step.

The required gold nanorods precursor solution was an Aldrich standard solution
for AAS analysis with a gold nominal concentration of 1000 mg/L. This solution
was used as received. It was added drop by drop into the bottle which contained
the SG1 solution. Then after, it was stirred vigorously with a magnetic stirrer plate.
The molar ratio of the Au/Ti(OC3H7)4 mixture was 0.76 % (mol/mol). This new
solution was called SGG1.

The photocatalytic reduction of the gold ions was carried out in a homemade
UV-reactor, which has twelve UV light sources. Each one has a black light blue

Fig. 14 Nano hardness tester
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UVA lamp (8 W, Hitachi). Under these conditions, the range of UVA light pro-
vided is between 320 to 390 nm with kmax (emission) = 355 nm and a light
intensity of 732 lW/cm2.

Ten ml of the SGG1 solution was exposed to this light source. This event lasted
between 15 and 20 min. Then, the light source was switched off and the irradiated
sol-gel solution was used to coat the customized prosthesis. This was done with the
dip coating technique. The thickness of the resulting samples was around to 250 nm.
An atomic force microscope (Dimension 3,100, Nanoscope IV) was used to measure
the size and density of the Au NPs [16, 17]. Figure 13 shows a spot of the AuNPs coat.

In the evaluation of the hardness of the coating, a steel substrate was coated
with AuNPs. A nano hardness tester NHT of CSM instruments was used. This

Table 1 Mechanical properties of the materials involved in the nano-indentation test

Material Modulus of elasticity Poissońs ratio

Steel substratum 200 GPa 0.33
AuNPs coating 0.941 GPa 0.27
Diamond indenter 1141 GPa 0.07

Fig. 15 Finite element mesh used in the stress analysis of the indentation process
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device has a load range of indentation between 0.1 and 500 mN and its load
resolution is 0.04 lN. The maximum indentation depth is 200 lm (Fig. 14).

The mechanical behavior of the AuNPs coating was evaluated with an inden-
tation test. 20 mN was the maximum load applied. The load and unload rates were
100 mN/mim in both cases. The thickness of the coating was 250 nm. A Berkovich
indenter, made of diamond, was used. Its angle was 65�. The modulus of elasticity
of the coating was obtained. It was 941 MPa.

A finite element analysis was carried out with the ANSYS code in order to
obtain the resultant stress field. The mechanical properties of the involved mate-
rials are reported in Table 1. The model was considered axisymmetric. The main
considerations of Bouzakis et al. [18] were followed. For this reason, only one
eight of the domain of interest was modeled (Fig. 15). Symmetry conditions were
considered along the symmetric planes and over the axial axis. The top surface of
the indenter was anchored. The nodes on the bottom surface of the substratum
were free to move along the vertical direction. In this way the nano-indentation
was simulated. The top surface of the coating was pressured against the bottom
surface of the indenter. The surfaces of the indenter and the coating were simulated
with contact elements (CONTA174 and CONTA170). 3,745 nodes and 3,858
elements were required.

A penetration of 250 nm was simulated. In this way, all the coating thickness
was penetrated. The maximum von Mises stress was 844.349 Pa (Fig. 16).

Fig. 16 von Mises stress field in Pa at the point of indentation
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6 Conclusions

In this chapter, a manufacture process of a customized femur prosthesis has been
proposed. The information technology plays an important role and optimizes the
procedure in the manufacture. The main advantage is that an invasive procedure is
not required. Thus, the contact with the human tissues is reduced.

The plastic prototypes of the prosthesis were useful in the discussion and the
establishment of the manufacture procedure and the orthopedic treatment. Previ-
ously to the manufacture of the femur prosthesis, its correct adjustment with the
femur and hip was checked. The results of the finite element method show that the
system femur-prosthesis has an adequate structural integrity. It is important to
observe that the deformation of the system femur prosthesis is small. Therefore,
loosening will not be expected. In this case, a suitable prosthesis for the dog was
obtained.

A film coating of Au nanoparticles embedded in titanium dioxide was applied
to the femur head of the prosthesis at the end of the manufacture process. The
mechanical behavior of this coating was evaluated with indentation tests.
Encouraging results have been obtained. The technique that was followed was
easy to implement and a uniform layer was obtained. Besides, it was possible to
obtain the stress field at the coating during the indentation process.

However, a more detailed analysis is required in order to evaluate its bio-
compatibility and benefits. At the same time, the guidelines established by the
clinical regulatory bodies have to be followed. More tests are demanded before a
prosthesis with such coating is used in the implant of an individual.
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Design and Manufacture of a Prototype
of a Testing Rig for the Evaluation
of the Biomechanical Behavior
of Vertebrae

Luis Héctor Hernández-Gómez, Daniel Ramón López-Liévano,
Juan Alfonso Beltrán-Fernández, Guillermo Manuel Urriolagoitia-
Calderón, Rafael Rodríguez Martínez and Nayeli Camacho Tapia

Abstract The objective of this work is the conceptual design of a testing rig for
the biomechanical evaluation of vertebral bodies. Such a rig must test diverse
vertebral specimens under compression, flexion and the combination of both
loading cases. The dimensions of the porcine and human vertebrae were taken into
account. Special attention was given to the design of the grips, in such a way that
the range of movements of the spine is reproduced. The structural integrity of this
rig was determined by means of the finite element method. In a following step,
compression, bending and compression and bending tests of a C3–C7 vertebral
body were simulated. This data was obtained from an individual, who was
55 years old. In all these cases, the testing rig had stresses which were within the
allowable range. The resultant stresses on the vertebral bodies were in line with
those reported in the open literature. In the next step, a ‘‘quick’’ prototype was
manufactured in a 3D printer (Dimension SST 1,200). Finally, a data acquisition
system has been proposed.
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1 Introduction

The vertebral column has been widely analyzed. It is under different loading
conditions and it has a wide range of displacements. Besides, the vertebral bodies
have a peculiar geometry. For this purpose, several testing rigs have been pro-
posed. However, most of them have been focused on specific aspects. This is the
case of Panjabi et al. [1]. They analyzed the stabilization of eight spinal fixation
devices. The vertebral bodies were fixed with screws over cups with polyester
resin. The loads were applied with flexible wires and pneumatic actuators. Lu and
coworkers [2] evaluated the stability of a vertebral column, which was fractured,
after bone cement has been used. The vertebral bodies were fixed with epoxy resin
over a base. Extension and bending moments were applied. McAfee et al. [3]
tested vertebral bodies of goats. They evaluated the mechanical behavior of the
posterior longitudinal ligament in a cervical arthroplasty. The vertebrae were fixed
with jaws, which were placed over a metallic base. All these rigs were used in a
universal testing machine.

Stanley et al. [4] evaluated thoracic vertebrae. They were fixed with screws
over some cups. The flexion-extension loads were applied with a hydraulic
system, while the compression loads were applied with wires. In a similar idea,
Tomlinson and coworkers [5] tested vertebrae. They were fixed with epoxy resin
to a testing rig, which was positioned eccentrically with respect to the actuator of
the universal machine. In this way, the vertebral bodies were under bending
loading.

Beltrán et al. [6] tested porcine specimens under axial and fatigue loading. The
ends of the vertebral bodies were fixed to a pair of aluminum cups. Dental plaster
and screws were used for this purpose.

In all these cases, the vertebrae have been fixed in accordance with the case of
study. Special devices, such as screws, plates, wires, among others, have been
used. All these experiences have shown that a previous functional analysis was
required, before the testing rig was manufactured. Also, an evaluation of the
structural integrity of the testing rig was needed. When these factors were deter-
mined, a good confidence about the performance of the testing devices was
obtained.

Based on those experiences, a rig, which serves to test human and porcine
vertebrae, has been designed. Its conceptual design is reported. Special attention
has been given in the way axial and bending loads are applied. The loading
conditions considered were bending, compression and the combination of both
cases. Special attention was put in the design of grips.
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2 Materials and Methods

2.1 Dimensions of the Testing Rig

Initially, the dimensions of the testing rig were proposed and different virtual
models were developed with the Pro-Engineer code. It was considered that the
biomechanical analysis of human vertebral bodies requires the fulfillment of
several requirements. An alternative is to test porcine specimens, because of their
geometrical similarity [7]. For this reason, the dimensions of human and porcine
vertebrae were considered in the design of the jaws. Accordingly, L4 vertebra is
the biggest. For this reason, its dimensions were considered. Table 1 shows the
dimensional parameters that were taken in account in the design of the testing rig.
The final model is shown in Fig. 1. It is illustrated with a cylindrical specimen,
which was used in the initial evaluation of the structural integrity, in order to
evaluate its functionality. Table 2 shows the list of its components.

2.2 Loading Conditions of the Testing Rig

Its structural integrity was evaluated with the finite element method. Two cases
were taken into account. In the first instance, the compression and bending of a
steel cylindrical specimen was simulated. The purpose was to evaluate the per-
formance of the rig with a well-known geometry.

In the next step, the test of a vertebral body, which is integrated with C3–C7
vertebrae, was simulated. The loading cases considered were compression, bending
and compression and bending. The results were compared with those reported in the
open literature. They are related with the biomechanical evaluation of prosthesis,
implants, specimens, etc. This is the case of Panjabi et al. [1], Beltrán-Fernández et al.
[6] and Kunz et al. [9], among others. Table 3 classifies these parameters.

Based on those experiences, the proposed points of application of the loads and
supports are illustrated schematically in Fig. 2. Table 3 suggests the loading
device for the proposed points of applications of the loads. In other words, the
compression loads are applied by the universal testing machine, while bending can
be done with an external motor.

3 Evaluation of the Structural Integrity of the Testing
Rig with a Cylindrical Specimen

The structural integrity of the testing rig was determined when higher loads are
demanded. This is the case when a AISI 1045 steel specimen is tested. The trans-
versal section of the cylindrical specimens was 1963.5 mm2. Its radius was 25 mm
and its moment of inertia was 306,796.2 mm4.
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The physical and mechanical properties of the materials of the testing rig are
summarized in Table 4. Once the model of the testing rig and the specimen was
obtained with a CAD code, it was exported to ANSYS WORKBENCH 12. The
finite element mesh is illustrated in Fig. 3. The mesh comprised 176228 nodes and
86172 tetrahedral elements.

A compression test was simulated. Table 5 compares the resultant stresses
under different loading conditions. The material of the specimen is homogeneous,
continuous, isotropic and linear elastic and it has a common geometry. Therefore,
it is possible to evaluate from an analytical point of view the resultant stresses and

Table 1 Dimensional parameters considered in the sizing of the positioning cavity in the testing
rig for a L4 vertebra

Parameter of the vertebral body Porcine (mm) Human (mm) Reference

Length of the spinous apophysis 38.4 70.1 Dath et al. [8]
Height of the spinous canal 13.5 18.6 Dath et al. [8]
Height of vertebral body 35.6 24.1 Dath et al. [8]

Fig. 1 Testing rig
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determine its convergence with those obtained numerically. The maximum dif-
ference of the evaluated stresses is 2.53 %. In this case, the testing rig reproduces
the resultant stress field. Figure 4 illustrates the deformation of the specimen under
bending loading.

Regarding the structural behavior of the testing rig under compression loading,
the maximum von Mises stress took place in one of the support plates. It was
42.26 MPa. The maximum von Mises stress under bending loading was
1.5964 MPa. It was developed at the top jaw. Under combined loading (com-
pression and flexion), the maximum von Mises stress is close to the one obtained
in compression. It was 42.2720 MPa and was located at the lower support (Fig. 5).
It can be said that the dominant load condition is compression.

Table 2 Components of the testing rig

Number Quantity Item Material

1 4 Main frame AISI 1045 carbon steel
2 2 Jaws AISI 1045 carbon steel
3 12 Bushing SAE 40 bronze
4 4 Pin AISI 1045 carbon steel
5 2 Support plate AISI 1045 carbon steel
6 2 Loading point AISI 1045 carbon steel
7 8 ‘‘O’’ Ring –
8 2 Support of the motor AISI 1045 carbon steel
9 2 Motor shaft AISI 1045 carbon steel
10 2 Key AISI 1045 carbon steel
11 2 Coupling AISI 1045 carbon steel
12 2 Specimen support AISI 1045 carbon steel
13 1 Specimen –
14 2 Motor A100FMO-T-K –
15 8 ‘‘Screw 3/8’’ –
16 1 ‘‘Screw �’’ –

Table 3 Loading conditions and movement restrictions considered in the design of the testing
rig

Point Loading condition Load magnitude Loading device

A Compression 11,318 N [10] Actuator of the testing machine
C Pure bending 15 Nm [1] Motor
D Pure bending 15 Nm [1] Motor
B Restriction of movement of the six degrees of freedom
F Restriction of movement along the horizontal plane
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4 Evaluation of the Structural Integrity of the Testing
Rig with a Vertebral Body

The mechanical performance of the testing rig was simulated when a vertebral
body was loaded in compression. For this purpose, cervical vertebrae (C1–C7) of a
healthy male individual, who was 55 years old, was considered. His weight was
65 kg and he was 1.60 m tall. The density, modulus of elasticity, and Poisson’s
ratio of the vertebral bodies were 1,800 kg/m3, 10 GPa, and 0.3, respectively [10].

The model was obtained with the procedure reported by Beltrán et al. [11]. The
following procedure was followed: (1) The tomography of the cervical vertebral
body was obtained in DICOM files. The slices of the tomography were separated
by 0.5 mm; (2) These data was processed with ScanIP and .STL files were

Fig. 2 Loading conditions
and movement restriction
of the testing rig

Table 4 Mechanical properties of the materials of the testing rig

Material Density
(kg/m3)

Modulus of
elasticity (GPa)

Yield stress
(MPa)

Poisson’s
ratio

AISI 1045 carbon steel 7,850 200 310 0.3
SAE 40 bronze 8,820 93 206 0.29
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obtained; (3) ProEngineer code was used to create the .IGES files; (4) The finite
element model of the system vertebral body and testing rig was obtained with
ANSYS WORKBENCH; and (5) The structural integrity of the resultant model
was evaluated. Figure 6 illustrates the solid model. In order to compare the results
with others, the vertebral segment C3–C7 was only considered. 444273 nodes
were required and 242166 tetrahedral elements were generated.

4.1 Compression Loading

The resultant stress field of the vertebral body-testing rig, when a maximum
compression load of 11.318 kN was applied, is shown in Fig. 7 [10]. There was a
stress concentration around the pins. The maximum stress took place on the bot-
tom support. It was 48.358 MPa.

Fig. 3 Finite element mesh
used in the evaluation of
structural integrity of the
testing rig

Table 5 Stresses of the cylindrical specimen under different loading conditions

Loading condition Stress analytical
evaluation (MPa)

Stress FEM
evaluation (MPa)

Difference (%)

Compression -5.7642 -5.7646 0.007
Bending 1.2224 1.2298 0.6
Maximum principal stress 0.0808 0.0829 2.53
Minimum principal stress -4.6226 -4.6381 0.33
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The von Mises stress field on the vertebral bodies is shown in Fig. 8. As it can
be seen, a great part of the vertebral bodies is bellow 11 MPa. However, in those
areas which are close to the intervertebral disks, the resultant von Mises stresses
are within the range 1 and 5 MPa.

Fig. 4 Deformation of the cylindrical specimen under bending

Fig. 5 Maximum von Mises stress in the testing rig
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4.2 Bending Loading

A 15 Nm bending moment was applied. The maximum von Mises stress on the
testing rig was 3.57 MPa. It took place on the upper grip (Fig. 9). Under these
conditions, the peak von Misses stress on the vertebral body was 27.35 MPa at C3
(Fig. 10). However, all the stresses are below 10 MPa. A similar analysis was
carried out for the combine loading case (compression and bending).

5 Evaluation of the Results

Table 6 compares the maximum stresses obtained in the testing rig and vertebral
specimen. In the last case, peak stresses are reported. However, all the stresses are
underneath 14 MPa. As can be seen, the results are under the allowable stress

Fig. 6 Solid model of the cervical vertebrae (C1–C7) in .IGES file

Fig. 7 Resultant von Mises stresses on the testing rig when a 11318 N compression load was
applied to the C3–C7 specimen
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range. Therefore, the structural integrity of the testing rig is guaranteed in the
range of the loading cases expected.

6 Prototype

Once that the usefulness of the testing rig was established and the structural
integrity was determined, a quick prototype was made with ABS plastic. A 3D
Dimension SST 1,200 printer was used. The suitability of the ‘‘quick’’ prototype of
the testing rig was evaluated in a SHIMADZU machine. Its capacity is of
10,000 kg For this demonstration, porcine specimens were used. A C3–C7 ver-
tebral unit, which was used in a corporectomy test, was instrumented with an
anterior cervical plate (Fig. 11).

Fig. 8 von Mises stress field on the C3–C7 specimen under a 11318 N compression load

Fig. 9 Maximum von Mises stress under a 15 N-m bending moment, located on one of the jaws
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7 Data Acquisition System of the Testing Rig

This system requires, at least, transducers for the evaluation of the deformations
and the applied loads. A Wheatstone bridge was proposed for this purpose. The
sensibility is increased when a half bridge is used. In this condition a greater
change of the resistance takes place, improving the measurement. This system
requires an external power supply and an amplifier, as the voltage of the transducer
is low. As a general rule, higher excitation voltages generates high outputs of
voltage. Nonetheless, the higher voltages can cause greater errors in the mea-
surement. This is due to the self-heating [12]. For this reason, the gain voltage will
be in the range between 3 and 10 V. On the other side, the biomechanical tests are
usually carried out in quasi-static conditions. They are run with a low loading rate.
In this circumstance, there is a chance for heat dissipation.

Another important aspect is the size of the strain gages. Fatigue and high
resistance reduce the life of the smallest dimensions and high resistance [13]. This
situation takes place when strain gages with a resistance of 350 X or higher are

Fig. 10 Maximum von Mises stress on the C3–C7 cervical vertebra under a bending loading of
15 N-m

Table 6 Maximum von Mises stresses obtained on the testing rig and in the vertebral body under
different loading conditions

Loading condition Testing rig Cervical vertebral body

Maximum von
Mises stress (MPa)

Item Maximum von
Mises stress (MPa)

Location

Compression 48.3580 Lower support 114.87 Disk C5–C6
Bending 3.5728 Top grip 27.3570 C3
Combined loading

conditions
48.1710 Lower support 114.8900 Disk C5–C6
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Fig. 11 Quick prototype which is used to evaluate the usefulness of the proposed testing rig in a
universal testing machine

Fig. 12 General arrangement of the data acquisition system of the testing rig
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used. For this reason, strain gages with a resistance of 120 X were selected with a
gain factor (GF) equal to 2.

Regarding the dimensions of the strain gages, those, which have a length of
3 mm, were selected. They are suitable for the proposed acquisition data system.
At the same time, their performance is similar to the strain gages of greater length.

A display is also required. The output of the amplifier is a voltage or the intensity
of an electric current. It has been selected a digital measuring device, which shows
the value of the parameter of interest. Figure 12 shows the schematic arrangement.

8 Conclusions

In accordance with the results of the conceptual design, the testing rig can be used
in a universal testing machine and it can evaluate the mechanical behavior of the
vertebral bodies. The results show that: (1) the convergence of the results are
within the range of 2.53 % in cylindrical specimens made of steel; (2) The stress
fields obtained in the vertebral bodies are similar to those reported in the open
literature.

In the range of the tests which will be carried on, the structural integrity of the
testing is kept. The finite element analysis showed that the maximum von Mises
stress is 310 MPa in an extreme situation.

The information technology plays an important role in the design. In this case, a
prototype can be obtained from the conceptual design through the development of
virtual models. In the case of the vertebral bodies, the models can be obtained from
the tomography of the individual.

Regarding the data acquisition system, it is independent of the universal testing
machine. It will get and record the parameters directly from the specimen.

As a future work of this project, the integration of a system that loads the
vertebral specimens in torsion and, also, combines it with compression and
bending will be developed.
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Biomechanical Assembled Prosthesis
of a Temporo Mandibular Joint Disorder
Using Biocompatible Materials

Juan Alfonso Beltrán-Fernández, Eduardo Romo-Escalante,
Francisco López-Saucedo, Pablo Moreno-Garibaldi,
Luis Héctor Hernández-Gómez, Guillermo Urriolagoitia-Calderón
and Nayeli Camacho-Tapia

Abstract In this work, the design and manufacture of a new assembled prosthesis
for a jaw for a young Mexican patient with Temporo Mandibular Disorder (TMD)
and articular ankilosys is reported. The required models were obtained with a
computed axial tomography (CAT) in conjunction with computed aided design
(CAD) and engineering codes. Several tomographic slices were taken digital
format (DICOM). Each slice was processed with Scan IP, Unigraphics and Sol-
idworks. The main objective of this study is to show the digital and a physical
processing for manufacturing the desired model, taking into account the anthro-
pometry of the young patient, who expects to receive this fixation as a maxillary
implant. The parametric FEM model allows creating biomechanical testings in
order to evaluate its mechanical response before the final manufacturing by using
of a quick prototyping printer system (dust). This prosthesis will be created as an
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assembly, and the condylar joint will be created by a low friction metal. The
expectation for this final implant requires the approval of the Hospital ‘‘La Raza’’
(IMSS) in order to be installed on the patient. For this purpose, a biomechanical
engineering procedure and 3D manufacturing quick prototyping was used for the
prototype. The clinical case discussed in this chapter is related to a 17 year-old
individual. He was treated in the area of maxillofacial and plastic surgery. The
severity of the deformation was based on congenital disease. Calcium hydroxy-
apatite, polymethylmethacrylate polymer and stainless steel, which are highly
biocompatible materials, were used for this purpose. It is very important to
mention that this procedure avoided the employment of bone tissue taken from the
ribs and cranial regions as in other research publications referred. As a result of
this research, an assembled 3D personalized jaw model could be presented in order
to be fixed in the patient.

Keywords Temporomandibular joint disorder (TMJ) � Jaw � Condyllar joint �
Maxillary implant � Stereolithography � Hydroxyapatite � Polymethylmethacrylate
polymer � Quick prototyping

1 Introduction

The development of this research allows solving some needs of low resource
people and also involves public hospitals (Centro Médico La Raza) and specifi-
cally with the surgeon Dr. Francisco López Saucedo, who is a member of the
Surgery College. The main objective is to reproduce the particularized jaw pros-
thesis in order to be fixed to the patient, taking into account that an ideal healthy
human jaw can be adjusted to the morphology of the patient (Fig. 1).

The anchylosis of the temporomandibular articulation (ATM) is a serious
complication, mainly after some traumatisms and local infections pathologies [1–4].
In uncommon cases the anchylosis associates to systematic illnesses as the anky-
losing spondylitis, rheumatoid arthritis and psoriasis. Accordingly to the functional
restrictions and the alterations caused in the facial growth in the youth, it is desirable
an early and effective therapy. There are different ways to handle the anchylosis of
the ATM which go from the employment of osteochondral implants until the fix-
ation of prosthesis [5–8]. There is not a surgical concept standardized, but all are in
function of the cooperation and discipline that the patient requires in the postop-
erative physiotherapy [9–16].
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2 Materials and Methods

2.1 Biomodelling from Computed Tomography

The model was obtained taking into account medical reports and success DICOM
regeneration methodologies [17–25]. The initial manipulation of information from
a computerized tomography of patient was realized importing of a directory of
DICOM pictures using the software ScanIP, which allows drawing several merged
axial images in different planes and in a pseudovolume reconstructed. Once this
information was imported, several masks were used. Each slice considered the
usage of filters of grey scale and manual tools applied with a digital pad, in order to
define the osseous structures as well as its axial spaces (Fig. 2). The manual
brushing of the tomography was particularly laborious due to the resolution of
1 mm between each axial slice, because of the complexity to identify the boundary
on each anatomic detail, for example, in the ATM.

Once the total osseous and mandibular mask were defined, it was necessary to
apply a Boolean operation in order to merge all the slices and to get an initial
cranium proposal.

Fig. 1 Healthy human jaw
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2.2 Biomodelling Exporting the Volume in SCAN-FE

Under the ScanIP software there is an attached tool called ScanFE, which is used
to create specialized solids and volumes. After importing several masks files, such
as: mask containing only the jaw of the patient, there was an attempt to generate a
volume handled in the 3D parametric modeling software. However the computa-
tional resources required exceeded all common personal computers in which this
technique was attempted (Fig. 3). Even tough, it is recognized that large memory
and processing resources may be a good methodology in order to export tomog-
raphyc files into a solid format with great accuracy.

2.3 Biomodelling of the Volume Using SolidWorks
and a DXF File Format

There was a similar error when trying to use a tool native SolidWorks program to
generate a three-dimensional model from the point cloud file. This tool is very
powerful because if the file exceeds the 10,000 polygons that make up the mesh
joining the required time rises by a factor of hours or days. For the original mesh
which was not tried this technique even after completion of the process of pro-
cessing whole 2 days because the mesh was composed of more than 400,000
polygons.

Fig. 2 Mask processing in ScanIP software
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This method is only recommended for scenarios where this piece consists of a
simple low-resolution mesh.

2.4 Biomodelling Based on the Remeshing in Geomagic
Studio and Creation of the Volume in SolidWorks Using
a DXF File

Considering the problem of the previous methodology, the mesh of the models was
reconstructed with Geomagic Studio. These models were created with 10 % of
polygons from the original model. It represents about 40,000 polygons with sat-
isfactory fidelity (Fig. 4). A fine remeshing was applied, however, some ana-
tomical zones were deformed and the fidelity changed. A new rendering (meshing)
considering the same methodology was repeated with models overlock 90 % and
after of 8 h there was no conclusion. For this reason the process was aborted in
order to consider alternative methodologies. The contribution of this methodology
which prevailed throughout the development of the project was to eliminate
conflict zones in the models after the remeshing.

Fig. 3 Problems in the solid bioregeneration when the RAM memory is not enough in SCAN FE
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2.5 Biomodelling Based on Simetry Planes and Creation
of the Volume in SolidWorks Using a DXF File

Using the base views of the cranium of the patient and the isolated jaw model base
it was created a prototype using symmetry trying to preserve the matching respect
to the ATM condyle. Otherwise using the best surgical zone (Fig. 5), and some
digital tools as: Goniometers rulers and grids were used, also digital mirror planes
and tools to identify and generate a symmetrical jaw which preserves the initial
hypothesis of this methodology (Fig. 5).

It was generated a final prototype which guided to a best anatomy in accordance
of the patient features (Fig. 6). However, there were three problems, the first one
about morphology of the condyle because of a low resolution of the computed
axial tomography (CAT) and the manual drawing of the jaw.

The second one is related to the lack of coincidence of the upper and lower
teeth and finally the impossibility to export this file as a solid in order to fix the
geometry parametrically.

2.6 Definitive Biomodelling Methodology Exporting Curves
and Planes Using Geomagic Studio and Covering
Surfaces Techniques with Parametrical Modelling
on SolidWorks

Based on this methodology it was allowed to generate the proposed prototype. It
was conserved the tomography data and its biomodelling technique in ScanIP. The
final file of this technique was exported as an STL file into Geomagic Studio where
it was processed using several similar models taking into account the main two
sections of interest. The first one consisting of the portion of the lower jaw bone to
be conserved in surgery removing the actual silicon tube (Actual state of the
patient) and the opposite half part of the jaw to be conserved (Fig. 7). The second
one consists of a mirror technique applied to the right condyle with a cutting detail
at the last part of the first section. It means that the suggestion of the surgery about

Fig. 4 Remeshing of the model using 10 % of the constitutive polygons
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to cut the jaw behind the last molar of the left jaw body was conserved. Therefore
this plane was the base to determine the symmetry of the right side jaw to be
projected as a mirrored body.

Subsequently each one of the jaw profiles were faced in order to match trans-
versely. Some cutting planes were created along the natural curvature of the body
and its branch obtained. It was used a spacing of 0.5 mm between slices in order to
accurately represent the morphology of the curves using Geomagic Studio (Fig. 8).

Fig. 5 Symmetric model and digital tools in order to measure angles and length over the base
views on the cranium model and its isolated jaw using GeoMagics software and MB ruler

Fig. 6 3D model creation using symmetric planes and the angles from Geomagic Studio
software
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These curves were exported in two blocks, the first one is the corresponding to
the fraction of the jaw mandible that should be conserved and the second one the
reflected branch used as construction scaffolding to build the prosthesis. Each
sketch was extrapolated by the SolidWorks coating tool and manually equalized to
generate suitable projections between profiles (Fig. 9).

Finally, it was obtained a partial prosthesis body and the left branch jaw cus-
tomized to the cranial morphology of the patient. The final proposal considers: an
intramedullar support, the body of the prosthesis and one condyle (Fig. 10).

2.7 Finite Element Analysis

It was used the SolidWorks Simulation module with a static study in which a static
load of 100 kg was applied as a force over the last fixation screw (Fig. 11).

Because of there is not a definitive or final composite to manufacture the
prototype, a titanium alloy called Ti-6Al 4VA was considered for the FEM sim-
ulations in all parts of the prosthesis. The FEM model considered 121047 nodes
and 82120 high quality squared elements.

2.7.1 Finite Element Results

Once the simulation finished, the assembly reported a maximum displacement of
1.082 mm which was located on the fixing screw (Fig. 12).

Fig. 7 Planes and slices on Geomagic Studio over the model

Fig. 8 Splines
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Fig. 9 Generation of the recovering in SolidWorks

Fig. 10 Final partial assembled prosthesis of a jaw

Fig. 11 Numerical testings over the final prosthesis of the jaw
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About the von Misses stresses, the assembled model reported 983.192 MPa as
the maximum value. This result was located in the joint of the screw and the face
of the lower edge of the jaw.

Based on this result, the final discussion will be focused to decide about the best
option for the manufacturing process and the bio-compatible material that the final
implant will use.

3 Conclusions

In summary, the model shows suitable behavior before to be implemented in the
patient. Also considering the applied load in the FEM testing, the critical geo-
metrical zones such as: intramedullarly support base and the condylar branch
collar, which were able to be stressed. It means that the inclusion of titanium plates
will increase its strength and the utility of this model will be better in order to get a
stable reaction in dynamic stability.

Manufacturing processes are under review, so far depends on the final material
of the body but in terms of the metal parts it can be used a mold by casting, or
generated in SolidWorks or a manufacturing model using Computed Numerical
Machine (CNC).
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Design Model of Damaged Steel Pipes
for Oil and Gas Industry Using Composite
Materials. Part II: Modeling

Zamzam A. Alsharif

Abstract This chapter presents an experimental study of a composite material for
the rehabilitation of steel pipes. The damage in pipes was simulated as hole at the
middle of the pipe which was made from carbon steel with internal diameter of
83 mm, thickness 12.5 mm and length of 900 mm. Cut which was chosen was
(5 9 10), (7 9 14) and (9 9 18) mm for the three pipes respectively. The com-
posite repair was fiber glass woven roving (type E) reinforced with epoxy resin.
A carbon steel bolted clamp was used to clamp the pipe around the defected
rectangular to minimize the delamination effect and stop the leakage of oil during
the tests of the pipes. A special rig was designed to carry out pressurized tests on
the repaired pipes. It was concluded that the maximum pressure obtained was
12 MPa for the pipe with a (7 9 14) mm rectangular defect. The microscopic
examination showed that matrix cracking and delamination were the dominated
failure mode in the most of failed pipes. Good agreement between the experi-
mental and mode results of the radial stress-strain curves was achieved and
observed at the early stages of loading [1]. However, discrepancy was observed at
high strain to failure, which could be related to other relevant phenomena such as
delamination and matrix macro-cracks.

Keywords Composite � Steel pipe � Delamination � Matrix cracking � Clamp �
Quasi-isotropic laminate � Blister pressure � Rehabilitation � Failure mode � Stress
and strain
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1 Introduction

The fast recent increase of the petroleum and natural gas production associated to a
great energetic demand and primary resource provokes a significant increment in
the national consumption of oil (gasoline, diesel, naphtha etc.) and gas.

As well as in other parts of the world, the discovery of relevant lid of hydro-
carbonets in the Brazilian offshore coast made the Brazilian petroleum company
invest more and more in the installation of petroleum extraction marine platforms.
The exploration of these deposits constitutes high proportion business, as much as
financial investment as return potential of the investment, regarding the production
volumes involved and the load of the facilities that are necessary [2].

Metal tubular systems can be affected by internal or external corrosion or any
other mechanical effects resulting in substantial damage to the systems. These lead
to shutdown the plant, loss the production and increase the maintenance costs [3].
There are three options that can be chosen to solve the problem either by
replacement, down rating or rehabilitation. The choice depends on the severity of
the problem and the economical perspective of the option. The replacement and
down rating are expensive options [4, 5].

The damages derived from corrosion processes in industrial installations pro-
duce very significant economical losses. For the gas and petroleum industry, the
corrosion is responsible for 33 % of the cases [6]. The repair and reinforcement of
existing structures has received a significant emphasis over the past few years due
to corrosion and infrastructure aging. After some time in service, steel pipelines
may be damaged, so they may be in need of repair due to the loss of carrying
capacity. Alternatively, existing structures may need to have their resistance or
stiffness upgraded to withstand an increased load demand or to eliminate structural
design or construction deficiencies [2].

In this chapter, a novel technique for repairing metallic pipes using composite
material and bolted clamp will be presented including an experimental procedure
to evaluate the failure modes, stress-strain curves and microscope analysis.

Composite materials, used for repairing consist of fiber and resin. The fiber
may be glass, carbon or Kevlar and the resin may be polyester, epoxy or vinyl ester
[4, 5, 1].

2 Experimental Set-Up

2.1 Specimens Preparation

Three specimens of 108 mm diameter, wall thickness of 12.5 mm and length of
900 mm were cut from new carbon steel pipes(type: steel No. 10,421) as shown in
Fig. 1. Each specimen was drilled at the mid length to simulate the corrosion
defect. The dimensions of the rectangular defects which were chosen were 5, 7 and
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9 mm for the three pipes, respectively. The specimens were flanged from their
ends and provided with hydraulic fittings. The outer surface of the specimens were
machined to remove the rusty skin. The warped material was fiber glass tape (type
E), and the polymer was an epoxy resin. Screwed steel clamps, as shown in Fig. 2,
were manufactured, in order to clamp the repaired area, in order to minimize the
delamination effects and to stop the oil leakage.

2.2 Repairing Method

The scenario of repair is started by wrapping the specimens with several layers of
fiber glass tape after wetting it in epoxy resin to obtain the required thickness, as
shown in Fig. 3. After that an electric strain gauge is bonded, with radial direction
of the pipe, on the top surface of a rectangular area. Immediately after this step, the
repaired pipe is clamped by the screwed clamp as shown in Fig. 4, in order to
minimize the delamination between the outer metal surface of the pipe and the
inner surface of composite layer during the test stage. Finally, the pipe is lifted to
cure at room temperature for 24 h and post curing at 120 �C for 2 h.

(5x10) mm (7x14) mm (9x18) mm

Fig. 1 Photograph of pipes with rectangular defect

screwed

Fig. 2 Photograph of screwed clamps
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2.3 Testing Method

After the curing, the repaired pipe was holed on a stand and supported by two long
bolts at its ends. The two ends of tube are provided by two flanges; one flange
contains a hole for valve connection, and the other contains two holes for the
hydraulic connections. A hydraulic oil pump with a capacity of 60 MPa is used to
pressurize the repaired pipe. Figure 5 shows the assembly of the test rig with the
repaired pipe. The test was started by filling the pipe with oil and switching on the
pump, and then increase the pressure by small increments until failure occurs. At
each pressure increment, pressure and strain readings were recorded from the
pressure gauge and the strain meter, respectively.

Fig. 3 Photograph of the beginning of the over-wrapping

Composite laminate

Tested pipe
Screwed clamp

Fig. 4 Photograph of repaired pipe with screwed clamp
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3 Results

The experimental results which were observed of the three pipes with defect lengths
of 5, 7, and 9 mm and screwed clamp assembly are shown in Tables 1, 2, and 3.

4 Discussion

Figures 6, 7 and 8 show the experimental and theoretical radial stress versus radial
strain curves for pipes with rectangular defect of 5, 7, and 9 mm, respectively for
screwed clamp. The theoretical stress and strain were calculated using the model
which was developed in the part one of this work [1]. It can be noted that all the
curves exhibited the same manner. The experimental curves are linear in the early

Hydraulic 
pump system

Tested pipe

Fig. 5 Test set-up apparatus

Table 1 Stress-Strain for rectangular defected with (5 9 10) mm

Pressure MPa rx MPa ry MPa Theoretical radial
strain exle

Experimental radial
strain exle

1 0.81253 0.320362 37.29632 100
2 1.625061 0.640724 74.59264 100
3 2.437591 0.961086 111.889 100
4 3.250122 1.281448 149.1853 100
5 4.062652 1.60181 186.4816 200
6 4.875183 1.922172 223.7779 200
7 5.687713 2.242534 261.0742 300
8 6.500244 2.562896 298.3706 400
9 7.312774 2.883258 335.6669 500
10 8.125305 3.20362 372.9632 600
11 8.937835 3.523982 410.2595 700
12 9.750365 3.844344 447.5559 800
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stages and then exhibited non linear behaviour up to failure, while the theoretical
curves are linear up to failure. non-linear of the experimental curves is probably
related to the matrix cracking through the thickness of the composite layers.

The non-linearity due to matrix cracks is well documented in the literature [7–9].
The immediate effect of micro cracks is to cause degradation of the stiffness due to

Table 2 Stress-Strain for rectangular defected with (7 9 14) mm

Pressure MPa rx MPa ry MPa Theoretical radial
strain exle

Experimental radial
strain exle

1 1.58385 0.621093 72.75582 100
2 3.167699 1.242186 145.5116 100
3 4.751549 1.863279 218.2675 200
4 6.335399 2.484372 291.0233 300
5 7.919248 3.105465 363.7791 300
6 9.503098 3.726558 436.5349 400
7 11.08695 4.34765 509.2907 500
8 12.6708 4.968743 582.0465 600
9 14.25465 5.589836 654.8024 700
10 15.8385 6.210929 727.5582 800
11 17.42235 6.832022 800.314 900
11.5 18.21427 7.142569 836.6919 1,000

Table 3 Stress-Strain for rectangular defected with (9 9 18) mm

Pressure MPa rx MPa ry MPa Theoretical radial
strain exle

Experimental radial
strain exle

1 2.603991 1.022067 119.6019481 100
1.5 3.905987 1.533101 179.4029221 200
2 5.207982 2.044135 239.2038961 200
2.5 6.509978 2.555169 299.0048702 300
3 7.811974 3.066202 358.8058442 400
3.5 9.113969 3.577236 418.6068183 400
4 10.41596 4.08827 478.4077923 500
4.5 11.71796 4.599304 538.2087663 500
5 13.01996 5.110337 598.0097404 500
5.5 14.32195 5.621371 657.8107144 500
6 15.62395 6.132405 717.6116884 600
6.5 16.92594 6.643439 777.4126625 600
7 18.22794 7.154472 837.2136365 600
7.5 19.52993 7.665506 897.0146105 600
8 20.83193 8.17654 956.8155846 600
8.5 22.13392 8.687574 1016.616559 600
9 23.43592 9.198607 1076.417533 700
9.5 24.73792 9.709641 1136.218507 700
10 26.03991 10.22067 1196.019481 800
10.5 27.34191 10.73171 1255.820455 900
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redistribution of stresses and variation of strain in cracked laminates [10, 11]. The
matrix cracks can induce delamination which leads to fibre breakage or provides
pathways for the entry of pressurised liquid between the layers and may lead to
laminate failure. Good correlations between the two curves can be observed at the
early stages of loading. However, discrepancies between the analytical and
experimental curves can be seen at high strain to failure. This is probably due to
further damage such as delamination matrix macro-cracks.

Figure 9 shows one mode of failure pipes where a rectangular defect can be
observed at centre. This demonstrated that the screwed clamp works efficiently
without any leakage of oil around the defected rectangular.
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Oil leakage

Fig. 9 Photograph of failure at centre of the rectangular defect (9 9 18) mm

Drops oil leakage

Fig. 10 Photograph of circumferential delimitation failure for rectangular defect (7 9 14) mm
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Figure 10 shows the failure mode of the failed pipe. It can be seen that the pipe
with (7 9 14 mm) exhibited a similar mode of failure which is called the cir-
cumferential delamination mode [4, 12]. This mode of failure can occur when
delamination in defected regions has spread around the full circumference of the
pipe as shown in Fig. 11.

5 Conclusions

• The work conclusions showed that it is possible to employ composite material
for the external repair of metal pipes.

• A novel clamping technique has been used as delamination stopper and was
found to work effectively.

• The maximum internal testing pressure of 12 MPa was observed by using
screwed clamp for a repaired (5 9 10 mm) rectangular defect.

• A good agreement between the experimental and modelled results of the radial
stress-strain curves was achieved and observed at the early stages of loading.
However, discrepancy was observed at high strain to failure, which could be
related to other relevant damage phenomena such as delamination and matrix
macro-cracks.
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Damage Detection in Materials Based
on Computer Vision Wavelet Algorithm

Ivica Kuzmanić, Igor Vujović and Joško Šoda

Abstract Damage detection covers a wide range of different problems in a variety
of technological, scientific and engineering fields. Solutions and reliability of
results vary depending on the application and the field. This chapter explores the
possibilities of application of computer vision in damage detection in materials.
An example of damage detection in electronic components is presented, in which
damage detection is based on the proposed computer vision wavelet algorithm.
Furthermore, it proposes the incorporation of the algorithm in cloud service for
industrial quality control. Results from the application of different wavelets are
presented in the chapter.

Keywords Image processing � Damage detection � Wavelet transform � Quality
control � Cloud applications

1 Introduction

The problem of damage detection is within the scope of research in many areas,
such as quality control in factories, structural health monitoring (SHM) in civil
engineering and maintenance of installed products (in marine, traffic, industry,
electronics, machine engineering, etc.), to name a few.
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Generally speaking, the most non-destructive damage detection techniques are
based on:

• The recording and studying of vibration signals or
• Use of computer vision methods.

Since vibration techniques rest on the assumption that damage changes the
frequency response or harmonics, all kinds of spectral analysis techniques are
applied.

Computer vision techniques are based on the observational difference between
the damaged and undamaged sample. These algorithms can include not only visual
sensors, but infrared as well. Furthermore, ultrasound visualization techniques can
also be used for computer vision-based detection.

In this chapter, we deal with damage detection in electronic components/
devices with the goal of detection of the damaged part. Such parts are expected to
be found during maintenance, but similar approaches could likewise be used in the
factory quality control service.

The motivation to investigate quality control is based on many factors. For
example, surface finish is important for:

• Product’s fatigue considerations,
• Strength,
• Creep life and/or
• Corrosion resistance.

The chapter is organized as follows.
Literature overview is given in Sect. 2.
Section 3 deals with the mathematical foundations of the proposed method,

which is elaborated in Sect. 4.
Section 5 presents the results and the final section the conclusions.

2 Literature Overview

This section deals with trends in damage detection and the latest achievements in
this area. We use the term ‘‘area’’ in the sense of principles and mathematical
outline and not in the sense of applications. Applications are not as relevant for
overview techniques and mathematical outline.

The section is divided into:

• Techniques using wavelets as kernel, and
• Techniques using computer vision.

The third part of the section deals with quality control.
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2.1 Wavelet Techniques

There are a lot of methods for damage detection. For a real-time on-line health
monitoring, piezoelectric, optical or electrical resistance methods are widely used.

Vibration-based damage detection is investigated in [1], but without wavelets in
the results section.

Damage detection based on electrical resistance measurement is a popular
method.

In [2] it was found that discrete wavelet transform (DWT) is more appropriate
and that wavelet approximation coefficients are better than the original signal.
Also, DWT offers better competitive information. It is argued that the advantage of
the electrical resistance method in comparison to others is in fact that other
techniques, such as piezoelectric sensor or optical fiber, require attachment of an
external sensor.

Damage assessment of bridge based on the energy contained in wavelet coef-
ficients is proposed in [3].

Damage sensitivity index is defined as the total energy of wavelet coefficients
[3], which is close to the research presented in this chapter. Continuous wavelet
transform (CWT) is performed on the time-series response data. The authors used
Matlab and symlet wavelets (Matlab designation: sym8) as a tool in order to
validate their research and technique.

On the other hand, DWT is performed in [4]. They used coiflets,1 Daubechies
and biorthogonal wavelets for damage detection and presented the comparison of
the results of these wavelets.

The first method proposed in [5] implements the relative energy of wavelet
coefficients in displacements, acceleration and velocities signals. This method is
used to identify the physical parameters of an analytical model in SHM. The
second proposed method in [5] improved the empirical mode decomposition
(EMD) with DWT in the identification of damage in the structure.

In [6], authors correlated gearbox damage (detected in the vibration signal) in
time with wavelet scale plots.

Bajaba and Alnefaie [7] used wavelet transform because their proposed method
does not require the knowledge of the undamaged state. Furthermore, wavelets
enabled clear visualization of signal discontinuities, they made it possible to
pinpoint the damaged area.

Wavelet transform was used to detect and characterize defects in structures [8].
An approach to structural health monitoring (SHM) as a pattern recognition

problem is derived in [9]. Guided waves are used for SHM and the formalism is
based on distributed piezoelectric sensor network, which detects structural
dynamic responses.

1 Built by Daubechies at the request of Coifman. The wavelet function has 2N moments equal to
zero. The scaling function has 2N - 1 moments equal to zero.
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Reddy and Swarnamani [10] showed that local perturbations in mode shapes
and strain energy data can be found in the finer scale of wavelet decomposition.
The authors used a complex Gaussian wavelet with four vanishing moments. They
successfully identified the location of damage.

Silva and others [11] used wavelets to detect damage in a cantilever beam
subjected to static and modal analysis. Wavelets were used for numerical compu-
tations in the finite element method. Matlab’s Wavelet Toolbox was used to com-
pute the wavelet coefficients for two different mother wavelets—biorthogonal 6.8
(Matlab designation bior6.8) and Daubechies of order 2 (Matlab designation db2).

The method, which can be used in wireless sensor networks, was presented in
[12]. The purpose is to improve SHM by the application of the ‘‘signature’’ of
wavelet coefficients. It was shown that under 5 % of the data volume of an original
signal should be enough to detect damage.

Yu and Giurgiutiu [13] used several advanced signal processing methods to
improve damage detection with a piezoelectric wafer active sensor. Embedded
ultrasonic structural radar was used as the signal source, which was further pro-
cessed by:

• Short-time Fourier transform (STFT),
• Wavelet transform (WT),
• Hilbert transform.

The experimental algorithm [13] was programmed in LabVIEW.

2.2 Computer Vision Techniques

The use of computer vision is increasing every day. In this subsection, we review
computer vision techniques of interest for this research with and without wavelets.

The application of satellite imagery to damage estimation is reported and
analyzed in [14]. Damage estimation was performed on data-link satellite images.
Rapid damage detection is obtained by calculating the differences between aerial
images before and after disaster. The content of the chapter does not include
wavelets.

Song and others [15] used a wavelet damage detection technique to locate
damage in cantilevered composite beams by a non-destructive evaluation. The
mentioned chapters investigated two types of damage: defects occurring during the
removal of material from a metallic beam and manufactured delaminations in
composite laminate.

Contactless acquisition of modal shapes is performed by a computer vision
algorithm [15], which was a significant breakthrough. The authors used a con-
ventional slow motion camera, which saved money, because there was no need for
expensive equipment (e.g. laser doppler vibrometers).
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A vision method for in-plane deflection curves is presented in [16]. The pro-
posed method does not use wavelets, but a digital image correlation coefficient.
Most of transforms can be expressed as a correlation between the signal and the
transform’s window.

Damage detection based on optical measurement was presented in [17]. They
used wavelets in their research.

Structural damage assessment using image processing is presented in [18] by
using the Lucas-Kanade optical flow algorithm and OpenCV environment. The
main advantages of the proposed were:

• Short setup time,
• No elaborate fixture of transducers,
• No crest factor problems,
• No destruction of structure,
• No ambient or unmeasured excitation required, etc.

Drawback was the un-scaled modal model, advantage if we had some a priori
knowledge, large time histories, which means higher computational costs, etc. The
relative displacement is measured from a real-time video.

Kohut and others [19] monitored structures in civil engineering by computer
vision.

Continuous wavelet transform (CWT) was used for damage detection and
localization. Detection and localization of damage were performed by finding the
maxima of the CWT coefficients and the corresponding scale and shift values.
A Gauss wavelet of the 4th order (Matlab designation gaus4) was used in the paper
[19]. The Gauss wavelet is the wavelet family, which is built from the nth derivate
of the Gaussian function:

f ðxÞ ¼ Cp � e�x2 ð1Þ

where:
x is independent variable,
f(x) function of the variable x,
p is the family parameter, which is an integer number and it is the order of

derivate,
Cp is such that:

f ðpÞ
ffiffi ffiffi2¼ 1 ð2Þ

Lima and others [20] also used peak values, but only in details coefficients of
wavelet decomposition, to locate the damage.
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Measuring of structural vibration is explained in [21]. They used a high reso-
lution camera and demonstrated the technique of sub-pixel edge detection. Mode
shape difference functions are subjected to CWT to determine damage locations.

2.3 Computer Vision Quality Control

Computer vision applications, using wavelet compressed Zernike moments, are
presented in [22]. They referred to successful classification and object character-
ization in quality control systems based on visual inspection.

The normalized wavelet reconstruction error was computed by using the fol-
lowing expression [23]:

�e ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P

i

P

j
f ði; jÞ � f̂ ði; jÞ
� �2

P

i

P

j
f ði; jÞ½ �2

vuuuuut ð3Þ

where:
f (i, j) is the intensity function of the original signal, and

f̂ ði; jÞ is the intensity function of the reconstructed image.

They suggested that the most prominent examples of the application include
defect detection in visual inspection quality control systems. The application of
wavelets shortened the time necessary to perform the task.

Surface quality of a machine part is monitored by surface roughness in [24].
They stated that the surface metrology with image processing is a very challenging
task, with wide application in industry.

In relation, wavelet transforms was used to force images in [25]. The reason to
use computer vision in such tasks is surface finishing [24]. It significantly
improves:

• Fatigue strength,
• Corrosion resistance,
• Creep life, etc.

Furthermore, surface roughness affects:

• Friction,
• Wear and tear,
• Light reflection,
• Heat transmission,
• Ability of distributing and holding a lubricant, coating, etc.

The desired surface finish is required to maintain the quality.
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Optical measuring methods are sensitive to lighting conditions and noise. The
measure used for quality assessment was surface roughness, defined in gray-level
images as [24]:

Ga ¼
P

g1 � gmj j þ g2 � gmj j þ � � � þ gn � gmj jð Þ
n

ð4Þ

where:
g1, g2, …, gn are gray level values of a surface image along one line and
gm is the mean gray level.

A rough surface can be interpreted as follows. The higher peak is brighter than
the corresponding area in the image. This leads to texture analysis, which is still a
subject of many researches.

An experience from industry is described in [26]. The described system is based
on computer vision technique that recognizes different defect types in ceramic
plates.

Figure 1 shows two basic defect detection procedures.
In Fig. 1a, the procedure is performed on the observed image. The algorithm is

reconstructed from [26]. Firstly, an image with defects is processed by segmentation

Fig. 1 Two basic defect detection procedures: a from the observed image (reconstructed
according to [26]), b from the difference between referent and observed image

Damage Detection in Materials Based on Computer Vision Wavelet Algorithm 163



procedure. The result is a segmented image. The obtained segmented image is used
for identification procedure and, finally, defects are detected.

The second defect detection procedure (Fig. 1b) is based on image differencing.
In this case, the reference image (image without defects) and the image with
defect(s) must both be known. Computer vision techniques are used in image
differencing to extract and identify features of interest. This scheme was conceived
by the authors of the paper you are currently reading.

Figure 2 shows the segmentation algorithm similar to the one proposed in [26],
but in a more general sense.

Edge detection is performed from the gray image (Fig. 2). However, the
algorithm has a problem in application when the color camera serves as the input.
Conversion from color space to gray image can be questionable. Due to different
thresholding methods, results can be bad images or even blanks.

Figure 3 shows a classic example of identification algorithm. After image
segmentation process, the segmented image is passed to a morphological filter.
Usually, morphological dilatation operation is performed.

Vision quality control can be performed by a high resolution camera in the
visual spectrum. In this case packaging is controlled.

Instead of the visual spectrum, the infrared spectrum and infrared cameras can
be used. In this case, outside and inside of the product can be controlled with non-
invasive method.

Fig. 2 Segmentation
algorithm
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3 Mathematical Foundations

Wavelet theory is well known [27–35] and there is no need to repeat the basics. In
this chapter, we will present only issues essential for understanding the basics of
the proposed method.

Several conditions have to be satisfied in order to obtain and define functional
wavelet family and transform.

The first condition is [35]:

Z
wðtÞdt ¼ W x ¼ 0ð Þ ¼ 0 ð5Þ

where:
w(t) is the wavelet in time domain, and
W(x) the same wavelet described in frequency domain.

The wavelet w(t) is called mother wavelet.
The set of functions, which are obtained from the mother wavelet by shifting

and translating, are:

Fig. 3 An example of the
identification algorithm
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wa;bðtÞ ¼
1
ffiffiffiffiffiffi
aj j

p w
t � b

a

� �
ð6Þ

where:
w(t) e L2(<) and
a, b e <, with a 6¼ 0.

Further condition is:

wðtÞk k2¼
Zþ1

�1

wðtÞj j2dt ¼ 1
2p

Zþ1

�1

WðxÞj j2dx ¼ 1 ð7Þ

If conditions (5), (6) and (7) are satisfied, it is possible to define wavelet
transform. Continuous Wavelet Transform (CWT) is defined by [34]:

CWTða; bÞ ¼ 1
ffiffiffi
a
p

Z1

�1

f ðtÞ � w � t � b

a

� �
dt ¼ wa;bðtÞ; f ðtÞ

� 	
ð8Þ

where:
a 2 <þ designates scaling factor (parameter which directly influence resolution

in frequency domain),
b 2 < designates the position (influences time resolution of the signal),
f(t) the analyzed signal,
wa,b(t) basic functions.

Discrete Wavelet Transform (DWT) was developed for calculations in discrete-
time and computer applications. DWT is obtained by discretization of scale
parameter, a, and shift parameter, b. In some references, a is replaced with s and
b with s. Designations s and s are usually used for DWT.

The usual approach is to choose parameters a (or s) and b (or s) as positive
numbers with [35]:

s ¼ sm
0 ð9Þ

where s0 2 <, m [ Z and:

s ¼ ns0sm
0 ð10Þ

where n [ Z and s0 2 <.
During parameter discretization, scaling parameter is discretized firstly.

Parameters choice is dependent. The wavelet basis function becomes:

166 I. Kuzmanić et al.



wa;bðtÞ ¼ a0j j�
m
2 �w t � b0 � am

0 � n
am

0

� �
ð11Þ

and finally, we have:

wa;bðtÞ ¼ a0j j�
m
2 �w a�m

0 � t � b0 � n

 �

ð12Þ

So, DWT can be represented as:

Wðs; sÞ ffi
Z

xðtÞ � w�j;kðtÞdt ¼ dj;k ð13Þ

where:
s is the scale parameter,
s is the shift parameter
x(t) is the signal which is decomposed,
wj;k is the basic wavelet function, and w�

j;k
its conjugate,

dj,k is the wavelet transform coefficient.

The inverse DWT can be expressed as:

xðtÞ ¼ 1
c

X1

j¼�1

X1

k¼�1
dj;k � wj;kðtÞ ð14Þ

where the constant, c, equals to:

c ¼
Z1

�1

wðxÞj j
xj j dx ð15Þ

under condition that:

Z1

�1

wðtÞdt ¼ 0 ð16Þ

To understand energy methods one must understand Definitions 3.1 and 3.2.

Definition 3.1 If f and h are in L1(R)\L2(R), the following definition applies [34]:

Zþ1

�1

f ðtÞh�ðtÞdt ¼ 1
2p

Zþ1

�1

f̂ ðxÞĥ�ðxÞdx ð17Þ

where f̂ and ĥ are Fourier’s transformants of f(t) and h(t), respectively.
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Definition 3.2 The energy of a signal can be calculated from the time-domain as
well as from the frequency-domain as an integral in time interval or as sum of
energies of discrete spectrum components, if discrete Fourier transform (DFT) is
known [34]:

1
2p

Zp

�p

Xþ1

n¼�1
f ðnÞe�jxn

" #

F� ejxn

 �

dx ¼
Xþ1

n¼�1
f ðnÞj j2 ð18Þ

Definitions 3.1 and 3.2 are general. They can be applied to filter realizations of
the wavelet transform.

It is important to notice that the most commonly used transform is still the
Fourier transform.

If it is not sufficiently good for a specific application, other transforms are used.
Therefore, the tilling of the Fourier transform (FT) is usually compared with the
wavelet’s tilling.

In Fig. 4, we also added short time Fourier transform (STFT), which is the
common approach for solving non-stationary problems.

Fig. 4 Tilling of the time-frequency plane for: a FT, b STFT, c wavelets [31]
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The wavelet transform splits the signal into the approximation coefficients and
details coefficients. When, only one value is of interest in time, then we talk about
a wavelet one-dimensional problem, which is incorrect, because there are two
axes. Observing the cutting depth of a turning machine would be an example of
such a signal.

When dealing with computer vision, we are dealing with the so called two-
dimensional problem, because we have two spatial components plus the time
component. It is actually a three-dimensional problem. When dealing with a one-
dimensional problem, there are only approximation and details. However, in case
of images, details can be obtained from several planes.

In case of wavelets, the details coefficients are usually calculated in the hori-
zontal, vertical and diagonal plane. Nowadays, there are bleeding-edge transforms,
which calculate details in several different angles. It could be said that they are
modified wavelet transforms, regardless of the name difference.

Figure 5 shows the wavelet decomposition of an image. At the first level, LL,
LH, HL and HH coefficients are obtained.

Fig. 5 Wavelet decomposition of image
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If we decompose LL further, we obtain new LL, LH, HL and HH coefficients
with less elements (smaller dimensions). This is the advantage of the wavelet
transform, because almost all data are described by a smaller number of coeffi-
cients (less data for the computer to process).

As shown above, most of the energy remains at the first level of decomposition
in approximation details. It should be noted that the second level details are
obtained by first level approximation. Decomposition can be performed in the
details of the first level as well.

It is common to choose coefficients which will be decomposed further. It is
called a decomposition tree. In this case, we choose to decompose the approxi-
mation coefficients to the second level of decomposition.

The details coefficients are mostly full of noise. Therefore, it is usual to discard
them from calculations. Taking into account all coefficients slows down execution
time by four times. Furthermore, more than 90 % of the total energy is present in
the approximation coefficients [33].

Figure 6 shows the chosen wavelet tree for two levels of decomposition applied
in the results section. The third level is continued work from previous levels.

As can be seen from Fig. 6, the input image is decomposed at the 1st level of
decomposition into four data sets (matrixes):

• A1 stands for approximation coefficients at the first level,
• Dh1 stands for details coefficients in the horizontal direction,
• Dv1 means details coefficients in the vertical direction,
• Dd1 means details in the diagonal direction.

Our tree includes only A1 coefficients at the first level of decomposition. Further
decomposition of the products of first level decomposition (A1, Dh1, Dv1 and
Dd1) can be decomposed further, which is called 2nd level of decomposition.

Coefficients A1 are decomposed in:

• Aa2 (approximation of the 1st level approximation),
• Ha2 (horizontal details of the 1st level approximation),
• Va2 (vertical details of the 1st level approximation) and
• Da2 (diagonal details of the first level approximation).

Coefficients Dh1 are decomposed to:

• Ah2 (approximation of the horizontal details),
• Hh2 (horizontal details of the horizontal details at the first level),
• Vh2 (vertical details of the horizontal details) and
• Dh2 (diagonal details of the horizontal details).

Coefficients Dv1 are decomposed to:

• Av2 (approximation of the vertical details),
• Hv2 (horizontal details of the vertical details),
• Vv2 (vertical details of the vertical details) and
• Dv2 (diagonal details of the vertical details).
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Coefficients Dd1 are decomposed to:

• Ad2 (approximation of the diagonal details),
• Hd2 (horizontal details of the diagonal details),
• Vd2 (vertical details of the diagonal details) and
• Dd2 (diagonal details of the diagonal details at the first level).

As stated previously, tree is chosen by the application.

4 Proposed Algorithm

In this chapter, we propose an overall algorithm for cloud visual quality control as
well as the computer vision algorithm for damage detection. The overall algorithm
is shown in Fig. 7. The computer vision algorithm is shown in Fig. 8. The com-
puter vision algorithm can be implemented in the cloud as proposed, but also by
on-site installation.

The overall algorithm assumes the computer network and relays the images
from the web camera to the computer vision algorithm installed at a distant
facility. Feedback from the computer vision algorithm is the action that should be
taken by the actuators.

Possible problems in the implementation of the overall algorithm include:
communication safety, data transmission rate on the internet and the algorithm’s
rate of data acquisition.

The damage detection computer vision algorithm consists of several steps:

• First, the image acquisition process should be implemented.
• The second step is the conversion of the usual color space to a gray image,

because edge detection algorithms works only in gray images.
• The third step is edge detection. This feature is necessary in the automatic

procedure. However, this step can be skipped if human operator manually
chooses the region of interest (ROI). After, ROI is chosen and identified, the
energy is calculated for the ROI in the corresponding area of the color image.

• The next step is to compare the calculated energy with the reference energy.
The reference energy can be obtained by the knowledge base and/or image
without defects by the same procedure.

• The formation of the knowledge base leads to a rudimentary expert system. In
this case, we have a knowledge base which can be improved by the reference
image and vice versa. Therefore, learning rules can be defined and the system
becomes an expert system for visual quality control. The knowledge base can
be improved by expert knowledge about a particular plant, materials, devices
and products.

• The final step is to suggest action to be taken. The suggestion is then sent over
the internet connection to the plant, where the suggestion is executed.
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One can notice that the algorithm does not explicitly show the point of wavelet
usage. The reason is in the fact that the algorithm can be implemented with or
without wavelets.

A wavelet transform can be implemented in the beginning, before color con-
versation. In such a case, only approximation coefficients are used in further steps.

Another place to use wavelets is in the energy calculation from the color image,
when original color space is replaced by approximation coefficients. The energy is
then calculated in the wavelet domain.

The algorithm leaves many issues for optimization. Firstly, what kind of edge
detection should be used, i.e. Prewitt or Canny. Furthermore, conversation to gray
image can lead to difficulties in correct threshold selection.

It should be pointed out that the energy is calculated in Hilbert space using
Parseval relation [32]. The calculated energy is divided by the number of coeffi-
cients in ROI and the energy measure is obtained. The energy measure (EM) can
be expressed as:

EM ¼ 1
N

X

i

X

j

X

k

aði; j; kÞ2 ð19Þ

where:
EM denotes the energy measure,
N is the number of pixels in the ROI for the considered level of

decomposition,
i and j are the spatial coordinates of the pixel for which a is the energy,
k is the color designation (red 1, green 2, and blue 3),

Fig. 7 Cloud visual quality control
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a (i, j, k) is the energy of the pixel contained in k-th color calculated in Hilbert
space (wavelet domain).

The energy measure is used as a number for comparison of energies for
damaged and undamaged ROIs.

Possible problems in the computer vision algorithm are in:

• edge detection,
• colour conversation for edge detection purposes,
• ROI shape modelling,
• ROI recognition,
• ROI analysis with conclusion about quality, etc.

Fig. 8 Proposed algorithm
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5 Results

Energy measure (EM) was calculated in the experiment firstly. EM for the ROI
without damage in case of Fig. 9 is equal to 1.6036 9 104. On the other hand, EM
for the ROI with damage in the same case is equal to 2.2430 9 104. However, this
is obtained when normalized energies are not used. If we use normalized energies,
EM for ROI without damage is greater than with damage.

In any case, it is possible to distinguish between damaged and undamaged
ROIs.

Figures 10, 11, 12, 13 and 14 show results for normalized energies.
Figures 10, 11, 14 show different trends obtained by different wavelets and

different trends between even and odd order wavelets of the same family.
Figures 16 and 17 show that an increase of energy exponentially tends to make

the resulting image darker. After several powers, only damage remains different
than dark.

Figure 10 shows the average pixel energy in a ROI. The energy is normalized
and therefore there are no units.

As it can be seen in Fig. 10a, the average energy per pixel is higher if ROI is not
damaged (red line). Energy is plotted versus wavelet orders for biorthogonal
family.

The results lead to the conclusion that the energy of odd moments decreases in
the middle of the order’s range, and that the energy of even moments increases in
the middle of the order’s range (Fig. 10b).

In this experiment, the energy is calculated for the first level of decomposition
and takes into account only approximation coefficients.

Fig. 9 Example of processed
images
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Fig. 10 Results of the proposed for biorthogonal wavelets: a average energy contained in the
ROI for damaged and undamaged component, b comparison of even and odd moments
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Fig. 11 Results of the proposed for reverse biorthogonal wavelets: a average energy contained
in the ROI for damaged and undamaged component, b comparison of even and odd moments
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Fig. 12 Results of the proposed for symlet wavelets: a average energy contained in the ROI for
damaged and un-damaged component, b comparison of even and odd moments
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Fig. 13 Results of the proposed strategy for coiflet wavelets: a average energy contained in the
ROI for damaged and undamaged component, b comparison of even and odd moments
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Figure 11 shows the average normalized pixel energy in the ROI calculated
with reverse biorthogonal wavelets at the first level of decomposition. Only
approximation coefficients were taken into account.

It can be seen (Fig. 11a) that the average energy per pixel is higher if ROI is not
damaged (red line).

The results lead to the conclusion that the energy of odd moments decreases in
the middle of the order’s range, and that the energy of even moments increases in
the middle of the order’s range (Fig. 11b).

Fig. 14 Results of the proposed strategy for Daubechies wavelets: a average energy contained in
the ROI for damaged and undamaged component, b comparison of even and odd moments
(Matlab designations: db 1–10)
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Figure 12 the shows average normalized pixel energy in the ROI calculated
with symlet wavelets at the first level of decomposition. Only approximation
coefficients were taken into account.

It can be seen (Fig. 12a) that the average energy per pixel is higher if ROI is not
damaged (red line).

The results lead to the conclusion that the energy of odd moments decreases in
the middle of the order’s range, and that the energy of even moments increases in
the middle of the order’s range (Fig. 12b).

Figure 13 shows the average normalized pixel energy in the ROI calculated
with coiflet wavelets at the first level of decomposition. Only approximation
coefficients were taken into account.

It can be seen (Fig. 13a) that the average energy per pixel is again higher if ROI
is not damaged (red line).

The results lead to the conclusion that the energy of both odd and even
moments decreases for higher orders (Fig. 13b).

Approximation energy at the 6th power for the second level of decompositionApproximation energy at the 6th power for the second level of decomposition
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Fig. 15 Energy contained in the approximation coefficients at the sixth power for: a the first
level of approximation, b the second level of decomposition, c the third level of decomposition
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Figure 14 shows the average normalized pixel energy in the ROI calculated
with Daubechies wavelets at the first level of decomposition. Only approximation
coefficients were taken into account.

It can be seen (Fig. 14a) that the average energy per pixel is again higher if ROI
is not damaged (red line).

The results lead to the conclusion that the energy of both odd and even
moments decreases for higher orders (Fig. 14b).

Figure 15 shows the energy contained in approximation coefficients at the sixth
power for the first, second, and third level of decomposition for Daubechies
wavelet of 7th order.

Figure 16 shows the energy, square energy and cube energy contained in
approximation coefficients for the first, second and third level of decomposition for
Daubechies wavelet of the 7th order.

Figure 17 shows energy at the 4th, 5th and 6th power for the first, second, and
third level of decomposition.

Fig. 16 Results of energy and powers of energy calculation in wavelet domain for the first three
levels of decomposition (approximation coefficients)
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It can be seen that almost all phenomena in the image vanish in the dark, except
for the damaged ROI. Other background anomalies can be suppressed by a
background removal technique. Finally, we would obtain a clear image of the
damaged ROI. A damaged ROI can be interpreted, depending on application, as
material damage in the manufacturing process or damage during operation in
maintenance or other.

6 Conclusions

In this chapter, a DWT method for damage detection is proposed. It is based on
energy contained in the wavelet coefficients.

Energy differences can be used for damage detection, but the threshold should
be carefully chosen. The obtained results are interesting and promising.

Fig. 17 Results of powers of energy calculation in wavelet domain for the first three levels of
decomposition (approximation coefficients)
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The proposed method is still in the early stages and many things can be taken as
disadvantages. For example, there is no extensive research and huge experimental
support.

There are several ways to further the research and there is no guarantee for
success. It is shown that results can be tricky. Therefore threshold and referent
energy must be carefully chosen and experimentally evaluated.

The energy measure (EM) is introduced in the chapter. It was used to attach
numerical value to an image. The calculated EM is then used to distinguish
damaged component as a basis for computer vision algorithm decision making.

Further work could include:

• Automation of the process by SVM (Supported Vector Machines) and
• Finding the optimum level of decomposition and optimum exponent for the

energy.
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The Fretting Fatigue Behavior of Bolted
Assemblies
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and Noureddine Benseddiq

Abstract This study is a contribution to various scientific researches on fracture
behavior of bolted joints. In our study, a three-dimensional finite element model
(3D-FEM) is developed to predict the mechanical behavior of bolted joints.
Fretting-fatigue tests and numerical simulations were conducted to study the effect
of the clamping torque on the fatigue behavior and failure mode of bolted
assemblies. The results obtained in numerical simulations are evaluated and
compared with experimental results. The numerical model showed the capacity to
simulate the behavior of the bolted assemblies under fatigue. Crack initiation
changed from the edge of the hole to close the edge of the contact zone. A good
correlation was found between the FEM simulations and the experimental results.

A. Benhamena (&) � L. Aminallah � A. Baltach � A. Aid
Laboratory LPQ3M, University of Mascara, BP 763, Mascara, Algeria
e-mail: ali_benhamena@yahoo.fr

L. Aminallah
e-mail: abdaminn@yahoo.fr

A. Baltach
e-mail: baltachabdelghani@yahoo.fr

A. Aid
e-mail: aid_abdelkrim@yahoo.com

A. Benhamena � L. Aminallah � A. Aid � N. Benseddiq
Laboratory of Mechanic of Lille, University of Science and Technology of Lille,
UMR CNRS, 8107 USTL, France
e-mail: noureddine.benseddiq@univ-lille1.fr

M. Benguediab
Department of Mechanical engineering, University of Sidi Bel Abbes,
BP 89, Cité Ben M’hidi, 22000 Sidi Bel Abbes, Algeria
e-mail: benguediab_m@yahoo.fr

A. Amrouche
Laboratoire de Génie Civil et géo-Environnement LGCgE, EA4515, Université d’Artois,
Faculté des Sciences Appliquées Béthune, Béthune, France
e-mail: abdelwaheb.amrouche@univ-artois.fr

A. Öchsner and H. Altenbach (eds.), Design and Computation of Modern
Engineering Materials, Advanced Structured Materials 54,
DOI: 10.1007/978-3-319-07383-5_14, � Springer International Publishing Switzerland 2014

187



Keywords Clamping force � Torque � Fretting fatigue � Crack initiation site �
Stick � Slip � Adhesion

1 Introduction

Fretting damage is considered an important failure mechanism for a variety of
mechanical components and assemblies. However, the analysis of practical fretting
problems entails significant difficulties related to the characterization of the con-
tact interactions [1–5]. Bolted joints in mechanical structures transmit a more
important effort in various applications. According to Valtinat et al. [6] bolted
joints have higher tensile and fatigue strengths than welded joints. The prediction
of fracture and the reliability of such assembly in various practical applications are
primordial given their impact on the economic plan and security. Fretting is caused
by the oscillating movement with small amplitude that may occur between con-
tacting surfaces subjected to vibration. The oscillations cause sliding to occur in a
small region at the edge of contact, while the center of contact remains stuck
together. The damage is related to cyclic loading and relative displacement at the
interface in such assemblies. The amplitude of relative displacement (slip) and
the contact forces (or contact pressure) are two significant factors, which control
the fretting fatigue behavior. Lee and Mall [7] investigated the variation of fretting
fatigue life with the increase of amplitude of relative displacement on Ti-6Al-4V
material. They postulated that the amplitude of relative displacement increases
from 0 to 50 lm (partial slip and mixed slip), the fretting fatigue life decreases. On
the other hand, the increase of relative displacement from 50 to more than 100 lm
(gross slip), induces the increase of fretting fatigue life. In the same context,
several studies [8–11] have been carried out to investigate the damage of contact
surface and the effect of fastening forces. All these authors observe that the fretting
fatigue life decreases with the increase of contact forces. It is well known that
stress distribution at the contact edge (i.e. the tangential stress and the compressive
stress) plays a dominant role in influencing fretting fatigue strength [12–14]. From
this point of view, in the previous study, a fretting fatigue strength prediction
method based on the tangential stress range compressive stress range diagram has
been developed and discussed for Ni-Cr-Mo-V steel [15]. Chakherlou et al. [16]
conducted fatigue tests and numerical simulation to study the effect of cold
expansion and bolt clamping on fretting fatigue behaviour of Al 2024-T3 in double
shear lap joints. The results reveal that significant changes on the fatigue behaviour
of the double shear lap joints at different load ranges. Depending on the degree of
cold expansion and clamping torque. The references cited above show some
contradictory tendencies of the fretting fatigue life. In service and under cyclic
loading, the relative displacement at the interface is inevitable for bolted assem-
blies, in addition the effect of clamping force on the stress concentration close to
the hole, the frictional stresses and the friction coefficient are not fully understood
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and represent a very active research field. This fact has led the authors to focus on
the current study, in order to contribute in this way. We recall also, that the present
study is an extension of previous studies [2]. Finite element analysis (FEA) is an
important tool to design a practical mechanical component, such as, for example,
pipelines. The three-dimensional finite element method 3D-FEM under consider-
ation of non-linear models can predict well the behaviour of bolted assemblies
(steel-aluminium) loaded in fatigue. Moreover, a number of the fatigue–fractured
sections of the specimens are studied to help identify the location of crack initi-
ation and also to examine the propagation regions.

2 Experimental and Numerical Model

2.1 Materials and Specimens

The details of the experimental fretting-fatigue test programme were previously
reported in [2] and are just briefly explained here. Aluminium alloy A6xxxx from
6.0 mm thickness and high strength low alloy steel (HSLA355) of 3.0 mm
thickness were used to produce (6.0 mm A6xxxx + 3.0 mm HSLA355) joints for
this investigation (Fig. 1) and the fretting fatigue test method is shown in Fig. 2,
full details of the test setup are given elsewhere [1, 2].

2.2 Finite Element Model

Fretting tests may be carried out in the partial slip regime. As highlighted by Hills
et al. [17], it is very difficult to achieve a well controlled experiment using an
external actuator due to the low displacement amplitudes. Although the relative
displacement cannot be easily measured and its value is required, an analysis of the
stress field at the process zone (contact zone) in partial slip regime. Finite element
analysis (FEA) is an important tool to design practical mechanical joints, such as
bolted assemblies. According to the dimensions of the structure, a three-dimen-
sional model was generated using the commercial software ANSYS

�
(ANSYS 11

[18]) in order to determine and to perform the analyses of the stress field at the
contact zone. The bolted assembly shown in Fig. 2 is symmetric in the longitudinal
direction (y-direction). So, a half model with symmetry conditions was used in the
finite element model in order to reduce the calculation time (Fig. 2a). Three-
dimensional brick elements (SOLID45) are used for modelling of the bolted
assembly. This element is defined by eight nodes and each having three degrees of
freedom. In addition, a surface-to-surface contact element, which consists of con-
tact elements (CONTAC173) and target surface elements (TARGE169), is used on
the interfaces between all connected parts of the bolted assembly in order to
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Fig. 1 a Specimen geometry (all dimensions in mm), b schematic drawing of central part of the
specimen used in fretting fatigue tests and the strain gauges and c nomination of the Cartesian
coordinates, different planes and positive h direction at a half of bolted assemblies
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Fig. 2 a Geometrical and finite-element mesh of assembly, b modeling of contact surface
(damaged surface: position 1 and position 2)
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simulate numerically the contact problems. Friction between the contact surfaces at
the connection is modeled using the classical Coulomb model, where the friction
coefficient was set at 0.2. Various mesh schemes are tried to achieve convergence.
The optimized model has 14,752 nodes, 17,020 elements and 190 contact elements.
A two-step nonlinear analysis was performed in order to simulate the clamping
force numerically, in the first step, the preload (clamping force) was modelled as a
uniform negative pressure applied on the screw and a positive pressure applied over
a ring of 10 mm inner radius and 16 mm outer radius, this ring represents the action
of the nut (Fig. 2b). This phase represents the joining of the bolted assembly. After
this operation, there is a relaxation of the tensile strain due to the deformability of
the pad and the plates under the clamping force action, on attaining equilibrium and
in the second step, this assembly was subjected to cyclic loading that generated a
multi-axial stress fields at the contact zone. The bolt shank had a clearance of 1 mm
due to the dimensional tolerance of the boltholes in the two plates (steel and
aluminum) and pad. In practice the plates and pad are tightened by a torque applied
to the bolts; this action was simulated by transferring the torque as axial strain in the
bolt shank during the assembly process. Although during cyclic loading there is a
possibility that the two plates or pad surface in boltholes could contact the surfaces
of the bolt shank. However, the clearance was considered large enough for this
action not to occur in order to simulate the fretting fatigue at position 1 and at
position 2. The theory of incremental plasticity is introduced to model the material
nonlinearity. The iterative Newton-Raphson method is used as an approach to solve
nonlinear equations by finite elements.

3 Results and Discussions

3.1 Validation of the Finite Element Model

The finite element model is validated on the basis of the compressive axial strain
measured by the strain gauges (SG1, SG2) glued at the pad during the fretting
fatigue test. After that, the numerical model is applied to evaluate the stress
distributions at the contact surface in bolted assemblies for various loading con-
dition. Figure 3 shows the compressive axial strain during the simulation of fret-
ting fatigue test under maximal cyclic loading equal to 70 MPa and a tightening
torque value of 6 daN.m. We noticed in this case that the compressive strain is
strongly concentrated at the interface between the pad and the aluminium plate.
This phenomenon can be explained by the fact of strain incompatibility at the
interface (position 1, see Fig. 1) and the frictional coefficient effect. Indeed, under
this condition and in position at the pad, the compressive strain measured by the
strain gauges (SG1, SG2) is 0.001085. At the same position, the compressive strain
is calculated numerically and its value equal to 0.000954. So it can be seen
according to Fig. 3 that the numerical results of the computational model are in
good agreement with experimental results.
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These results were confirmed by the compressive strain (experimental and the
numerical results) versus tightening torque presented in Fig. 4; this presents the
clamping force variation according to the tightening torque. In this figure we
observe that a linear trend was found between the compressive strains measured on
the pad as a function of torque (clamped force). This confirms that the material of
the pad remains in the elastic region, even for very high compression forces
(contact force higher). We note also a fairly good agreement between the
numerical and experimental results, this later establishing the confidence in the
results of the finite element modeling for bolted assemblies.

3.2 Numerical Results and Analysis

Figure 5 shows the stress distribution along the longitudinal direction of cyclic
loading (ry) for this loading condition. We observe that the stress distribution is
not uniform; this is due to the anti-symmetry of various parameters: the loading
conditions, the geometry and the heterogeneity of the behavior of plates. We also
observe, on the one hand, that there is a high tensile local stress located at the head
of the bolt (ry = 435 MPa), this is due to the interaction of the stress field

Strain gauge
SG1

Position 1

Fretting Pad

Fig. 3 Compressive strain at the pad under maximal cyclic loading Fmax = 12 KN and torque
6 daN.m
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(tension-compression) in the contact surfaces at the interface between the steel
plate and the bolt head during sliding. On the other hand, a very high compressive
local stress (ry = 657 MPa) appears in the end of the contact areas between screw
and nut. This phenomenon corresponds to a situation that can sometimes appear in
such bolted assembly where the field constraint is not homogeneous in threaded
elements. These constraints are relatively higher and are located in the screw-nut,
which is reasonable when taking into account that these elements (screw and nut)
are considered as rigid bodies in the finite element model.

Figure 6 show the distribution of the ry stress component in the direction of the
cyclic loading for the aluminium plate only. We can see, that the most stressed
areas are located in the contact interface near at the connecting element. These
areas are located either at the interface between the pad and the aluminium plate
(position 1) or at the interface between the steel and aluminium plates (position 2).
We observe also a higher compression field located in position 1, while the
position 2 is under combined effect (tension and compression effect), the tension is
observed at the top of the connecting hole, i.e. at the side were the cyclic loading is
applied and the compression is observed at the bottom of the hole.

The explanation for this phenomenon is the following: in the tightening phase,
all contact surfaces in the aluminium plate are under compression. After the
application of the load (cyclic loading) in direction perpendicular to the plane of

Position 1

Position 2

Fig. 6 The distribution of stress ry in the direction of cyclic loading of aluminium plate
(T = 6 daN.m and Fmax = 12 KN)
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application of the clamping force, a frictional stress is produced at the interface of
the contact surfaces, in particular at the interface characterized by the position 2
(interface between the steel and aluminium plates). The presence of a large tensile
stress in this position (position 2), leads to the risk of crack initiation in favourable
directions at this position (position 2), while the existence of a compressive stress
in such position in the contact surface significantly reduces the risk of crack
initiation (for example at the near of the hole). We recall that the stress field of the
compression and the tension is related by several factors: the coefficient of friction,
sliding, sticking, secondary bending effect for this type of bolted assembly, geo-
metrical parameter, etc. According to our experimental results [2] and the obser-
vations of Wagle et al. [19] for a bolted assembly under cyclic loading, the level of
torque and the amplitude of the cyclic loading are two key variables which control
the fretting fatigue life and the wear mechanism in bolted assemblies under fati-
gue. So, the intensity and the distribution of the stress field at the contact surface
determine the risk of failure of bolted assemblies under fatigue.

3.2.1 Distribution of Stress at Position 1

Figure 7 shows the variation of the normal stresses (rx, ry and rz) and shear
stresses (rxy, ryz and rxz) in Cartesian coordinates at the contact surface char-
acterized by the radius R and angle theta h (see Fig. 1) between aluminum plate
and pad (position 1). At the edge of the contact area (BC), for position charac-
terized by the angle h less than 90� (h\ 90�) along the (BC), all the normal
stresses (rx, ry and rz) are negative values and for position characterized by the
angle h greater than 90� (h[ 90�) the two components (rx and ry) are positive
and the component (rz) is zero. This phenomenon can be explained by the fact that
the aluminum plate is under complex loading (tension and compression) along the
(BC) contact zone between aluminum plate and pad (position 1). We also observe
that the value of shear stress (rxy, ryz and rxz) are very low values compared to
the value of the normal stresses, therefore the failure mode is governed by the
normal stresses. We note that the traction accelerates the risk of cracks in the
contact area, while the compression results in the inverse problem. Through a
comparison of the stresses evaluated along the edge of the central hole (BT) and
the edge of the contact area (BC), we find that the intensity of the stress field in BC
is higher than that in BT. Some stress component (rz) has significant negative
values at the edge of the hole (BT). This is clearly due to the magnitude of torque
which leads to produce an intense compressive stress field at the edge of the hole
(BT) and therefore eliminates the risk of crack initiation in the contact zone, in
particular at the edge of the hole (BT). It is obvious that the compressive stress
significantly reduced the crack initiation and hence increasing the lifetime of such
bolted assembly, while the traction accelerates the risk of the initiation of fatigue
crack. So it is necessary to identify the critical position in the contact surface
which leads to the failure of the bolted assembly from the analysis of the stress
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distribution at the interface between steel and aluminum plates (position 2) for
which we observed the tension and compression in the contact area (position 2).

3.2.2 Distribution of Stress at Position 2

It is necessary to demonstrate the capacity of the finite element model to predict
the characteristics of all the stresses at the interface in the contact surfaces for the
bolted assembly. This information is not easily accessible from the experience
especially in the interface between steel and aluminum plates (position 2).
The numerical analysis is an alternative method to provide additional information
for a better understanding for the case of bolted assemblies under fatigue. Figure 8
shows the evolution of each stress component in Cartesian coordinates at
the contact zone characterized by the radius R and angle theta h (see Fig. 1) at the
interface between steel and aluminum plates (position 2). Figure 8 shows that
the stress which triggers the initiation and propagation of the crack in the edge of
the contact area (BC) is important for those on the edge of the hole (BT) in
particular positions characterized by the angle h less 90� (h\ 90�) along the (BC).
We also observe that the constraint (rz) in the direction of tightening is higher at
the edge of the hole (BT) compared to the contact edge (BC). This is usually due to
the high pressure generated in the contact surfaces by the elements of assembly
(screw-nut) during clamping phase. The interaction between the tightening torque
and the level of cyclic loading will produce a friction phenomenon at the interface
of the contact surfaces which leads to cracking or degradation of the contact
surfaces under a fatigue stress. Therefore, the finite element model is considered
effective to predict the failure of the bolted joint. It is interesting to trace the
distribution of stress (ry) in the direction of cyclic loading as a function of angle h
in the contact area (position 2) for different radius (R) in order to locate the point of
crack initiation at the contact area.

Figure 9 illustrates the stress in the direction of cyclic loading (ry) as a function
of the angle h for three radius (R = 6.5, 8.0 and 12.5 mm). According to this
Fig. 9a, we can see that the curves had two well differentiated parts. Whatever the
radius in the contact area is (position 2), all constraints are negative for orientation
characterized by the angle h[ 100�, which means that there is lower risk of crack
initiation in this portion at the contact surface. In positions between 0� B h B 43�,
the (ry) stress increases gradually and finally reaches the maximum value for
positions close to an orientation h = 43� for each radius in the contact area.
Beyond this position (h[ 43�) the stress decreases to achieve the null value as
function of the angle h and the radius (R) in the contact area. We note that there is
a critical stress value corresponds to an orientation of h = 43� at the edge of the
contact zone characterized by the radius (R = 12.5 mm). We can therefore con-
clude that the initiation and the propagation of cracks in the interface between steel
and aluminum plates (position 2) is in a favorable orientation characterized by the
angle h = 43� relative to the direction of cyclic loading. These results lead us to
study the evolution of the stress according to the orientation (h = 43�) for different
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radius in the contact zone and for a radius exceeding the limit of the contact area.
Figure 9b shows the evolution of the stress (ry) at h = 43� as a function of radius
R. We note that the stress (ry) increases significantly with the radius. The max-
imum value is achieved for a radius R varied between 8.0 and 12.5 mm
(8 B R B 12.5, where R = 12.5 is the radius of the edge of the contact surface at
the interface between steel-aluminum: position 2), after the stress decreases for a
higher radius (R [ 12.5 mm: radius higher as the edge of the contact surface). So,
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Fig. 7 The distribution of stress component along the BT and BC in contact zone (position 1)
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our calculation at the interface steel-aluminum (position 2) has been limited to a
radius not exceeding a value of 12.5 mm (R B 12.5 mm) although the size of the
contact surface at the interface steel-aluminum (position 2) greatly exceeds the
size seen in the numerical calculation.
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We can now say that the size of the contact surface between the two plates
(position 2) is strongly influenced by the intensity of the torque. For radius far
from the center of the bolt (R [ 12.5 mm) there is displacement with no friction in
the contact surface. So, these surfaces at the interface of the plates are not in
contact then no charge transfer occurs in these areas. For radius varied between 5.5
and 12.5 mm (5.5 B R B 12.5, where R = 5.5 mm is the radius of the hole), there
are now two different conditions: adhesion (stick) and sliding (slip) in different
levels of cyclic loading.

3.2.3 Contact Status at Position 1

It has been observed through literature review [20, 21] that the fretting contact
zone is divided into two zones: adhesion zone (stick) and a sliding zone (slip). The
knowledge of these two areas in a contact problem is no longer possible with the
option of contact STATUS in ANSYS software. In addition, we recall also that
the cracking phenomenon of the fretting fatigue occurs in the transitional phase
stick-slip which is considered as the most critical phase according by many authors
[20–24]. Figure 10 illustrates the contact STATUS at the interface between the
pad and aluminum plate (position 1).

A first observation from the reading of this figure (Fig. 10) is that there are three
different zones: red zone, characterizes the adhesion (Stick) where you can not
connect the friction stress as a function of pressure according to Coulomb’s law;
orange zone, characterizes the slip where one can connect the friction stress as a
function of pressure according to Coulomb’s law; yellow zone, characterizes the
non-contact in position 1. A concentration of stress between the sticking and the
sliding zones which leads to the risk of crack initiation within the contact zone
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(position 1) in favorable positions. In conclusion, a transition from the sticking
contact to the sliding contact characterized by an angle h = 45�.

To pinpoint the favorable orientation of the risk of crack initiation at the
interface between the pad and aluminum plate (position 1), we present in Fig. 11
the evolution of the contact pressure, the friction stress and the sliding along the
two paths (BT and BC) in the contact zone (position 1).

From Fig. 11, a first note is that the friction stress in positions characterized by
the angle h above 90� is zero and for angles h B 90�, the friction stress increases
as function of angle h to reach their optimum value at angle h = 0� along the
contour B–C. The same trend is observed for the evolution of slip and contact
pressure, where the slip takes the maximum value at h = 0�. This indicates that the
risk of crack initiation takes place in this portion in the zone of contact (h B 90�)
during loading. We recall that the sliding at the edge of the hole (B-T) is negligible
compared to the sliding at the edge of the contact zone (BC) due to the intensity of
torque during the clamping phase.

3.2.4 Contact Status at Position 2

As previously mentioned, the torque and the level of cyclic loading have a sig-
nificant effect on the distribution of contact STATUS (stick, slip and non-contact)
in the contact zone, in particular at the interface between steel and aluminum
plates (position 2).

Figure 12 presents the effect of the level of cyclic loading on the contact
STATUS for a torque value equal to 8 Nm (T = 8 Nm). Three levels of cyclic
loading are considered: 0 % of the cyclic loading (0 % F) is only in the tightening
phase, 100 % of the cyclic load (100 % F = Fmax) is the maximum value of the

(a) (b)

Fig. 10 a Status of the contact area (position 1) and b the experimental observation
(T = 6 daN.m and Fmax = 12 KN)
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cyclic load and 50 % of Fmax corresponding to an average load (0 %
Fmax \ F \ 100 % Fmax). The analysis of Fig. 12 shows that, whatever the level
of cyclic loading for this level of torque, the stick (adhesion) and slip zones were
observed for a radius less than 12.5 mm (R B 12.5 mm) in the contact zone
(position 2). For a radius greater than 12.5 mm (R [ 12.5 mm), there is no-contact
at the interface between steel and aluminum plates. So, the adhesion and slip zones
completely disappear for R [ 12.5 mm. We also see in this contact zone
(R B 12.5 mm) that the adhesion zone decreased with increasing of the level of
cyclic loading and her size decreases on 50 % of the maximum cyclic loading
(50 % Fmax). So, the transition from sticking (adhesion) to sliding is the most
critical phase in fretting fatigue. Generally, the cracking occurs in this area.

One of the most important parameters which control the fretting fatigue life of
bolted assembly is the sliding at the interface of the contact surfaces (position 2).
Knowledge of the slip distribution is fundamental in the contact area in order to
locate precisely the site of crack initiation at the interface between steel and
aluminum plates (position 2). Figure 13 shows the distribution of slip for this
loading condition. From Fig. 13 we observe that the value of the slip is even more
important when approaching to the border of the contact zone (R ? 12.5), par-
ticularly in positions characterized by the angle h less of 50� (h\ 50�) along the
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Fig. 12 Status of the contact area (position 2) versus to the cyclic loading for T = 6 daN.m
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edge of the contact zone (BC). Therefore, through all the numerical results and
experimental observations [2] we can now consider that the risk of crack initiation
of any bolted assembly occurs in the edge of the contact zone (BC) in orientation
inclined at an angle h varied between 40 and 50� (40� B h B 50�) relative to the
direction of cyclic loading. The comparison between the experimental results and
the status of the contact (Fig. 10b) leads to the same conclusion.

4 Conclusions

The aim of this study was to analyze the effect of tightening torque on bolted
assemblies under fretting fatigue condition. From these experimental and
numerical results, we can deduce the following conclusions:

• The developed finite element modelling approach to simulate clamping force
(tightening torque) in the bolt of such bolted assembly was validated against
the experimental results.

• The size of the adhesion and slip zones in the contact zone is related at the
magnitude of tightening torque.

• Crack initiation changes from the edge of the hole to close the edge of contact
zone.

• The magnitude of the clamping torque and the level of cyclic loading determine
the mode failure of bolted assemblies.

• The crack initiation will be transferred to the edge of the contact zone at the
interface between steel and aluminium plates (position 2) in a plane inclined at
an angle h varied between 40 and 50� relative to the sliding direction.

(a) (b)

Fig. 13 a The distribution of sliding in the contact area (position 2) and b the experimental
observation (T = 6 daN.m and Fmax = 12 KN)
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FPGA-Realization of Inverse Kinematics
Control IP for Articulated and SCARA
Robot

Ying-Shieh Kung, Bui Thi Hai Linh, Ming-Kuang Wu,
Feng-Chi Lee and Wen-Chuan Chen

Abstract The computation of kinematics/inverse kinematics in robot manipula-
tors consumes much CPU time and certainly slows down the motion speed of
robots. To solve this problem, this paper proposes a hardware implementation of
inverse kinematics control IP (Intelligent properties) for robot manipulators based
on the FPGA technology. One robot is an articulated type robot manipulator and
the other one a SCARA type robot manipulator. In this chapter, the formulations of
inverse kinematics for articulated type and SCARA-type robot manipulator are
firstly derived. Then, VHSIC Hardware Description Language (VHDL) will be
adopted to describe the aforementioned circuit behavior. The design of the VHDL
code will apply the finite state machine (FSM) to reduce the hardware resource
usage. Under this design, the executing time for computing the inverse kinematics
algorithm needs only several micro-seconds. Finally, the simulation results of
the inverse kinematic for two type robot manipulators will be compared using the
Matlab and Quartus II software in order to demonstrate the effectiveness and
correctness of the proposed FPGA-realization of inverse kinematics.
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1 Introduction

Robotic control is currently an exciting and highly challenging research focus.
Several solutions for implementing the control architecture for robots have been
proposed [1–4]. Kabuka et al. [1] applied two high-performance floating-point
signal processors and a set of dedicated motion controllers to build a control
system for a six-joint robot arm. Yasuda [2] adopted a PC-based microcomputer
and several PIC microcomputers to construct a distributed motion controller for
mobile robots. Li et al. [3] utilized an FPGA to implement an autonomous fuzzy
behaviour control in a mobile robot. Oh et al. [4] presented a DSP and an FPGA to
design the overall hardware system in controlling the motion of biped robots.
Kung et al. [5] employed the hardware/software co-design technology to the
motion control of an articulated robot arm. However, these methods did not
provide the solution for the computation of the complicated formulation in FPGA,
such as inverse kinematics, and they also did not consider how to reduce the
resource usage in FPGA without loss of system performance.

Inverse kinematics is a major problem in the control of robot manipulators. The
inverse kinematics problem has a wide range of applications in robotics. Most of
our high level problem solving about the physical world is posed in Cartesian space.
To calculate the inverse kinematics in real time, it is necessary for the robot to
control algorithms. Solving the inverse kinematics is computationally expensive
and generally takes very long time in the real time control of robot manipulators.
The robot kinematics comprises forward kinematics and inverse kinematics. Given
the sets of joint angles, calculation the position and orientation of the end-effector
of the robot manipulator is called the forward kinematics. The forward kinematics
problem is straightforward and there is no complexity deriving the equations. Tasks
to be performed by a robot manipulator are in the Cartesian space, whereas actu-
ators work in joint space. The Cartesian space includes orientation matrix and
position vector, and the joint space is represented by joint angles. The conversion of
the position and orientation of a robot manipulator end-effector from the Cartesian
space to the joint space is called the inverse kinematics problem [6]. This chapter
studies and implements the inverse kinematics. Moreover, the FPGA-realization of
the inverse kinematics for two types of robot manipulators is presented.

2 Inverse Kinematics of Two Types Robot Manipulators

This section describes the inverse kinematics regarding two types of robot
manipulators, in which one is an articulated type robot manipulator, and the other
one is a SCARA type robot manipulator.
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2.1 Articulated Type Robot Manipulator

Figure 1a shows the link coordinate system of the five-axis articulated robot
manipulator using the Denavit-Hartenberg convention [7]. The inverse kinematics
of the the articulated robot manipulator will transform the coordinates of robot
manipulator from the Cartesian space R3 (x,y,z) to the joint space R5

(h1; h2; h3; h4; h5). The computational procedure for the articulated robot is sum-
marized as follows.

Step1 : h1 ¼ h5 ¼ a tan 2ðy; xÞ ð1Þ

Step2 : b ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
ð2Þ

Step3 : h3 ¼ cos�1 b2 þ d1 � d5 � zð Þ2�a2
2 � a2

3

2a2a3

 !

ð3Þ

Step4 : S2 ¼ a2 þ a3 cos h3ð Þ d1 � d5 � zð Þ � a3b sin h3 ð4Þ

Step5 : C2 ¼ a2 þ a3 cos h3ð Þbþ a3 sin h3 d1 � d5 � zð Þ ð5Þ

Step6 : h2 ¼ a tan 2ðS2;C2Þ ð6Þ

Step7 : h4 ¼ �h2 � h3 ð7Þ

where a1, a5, d1, d5 are the Denavit-Hartenberg parameters.

2.2 SCARA Type Robot Manipulator

The inverse kinematics problem of the SCARA robot manipulator [8] is that we
calculate the joint angles h1; h2; d3; h4 when the (n, o, a) and p(x,y,z) are given. The
link coordinate system of the SCARA robot manipulator is shown in Fig. 1b. This
four axis arm is in R-R-P-R configuration. The h1; h2; h4 are the revolute joint
angle variables and d3 is the prismatic joint variable. The computational procedure
for the SCARA robot is summarized as follows:

Step1 : C2 ¼
x2 þ y2 � a2

1 � a2
2

2a1a2
ð8Þ

Step2 : S2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� C2

2

q
ð9Þ

Step3 : h2 ¼ � cos�1 x2 þ y2 � a2
1 � a2

2

2a1a2

� �
ð10Þ
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Step4 : S1 ¼
a2S2xþ ða1 þ a2C2Þy
a2S2ð Þ2þða1 þ a2C2Þ2

ð11Þ

Step5 : C1 ¼
ða1 þ a2C2Þx� a2S2y

a2S2ð Þ2þða1 þ a2C2Þ2
ð12Þ

Step6 : h1 ¼ a tan 2ðS1;C1Þ ð13Þ

Step7 : d3 ¼ d1 � z� d4 ð14Þ

Step8 : h3 ¼ 0 ð15Þ

Step9 : C4 ¼ nxC12 þ nyS12 ð16Þ

Step10 : S4 ¼ �nxS12 þ nyC12 ð17Þ

Step11 : h4 ¼ a tan 2ðS4;C4Þ ð18Þ

where a1, a2, d1, d4 are the Denavit-Hartenberg parameters, and Cx, Sy, Cxy,
Sxyrespectively represents Coshx, Sinhy, Cosðhx þ hyÞ, Sinðhx þ hyÞ.
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x1

z1
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y3 x4

z4
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d1

d5

a3a2

2θ
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3θ 4θ

5θ

(a)

(b)

Fig. 1 The link coordinate
system of a a five-axis
articulated robot and b a four-
axis SCARA robot
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3 FPGA Implementation of Inverse Kinematics for Two
Types of Robot Manipulations

The implementation of the inverse kinematics applies the finite state machine
method which can save computational resources in the case of FPGA. The FPGA
chip adopted herein is an Altera DE2 Cyclone II EP2C35F672, which has 33,216
LEs, 105 M4 K RAM blocks 4,83,840 total RAM bits, 35 embedded multipliers, 4
PLLs, 475 user I/O pins, fine Line BGA 672-pin package, and a Nios II embedded
processor which has a 32-bit configurable CPU core, 16 M byte Flash memory,
1 M byte SRAM and 16 M byte SDRAM, is used.

3.1 Hardware Design of Inverse Kinematics for Articulated
Type Robot Manipulator

The hardware implementation of the inverse kinematic is designed by the finite
state machine method, and it is shown in Fig. 2 which shows that 42 steps are
needed to perform the overall computation of the inverse kinematics in (1)–(7).
The circuit herein needs 2 multipliers, 1 divider, 2 adders, 1 square root function, 1
component for atan2 function, 1 component for acos function, 2 look-up-tables for
sin and cos function and some comparator. From the simulation results, to realize
the inverse kinematics of the articulated type robot manipulator, 840 ns (20 ns/
step* 42 steps) computation time is needed and it uses 6,033 LEs resource. The
computation for the inverse kinematics takes 5.803 ms for a C program by
the Nios II processor and this computation time is about 6,908 times slower than
the computation time on the FPGA-hardware.

3.2 Hardware Design of Inverse Kinematic for SCARA Type
Robot Manipulator

Here, the finite state machine method is also adopted in designing the hardware
implementation of the inverse kinematic for the SCARA type robot manipulator it
is shown Fig. 3 that there are 55 steps to perform the inverse kinematics in (8)–
(18), and the circuit needs 2 multipliers, 1 dividers, 2 adders, 1 square root
function, 1 component for acos function, 1 component for atan2 function, 2 look-
up-tables for sin and cos function. From the simulation results, it needs 1,100 ns
(20 ns/step* 55 steps) computation time to realize the inverse kinematic and it uses
7,623 LEs resource. The computation for the inverse kinematics takes 4.203 ms
for a C program by the Nios II processor and this computation time is about 3,820
times slower than the computation time on FPGA-hardware.
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4 Simulation Results

4.1 Results of Articulated Type Robot Manipulator

The simulation results in Matlab are compared with implementation results in
Quartus II which is shown in Fig. 4. The position is given as x = 200 mm,
y = 100 mm, and z = 300 mm, then we get the h1; h2; h3; h4; h5 in degree which
is converted from the pulse based on the parameters of the robot manipulator. The
results show that the outputs of the inverse kinematic for the articulated type robot
manipulator in FPGA are almost the same as the calculation in Matlab, and the
error is only within 10�3 � 10�2 degree.

4.2 Results of SCARA Type Robot Manipulator

The simulation results in Matlab are compared with the implementation results in
Quartus II which is shown in Fig. 5. The position is given as x = 200 mm,
y = 100 mm and z = 300 mm, as well as nx ¼ 0, ny ¼ 1. Then we get the

Fig. 2 Circuit of computing the inverse kinematics using finite state machine for articulated type
robot manipulator
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h1; h2; h4 in degree which is converted from the pulse based on the parameters of
the robot manipulator and d3 is the distant in mm. The results also show that the
outputs of the inverse kinematic for the SCARA type robot manipulator in FPGA
is very good approximation with the calculation in Matlab.

Fig. 3 Circuit of computing the inverse kinematics for SCARA type robot manipulator

Fig. 4 Simulation results in Matlab and in Quartus II for articulated type robot manipulator
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5 Conclusions

The implementation of the inverse kinematics for two types of robot manipulators
using FPGA has been successfully demonstrated in this chapter. The computation
time to implement the inverse kinematics in hardware is only 840 ns for the
articulated type robot manipulator and 1.1 ls for the SCARA type robot manip-
ulator. Otherwise, the same formulas which are implemented in the Nios II pro-
cessor need 5.60 ms for the articulated type robot manipulator and 5.83 ms for the
SCARA type robot manipulator.
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Development of Mathematical Models
for Dissimilar Welding Pool Geometries

Ezzeddin Anawa and Abdulghani Olabi

Abstract This study presents the design of experiment methodology (DOE) for
the development of mathematical models for predicting and optimizing fusion
zone dimensions of aluminum/titanium welded components by using CO2 laser
welding (LW) process. The implemented DOE methodology used the Taguchi
approach and orthogonal array to mathematical models to predict and an optimize
fusion zone dimensions. These dimensions are the welding penetration (L1),
welding width at the surface (W1) and cross section area of melted zone (A1) in the
aluminum plate. The laser power, welding speed, and defocusing distance ranges
were experimentally determined with the objective of producing a welded joint
with adequate penetration, minimum fusion zone size and acceptable welding
profile. The fusion zone area and the shape of weld profile of the dissimilar
aluminum/titanium were evaluated based on the selected laser welding parameters.
Taguchi approach was used as a statistical design of experiment (DOE) technique
for optimizing the selected welding parameters in terms of the minimizing area of
melted zone (A1), welding width at the surface (W1) and maximizing the pene-
tration (L1). The results showed that, for the dissimilar titanium–aluminum overlap
welds, the prediction of fusion depth and width that were obtained by the devel-
oped models are in good agreement with the results obtained experimentally. Since
this methodology does not require complicated or excessive computation, it is
especially useful for the actual welding process applications. It is also provided a
robust approach to adaptive welding as well as to stabilize weld quality.
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1 Introduction

Welding quality is strongly characterized by the weld penetration and the weld
pool geometry [1]. Due to that the weld pool geometry plays an important role in
determining the mechanical properties of the welded joints. Therefore, the selec-
tion of the welding process parameters is essential for obtaining optimal weld pool
geometries. The important problem to be solved in welding engineering is to
develop a model for determining the optimal process parameters.

A mathematical model for weld heat sources based on a Gaussian distribution
of power density in space was presented by Goldak et al. [2]. In particular a double
ellipsoidal geometry was proposed so that the size and shape of the heat source
could be easily changed to model both the shallow penetration arc welding pro-
cesses and the deeper penetration laser and electron beam processes.

Hsu and Rubinsky [3] have investigated a about a two-dimensional, quasi-
stationary finite element numerical model to study the fluid flow and the heat
transfer phenomena which occur during constant travel speed, keyhole plasma arc
welding of metal plates.

Based on the computation model for quasi-steady heat transfer problems of
welding with the boundary element method, Hang and Okada [4] had developed a
computer program that used for the computation of thermal cycles at heat affected
zones with gas shielded metal arc welding ‘‘GMAW’’ on medium thickness plates.

In a study by Zhang et al. [5], a polar coordinate model was proposed to
characterize the weld pool geometrically. The identification of its parameters
involves complicated non-linear optimization which cannot be done in real time
using conventional algorithms. A neural network ANN was therefore proposed to
identify the parameters in real time. Weld pool geometry was computed via
numerical solution of a boundary integral equation used as a model for the
autogenous full penetration welding of pure materials by Yeh and Brush [6].
Wahab and Painter [7] measured the full 3-dimensional weld pool shape for the
GMAW process, and to study the use of this information within numerical models.

A computational modelling of welding phenomena within a versatile numerical
framework was presented by Taylor et al. [8]. Fusion zone area and shape were
evaluated by Gunaraj and Murugan [9] as a function of the selected submerged arc
welding (SAW) parameters. Response surface methodology (RSM) was used as
statistical design of experiment (DOE) technique for optimizing the selected
welding parameters in terms of minimizing the fusion zone. In this study the
modified Taguchi method was adopted to solve the optimal weld bead geometry
with four the-smaller-the-better quality characteristics.
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2 Experimental Procedure

Two sheets of Al 6082 T6 and Ti G2 with dimensions of 160 9 80 9 1 mm were
selected to be joined by CO2 laser welding.

2.1 Materials Specifications

The chemical and mechanical properties of materials selected are presented in
Tables 1 and 2.

2.2 Sample Preparation

A small sample was cut from each welded plate perpendicular to the welding line
to study the weld pool shape and geometry. The titanium side of the weldment was
etched in reagent consisting of (10 ml HF and 5 ml HNO3 in 85 ml of water), and
the rest of the regions of the weldment were etched with Keller’s reagent (1 % HF,
1.5 % HCl, 2.5 % HNO3 and H2O solution).

2.3 Welding Parameters Selection and Experiment Design

The selected welding parameters for these dissimilar materials are: Laser power,
welding speed and focus point position. Table 3 shows the welding input variables
and experiment design levels. The welding experiments were carried out in the
Mechanical School workshop following the Taguchi designed matrix in random
order generated by the Design Expert software, as presented in Table 4. The
welding pool geometry, mechanical destructive tests (tensile shear strength) and
cost per meter welded calculations were carried out in the joined specimens and
the results are presented in Table 4. Each presented result in Table 4 in each
column is an average of at least of three readings.

The measured results of welding pool area for each sample are presented in
Table 4. Figure 1a–d shows the effect of the welding parameters and the variation
on the total weld pool (fusion area) ‘A1’ at aluminum plate only, welding widths at
the specimen surface of aluminium ‘W1’ and welding widths at the penetration of
welding depth in aluminum plate ‘L1’ of some experiments selected from Table 4.
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Table 1 Chemical composition of the Ti G2 and the Al 6082 (wt%)

Material C Fe H N O Ti
Ti G2 0.1 0.3 0.015 0.03 0.25 99.2
Material Si Fe Cu Mn Mg Cr Zn Ni Ti Al
Al 6082 1.05 0.5 0.106 0.934 1.05 0.262 0.223 0.008 0.114 Bal.

Table 2 Mechanical properties of the welded materials

Grade Tensile strength,
[MPa]

Yield strength,
[MPa]

Elongation % Hardness
[HB], max

Elastic modulus,
[GPa]

Al 6082 210 140 11 94 70
Ti G2 344 275 20 14.5 105

Table 3 Process parameters and design levels used

Variables Code Unit Level 1 Level 2 Level 3 Level 4

Laser power P kW 0.675 0.850 1.025 1.200
Welding speed S mm/sec 120 140 160 180
Focus F mm -1.0 -0.67 -0.33 0.00

Table 4 Welding input variables, experiment design levels and the welding pool geometry
calculations

Std Run P, kW S, m/sec F, mm W1, lm L1, lm A1, lm

16 1 1.200 180 -1 644 451 155.2
7 2 0.850 160 0.00 392 362 114.1
15 3 1.200 160 -0.67 619 354 171.8
5 4 0.850 120 -0.67 317 267 71.3
6 5 0.850 140 -1.00 341 257 67.7
1 6 0.675 120 -1.00 508 362 131.8
12 7 1.025 180 -0.67 527 312 88.6
14 8 1.200 140 -0.33 449 407 144.3
8 9 0.850 180 -0.33 394 215 33.7
11 10 1.025 160 -1.00 252 491 122.7
3 11 0.675 160 -0.33 597 165 63.3
4 12 0.675 180 0.00 478 251 78.1
13 13 1.200 120 0.00 474 281 155.2
9 14 1.025 120 -0.33 422 297 31.2
10 15 1.025 140 0.00 248 280 24.8
2 16 0.675 140 -0.67 552 272 103.9
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3 Results and Discussion

The fusion zone dimensions in the Al plate were measured by using the transverse
sectioned specimens, optical microscope and image analysis software. The mea-
sured responses are listed in the same Table 4. Design Expert 7 software was used
for analysing the responses. The fit summary output indicates that the quadratic
models which are developed are statistically significant for the prediction of the
responses (W1 and L1); therefore, they will be used for further analysis. It has been
seen from the achieved results that the welding pool geometry, shape and pene-
tration are controlled by the rate of heat input, which is a function of laser power
and welding speed. The focusing position has also a strong effect on the responses.

3.1 Analysis of Variance

The test for significance of the regression model and the test for significance on
individual model coefficients were performed using the Design Expert 7 software.
The backward elimination regression method was applied and exhibited in ANOVA
Tables 5 and 6 for the suggested reduced quadratic models. Tables 5 and 6 sum-
marize the analysis of variances of the responses and show the significant models.
The same tables also show the other adequacy measures R2, adjusted R2 and ade-
quacy precisions. All adequacy measures were close to 1, which is reasonable and
indicates an adequate model. The adequate precision compares the range of the
predicted value at the design points to the average predicted error. In this study the
values of adequate precision for the W1 and L1 are significantly greater than 4.
The adequate precision ratio above 4 indicates adequate model discrimination.
The developed quadratic models in terms of coded factors and actual values are
exhibited in Eqs. 1–4.

Fig. 1 a Welding pool specimen 1, b Welding pool specimen 4, c Welding pool specimen 8 and
d Welding pool specimen 14. Effect of the welding parameters and the variation on the total weld
pool dimensions
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Final Equation in Terms of Coded Factors:

W1 ¼ 381:50þ 5:92Pþ 46:35S� 22:95F þ 200:81P2 � 75:94F2 ð1Þ

Final Equation in Terms of Actual Factors:

W1 ¼ 2591:09� 5441:71Pþ 0:09S� 349:65F þ 2914:29P2 � 303:75F2 ð2Þ

Final Equation in Terms of Coded Factors:

L1 ¼ 279:16þ 60:30Pþ 8:32S� 21:60F þ 44:13PSþ 62:72F2 ð3Þ

Table 5 ANOVA for response ‘W1’

Source Sum of squares df Mean square Fv value p-value prob. [ Fv

Model 169764 5 33952.8 6.0685 0.0078 Significant
P 312.05 1 312.05 0.0558 0.8181
S 19096.2 1 19096.2 3.4131 0.0944
F 4681.8 1 4681.8 0.8368 0.3818
P2 127449 1 127449 22.779 0.0008
F2 18225 1 18225 3.2574 0.1013
Residual 55949.7 10 5594.97
Cor. Total 225713.8 15
R2 = 0.7521 Adeq. Precision = 6.799
Adj. R2 = 0.6282

Table 6 ANOVA for response ‘L1’

Source Sum of squares df Mean square Fv value p-value prob. [ Fv

Model 69298.46 5 13859.69 3.34876 0.00491 Significant
P 32320.8 1 32320.8 7.809308 0.0190
S 616.05 1 616.05 0.148849 0.7077
F 1459.354 1 1459.354 0.352607 0.5658
PS 3385.314 1 3385.314 0.817955 0.3870
F2 12432.25 1 12432.25 3.003863 0.1137
Residual 41387.5 10 4138.75
Cor. Total 110686 15
R2 = 0.6261 Adeq. Precision = 6.842
Adj. R2 = 0.4391
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Final Equation in Terms of Actual Factors:

L1 ¼ 851:34� 610:87P� 0:30Sþ 207:68F þ 0:34PSþ 250:88F2 ð4Þ

For the response W1 of the developed model, the analysis of variance indicates
that the welding speed ‘S’ and focus position ‘F’ are the stronger welding
parameters affecting the responses. The focus position ‘F’ has a greater affect on
the response W1 than the laser power ‘P’. The W1 model indicates that the studied
parameters (S, F) significantly affect the response. For the response L1 of the
developed model, the analysis of variance indicates that the laser power ‘P’ and
focus position ‘F’ are the stronger welding parameters affecting the responses.
Focus position ‘F’ has a greater affect on the response W1 than welding speed ‘S’.
The L1 model indicates that the studied parameters (P, F) significantly affect the
response. The L1 model indicates that the welding parameters have interactions
between P and S exhibited in Fig. 2. The figure exhibits the interaction of the
welding speed with the laser power at focus position F = -0.5 mm.

3.2 Model Validation

The aim of this step is to predict and verify the improvement of the response using
the optimal levels of the welding process parameters. Figures 3 and 4 show the
relationship between the actual and predicted values of W1 and L1, respectively.

B: Speed

0.675 0.806 0.938 1.069 1.200

Interaction

A: Power

L
1

80

185

290

395

500

B-

B+

Fig. 2 Interactions between
the welding parameters
(P, S) with respect to the
depth of penetration response
at F = -0.5 mm
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These figures indicate that the developed models are adequate because the resid-
uals in prediction of each response are negligible, since the residuals tend to be
close to the diagonal line.

Furthermore, to verify the satisfactoriness of the developed models, three
confirmations experiments were carried out using new test conditions at different
parameters conditions, obtained using the software and the developed mathe-
matical models. The values of W1 and L1 for validation experiments were calcu-
lated using the software. Table 7 summarizes the experimental conditions, the
actual experimental values, the predicted values and the percentages of absolute
errors. It could be concluded that the models developed can predict the responses
with a very small errors. W1 and L1 were greatly improved through this
optimization.

3.3 Effect of the Parameters on Responses

The reason for predicting the welding pool geometry is to develop a model which
would include the optimization step.

• Welding Pool Width at the Work Piece Surface (W1).

The results and the model obtained for the response indicate that the S and F are
the most important factors affecting the W1 value. An increase in S leads to a
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Predicted vs. Actual

430.00
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625.00

722.50

820.00

436.60 531.34 626.07 720.81 815.54

Fig. 3 The predicted values
of the L1 versus actual
measured values
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decrease in W1 and the increase of F leads to an increase in W1. This is due to the
fact that the laser beam is traveling at high speed over the welding line when S is
increased. Therefore, the heat input decreases leading to less volume of the base
metal being melted, consequently the width of the welded zone decreases.
Moreover, a defocused beam, which is a wider laser beam, results in spreading the
laser power over a wide area. Therefore, a wide area of the base metal will be
melted leading to an increase in W1 or vice versa. The result shows also that
P contributes a secondary effect in the response width dimensions. Increasing
P results in a slight increase in W1, due to the increase in the power density.
Figure 5 shows contour plots for the effect of the parameters on the W1 width.
Figure 5 illustrates the relationship between S and P with their impact on the
welding pool width at the surface of the aluminum plate (W1) at F = -0.5 mm.

• Welding Pool Width at the Middle of the Work Piece (L1)

The results and the model obtained for the response indicate that the P and
F are the most important factors affecting the W1 value. An increase in P leads to
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320.00

455.00

590.00

725.00

860.00

329.00 460.75 592.50 724.25 856.00

Fig. 4 The predicted values
of W1 versus actual
penetration depth of
measured values

Table 7 Confirmation experiments of the responses (W1 and L1)

Exp. no P, kW S, mm/sec F, mm W1, mm Ej j % L1, mm Ej j %

Act. Pred. Act. Pred.

1 1.134 120 0.00 382 408 6.37 299 327 8.56
2 1.134 150 0.00 501 399 25.56 323 365 11.51
3 0.871 180 -1.00 388 386 0.52 401 345 16.23

Act = Actual; Pred. = Predicted
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an increase in L1 and the increase in F leads to increase in L1. This is due to the
fact that an increase in the amount of laser power P that is transfer to the work
piece leads to an increase in the response. Therefore, the heat input increases
leading to an increase in the amount that the base metal melts, consequently the
penetration of the welded zone increases. Moreover, a defocused beam, which is in
a wider laser beam, results in spreading the laser power over a wide area.
Therefore, a wide area of the base metal will be melted leading to an increase in L1

or vice versa. The result also shows that S contributes in a secondary effect in the
response width dimensions. S is inversely proportional to the heat input. Increasing
S results in a slight decrease in L1; this is due to the decrease in the heat input.
Figure 6 shows contour plots for the effect of the process parameters on the L1

width. Figure 6 illustrates the relationship between S and P with their impact on
the welding pool depth of the aluminum plate (L1) at F = -0.5 mm.
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Fig. 5 Contour graphs of the effect of P, S parameters at F = -0.5 mm on the response L1
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4 Conclusions

Laser welding of nonferrous with nonferrous dissimilar material has been studied
experimentally and analyzed statistically and the following points are concluded:

1. The dissimilar joint between aluminum alloy Al 6082 and titanium G2
alloys were successfully welded by CO2 laser welding with a single pass
and without filler material using the overlap joint design.

2. Laser welding is a very successful method for joining dissimilar nonferrous
metals.

3. The models developed can satisfactorily predict the responses within the
studied domain.

4. Appling of a DOE inspired by the Taguchi technique, best operating
parameters were achieved and then develop models to control the welding
parameters.
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Efficient Multi-objective Optimization
for Gas Turbine Discs

Francisco Javier Garcia-Revillo, Jesús R. Jimenez-Octavio,
Cristina Sanchez-Rebollo and Alexis Cantizano

Abstract An original multi-objective optimization strategy for aeronautical gas
turbine discs is presented in this chapter. A sensitivity analysis together with an
optimal design of experiments (DoE) are accomplished prior applying a multi-
objective genetic algorithm (MOGA) based on a Kriging surrogate model. Fatigue
life prediction and total geometry mass are taken as optimization objectives in this
work, whose results can be validated against laboratory tests but going further
experimental conditions. To begin with, (i) a first case study considers laboratory
test conditions, basically centrifugal loads due to the blades and the own mass of
the disc. However, (ii) a second case study considers real conditions such as the
centrifugal loads, airflow forces and thermal loads as well as taking into account
different typical materials for this application. Results show that the proposed
methodology successfully leads to the optimal geometric parameters both for
laboratory and real conditions. The main conclusions and qualitative differences
are finally summarized, highlighting the suitability of A718Plus among other
materials and the Cob width parameter as the most critical one.
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1 Introduction

Rotating discs are one of the most critical parts of any rotating machinery, thus the
optimal design of turbine discs becomes indeed essential for aeroengines [1]. The
failure of a disk is absolutely unacceptable due to the hazardous and catastrophic
effects that would suffer the engine, airframe, ship or installation if this happens. In
order to prevent this fact and achieve an acceptably low probability of individual
failure, the discs have very strict design criteria, where the material is carefully
selected and stress, thermal, creep, vibration and fatigue analysis have to be sat-
isfied more strictly every day [2].

From the pioneer analytic solutions for rotating discs [3, 4], the significant
development in computational continuum mechanics boosts the suitability of much
more powerful but computationally expensive techniques like the finite element
method (FEM), which really fits from its very beginning the more realistic sim-
ulation and design of turbine discs [5–9]. The traditional design process was based
on a trial and error method leaded by a group of experts. Despite the computing
capabilities which allow FE simulations, optimal designs were subjected to the
same iterative process: searching for the objectives of design but satisfying
allowable stress, temperature and fatigue life.

Metaheuristic algorithms are proven to be suitable to tackle multi-objective
nonlinear optimization problems, but due to the complexity of gas turbine discs, this
may be computationally expensive and almost unapproachable when classic
genetic algorithms (GA) are used [10–12]. Shape optimization of the discs used to
be the goal when minimum weight designs are intended [13, 14]. However, not only
one objective but also two or more can be assumed to lead the optimization process,
which requires complementary techniques and sensitivity analysis [15] to simplify
the methodology. Thus, simple surrogate models are able to construct an approx-
imate response surface from an initial budget of FE based simulations, which
allows optimizing via GA not so costly. Definitively, if the design of experiments
(DoE) and the surrogate model are well fitted, a huge amount of FE simulations can
be saved within the optimization process. The Kriging method is one of the most
extended surrogate models for multidisciplinary optimization [16–18], which has
been previously applied to the optimization of turbine discs together with GA, see
[19, 20]. In order to save computational costs, even FE analysis can be completely
avoided in optimization runs by the coupling of the GA with simplified response
surface equations [21].

Furthermore, the selection of the base material is undoubtedly an essential
variable of design. Both the mechanical properties and the economic costs are key
factors which lead to the optimal design. Nowadays, turbine discs are typically
formed from nickel alloy forgings [22]. Due to the high nickel content in its
chemistry composition, these nickel-based super alloys present an exceptional
combination of mechanical properties like toughness, high temperature strength or
resistance to degradation in oxidizing and corrosive environments. They are used
widely in aerospace applications and, currently, 40–50 % of the total weight of an
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aircraft engine is typically constituted by nickel-based super alloys. More specifi-
cally, it is applied in the parts that make up the turbine and the combustion chamber,
where the highest operation temperatures are reached and highest loads are suffered.

Avoiding economic criteria, 3 nickel alloys are analyzed in this paper in order to
include the material selection in the optimal design. The first one is A718 [23], a
nickel based super alloy used extensively in aircraft applications. This alloy has
been used for turbine discs for more than 20 years because of its exceptional high
temperature mechanical properties. It has excellent strength, hot and cold work-
ability, very good weldability and moderate cost [24]. On the other hand, Waspaloy
[25] shows a better weldability and an improved thermal stability but higher eco-
nomic costs. Likewise, A718Plus [26] is an improved alloy compared with the
previous ones. It offers a full 55 �C temperature advantage over A718, maintaining
many of the features of it, like good weldability, good workability (even better than
Waspaloy), improved thermal stability and moderate cost [27, 28].

Therefore, the goal of this chapter is to state a robust and flexible optimization
methodology applied to turbine discs based on low-fatigue life prediction. Basically
finding the Pareto front with the optimal solutions which allow the decision maker
to quantify the trade-offs in satisfying any different objectives. The optimization
objectives herein proposed are the minimization of the geometry mass and the
maximization of the fatigue life. The proposal gathers some of the abovementioned
techniques, both for the numerical calculation and the optimization process, which
provide the backbone of this methodology. A convenient design of experiments and
sensitivity analysis prior applying a surrogate model and a multi-objective genetic
algorithm is originally applied in this paper, saving huge CPU time. Once any
feasible optimal candidate is computed via FEM, computational time becomes a
barrier, so the whole method is mainly focused on CPU time saving.

In order to prove the flexibility of the methodology herein proposed, two dif-
ferent cases have been studied: (i) a laboratory based case, whose laboratory test
conditions allow the results to be easily checked in a test bench, and (ii) a more
realistic case considering flight conditions. This second case includes a specific
study on the base material of the rig disc, obtaining promising results. Geometry,
loads and boundary conditions are close to real ones, but not exactly due to
confidential reasons. Despite this, it is not essential when a methodology is pre-
sented, both the degree of complexity of the models and the accuracy of the results
are obviously improvable at the expense of the CPU time.

After this brief introduction and review of the state of the art, the paper is
organized as follows. Section 2 provides a description of the turbine disc model,
details of the cases of study and certain calculation and simulation basis. Section 3
presents the optimization methodology together with its application to the turbine
disc model. Section 4 applies the original methodology to the geometry optimi-
zation of a test rig turbine disc, used in industry to test the fatigue life of high
pressure turbine discs made of A718Plus. Section 5 is an in-depth examination of
real operating conditions. Furthermore, the set of materials previously described
are herein analyzed. Finally Sect. 5 summarizes the main conclusions of the
chapter and highlights the most relevant contributions.
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2 Description of the Turbine Disc Model

According to Timoshenko et al. in [3], the most critical part of a rotating disc with
hub is located in the inner radius of it. This is also applicable to real operating
turbine discs, whose critical part is located also there, in the region commonly
called bore. Much effort has been devoted to improve and optimize the bore
geometry indeed, assuring that it can resist the typical high stresses of this
application. Its geometry is shown in Fig. 1-left.

2.1 Cases of Study

Two different cases are analyzed. In the first case, laboratory isothermal test
conditions are considered, that is, the behavior of the rig disc subjected to a Bore
Spin Test is studied. The second case seeks to deepen in the methodology herein
presented and how it can be applied to real flight conditions and not only to
isothermal test conditions. These cases of study are described below.

2.1.1 Laboratory Test Conditions

The rig turbine disc is subjected to a Bore Spin Test carried out by the company
Rolls-Royce Deutschland Ltd & Co KG. This test is intended to prove bore lives of
the BR725 HP Turbine Stage 1 and 2 as well BR710 HPT Stage 1 (both modern
Rolls-Royce Jet Engines) using the material Allvac�718PlusTM (A718Plus). The
test is also part of a generic spin test program within the frame of the A718Plus
material development, and full information about it can be found in [29].

This test is performed by means of spinning the disc at isothermal conditions.
Thus, the disc is assembled to a backing disc driven by a shaft. The assembly
including both parts is shown in Fig. 1-right.

The assembly has to be cycled from minimum speed to maximum speed and
again to minimum speed, with the enough dwell time (2–5 s) at each speed to
ensure stable conditions. These cycles are made in two increments: the first one
with 25,000 cycles and the second one with 35,000 cycles. After each increment,
the disc must be crack tested and also some parts of the disc like the bore, rim or
drive arm must be re-measured. These tests conditions are summarized in Table 1.

Results obtained from this test guarantee that the disc would resist real flight
speed conditions because the maximum rig speed is much higher than the real
aero-engines spin speed (around 15,000 rpm).
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2.1.2 Flight Conditions

A more realistic environment which is closer to real flight conditions is also
analyzed. In this study, three different super alloys (A718, Waspaloy and
A718Plus) are compared.

Real temperatures are applied to the disc model and a maximum speed of
1,600 rad/s, which is the maximum taking off speed. Furthermore, the surrogate
modeling method is applied to the three proposed materials to check the influence
of the material in the shape and mechanical behavior of the disc.

In this second case, the geometry used for the optimization is the same of the
previous one. It must be highlighted that a real turbine disc has some features that
are not included in this model, like the seals, front and rear drive arms or the multi-
lobed roots (commonly named ‘‘fir-trees’’) used to locate the blades in the rim of
the disc. These features can be observed in Fig. 2, where a real high pressure
turbine disc is represented. All these elements have an influence on the stress and
the temperature distribution of the disc, but these type of rig turbine discs are
mainly used for the evaluation of the bore region. Therefore, the results are
focused on that part of the model.

2.2 Basic Equations for Stress Calculation

Classic models of axisymmetric discs state the radial and hoop displacements as

d ¼ ½u; v�T , while the strain e ¼ ½er; eh; ez; crz�T and the stress r ¼ ½rr; rh; rz; srz�T

Fig. 1 Turbine disc geometry (left) and test assembly including (right)

Table 1 Test conditions Maximum rig speed 21,500 rpm ± 25 rpm
Minimum rig speed 500 rpm ± 50 rpm
Test temperature 430 �C (isothermal) ± 15 �C
Increments 2
First increment 25,000 rig cycles
Second increment 35,000 rig cycles
Total number 60,000 rig cycles

Efficient Multi-objective Optimization for Gas Turbine Discs 231



comprise radial, hoop, axial and shearing components. Therefore, the relation
between strains and displacements in a turbine disc can be expressed as:

½er; eh,ez; erz�T ¼
ou
or
;
ov
oz
;
u
r
;
ov
or
þ ou

oz

ffi �T

While the stress-strain relationship in the disc, assuming thermal and elastic
isotropy, is:
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where E, m and a denote the Young’s modulus, Poisson’s ratio and thermal
expansion coefficient of the material, respectively. Finally T denotes the temper-
ature field in the turbine disc.

The easiest suitable disc shape to analyze without numerical methods is a ‘‘coin
shape’’ of constant thickness t, with a hole in the middle, inner radius r1 and outer
radius r2, as is shown in Fig. 3-left. In this kind of models, the blade disc rim stress
denoted by Prim may be given by the centrifugal pull of the complete blade set
divided by the disc perimeter and the thickness.

Assuming tensile plane stress without any thermal load for the sake of clarity
and applying equilibrium equations on a differential piece of disc, thanks to
Hooke’s law in polar coordinates and certain manipulations it is possible to obtain
the following generic solutions of the differential equation for the radial rr and
hoop rh stresses:
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Fig. 2 High pressure turbine
disc geometry
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Boundary conditions on the radial stress allow obtaining the integration con-
stants and the final expressions of radial and hoop stresses are derived and plotted
in Fig. 3-right. As it can be deduced from this figure, the most critical part of the
disc is located in the position with the smallest radius and corresponds to the hoop
stress. This part of the disc is called ‘‘cob’’ and it is strengthened in practice using
a wider thickness at this point. Thus the critical hoop stress evaluated in the inner
radius is:

rh;crit ¼
1� l

4

� �
r2
1qx2 þ 3þ l

4

� �
r2
2qx2 þ 2Primr2

2

r2
2 � r2

1

Therefore, the results obtained by this classical analysis lead the parameteri-
zation and finite element discretization of the computation models used within the
methodology herein presented.

2.3 Boundary Conditions and Applied Loads

The dummy blades located in the rim of the rig disc are simulated as a distributed
pressure in radial direction. Each dummy blade has a volume of 6,000 mm3 and
assuming they are made with the same material A718Plus, each dummy blade has
an approximated weight of 49 g. And there are 36 dummy blades. Thus, the
following simplified equation reflects the value of the distributed pressure in the
rim face Prim,

Prim ¼
mNx2

2pV4

Fig. 3 Differential equilibrium (left) and principal stresses-radius (right)
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where N is the number of blades with mass m, x corresponds to the rotational
speed of the disc (in this case fixed at 2251 rad/s) and finally V4 is the Rim width
parameter.

As the backing disc is also subjected to centrifugal forces and it would be
deformed with the test rig disc, no restriction to the radial displacement of the
flange of the disc is made. On the other hand, axial and transversal displacements
remained to be fixed to simulate the transversal influence of the backing disc.

For the second case study, that is, for the flight conditions, different boundary
conditions to those for the laboratory test conditions, collected in Table 1, need to
be prescribed. In this case, three different temperatures are fixed [30]. It is
important to highlight that these temperatures are evaluated in the hottest point of
its working cycle; this is during the take-off. This point coincides with the most
severe rotating situation due to the turbine disc is also spinning at its highest speed.
Therefore, the temperature boundary conditions are:

• 800 �C in the rim zone. This temperature is the highest and it is caused by the
hot gases that come from the combustion chamber.

• 700 �C in the front diaphragm zone. Here the cooling air that comes from the
compressor is injected in this region in order to cool the blades. This airflow
crosses the disc from this area to the rim through a duct that is located under the
seals. This temperature is an approximation of the real temperature conditions a
real disc can have.

• 600 �C in the bore zone. This part is the coolest of the disc and there are some
secondary air flows that refresh this zone by convection.

These temperature gradients are another cause of stress in real turbine discs.
This temperature difference is created because the disc does not heat up homo-
geneously, partly owing to the thick shape of the cob, which takes longer than the
rim zone to heat up. Also the previous considerations of the cooling system affect
the thermal temperature distribution along the section of the disc. For a typical
turbine disc, about 20 % of the bore hoop stress is due to the blades; about 40 % is
due to centrifugal.

Also, the rotational speed of the disc has changed to those imposed in the
laboratory test conditions gathered in Table 1. This speed is fixed at 1,600 rad/s
(15,278 rpm), which despite being slightly lower, it approximately appears during
the take-off of the plane and becomes the most critical of all the flight.

2.4 Finite Element Modeling

The turbine disc has been modeled with the commercial software ANSYS
Workbench as an axisymmetric geometry. A complete axisymmetric geometry
using a two-dimensional section has been refused because of the holes for the bolts
located in the flange of the disc, but it can be approached as a cyclic axisymmetry
configuration. According to this symmetry approach, it is necessary to define the

234 F. J. Garcia-Revillo et al.



boundary conditions that indicate which faces corresponds to cyclical geometries
repeated 18 times in a polar coordinates system, in order to extrapolate the cyclic
behavior.

In Fig. 4, the mesh used to simulate the rig turbine disc is shown, with 42,395
nodes and 24,235 tetrahedral elements within each cyclic section. Special care has
been taken with the bore region of the disc detailed in Fig. 4-left, which requires a
refinement process to ensure the best possible results in the most critical region.

3 Optimization Methodology

The different steps of the methodology herein presented are described and shown
in Fig. 5. In order to fulfill the global objectives which must lead the optimization
process, the main parameters of the model which could have significant influence
on the optimal design are initially chosen. A design of experiments (DoE) is
carried out prior to obtain a response surface by means of the Kriging method,
whose fitness quality is conveniently analyzed. These preliminary steps may result
crucial for the minimization of the computational cost during the optimization
process without giving up accuracy of the solution, which implies a simple iter-
ative process for non-significant parameters removal. Once the design space is
obtained, a sensitivity analysis is performed with mid-effects and Pareto charts
and, finally, a multi-objective genetic algorithm (MOGA) is applied. With the
results obtained, calculation of the fatigue life is carried out.

3.1 Model Parameters

From the detailed description of the rig disc geometry, a reduced set of 16 driving
parameters have been taken into account in order to define the general geometry
and more precisely its bore region. Thus the optimal design may be classified as
sizing and configuration optimization because of the effects derived from the
parameterization lead to both kind of changes in the geometry. In Fig. 6, the whole
parameterization of the section of the model, with 68 parameters in total, is shown.
The varying parameters are highlighted with red circles while the other parameters
remain fixed.

The parameters subjected to variation are shown in Table 2. Their codification
and name are related to the position they have, depending on the different parts
where they are located (rim, bore, diaphragm, drive arm, flange and seal arm).
Also identifications about the relative position on the part (rear or front) are
provided. Furthermore, the upper and lower limits, as well as their base value are
included.

The parameters coded with the letter P are not directly associated with any
geometrical measurement. Due to negative dimensions have no sense in a
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parametric model but some of their basic ranges could include negative values (for
example the diaphragm total angle orientation), certain auxiliary parameters that
provide the negative varying capability have been added. They are the following:

A83 ¼ A82=2þ P78
V88 ¼ V86� P84

�

3.2 Design of Experiments

The sample method selected for the DoE is the Optimal Latin Hyper Cube tech-
nique [31]. In this study, each design point corresponds to a certain geometry
configuration of the disc. The responses calculated are the two design objectives:
geometry mass and critical stress in the bore region. In order to assure the best
possible space, all the design explorations are done with 500 runs.

The stress criterion selected is the von Mises one, because it is proportional to
the distortion energy. Therefore, it satisfies the property that two stress states with
equal distortion energy have an equal von Mises stress. This is why it is considered

Fig. 4 Detail of the mesh in the bore (left) and whole mesh of the disc (right)
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Fig. 5 Flowchart of the optimization methodology
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Fig. 6 Parameterization of the disc model
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a very good measurement for ductile materials, such as metals, as the onset of
yield for these materials does not depend on the hydrostatic component of the
stress tensor and so it is a good average for the whole stress behavior of the disc.

3.3 Evaluation of the Response Surface Error
and Parameters Removal

In order to analyze which are the most relevant parameters and which of them are
statistically negligible, estimated parameters are reported for each response (critical
stress and geometry mass). This analysis sorts all the different parameters, com-
puting the estimates of each of them with the help of the design exploration data.
These estimates can be easily compared using the t-ratio as a coefficient of the
estimate and the standard error given by the distribution for each of the parameters.
The result of this comparison is sorted by the absolute value of the t-ratio and with
significance level of 0.05 and those non significant parameters are eliminated

3.4 Sensitivity Analysis

As it was previously mentioned, the use of Kriging surrogate models to calculate
the regression-based interpolation of the response surface makes it possible to get
better results for the approximation [32]. There have been used 34 refinement
points in the Kriging algorithm in order to obtain a predicted relative error lower

Table 2 Driving parameters of the disc model

Code Parameter name Base value Units L. limit U. limit

A36 Cob rear inner angle 2 � 0.1 6
A37 Cob front inner angle 2 � 0.1 6
A82 Diaphragm total angle 8 � 1 10
H38 Cob bore rad. 52.5 mm 40 55
H47 Rim rad. 215.1 mm 213.6 221.6
H79 Cob rear outer dia. 68 mm 62 76
H80 Cob front outer dia. 76.6 mm 68 77
P78 Diaphragm angle aux 0 � -0.5 1
P84 Cob center line offset 0.05 mm -2 2
R25 Cob front inner fillet 4 mm 2 6
R26 Cob rear inner fillet 4 mm 2 6
V4 Rim width 24 mm 22.5 25.8
V32 Cob bore length 12 mm 3 15
V81 Cob width 58 mm 48 68
V90 Rim center line offset 1 mm 0 1.8
V95 Diaphragm width 20 mm 17.5 21
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than 5 % in the surface, which can be considered good enough for this analysis.
Also the calculation of the surface includes 5 verification points to confirm that the
model really corresponds to the real behavior of the disc. Once the response
surface has been calculated, it is possible to obtain results and conclusions.

The influence of each variable in the system is analyzed with main-effects
charts for each of the responses, critical stress and geometry mass, for a better
understanding of the whole system. Also, using a Pareto chart, all the variables are
sorted by their influence on the response, providing as well quadratic and cross
effects between parameters. This chart complements the conclusions that can be
obtained from the main-effects chart allowing a deeper understanding of the
behavior of the system.

3.5 Multi-objective Genetic Algorithm

Once the response surface has been calculated, a MOGA algorithm can be applied
in order to obtain the optimal candidates of the problem [33]. Without loss of
generality of the optimization methodology, two objectives lead the optimal
designs in this work: the minimization of the geometry mass [34] and the maxi-
mization of fatigue life. Assuming simplified models, the second one may be
considered inversely proportional to the critical stress, so the minimization of the
stress becomes definitively the second optimization objective although the fatigue
life is post-processed.

Pareto fronts are the most extended chart to depict the feasible region and the
frontier of optimal design points when multi-objective optimization is performed.
Once the process is leaded by antagonistic objectives, Pareto front becomes a very
helpful tool for the decision maker due to its quantitative and qualitative repre-
sentation of the non-dominated optimal candidates. The NSGA-II [35] multi-
objective genetic algorithm has been applied due to its well known advantages when
obtaining the Pareto fronts. This algorithm starts with 2,000 initial samples and each
of its subsequent iterations continues with 1,000. The maximum allowable Pareto
percentage was chosen as 55 %. This value can set the selection pressure of each
one of the iterations. It is recommended to use values between 55 and 75 %. Finally,
50 iterations are set as the maximum allowable the algorithm can do.

4 Case Study I: Results for Laboratory
Test Conditions

Regarding the laboratory test conditions detailed in Sect. 2.1, this section presents
the results obtained step by step along the whole optimization process: (i) the
evaluation of the response surface error and parameters removal, (ii) the sensitivity
analysis, (iii) the results provided by the multi-objective genetic algorithm NSGA-II
and, finally, (iv) the fatigue life calculation.
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4.1 Evaluation of the Response Surface Error
and Parameters Removal

In order to analyze which are the most relevant parameters and which of them are
statistically negligible, estimated parameters are reported for each response (crit-
ical stress and geometry mass). Thus, these are sorted by the absolute value of the
t-ratio, showing the most significant effects at the top. Also a bar chart is provided,
which shows the t-ratio, with lines showing the 0.05 significance level. In each of
these tables, Prob [ |t| column indicates the significance. Values with *-symbol
beside them are p-values, i.e. the results which are statistically significant.

Initially, all the parameters are included in the model; therefore the first DoE
explores 16 variables along 500 different design points. The results obtained in this
analysis correspond to Tables 3 and 4. On the other hand, the created response
surface has a global error of 129 %. This value is so high due to the elevated
number of input parameters the system has. If no parameters removal would be
wanted, more than 500 design points will be needed, but this becomes computa-
tionally unviable.

Comparing these two tables, it can be noted that the parameters Cob rear inner
fillet, Diaphragm angle aux, Cob front inner fillet, Cob center line offset and Rim
center line offset appear in both tables in the least relevant positions in the effect
scale. This scale, corroborated by the p-values for each of the parameters allows
depreciating these 5 parameters and removing them from the model, making them
fixed at their base point value in further analysis. Also, it can be seen that the
critical stress response only has in this analysis 2 statistically significant param-
eters, meanwhile the geometry mass has 7 parameters. This can be explained
because the direct relationship that can be found between part dimensions and
volume and hence also between dimensions and geometry mass.

This process is repeated until all the remaining parameters are relevant to
explain the behavior of the system and the modeled response surface error is low
enough to assure that it has been calculated properly. Tables 5 and 6 show the 6
parameters that left over after the iteration. In these two tables, it can be seen how
all the remaining parameters have p-values statistically relevant for the geometry
mass and 5 from 6 parameters in the critical stress. Also, the non-relevant
parameter from this table has a p-value (0.069) really close to the significance level
(0.05). Furthermore, it must be highlighted that all the remaining parameters
correspond to the dimensions that roughly define the geometry (inner and outer
diameters of the disc) or the widths of its most main parts (rim, cob and dia-
phragm). Moreover, the global error of the response surface calculated is 4.91 %
which is low enough to assure correct and robust results.

According to these results, it can be concluded that the model has been cleaned
from all the non-relevant parameters assuring a better optimization process as the
model is simpler and also a better sensitivity analysis as all the parameters
included in the model have relevance.
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4.2 Sensitivity Analysis

The sensitivity analysis herein presented uses a Kriging model to simulate the
behavior of the system. A predicted relative error in the surface of 4.9162 % is

Table 4 Sorted parameter report for geometry mass with 16 parameters

Parameter name Estimate Std error t ratio Prob [ |t|

Cob width 0.01126099 0.0006442 17.48 \0.0001*
Cob bore rad. -0.00734693 0.00081033 -9.07 \0.0001*
Rim rad. 0.01329415 0.00153904 8.64 \0.0001*
Diaphragm width 0.02749039 0.00348532 7.89 \0.0001*
Diaphragm total angle 0.01074019 0.00137874 7.79 \0.0001*
Cob rear outer dia. 0.00592983 0.00087857 6.75 \0.0001*
Rim width 0.01431233 0.00372119 3.85 0.0001*
Cob front outer dia. 0.00262273 0.00136143 1.93 0.0547
Cob bore length -0.00099901 0.001022 -0.98 0.3288
Cob front inner angle -0.00126635 0.00207772 -0.61 0.5425
Cob rear inner fillet 0.00135929 0.00310398 0.44 0.6616
Cob center line offset 0.00048174 0.00306089 0.16 0.875
Diaphragm angle aux 0.0008143 0.00820099 0.1 0.9209
Cob rear inner angle -0.0001941 0.00207575 -0.09 0.9255
Cob front inner fillet -5.1942E-05 0.00304036 -0.02 0.9864
Rim center line offset 5.61E-06 0.00683226 0 0.9993

Table 5 Sorted parameter report for critical stress with 6 parameters

Parameter
name

Estimate Std Error t Ratio Prob [ |t|

Cob width -6440130.05 317733.92 -20.27 \0.0001*
Rim rad 8927804.42 789722.809 11.3 \0.0001*
Diaphragm total

angle
-6450075.26 702999.878 -9.18 \0.0001*

Rim width 9831053.4 1917882.53 5.13 \0.0001*
Cob bore rad 2117015.63 421877.418 5.02 \0.0001*
Diaphragm

width
3294740.53 1808070.66 1.82 0.069

Table 6 Sorted parameter report for geometry mass with 6 parameters

Parameter name Estimate Std Error t ratio Prob [ |t|

Cob width 0.0115767 9.4105E-05 123.02 \0.0001*
Cob bore rad -0.0079035 0.00012495 -63.25 \0.0001*
Rim rad 0.01396832 0.0002339 59.72 \0.0001*
Diaphragm width 0.03026036 0.00053551 56.51 \0.0001*
Diaphragm total

angle
0.00967198 0.00020821 46.45 \0.0001*

Rim width 0.01487849 0.00056803 26.19 \0.0001*
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considered accurate enough for this analysis. So, once the response surface has
been calculated, it is possible to obtain results.

The individual response of each of the parameters when the other parameters
are fixed is firstly presented in Figs. 7 and 8. This allows obtaining a preliminary
idea about how the system can be optimized according to the individual effect of
each parameter.

In Fig. 7 the individual response to the critical stress of the disc of the 6
remaining parameters are shown. The represented responses model the individual
behavior of each of the parameters supposing the other ones fixed at their medium
value of each range of variation. It can be seen in this figure how the Cob bore rad,
Diaphragm width, Rim rad and Rim width parameters have a strictly increasing
shape, while the Cob width and Diaphragm total angle parameters have a mini-
mum in the middle of their range of variation. These results are very useful to
understand how the critical stress behaves with the variation of each parameter.

Fig. 7 Critical stress individual parameter responses of the disc
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Alternatively, the geometry mass responses of all the parameters are shown in
Fig. 8. At first glance, it is possible to note that all of them have quasi-linear
behavior in contrast to critical stress responses. This is explained because all the
variation ranges of the parameters correspond to linear or quasi-linear dimensions
in the model such as distances or angles, thus the influence on the volume and
hence on the mass is linear and the responses show straight lines. Note the
parameters related to radius, Cob bore rad and Rim rad, should obviously lead to a
quadratic effect on the geometry mass unless the variation range is so small that it
seems quasi-linear indeed. Furthermore, Cob bore rad is the only parameter with a
decreasing shape. This coincides logically to the definition of this dimension that
corresponds to the inner radius of the disc, and thus its increase causes directly
mass growth.

Fig. 8 Geometry individual parameter responses of the disc
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These results allow seeing separately the influence of each variable in the
system but, a better understanding of the whole system can be reached using the
main-effects charts for each of the responses (critical stress and geometry mass).
Analyzing the main-effects chart it is possible to join all the previous responses
and observe which are the most influential and the approximated consequences
that would carry out varying one or other parameters.

In Fig. 9a, b can be found the main-effects chart applied to the critical stress and
geometry mass of the disc, respectively. As it is shown, in both charts the most
influential parameter is the Cob width of the disc. It must be reminded that all the
plots cut each other in the middle point of their range because every parameter is
evaluated remaining the others fixed at their medium value.

This analysis is extended by means of Pareto charts which show not only the
influence of the variation of a parameter individually but also the combination of
parameters or quadratic variation. Interesting results can be obtained from the
response surface by means of these Pareto charts. Firstly, the one represented in
Fig. 10 sorts the influence of the parameters in the critical stress response of the
disc system. It only includes the effects that have greater influence than 1 %, so
only 80 % of the whole response is represented in the chart. Thus the remaining
20 % corresponds to effects with negligible effects. It can be noted that Cob width
is the parameter that affects to the critical stress the most. This corroborates what
was deduced with the main-effects chart applied also to the critical stress.

In Fig. 11 the Pareto chart applied to the geometry mass response is provided.
As well as in the previous chart, there are only effects represented with an influ-
ence greater than 1 %. In contrast to the critical stress Pareto chart, 84 % of the
whole response can be explained with the simple parameters due to their quasi-
linear behavior. Therefore, according to the ranking most part of the geometry
mass can be explained just with simple terms.

Fig. 9 Main-effects chart applied to critical stress and geometry mass
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4.3 Multi-objective Optimization

Once the response surface has been calculated, it is possible to apply the MOGA
algorithm in order to obtain the optimal candidates of the problem.

According to the reference values reported in Sect. 3.5, Fig. 12 shows the
Pareto front obtained after the optimization calculation is done. In this chart, all
possible candidates are shown gathered in a single Pareto front. As it was
explained previously, all these design points are the set of non-dominated optimum
values of the system.

Fig. 10 Pareto chart applied to critical stress of the disc

Fig. 11 Pareto chart applied to geometry mass of the disc
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Due to the shape of the front, which does not provide clearly any region of
dominance, no point of the front could be selected a priori as a candidate suiting
better both objectives. Therefore three candidates are selected from this Pareto
front and they are proposed as Candidates A, B and C to the global optimum. On
the one hand Candidate A has critical stress reduction priority while Candidate C
has geometry mass reduction priority, and on the other hand, Candidate B is more
balanced geometry mass reduction and critical stress reduction.

The following Table 7 shows the values of all the relevant driving parameters
for each of the candidates proposed, strongly validating the conclusions obtained
by means of the sensitivity analysis.

It can be observed how the most varying parameter is the Cob width of the disc.
This corresponds to its key role in the Pareto charts (Figs. 10 and 11). On the other
hand, Rim width parameter remains almost fixed in the three candidates, which can
be also explained by the Pareto charts. The rest of the parameters follow similar
tendencies, although they are not so strongly correlated with the previous sensi-
tivity analysis as the Rim width and Cob width.

In Fig. 13 the different stress states of the candidates are shown in contrast to
the base design point. In this figure, it can be appreciated how the critical stress
zone remains being in the cob of the disc, which is consistent with the results
obtained from the Pareto front. The shape of the stress distribution is symmetrical
with respect to its middle line and also it must be highlighted the existence of a
loaded zone in the fillet between the rear drive arm and the diaphragm, but the
values of stress in this area are considerably lower than the ones obtained in the

Fig. 12 Pareto front chart of the disc optimization with optimal candidates
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bore, thus this will never be a critical zone. Also it can be noted in this figure
that Candidate A shows the thinnest shape, being the angle of the diaphragm and
the width of the cob very small in contrast to the other candidates. On the contrary,
Candidate C has larger volume and hence it is heavier too. Also it must be
highlighted the smaller value of the radius of the cob, which is considerably lower
than the other two candidates. On the other hand, Candidate B presents an inter-
mediate value of cob width and diaphragm total angle which makes possible the
balance between mass and stress as it was expected.

4.4 Fatigue Life Calculation

Once the stress distribution of the rig disc, material properties and load cycles are
known, it is possible to calculate the fatigue life of each of the candidates. This
purpose requires information about the curve alternating stress–life and uses the
correction factors which take into account physical differences between the theo-
retical test specimen and the real part. The stress-life curve is created with and the
actual designed part. According to [36], the correction factors are the following:

Fig. 13 Optimal candidates and base design point stress comparison

Table 7 Parameter values fot the optimal candidates of the disc optimization

Parameter name Units Candidate A Candidate B Candidate C

Diaphragm total angle � 1.19 4.47 9.34
Cob bore rad. mm 54.70 54.73 40.47
Rim rad. mm 213.60 213.61 213.62
Cob width mm 50.63 57.93 65.33
Rim width mm 22.51 22.52 22.51
Diaphragm width mm 17.52 17.52 17.53
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Cload ¼ 1:00
Csize ¼ 0:60
Csurf ¼ 0:86
Ctemp ¼ 1:00
Creliab ¼ 0:90

By means of these coefficients, the global fatigue coefficient which allows
calculating the expected life of each one of the candidates, depicted in Fig. 14, is:

Kf ¼ CloadCsizeCsurf CtempCreliab ¼ 0:46

The life shape of all the models is closely connected with the stress shape of
Fig. 13, where the stress distribution is shown. Obviously the life of the disc is
function of the alternating stress the part suffers, which lead to similar diagrams.

All the previous results (geometry mass, critical stress and fatigue life) of each
one of the candidates and the base point are summarized in the following Table 8.
In spite of the base geometry for the turbine disc, the loads and boundary con-
ditions are not exactly real due to confidential reasons. It is noteworthy that the
expected life for the three candidates are really close to real ones according to the
feedback from industry.

Fig. 14 Optimal candidates and base design point life comparison

Table 8 Optimization results

Base point Candidate A Candidate B Candidate C

Geometry Mass (kg) 35.38 30.40 32.29 36.82
Critical Stress (MPa) 1188.8 1193.2 1126.9 1020.2
Life (cycles) 51 328 000 49 527 000 61 035 000 85 583 000
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5 Case Study II: Results for Flight Conditions

This second case study seeks to deepen in how the methodology herein presented
can be applied under real conditions and not only under isothermal test conditions.
Therefore this part of the study looks to give a more realistic environment, closer
to real flight conditions. In addition, this study intends to analyze the suitability of
three typical turbine discs super alloys.

According to the flight boundary conditions pointed out in Sects. 2.1 and 2.3,
herein the results obtained within the optimization process are presented. Once the
most severe thermal distribution under the abovementioned conditions is reached,
depicted in Fig. 15, the evaluation of the response surface error and parameters
removal together with a sensitivity analysis has been carried out.

As well as the previous Case Study I, each one of the materials (Waspaloy,
A718 and A718Plus) has been subjected to a design exploration process. The
results obtained show that the relevant parameters are exactly the same as the ones
from the Bore Spin Test conditions with A718Plus, see Tables 3 and 4. Therefore,

Fig. 15 Temperature
distribution along the disc
section

250 F. J. Garcia-Revillo et al.

http://dx.doi.org/10.1007/978-3-319-07383-5_2
http://dx.doi.org/10.1007/978-3-319-07383-5_2
http://dx.doi.org/10.1007/978-3-319-07383-5_2


the most relevant parameters to the critical stress and geometry mass of the disc
are not case-dependent. Thus, each one of the material-based cases of study is
evaluated with the final 6 critical parameters obtained for the Case Study I and
gathered in Tables 5 and 6.

The response surface for each of the material-based cases is calculated using the
Kriging method once again. The thermal influence is added as another input but
maintaining 500 points of design in the DoE, so the global error of the response
surface increases slightly to 5.5 % approximately for each case. In spite of this,
this value is low enough to assure that the response surface is able to provide
accurate and reliable results.

5.1 Multi-objective Optimization

After calculating the three response surfaces for each of the materials, it is possible
to apply the MOGA optimization method to obtain the Pareto front with the
optimal candidates. These Pareto fronts are shown in Fig. 16.

In this figure, each of the materials is evaluated separately, taking into account
three different stress criteria. The shape of the diagram shows that for every
criterion, there is a design point more likely to be the global optimum of the

Fig. 16 Pareto fronts of material comparison. a A718 b Waspaloy c A718Plus d Von Mises
Stress

Efficient Multi-objective Optimization for Gas Turbine Discs 251



system. This is the corner where the curves change their curvature. Also it is
possible to see that in this point the most restrictive criterion is the von Mises
equivalent stress. A preliminary way to compare which of the materials is the best
option for a turbine disc is observing these Pareto fronts and comparing them for
the same stress criterion. For that reason Fig. 16d presents a comparison among
the three materials when the von Mises equivalent stress is one of the optimization
criteria. As it can be seen the A718Plus curve remains at lower values of geometry
mass and critical stress than Waspaloy and A718.

Thus the points located in the corner of the Pareto fronts for each of the
materials are assumed as optimum candidates and their values are gathered in
Table 9. Due to the geometry design is not material-dependent, the optimal
geometry can be reached by means of any alloy. Therefore, the only way to choose
the optimal material lies in the comparison of the different stress distributions
keeping the geometry mass constant.

Figure 17 shows the stress distribution along the section of the disc for each of
the materials in the optimum design point. Although results are quite similar,
A718Plus leads to lower values of the von Mises equivalent stress in the bore,
which is definitively the critical zone. This agrees that A718Plus is a refined alloy
that improves the material properties of Waspaloy and A718, being more adequate
for this application thanks to its consequent longer fatigue life.

5.2 Fatigue Life Calculation

The stress distribution allows calculating the fatigue behavior of the part using also
the alternating stress—life curve and the correction factors previously mentioned.
In this Case Study II, the only parameter that varies from the previous case is the
Ctemp, which swaps from 1.00 to 0.42, because it is evaluated taking into account
the real environmental temperature approximated to 550 �C. According to previ-
ous considerations, the global fatigue coefficient is:

Kf ¼ CloadCsizeCsurf CtempCreliab ¼ 0:19

Table 9 Parameters values for optimal candidates

Parameter name Units A718 Waspaloy A718Plus

Diaphragm total angle � 1.0023 1.0007 1.0023
Cob bore rad. mm 40.0011 40.0001 40.0037
Rim rad. mm 213.6020 213.6031 213.6020
Cob width mm 48.0027 48.1307 48.0050
Rim width mm 22.5008 22.5008 22.5008
Diaphragm width mm 17.5000 17.5006 17.5009
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The results obtained in the fatigue life calculation reveal that all candidates
present infinite life for the stress and conditions proposed in this case study. This
corresponds to real design criteria that states that the critical parts cannot fail under
any working circumstances due to the dangerous effects this could lead to.

All the previous results are summarized in Table 10, where the optimal design
objectives obtained for each different material are collected. Once again A718Plus
excels the other materials owing to its lower critical von Mises stress despite the
fact that its geometry mass is exactly the same as the others.

6 Summary and Conclusions

This chapter presents a robust and flexible optimization methodology for turbine
discs based on low-fatigue life prediction. Sizing and configuration optimal
designs are performed according to two leading objectives: the minimization of the
geometry mass and the maximization of fatigue life, which means definitively the
minimization of the critical stress.

Fig. 17 Stress distribution comparison for the different materials

Table 10 Case study ii optimization results

Waspaloy A718 A718Plus

Geometry Mass (kg) 31.62 31.62 31.62
Critical Von Mises stress (MPa) 631.10 611. 94 581.67
Life (cycles) ? ? ?
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The methodology herein proposed iteratively gears an initial design of experi-
ments with a sensitivity analysis and a surrogate model prior to run the multi-
objective genetic algorithm. The greatest advantage of this procedure is the CPU
time saving, but also it includes an accuracy improvement due to the non-significant
parameters removal. The purging of non-feasible and non-relevant optimal solu-
tions step by step becomes the main feature of this method and has revealed crucial
to perform precise FEM computations of the thermo-mechanical model.

The results obtained in Case Study I, for laboratory test conditions, and Case
Study II, for flight conditions, allow highlighting two main conclusions: (i) the
Cob width parameter of the turbine disc is the most influential in the optimal
design and (ii) the super alloy A718Plus evidences much better behavior than
super alloys A718 and Waspaloy when realistic flight conditions are considered
within the optimization process.
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Composite Suspension Arm Optimization
for the City Vehicle XAM 2.0

Massimiliana Carello and Andrea Giancarlo Airale

Abstract The use of composite materials is very important in the automotive field
to meet the European emission and consumption standards set for 2020. The most
important challenge is to apply composite materials in structural applications not
only in racing vehicles or supercars, but also in mass-production vehicles. In this
chapter is presented a real case study, that is the suspension wishbone arm (with
convergence tie and pull-rod system) of the XAM 2.0 urban vehicle prototype, that
has the particular characteristics that the front and rear, and left and right sus-
pension system has the same geometry. The starting point was from an existing
solution made in aluminum in the XAM urban vehicle to manufacture a composite
one, in particular in carbon fiber. The first step was the development of a dynamic
model of the vehicle to understand the suspension loads and behavior to define the
suspension weight and stiffness targets with respect to the aluminum arm, because
it was necessary to understand the tensile strain on the component to simplify and
optimize the geometry. Once the wishbones external surfaces have been defined, a
carbon fiber layer thickness and orientation optimization have been made to define
the lamination lay-out. Generally, after the analysis of the composite thickness
optimization result, it would be possible to build up a new CAD model that
encounters the process constrains and would define the lamination process. The
results of the final suspension in carbon fiber compared to aluminum one were a
weight reduction of 5 % and an increasing of stiffness of 78 %. The final purpose
of this work is not only to find the best suspension solution but to define an
engineering methodology to design suspension in composite materials thanks to
simulation and virtual analysis.
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1 Introduction

This chapter presents a carbon fibre suspension arm in which the target was to
design the suspension system for a heavy quadricycle vehicle prototype XAM 2.0
from an existing suspension system designed and made for the vehicle XAM 1.0.
The main important characteristics, to put evidence in the difference, of the two
vehicles are shown in Table 1.

It is easy to note the difference in meaning of weight, power and performance,
instead volumes, lay-out and suspension architecture of the two vehicles are the
same. When XAM 1.0 was up-sizing, the suspension system design target was to
maintain the same architecture, improving structural resistance, in particular
increase stiffness to improve vehicle dynamics performance from XAM 1.0 to
XAM 2.0 [1].

The vehicle XAM 2.0 was designed to have low consumption and has partic-
ipated in the Future Car Challenge [2], where the consumption is expressed by the
electric energy needed to run for 1 km (Wh/km) or in (L/100 km). For this kind of
competition the most important key factors are: weight, aerodynamics resistance,
friction of the wheels and bearing, drive-line and at last, but not least, hybrid
power-train efficiency. The aim, for the chassis, mechanical subsystem and the
body, is to reach the lowest weight maintaining the structural resistance [3].
Suspensions is one the most important but at the same time critical subsystem of
the vehicle, so the second target was to decrease weight on suspension arms, to
make a reduction to unsprung mass and improve vehicle dynamics, like the weight
reduction on wheels [4]. So one of the solution is to design the upper and lower
arm of XAM 1.0 suspension system in composite materials instead of aluminum
(Fig. 1).

A lot of car maker and research centers are working on downsizing and
lightweight on suspension using composite material, like glass fibre or carbon
fibre:

• ZF: CFRP Front Mc Pherson System [5]
• ZF: GFRP Rear Spring System [5]
• GM: Chevrolet Corvette C6 GFRP Rear Spring [6]
• MAGNA STEYR: Aero Light Prototype CFRP Front and Rear Spring

System [7]

The application of composite material on structures, in this case, in suspension
systems is present-day and there is a lot of industrial interest [8], [9].
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2 Vehicle Dynamic Model

A vehicle dynamic model has been developed, through a multi-body software, to
evaluate the loads applied on the suspension elements [10]. This multi-body model
interacts with the vehicle dynamic model, developed in Altair Motion View
software and allows to calculate the forces exchanged between tire and road,
applied on the tire-road contact zone (Fig. 2).

As a consequence, from the applied loads and the maximum deformation tol-
erance obtained, a stiffness target for all the suspension system could be estimated.
From the global stiffness target it would be possible to evaluate the different targets
for each suspension element.

Table 1 XAM 1.0 and XAM 2.0 characteristics

Technical informations XAM 1.0 XAM 2.0

Weight 197 kg 400 kg
Length 2,800 mm 2,800 mm
Height 1,280 mm 1,280 mm
Width 1,300 mm 1,300 mm
Cx 0.31 0.30
Maximum speed 30 km/h 80 km/h
Powertrain type Parallel hybrid Serial hybrid
Energy storage Supercap Li-Po batteries
Power 2 kW 15 kW
Chassis Aluminum frame Aluminum frame
Suspension Double wishbone pull-rod Double wishbone pull-rod
Road legal No Yes

Fig. 1 XAM 1.0 aluminum double wishbone pull-rod system starting point (on the left) and the
upper arm to design it in composite materials (on the right)
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The double wishbone pull-rod suspension system presents a kinematics that
loads mainly the lower arm on the x and y axis, and the upper arm on the y and
z axis, due to the linkage with the pull-rod. Due to that, the stiffness of those
components have been calculated in those directions. Under those assumptions the
stiffness targets are shown in Table 2.

On the other hand, the design of the suspension has not been focused only on
the component stiffness, but also on its ultimate strength. Through the developed
multi-body model, different driving manoeuvers have been simulated to obtain the
theoretical forces to which the suspension system must deal without damages or
permanent deformations. Thanks to that, the maximum load that the component
must resist under different conditions is known.

During the design phase, after the stiffness sizing of the component, the max-
imum static load will be checked. In the case that this verification highlights
structural problems, the lamination or the geometry must be reviewed to achieve a
positive static verification.

Fig. 2 Global multi-body model of XAM 2.0 (N)

Table 2 Suspension stiffness targets

Lower wishbone arm

kx
m ¼ 132:0N=ðmm � gÞ ky

m ¼ 338:4N=ðmm � gÞ kxy
m ¼ 93:0568N=ðmm � gÞ

Upper wishbone arm
ky
m ¼ 135:58N=ðmm � gÞ kz

m ¼ 73:36N=ðmm � gÞ kyz
m ¼ 66:37N=ðmm � gÞ
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In this way new components characterized by a extremely high stiffness/mass
coefficient with respect to the equivalent components in aluminum alloy of the
XAM 1.0 have been developed.

The target loads are obtained from the output of the step steer manoeuvre
(Fig. 3).

Application Point Fx [N] Fy [N] Fz [N]

1 –40 81 37
2 35 –340 912
3 188 –515 –1131

The Steep Steer Maneuver is used to evaluate the directional behavior and the
vehicle stability. It consists on moving the steering wheel to a pre-fixed position
instantaneously and keep that position for a period of time. Being defined those
inputs:

• Vehicle mass: m = 550 kg (400 kg [vehicle curb mass] + 2.75 kg
[passengers mass])

• Steering wheel input: d = 0 deg for t \ 0 s, d = 13 deg for t C 0;
• Lateral acceleration: ay = 0.4 g;
• Speed: V = 60 km/h;

Application 
Point

Fx [N] Fy [N] Fz [N]

1 -40 810 37

2 35 -340 912

3 188 -515 -1131

Fig. 3 Points analysis of the multi-body suspension model
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3 Topological Optimization

Before defining the component surfaces, it is necessary to understand the stress
flow on the component to define and optimize the geometry. Thanks to the
characteristics of the composites component design, it has been possible to gen-
erate complex shapes that has been matched with the mechanical requirements.

The first step of the design process was a topological optimization, through the
software Altair Hypermesh with Optistruct solver, that solves topological opti-
mization problems using the density method.

The results of the topological optimization highlights the areas where the load
concentration is greater erasing the zones where the material is not influenced from
the structural point of view.

Analyzing the optimization result, it is possible to obtain informations about the
element concentration of the component considering a defined load condition
which enables the geometry and the stiffness definition from the beginning of the
design phase.

First of all it was necessary to enclose the maximum area available for the
component optimization, that will be defined without interfere with the other
elements of the vehicle. Then are evaluated the fixed volumes that will not be
under study and will be reference points to apply the loads and constraints, in this
case, those are the wishbone bushings for the chassis attachment and the metallic
insert for hub assembly.

The different components are simulated with 3D elements to which an isotropic
elastic material has been assigned. Figure 4 shows an example of the verified
model results.

From the optimized model it is observed that the component present a greater
concentration of the elements on the upper and lower planes of the optimized area
close to the metallic insert. It is possible to observe also the presents of a well

Fig. 4 Surface design
workflow
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defined area that connects the two arms. Unconnected elements are present
between the bushing elements. From the information obtained from this analysis it
could be thought that the geometrical definition of the upper wishbone arm will be
a V shape suspension with a Sect. 1 on the arms with a curated interface between
the composite layers and metallic inserts.

4 Definition and Optimization of the Lamination

Once the wishbones external surfaces have been defined, a composite layer
thickness and orientation optimization has been run to define the lamination lay-
out. The optimization result shows a laminate thickness mapping that has been
taken into account to define the lamination process by highlighting the areas that
request a local reinforcement for stiffness reasons.

As a composite laminate is typically manufactured through a stacking and
curing process, certain manufacturing requirements are necessary in order to limit
undesired side effects emerging during this curing process[11]. For example, one
typical constraint for carbon fiber reinforced composites is that plies of a given
orientation cannot be stacked successively for more than 3 or 4 plies. This implies
that a design concept that contains areas of predominantly single fiber orientation
would never satisfy this requirement. Therefore, to achieve a manufacturable
design concept, manufacturing requirements for the final product need to be keep
into account during the concept design phase. For the particular constraint men-
tioned above, for instance, the design concept would offer enough alternative ply
orientations to break the succession of plies of the same orientation if the per-
centage of each fiber orientation is controlled. In order to consider these needs, the
following manufacturing constraints are made available for composite free-sizing:

• lower and upper bounds on the total thickness of the laminate,
• lower and upper bounds on the thickness of individual orientation,
• lower and upper bounds on the thickness percentage of individual

orientation,
• constant thickness of individual orientation,
• thickness balancing between two given orientations.

The first step to set the optimization process was to define the material prop-
erties. In order to be conservative, the lowest characterized composite material
properties are used, in our case a fabric of T300 Twill 2 9 2-200 g/m2 have been
selected.

The aim of the optimization process was to define the composite thickness that
would satisfy a load requirement by limiting the displacement with the minimum
mass. For that reason, the following control parameters are defined:

• x-displacement: in order to ensure a stiffness greater than the aluminum
wishbone the maximum value that can be reached during the
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optimization iteration was lower than the obtained during the aluminum
stiffness calculation.

• y-displacement: in order to ensure a stiffness greater than the aluminum
wishbone the maximum value that can be reached during the optimiza-
tion iteration was lower than the obtained during the aluminum stiffness
calculation.

• Mass: the purpose of the optimization process was to iterate with the
laminate thickness by controlling the displacement of a reference node to
obtain the minimum mass achievable.

The loads that will be the input of the lamination optimization calculation are
an overestimation of those obtained in the step steer manoeuver. This assumption
will lead to a stiffer results in the optimization process.

Once all the precedent steps are set it was possible to make the optimization
simulations and evaluate the thickness map of the carbon fiber layer for each
component.

The result obtained from the upper wishbone (Fig. 5) highlights that the most
loaded areas are the upper and lower surfaces, especially at the transition between
the metallic insert and the suspension arms. This result confirms that the pro-
duction process thought previously during the surface generation, is also the best
solution from the structural point of view, as unloaded areas will be split or glued.

Once the thickness optimization result model has been studied, the different
lamination sequences have been developed. In order to generate the different plies
and its correspondent on-plane development, the wishbone arm has been exported
to Catia ambient to manage better the surfaces.

In order to achieve a good load transfer among the different layers and make a
homogeneous lamination each composite orientation sequence is limited to a
single consecutive ply. Under this assumption, the general lamination has the
following sequence: 0, 45� and the reinforcement plies, if required.

The material selected to build up the suspension arms are a T300-2 9 2 Twill–
200 g/m2 for the general lamination and a high modulus unidirectional fiber M40
for the reinforcements.

Fig. 5 Element thickness of
the upper wishbone (mm)
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While the surfaces of the wishbone arms were split in order to define the
different plies that will compound the component, two main design aspects have
been taken into account. Firstly, one of the objectives of the surface split is to
follow as much as possible the 0� direction imposed on the FEM model with the
real composite fabric minimizing the warpage of the composite layer when it is
laminated.

Another important aspect regards the production process, it was always checked
the on-plane development of all the surfaces that define the lamination to ensure
that the plies designed could be obtained from the flat sheet of composite fabric.
This point has facilitated the production process as the surfaces are perfectly
defined for the automatic cutting machine and errors due to geometrical impre-
cision during lamination was minimized.

Figure 6 shows the first process sequence of the upper wishbone, the second
one is the same just repeated.

5 Material Comparison and Static Verification

In order to conclude the lamination design it was necessary to ensure the per-
formances of the pieces. For that reason a new FEM model of the wishbone arms
has been designed taking into account the predefined lamination and the technical
solution adopted for its production feasibility. Those modifications will reproduce
as much as possible the final component.

For the components verification, the FEM result calculation must be changed,
in this case the linear solver RADIOSS—Bulk Data Interface has been used.

Fig. 6 Lamination sequence for the upper wishbone
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Before analyzing the model and the results it would be convenient to overview
how composites are simulated in FEM language using the RADIOSS solver.

The plates and shells that define the 2D elements can be made of layered
composites in which several layers, also of different materials, (plies) are bonded
together to form a cohesive structure. Typically, the plies are made of unidirec-
tional fibers or of woven fabrics and they are joined together by a bonding medium
(matrix). In RADIOSS—Bulk Data composite shells, the plies are assumed to be
laid in layers parallel to the middle plane of the shell. Each layer may have a
different thickness and different orientation of fiber directions.

Classical lamination theory is used to calculate effective stiffness and mass
density of the composite shell. This is done automatically within the code using the
properties of individual plies. The homogenized shell properties are then used in
the analysis.

After the analysis, the stresses and strains in each layer and between the layers
can be calculated from the overall shell stresses and strains. Then these results
may be used to assess the failure indices of individual plies and of the bonding
matrix.

Analysis of composite shells is very similar to the solution of standard shell
elements. The primary difference is the use of the 2D property PCOMP property
card, instead of PSHELL, to specify shell element properties. From the ply
information specified on the PCOMP entry, RADIOSS—Bulk Data automatically
calculates the effective properties of the shell element.

After the analysis, the available results include shell-type stresses as well as
stresses, strains, and failure indices for individual plies and their bonding. These
results are controlled by the result flags on the PCOMP or entry and the usual I/O
control cards.

PCOMP defines the structure and properties of a composite lay-up which is then
assigned to an element. The plies are only defined for that particular property and
there is no relationship of plies that reach across several properties. Some remarks
are given below regarding the specifics of composite analysis:

• The most typical material type used for composite plies is MAT8, which
is a planar orthotropic material. The use of isotropic MAT1 (as the
aluminum used for bushes and inserts) or general anisotropic MAT2 for
ply properties is also supported. If MAT 1 or MAT2 would be integrated
inside the lamination, the stress limits in tension, compression and shear
must be defined in order to analyze the ply failure.

• While it is possible to specify ply angles relative to the element coor-
dinate system, the results become strongly dependent upon the node
numbering in individual elements. Thus, it is advisable to prescribe a
material coordinate system for composite elements and specify ply
angles relative to this system. The wishbone suspension arms present a
relative simplified geometry, so the ply angles will be relative to the arms
main direction. An accurate definition of the main direction must be
addressed at the transition zones, where the arms are linked, to ensure
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that no opposite directions will meet on two attached elements. A regular
and smooth transition of main directions is also a request to simulate the
wrapability of the composite fabric.

• Depending on the specific lay-up structure, the composite may be offset
from the reference plane of the shell element, i.e. to have more material
below than above the reference plane (or vice versa). In the case pre-
sented in this chapter, it was preferable to maintain the surfaces in
contact with the mold as reference as it is a well-defined geometry. By
considering the normal direction of the component surface in contact
with the mold inwards, the lamination sequence will follow the pro-
duction process. In this way it is easy to control and check the FEM
model.

• Stress results for composites include both shell-type stresses and indi-
vidual ply stresses. Importantly, shell-type stresses are calculated using
homogenized properties and thus only represent the overall stress-state in
the shell. To assess the actual stress-state in the composite, individual ply
results need to be examined.

For the analysis of the results for composite shell elements, a number of
composite-specific results are calculated. Due to the specific type of these results,
some explanation is given below in place regarding their meaning.

• Ply stresses and strains: classical lamination theory assumes a two-
dimensional stress-state in individual plies (so-called membrane state).
The values of stresses and strains are calculated at the mid-plane of each
ply, i.e. halfway between its upper and lower surface. For sufficiently
thin plies, these values can be interpreted as representing uniform stress
in the ply. Ply stresses and strains are calculated in coordinate systems
aligned with ply material angles as specified on the PCOMP card. In
particular, r1 corresponds to the primary ply direction, r2 is orthogonal
to it, and r12 represents in-plane shear stress.

• Inter-laminar stress: Inter-laminar bonding matrix usually has different
material properties and stress-state than the individual plies.

• Failure indices: To facilitate prediction of potential failure of the lami-
nate, failure indices are calculated for plies and bonding material. While
there are several theories available for such calculations, their common
feature is that failure indices are scaled relative to allowable stresses or
strains, so that the value of a failure index lower than 1.0 indicates that
the stress/strain is within the allowable limits (as specified on the
material data card), and a failure index above 1.0 indicates that the
allowable stress/strain has been exceeded. For this study the Tsai-Wu
theory of ply failure has been adopted, whose index is calculated using
the following equation:
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Under those statements, new FEM models have been generated to evaluate the
structural performances of the suspension wishbone arms. First of all the stiffness
component has been calculated with the loads of the step steering maneuver, and
after that the ply stresses, ply strain and failure index was calculated with the loads
coming from the step collision maneuver.

Before the final simulations a comparison between different composite prop-
erties would be done in order to understand the benefits of using one material
instead of another one. By maintaining the same properties and lamination

Fig. 7 Upper wishbone FEM model
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Kz/m 97.77 128.18 62.35 67.90 73.36

Kyz/m 92.62 128.18 59.85 65.07 66.37

0

50

100

150

200

250 UPPER WISHBONE PERFORMANCE 

K
, S

ti
ff

n
es

s 
[N

/m
m

·g
]

Ky/m Kz/m Kyz/m

Fig. 8 Performances comparison of upper wishbone in different materials
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sequence, only the material of the main fabric that defines the lamination has been
changed (Fig. 7).

The materials considered are: carbon fibers T300, carbon fiber T800, Basalt and
E-Glass all with the same epoxy resin. This comparison was done by comparing
the component stiffness calculated with the step steer forces and after that their
performances was evaluated with those of the previous upper wishbone arm done
in aluminum (Fig. 8).

It is easy to verify that the configuration with the lamination with T800 presents
the best performances. The lamination with T300 is the lighter and have better
performances than the previous arm in aluminum, but its performances are below
the T800 and this is not much heavier, so the solution that present the best
compromise is the wishbone arm done in T800 fabrics.

Once the lamination has been decided a final static calculation can be per-
formed to ensure the best mechanical characteristics of the component. For that
purpose, a simulation where the step steer forces have been increased to simulate a
fatal while driving. The results of those simulations will determine if the

Fig. 9 Composite failure of the upper wishbone arm (upper and lower shell)

Fig. 10 Static strain of the upper wishbone arm (upper and lower shell)
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suspension components are able for its use at the race. In Figs. 9 and 10 and the
results of the simulation are shown.

In the composite failure plot, it is possible to note that the component reacts
properly to the load applied as the maximum failure value is 0.14, far below the
maximum admissible 1. The strain and stress plots highlight the structural
behavior of the component. The upper shell, that contains the metallic inserts
reacts to the loads applied while the lower shell acts only as a cover.

After that verification it could be concluded that the lamination is ready to
production. In Fig. 11 the production sequence of the upper wishbone is shown.

Fig. 11 Production sequence of upper wishbone

Fig. 12 The solution in aluminum on XAM 1.0 (on the left) and solution in carbon fiber on
XAM 2.0 (on the right)
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6 Conclusions

After the production the new system has been assembled to the XAM 2.0 urban
prototype (Fig. 12) and made available to make track test and to participate in the
Future Car Challenge 2012 in the UK.

The final solution does not present a relevant weight reduction, just a 5 % on
the final wishbones, but in terms of stiffness increasing there was an average
increase of 78 %, which gives the urban prototype a good dynamic performance
take into account the target.

The evolution of this work will be to verify the reliability of the FEM model
with experimental validation on the wishbones. Furthermore, we need to think
about a different architecture of suspension to use better the composite properties,
because the composite materials work in proper conditions if large and smooth
surfaces are used, as the fibers could be aligned perfectly and the stress concen-
tration points are reduced (Tables 3 and 4).
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Developing and Optimization Models
for Multi-mechanical Properties
of Dissimilar Laser Welding Joints

Ezzeddin Anawa and Abdulghani Olabi

Abstract Demands placed on dissimilar metals joints have increased from various
viewpoints, such as, environmental concerns, energy saving, high performance,
cost saving and so on. The aim of this manuscript is to predict and optimize laser
welding of some economically important dissimilar materials in industry through
applying a Taguchi orthogonal array design as a design of experiment (DOE)
approach to design the experiments, develop mathematical models and optimize
the welding operation. This was achieved by controlling selected welding
parameters; laser power, welding speed and focus position, to relate the
mechanical properties and weld bead geometry to the selected input welding
parameters. The dissimilar materials studied in this work were low carbon steel
and stainless steel. For the studied dissimilar welded material, mathematical
models were developed to predict the required responses. Furthermore, the study
of dissimilar were optimized by determining the best combinations of input pro-
cess parameters in order to produce an excellent weld quality.

Keywords Design of experiments � Taguchi approach � Mechanical properties

1 Introduction

Laser welding is one of the most recent welding techniques available to industry.
CO2 laser beam welding with a continuous wave is a high energy density and low
heat input process. The result of this is a small heat-affected zone (HAZ), which
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cools very rapidly with very little distortion, and a high depth-to-width ratio for the
fusion zone [1].

Joining low carbon steel (white ferrite), with 316 stainless steel (black austenite)
is known as black and white joints. These dissimilar joints are based on both
technical and economical aspects, because they can provide satisfactory service
performance and reasonable cost savings [2]. Joining ferritic low carbon steel is
faced with the problem of coarse grains in the weld zone and heat affected zone of
fusion welds and consequent low toughness and ductility due to the absence of phase
transformation [3]. Joining ferritic low carbon steel to austenitic stainless steels is
considered to be a major problem due to the difference in their thermal expansion
coefficients, which may lead to crack formation at the interface, formation of hard
zone close to the weld interface, relatively soft regions adjacent to the hard zone;
large hardness difference of a hard and soft zones and the expected differences in the
microstructure may lead to failures in service [4–6]. Recently, laser beam welding
has received more attention for joining F/A [7, 8]. Hence, CO2 laser welding may be
a possible solution for this problem. Furthermore, the performance of the welded
components in real life is sensitive to the service temperature. The welded com-
ponents become very tough as the surrounding temperature decreases or vice versa.
Hence, the most important mechanical property in this case is the impact strength
[9]. Design of experiment (DOE) and statistical techniques are in massive use to
optimize process parameters. Many researches were conducted to identify the
optimal process input parameters [10–13].

In the present study, Taguchi’s method is used to determine the influence of the
laser welding input parameters (laser power, welding speed, gap between the
jointed plates, and focus positions) on the some mechanical properties (tensile
strength and impact strength). The emphasis is focused on the optimization of
welding parameters combination, in order develop and to maximize both the
tensile strength and impact strength.

2 Experimental Work

The materials selected to be joined by CO2 laser welding and subjected to this
study were stainless steel 316 and low carbon steel AISI 1008 cold drawing. The
thicknesses of the used plates were 3 mm while the length and width of the plates
was 160 9 80 mm.

Chemical composition and mechanical properties of the materials are exhibited
in Tables 1 and 2. Butt joints were used to joint two abutting members lying
approximately in the same plane. The plate’s edges were well prepared to guar-
antee the full contact between the plates along the welding line during the butt-
welding. A fixture was used to clamp the plates during the welding.

Pilot experiments of laser welding were carried out to determine the practical
operating range of selected laser welding parameters [laser power (P), welding
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speed (S), focus position (F) and gape between jointed plates (G)] and visual
inspections for the joints were applied in order to produce acceptable quality.
Argon gas was used as a shielding gas without any preheating or post heating
treatments. Taguchi approach using L16 was carried out using the Design Expert 7
software. The welding input variables used are as presented in Table 3. The
experiments were run in random order.

Table 1 Chemical composition of the joined materials (wt%)

Material C Si Mn P S Cr Ni Nd Mo Fe

AISI 1008 0.093 0.027 0.21 0.001 0.005 0.043 0.065 0.024 0.006 Bal.
SST316 0.048 0.219 1.04 0.013 0.033 18.028 10.157 0.098 1.83 Bal.

Table 2 Mechanical properties of the materials

Grade Tensile strength
(MPa)

Yield strength
(MPa)

Elongation
(%)

Hardness brinell
(HB), max

Elastic modulus
(GPa)

AISI
1008

340 290 20 95 190

SST316 485 170 40 217 193

Table 3 The Taguchi design matrix with the actual values of the studied welding parameters and
welding pool geometry, mechanical tests results and cost per meter welding calculations

Std. Run P (kW) S (mm/min) F (mm) G (mm) Impact St. (J) Tensile St. (MPa)

1 9 1.00 200 -1.00 0.00 33 757
2 8 1.00 533 -0.67 0.05 30 643
3 10 1.00 867 -0.33 0.1.0 27 603
4 16 1.00 1200 0.00 0.15 16 559
5 11 1.15 200 -0.67 0.10 33 731
6 4 1.15 533 -1.00 0.15 31 659
7 1 1.15 867 0.00 0.00 26 617
8 3 1.15 1200 -0.33 0.05 4 544
9 15 1.30 200 -0.33 0.15 31 835
10 2 1.30 533 0.00 0.1 37 629
11 14 1.30 867 -1.00 0.05 35 692
12 13 1.30 1200 -0.67 0.00 7 613
13 5 1.45 200 0.00 0.05 31 842
14 6 1.45 533 -0.33 0.00 37 710
15 12 1.45 867 -0.67 0.15 16 646
16 7 1.45 1200 -1.00 0.10 12 570
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3 Results and Discussion

3.1 Development of a Mathematical Model for Tensile
Strength

The experiments were carried out according to the design matrix given in Table 3.
They were performed in random order to avoid any systematic error. The notched
tensile strength ‘NTS’ samples were tested at room temperature 20 �C. Each
tensile test result listed in Table 3 is an average of at least three or more samples.

3.1.1 Analysis of the Results

The raw data, the average tensile strength and the S/N ratio of the tensile test
results are shown in Table 3. The average result of tensile strength and S/N ratio of
the tensile test results are plotted for each of the welding parameters in Fig. 1. The
average NTS tests appear to be mainly affected by the welding speed and laser
power as shown in Table 4. The rank 1 in Table 4 indicates that speed has a
stronger effect on the process followed by rank 2, power, which has also a strong
effect, while rank 3 for gap parameter has less on the process. The minimum affect
on the process, at rank 4, the focus position, has an insignificant effect on the
process. To analyze the effects of the welding parameters in detail, analysis of
variance (ANOVA) was conducted; these results are shown in Table 5.

In the ANOVA Table 5, the Fv is used to test the significance of a factor by
comparing model variance with the residual (error) variance, which is calculated
by dividing the model mean square by the model residual mean square. A high Fv

value for a parameter means that the effect of the parameter on the characteristics
is large. The result in Table 5 shows that the highest Fv value in the process was
obtained for speed ‘S’ equal to 58.61. The Fv value for the laser power ‘P’ was
equal to 5.54, which indicates that the laser power has a relatively low effect on the
process. ‘‘Adequate precision’’ compares the range of the predicted values at the
design points to the average prediction error. For this model it was equal to 15.506,
as shown in Table 5. The same table also shows the other adequacy measures R2

and Adjusted R2. All the adequacy measures indicate that an adequate model has
been obtained. The final mathematical models for predicting the tensile strength of
dissimilar F/A joint in terms of coded factors and actual factors as determined by
the Design Expert software are shown below in Eqs. (1) and (2).

Final Equation in Terms of Coded Factors:

Tensile Strength ¼ 665:63þ 31:35P� 102:00S ð1Þ

Final Equation in Terms of Actual Factors:
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Tensile Strength ¼ 637:74þ 139:33P� 0:20S ð2Þ

Figure 2 shows the actual response versus the predicted response for NTS.
From this figure, it can be seen that the model adequately describes the response
within the limits of the factors being investigated herein, as the data points are
close to the diagonal line. Furthermore, three extra confirmation experiments were
carried out using different test conditions, which are presented in Table 6 along
with the resulting percentage error. It can be noticed that the NTS value obtained
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Fig. 1 The effect of the laser welding parameters on the tensile strength and S/N ratio

Table 4 Shows the tensile strength response for S/N Ratio

Levels 1 2 3 4 Delta Rank

P 640.50 637.75 692.25 692.00 54.50 2
S 791.25 660.25 639.50 571.50 219.75 1
F 669.50 658.25 673.00 661.75 14.75 4
G 674.25 680.25 633.25 674.75 47.00 3

Table 5 ANOVA for selected factorial model

Source Sum of squares df Mean square Fv value p-value Prob. [ Fv

Model 1.0E + 005 2 50608.1 32.07 \0.0001 Significant
P 8736.20 1 8736.2 5.54 0.0350
S 92480.00 1 92480.0 58.61 \0.0001
Residual 1.2E + 005 13 1577.8
Cor. Total 43858 15
R2 = 0.8315 Adeq. Precision = 15.506
Adj. R2 = 0.8056
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after laser welding is greater than the base metals value, especially when compared
to low carbon steel side.

3.1.2 Effect of Process Parameters on the Response

Welding Speed It can be seen that the welding speed is the most significant factor
associated with the response, as shown in Fig. 1. The highest tensile strength value
(842 MPa) was observed to be at a speed of 200 mm/min. It is evidence that by
increasing welding speed with or without changing focus position the response
would decrease. Figure 3 shows a 3D graph of the effect of P and S on the
response at F = –0.5 mm and G = 0.075 mm.

Laser Power It is evident from the results that the laser power also has a strong
effect on the tensile strength of the laser-welded joint, as shown in Fig. 1. It is clear
that the higher welding speed laser power resulted in a higher response value, due
to the fact that using high laser power increases the power density. This leads to
more penetration resulting in an improved response.

Gap Parameter The result in Fig. 1 indicates that the stronger effect is at 0.1 mm.
Focus Point Position The results indicate that the focus point position has no

obvious effect on the response within the parameter range domain applied.
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Fig. 2 Predicted versus
actual for notched tensile
strength NTS, MPa

Table 6 Confirmation experiments of the responses compared with model results

Exp. No P (kW) S (mm/min) F (mm) G (mm) Tensile strength (MPa) Ej j (%)

Actual Predicted

1 1.30 304 –0.33 0.129 802 756 6.1
2 1.37 1119 –0.61 0.141 579 600 3.5
3 1.00 236 –0.04 0.146 754 729 3.4
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3.2 Development of the Mathematical Model for Impact
Strength

The experiments were carried out according to the design matrix given in Table 3.
They were performed in random order to avoid any systematic error. The standard
impact samples were tested at room temperature 20 �C. Each impact tested result
listed in Table 3 was an average of at least three or more samples. From the impact
test it was noted that fracture generally occurred in HAZ or base metal (low carbon
steel side) which indicates that the produced joints were stronger than the low
carbon steel plate.

The Taguchi method using the statistical software ‘‘Design-expert 7’’ was
applied for designing the experiments, analyzing and optimizing the experimental
data. Regardless of the category of the quality characteristic, a larger S/N ratio
corresponds to a better quality characteristic. Therefore, the optimal level of the
process parameters is the level with the highest S/N ratio. In this study, the S/N
ratio was chosen according to the criterion the-bigger-the-better, in order to
maximize the impact resistance. The Taguchi experiment results are presented in
Table 7 was exhibited in Fig. 4. From the obtained result, it is obvious that the
impact resistance is mainly affected by the welding speed and focal position, while
the laser power and gap have less affect on the response as shown in Table 7 and
exhibited in Fig. 4. The rank 1 in Table 7 indicates that the welding speed has a
stronger effect on the process followed by rank 2 which indicates that the focal
position parameter also has a strong effect on the process. Rank 3 in the Table
indicates that the laser power parameter has less effect on the process. Rank 4 in
the same Table indicates that the gap parameter has a minimal effect.

Furthermore, a statistical analysis of the variance (ANOVA) is performed and
presented in Table 8 to see which process parameters are statistically significant.
The optimal combination of the process parameters can then be predicted. The

1  
1.1125  

1.225  
1.3375  

1.45  

200
450

700
950

1200

530  

598  

665  

733  

800  

T
en

si
le

 S
tr

en
gt

h 
 

P, kW  
S, mm/min

Fig. 3 3D graph of the effect
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result shows that the highest Fv value obtained is 156.46 for the welding speed, but
the focus and gap parameters Fv values were equal to 0.842 and 11.095 respec-
tively which means that gap and focus have less effect on the process. The lowest
Fv value was 0.360 for laser power this is due to effect of the gap parameter on the
process. The same table shows also the other adequacy measures R2, Adjusted R2

and Adequate precision. All the adequacy measures indicate that an adequate
model has been developed. The final mathematical models in terms of actual
factors are shown below in Eqs. (3) and (4).

Final Equation in Terms of Coded Factors:

Impact Strength ¼ 29:44þ 0:43P� 16:19S� 0:64F � 2:73G� 7:58PF
� 3:96PGþ 3:90FG� 12:21S2 þ 5:02F2: ð3Þ

Final Equation in Terms of Actual Factors:

Impact Strength ¼ 48:73� 14:17Pþ 0:04Sþ 93:50F þ 303:29G� 67:36PF
� 234:94PGþ 103:88FG� 4:89E� 005S2 þ 20:069F2

ð4Þ

Table 7 Impact strength response for S/N ratio

Levels 1 2 3 4 Delta Rank

P 28.1969 25.2967 27.2425 26.7335 2.9002 3
S 30.0775 30.5636 28.0192 18.8093 11.7542 1
F 28.1666 25.2664 25.6220 28.4146 3.1482 2
G 26.7785 25.7119 27.9840 26.9952 2.2721 4

Fig. 4 Exhibited the effect of the laser welding parameters on the impact strength and S/N ratio
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Finally, confirmation experiments were conducted to verify the optimal process
parameters obtained from the design. They are presented in Table 9.

3.2.1 Model Validation

This step is to predict and verify the improvement of the response using the
optimal level of the welding process parameters. Figure 5 shows the relationship
between the actual and predicted values of impact strength. This figure indicates
that the developed model is adequate because the residual in prediction of response
is negligible, since the residuals tend to be close to the diagonal line. It could be
concluded that the model developed can predict the response with a very small
error. Furthermore, to verify the satisfactoriness of the developed models, three
confirmation experiments were carried out using new test conditions at optimal
parameters conditions, obtained using the design expert software. Table 7 sum-
marizes the experiments conditions, the actual experimental values, the predicted
values and the percentages of error. It could be concluded that the developed
model can predict the response with a very small error. Impact strength was greatly
improved through this optimization.

Table 8 ANOVA for impact strength response model

Source Sum of squares df Mean square Fv value p-value prob. [ Fv

Model 1706.427 9 189.603 49.801 \0.0001 Significant
P 1.369 1 1.369045 0.360 0.5707
S 595.688 1 595.6877 156.462 \0.0001
F 3.206 1 3.205679 0.842 0.3942
G 42.242 1 42.24206 11.095 0.0158
PF 63.444 1 63.44368 16.664 0.0065
PG 65.112 1 65.1117 17.102 0.0061
FG 53.352 1 53.35217 14.013 0.0096
S2 384.933 1 384.933 101.106 \0.0001
F2 79.507 1 79.50665 20.883 0.0038
Residual 22.843 6 3.807228
Cor. Total 1729.270 15
R2 = 0.9868 Adeq. Precision = 22.691
Adj. R2 = 0.9670

Table 9 Confirmation experiments of the responses compared with model results

No. P S F G Impact strength Errorj j
(%)

Actual Predicted

1 1 906 0 0.15 39 37 4.9
2 142 963 –1.00 0 42 40 4.9
3 1 886 0 0.15 37 38 3.3
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3.2.2 The Effect of the Parameters on the Response

The impact strength of dissimilar joints between stainless steel and low carbon
steel was measured and plotted in 3D in Fig. 6; which shows that the welding
speed parameter and laser power effect on the process at focus equal –0.5 mm and
gap distance equal 0.75 mm.

Welding Speed The signal-to-noise (S/N) ratio analysis and ANOVA analysis
indicates that the welding speed parameter has the most significant effect on the
process. The increase in welding speed, leads to decreases in impact strength.

Focusing Position This factor has a strong effect on the response as it is
indicated in S/N ratio analysis and ANOVA analysis. The focus parameter in this
study interacts with the laser power parameter and influences its affect on process.

Laser Power In presence of the effect of focus and the gap parameters in the
welding process the laser power parameter has an insignificant effect.

Gap Width Between the Welded Plates The presence of gap between jointed
plates is an important factor to decrease the residual stresses resulting from heat
input due to the welding process particularly when joining dissimilar materials. In
this study, signal-to-noise (S/N) ratio analysis and ANOVA analysis indicates that
the gap parameter has a strong effect on the process.

To compare the effect of all the considered welding parameters on the impact
strength at a midpoint point position in the design space, a perturbation plotted is
exhibited in Fig. 7. The response is plotted by changing only one factor over its
range while holding of the other factors constant.
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4 Models (Multiple–Response) Optimization

The numerical multiple-response optimization criterion is to reach maximum
tensile strength and maximum impact strength with minimizing laser power and
maximizing welding speed while focus position was kept in range.

In first optimization criteria all the parameters received the same importance
(+++) and same weight (1) as per the software default. In the second criteria a
different weight was assigned for each parameter as presented in Table 10, while
the importance for each parameter was kept same as (+++). The importance was
changed for welding parameters in the third criteria while the weight was the same
as per the soft ware default. All the decided welding optimization criteria and the
resultant optimizations are presented in Table 10. The result presented in the
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Table 10 at each criterion is selected from one of ten or more different optimum
result calculated by the software.

The effect of changing the criteria on the optimization result is obvious in
Table 10. For example by applying in the third criteria the tensile strength value
will reach up to 633 MPa while if applying the second criteria it will be around
657 MPa. If the target is only to maximize the tensile strength regardless of the
other parameters then the response value will be greater than the received values
and this is true for each response individually optimized.

Impact strength was affected by changing the optimization criteria; its value is
between (37–44 J) depending on its assigned weight and importance it received in
each criterion. Also, the welding speed is relatively high, in range of
(848–943 mm/min), in the optimization criteria which leads to increased pro-
duction rate.

5 Conclusion

Ferrite/Austenite joints are a popular dissimilar metal combination in many
applications. Therefore, exploitation of new processes for producing them is of
interest to several industrial sectors. The following points can be concluded from
this study:

1. By means of a Design of Experiment inspired by the Taguchi approach, it is
possible to achieve the best operating parameter window and then develop
models to control the welding parameters.

2. Successful welding can be achieved on butt stainless steel—low carbon steel
joints using CO2 laser welding. Using laser welding improves the mechanical
properties and produce a narrow HAZ.

Table 10 Three optimization criteria with the optimization results using numerical multiple-
response

Welding
parameters

P S F G Impact
resistance

Tensile
strength

D*.

Goal Min. Max. In range In range Max. Max.
Criteria Wt.* Imp.* Wt. Imp. Wt. Imp. Wt. Imp. Wt. Imp. Wt. Imp.
First criteria 1 +++ 1 +++ – – – – 1 +++ 1 +++
Result 1.01 897 0.00 0.15 37.3 595 0.686
Second criteria 0.5 +++ 5 +++ – – – – 5 +++ 5 +++
Result 1.388 848 –1.00 0.00 44 657 0.351
Third criteria 1 + 1 +++ – – – – 1 +++

++
1 +++

++
Result 1.34 943 –1.00 0.00 37.3 633 0.671

Imp.* = Important, Wt* . = Weight, D.* = Desirabili
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3. All the models developed for the considered stainless steel—low carbon steel
joints can adequately predict the response within the factors domain.

4. Focus position and the gap between the jointed plates have a strong effect on
impact strength while laser power has an insignificant effect on the impact
strength.

5. The laser welded joint of F/A is stronger than both base metals.

Acknowledgement The authors wish to thankful Mr. Johnson Martin and Benghazi University
for their support and assistance.
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The Effect of Strain Hardening
in Stainless Steels Submitted
to Nitriding Treatment

Mariana Zicari di Monte, Jan Vatavuk, Antonio Augusto Couto
and Nelson Batista de Lima

Abstract The present study shows an evaluation of the effects of strain hardening
on the kinetics of the nitriding thermochemical treatment in alloyed ferritic stain-
less steels AISI 430 and AISI 439 for different degrees of plastic deformation. The
processes of application of the gas nitriding, in salt baths and plasma were per-
formed on these alloys. The layer thickness was larger for the process of nitriding
gas. Note also that the nitrogen concentration reduces with the depth of the nitrided
layer as it comes near to the base metal. On the other hand, carbon is pushed inside
of the sample, promoting decarburization in the region enriched in nitrogen and an
accumulation in the regions just below to the nitride layer. In general, note that the
ferritic matrix (Fe–Cr) and the formation of chromium nitride (CrN) in samples of
AISI 430 and AISI 439 which suffered plasma nitriding and gas. In addition to
this compound, it was possible to identify the presence of Fe4N and Fe3N. In the
samples of AISI 430 and AISI 439 nitrided in salt baths, it can be observed that the
nitrided layer consists in the ferritic matrix (Fe–Cr) with predominance of pre-
cipitates (FeCr)2N and without presence of peaks of CrN.
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1 Introduction

The Stainless steels are known for their corrosion resistance. However, they have
low hardness around 150 HV, preventing its application in situations that require
wear resistance [1]. Thus, studies have been done looking for alternatives for
changing the surface properties of these steels without compromising other
properties such as corrosion resistance. An alternative that has been studied is the
thermochemical process known as nitriding. The three main methods of nitriding
are: gas nitriding, salt bath and plasma. The nitriding process, regardless of its
method of process, increases the hardness of these steels by promoting higher wear
resistance due to the formation of precipitates nitrides [2].

The nitriding offers as main advantage of their low application temperature in
the range of 500–590 �C [3, 4], that no phase change is taking place during the
process. Furthermore, the nitriding process does not require high cooling rates,
resulting in minimal dimensional variation and little change of the mechanical
properties of the core part [5]. The ferrous material in the nitriding thermochemical
treatment will produce distinct regions, from the surface and in the depth order: a
zone called ‘‘white layer’’ composed of micro constituents e (Fe2-3N) and
c0(Fe4N), present only in some processes of nitriding, diffusion zone, transition
zone (between the diffusion zone and the core material) and core material [6].
While for the alloy steels, the composite layers contain in addition to iron nitrides
e and c0, nitrides of alloying elements, such as Cr2N and CrN.

The Stainless steels have been studied extensively as well as the nitriding
processes. However, the effects of modifications of these steels by work hardening
and the influence on the kinetics of formation of the nitrided layer are not suffi-
ciently exploited. Therefore, this study aims to investigate the effects of the degree
of plastic deformation in the process of nitriding of stainless steel with crystal
structure predominantly ferritic.

2 Materials and Methods

In the present study, there were used rolled sheets and annealed ferritic stainless
steels AISI 430 and AISI 439. Table 1 shows the nominal chemical composition
performed by atomic absorption spectrophotometry on a sample of each steel used
in this work. The stabilization of AISI439 with Ti and Nb allows being welded
without the occurrence of embrittlement. The chromium content of the steel AISI
439 is larger than the AISI 430. Tensile specimens were prepared and deformed in
a universal testing machine MTS 810. The test specimens were submitted to
different degrees of cold plastic deformation: 0 (annealed), 5, 10, 20 and 30 %.
Each stainless steel plate with 1.5 mm of thickness was shared into four samples
as Fig. 1, with one of the samples was maintained and the others were nitrided.
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An undeformed sample was also submitted to nitriding along with the deformed
samples.

The specimens after undergoing plastic deformation were submitted to three
different nitriding processes. Samples were nitrided under the following
conditions:

Samples 1: Preserved for the initial state before nitriding;
Samples 2: Preserved for the initial state before nitriding;
Samples 3: Plasma nitriding at 480 �C for 10 h;
Samples 4: Liquid nitriding at 540 �C for 2 h.

For the characterization of the nitrided samples, the following analysis tech-
niques were used to: microhardness profile, characterized by optical microscopy
and scanning electron, thickness measurement of the nitrided layer, curves of
nitrogen and carbon, determining the phases identified by X-ray diffraction and
bending until fracture.

The preparation of metallographic specimens consisted of conventional tech-
niques of sanding, polishing and etching with 5 % of Nital. The Vickers microh-
ardness profile was achieved for each 20 lm from the surface of the sample. The
thickness of the nitrided layer was determined by measuring at three different regions
along the nitrided layer. The semi quantitative analysis of nitrogen and carbon from
the surface of the sample was obtained in a scanning electron microscope (SEM)
coupled to a detection system for energy dispersive X-ray spectroscopy (EDS) and
wavelength dispersive X-ray spectroscopy (WDS). The analysis of the phases

Table 1 Chemical composition of ferritic stainless steel AISI 430 and AISI 439, nominal and
obtained by Atomic Absorption Spectrophotometry

AISI %C %Mn %Si %P %S %Cr %Ni %Ti

Nominal chemical composition
430 min – – – – – 16.0 –

max 0.12 1.00 1.00 0.04 0.03 18.0 0.75
439 min – – – – – 17.0 –

max 0.07 1.00 1.00 0.04 0.03 19.0 0.5
Chemical composition obtained by atomic absorption spectrometry
430 0.22 16.8 0.21
439 0.12 18.2 0.18 0.10

Fig. 1 Scheme of section of
the test specimen for
obtaining samples to be
nitrided
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identified by X-ray diffraction was performed by using ka radiation of copper
(k = 0.1542 nm), graphite monochromator, with a range of 20–80� and a speed of
1�/min. For a better understanding of the fracture mechanisms, bending tests of the
samples until fracture and subsequently SEM analyses was carried out.

3 Results and Discussion

By optical microscopy were analyzed the microstructure of alloys samples AISI
430 and AISI 439 without going through the process of nitriding. This analysis did
not observe the presence of cracks in the original samples and also in samples with
plastic deformation. Figures 2, 3 and 4 correspond respectively to the micrographs
of representative samples of AISI 430 stainless steel nitrided in liquid, gas and
plasma obtained by light microscopy. No significant difference was observed in the
nitrided layer due to the degree of plastic deformation. Due to that, micrographs of
samples are shown for each steel and nitriding process without plastic deformation
and with 20 % of plastic deformation. Likewise that was shown for the steel AISI
430, Figs. 5, 6 and 7 display the micrographs of representative samples of AISI
439 stainless steel nitrided in liquid, gas and plasma and achieved by light
microscopy.

In the samples of ferritic stainless steels AISI 430 alloy, it is observed that the
grains are shown in the lower range from 5 to 10 lm. In the samples of ferritic
stainless steels AISI 439 alloy, it is noted that the grains presented to be higher than
those of alloy AISI 430. The microhardness of the materials after strain hardening
and before nitriding showed values of 150 HV to 220 HV in the degree of plastic
deformation of 30 %. The response of stainless steel to the nitriding process is very
relevant, since it is starting from steel with about 150–220 HV, the hardness
achieved in the nitride layer can reach values of the order 1,000–1,100 HV.

Fig. 2 Micrographs of ferritic stainless steels samples gas nitrided AISI 430 a without plastic
deformation and b 20 % of plastic deformation
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Fig. 3 Micrographs of ferritic stainless steels samples liquid nitrided AISI 430 a without plastic
deformation and b 20 % of plastic deformation

Fig. 4 Micrographs of ferritic stainless steels samples plasma nitrided AISI 430 a without plastic
deformation and b 20 % of plastic deformation

Fig. 5 Micrographs of ferritic stainless steels samples gas nitrided AISI 439 a without plastic
deformation and b 20 % of plastic deformation
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This hardness value is in the same range of magnitude found in some tool steels. The
optical micrographs of AISI 430 showed a clearer area and another darker in the
nitrided layer. The microhardness measurements on samples of AISI 430 stainless
steel nitrided after the nitriding process indicated that the lighter area is slightly
greater than the hardness of the darker region.

The graphs of Figs. 8 and 9 show the results of microhardness profiles obtained
from the surface toward the core relating to the gas nitriding process of steel
samples AISI 430 and AISI 439 plastically deformed to different degrees. It is
noticed a behavior typical of nitriding with high hardness in regions close to the
surface (nitrided layer) with subsequent fall of hardness due to decreased of
nitrogen concentration in the layer. A similar behavior can be observed in the
process of salt bath nitriding and plasma as presented in the graphs of microh-
ardness profiles in Figs. 10, 11, 12 and 13.

Fig. 6 Micrographs of ferritic stainless steels samples liquid nitrided AISI 439 a without plastic
deformation and b 20 % of plastic deformation

Fig. 7 Micrographs of ferritic stainless steels samples plasma nitrided AISI 439 a without plastic
deformation and b 20 % of plastic deformation
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Fig. 8 Microhardness profile
of AISI 430 previously strain-
hardened and gas nitrided

Fig. 9 Microhardness profile
of AISI 439 previously strain-
hardened and gas nitrided

Fig. 10 Microhardness
profile of AISI 430 previously
strain-hardened and salt bath
nitrided

Fig. 11 Microhardness
profile of AISI 439 previously
strain-hardened and salt bath
nitrided
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The differences between the three nitriding processes are related to the thick-
nesses of nitrided layers, as seen from Table 2. The gas nitrided samples, both
ferritic stainless steel type AISI 430 and AISI 439, showed the highest layer
thickness in relation to other nitriding processes due to the used higher temperature
(570 �C). The results obtained indicate that the cold plastic deformation does not
influence the hardness of the nitrided layer on any of the three processes studied.
This fact can be related to the temperature of nitriding processes that provides a
recovery of the material structure, thereby rearranging and annihilating most of the
dislocations generated by the plastic deformation.

Fig. 12 Microhardness
profile of AISI 430 previously
strain-hardened and plasma
nitrided

Fig. 13 Microhardness
profile of AISI 439 previously
strain-hardened and plasma
nitrided

Table 2 Nitrided layer thickness due to different nitriding processes of samples of steel AISI 430
and AISI 439 previously deformed plastically

Nitriding-AISI 0 % 5 % 10 % 20 % 30 %

Gas-430 93.9+/-0.96 95.8+/-1.54 96.8+/-0.19 93.4+/-0.19 92.8+/-0.96

Gas-439 83.9+/-0.96 84.4+/-0.96 81.7+/-1.67 84.0+/-1.15 83.4+/-0.30

Liquid-430 37.2+/-0.96 39.5+/-0.85 35.6+/-0.96 35.6+/-0.96 35.1+/-0.19

Liquid-439 39.9+/-0.19 48.9+/-0.96 49.4+/-0.96 49.4+/-0.96 48.3+/-1.67

Plasma-430 56.4+/-0.38 56.1+/-0.96 53.1+/-0.38 61.8+/-0.19 59.4+/-0.96

Plasma-439 47.2+/-0.96 45.6+/-0.96 43.9+/-0.26 42.8+/-0.96 45.4+/-0.96
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The concentration profiles of nitrogen and carbon from the surface of the gas
nitrided samples of steels AISI 430 and AISI 439 were determined by an X-ray
spectrometer for wavelength coupled to a scanning electron microscope and they
are presented in Figs. 14 and 15. The nitrided layer of ferritic stainless steel AISI
430 gas nitrided has an average content of N around 1.8 % reaching the range of
carbon content of 1 % and the sample of ferritic stainless steel AISI 439 gas
nitrided presents an average content of N around 2.5 % with a peak for carbon
content of approximately 1 %.

The steels of this study have a maximum carbon content of 0.07 % by weight
for the alloy AISI 430 and 0.12 % for the AISI 439 and the gas and plasma
nitriding processes are free of carbon with the exception of salt bath nitriding
process. Thus, it can be concluded that probably a decarburization in the diffusion
region with the nitrogen occurred and those carbon atoms will diffuse to regions
below to the nitrided layer, creating a region with a higher concentration of carbon.
The continuous diffusion of nitrogen and residual stresses transformation are
responsible for redistribution of carbon whereas carbon atoms, initially in the
matrix, diffuse to regions free of stresses, toward the front of nitriding, leading to

Fig. 14 Concentration
profile of Nitrogen and
Carbon in relation to the
depth of the gas nitrided layer
of steel AISI 430

Fig. 15 Concentration
profile of Nitrogen and
Carbon in relation to the
depth of the gas nitrided layer
of steel AISI 439
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decarburization of the surface and the generation of a region rich in carbon before
nitriding.

The analysis of the samples by X-ray diffraction was performed in an effort to
determine the phases present along to the surfaces nitrided under different con-
ditions. Before the nitriding process, the X-ray diffractograms of samples AISI 430
and AISI 439 had peaks of the ferritic matrix. Other aspect of such diffractograms
is the existence of preferential orientation differentiated between the two steels.
This behavior is most likely related to this crystallographic texture derived from
different final processes to obtain these plates: cold rolling for steel AISI 430 and
hot rolling for steel AISI 439. Figures 16, 17, 18, 19 and 21 show X-ray dif-
fractograms of samples of ferritic stainless steel AISI 430 and AISI 439 after
nitriding, identifying the present phases.

In general, the spectra of X-ray diffraction indicate the presence of the phase a
(Fe–Cr) for all conditions analyzed in this study, as well as the generation of
chromium nitride (CrN) for the samples that underwent plasma and gas nitriding
processes. Figures 16 and 17 show the spectra of X-ray diffraction where it is
possible to identify the ferrite matrix (Fe–Cr) with precipitates of chromium
nitride (CrN) and the presence of peaks Fe4N (c0-face centered cubic) for the steels
AISI 430 and AISI 439 and Fe3N (e-hexagonal compact) only for the steel AISI
430. Comparing the results of X-ray diffraction of the steels AISI 430 and AISI
439 gas nitrided (Figs. 16 and 17) with the respective micrographs observed by
optical microscopy (Figs. 4 and 5), it can be noticed that the steel AISI 439 does
not display significant presence of the dark phase. The diffractogram presents a
ferritic matrix (Fe–Cr) with precipitates rich in chromium nitride (CrN) and
presence of peaks of Fe4N precipitates. Unlike that observed in steel AISI 439, the
AISI 430 shows a predominance of both the dark phase as clear, with the dif-
fractogram showing the presence of peaks of Fe4N and Fe3N precipitates.
Therefore, it is understood that the dark region would be composed of Fe3N

Fig. 16 X-ray diffractogram
of steel AISI 430 gas nitrided
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precipitates, since only the diffractogram of the AISI 430 stainless steel showed
the presence of this Fe3N precipitate.

Figures 18 and 19 show the phases identified by X-ray diffraction of the sample
nitrided in a bath of salts. It can be noted that the nitride layer consists of a ferritic
matrix distribution (Fe–Cr) with a predominance of (FeCr)2N precipitates and
peaks without the presence of chromium nitride (CrN). Figures 20 and 21 show the
phases identified by X-ray diffraction in plasma nitrided samples. In these dif-
fractograms, it can be observed that the nitrided layer consists of a ferritic matrix
distribution (Fe–Cr) and presence of peaks Fe4N, Fe3N and CrN.

During the nitriding process, the nitrogen from the nitriding medium penetrates
in the steel by diffusion, combining with the present alloying elements, especially
chromium in the case of stainless steels. Depending on the nitrogen activity of the
nitriding medium, the generation of a nitride-based layer can occur which is
followed by a diffusion layer composed by the matrix and nitride precipitates. The
presence of chromium is attributed to a better response of nitriding in terms of
the hardness levels reached due to the nitrides based on this alloying element. The
compressive residual stresses are not related directly to the chromium content,
generally being a common observation in the nitrided layers. The nitriding occurs
with volume expansion and the core prevents this expansion by tensile residual
stresses which produce compressive residual stresses at the surface [7]. The
impoverishment of chromium in solid solution causes a reduction in corrosion
resistance of stainless steels [8].

It is observed in some papers that the precipitation of chromium nitride (CrN) in
the ferrous matrix constitutes the dark phase in the micrograph of austenitic
stainless steels [9]. However, in this study microhardness analyzes were performed
in metallography of steel AISI 430 after the process of gas, liquid and plasma
nitriding processes and the results showed microhardness values in the order of
1,000 HV both in the clear region as well as in the dark of the studied micro-
graphs. Thus, it is concluded that the chromium nitride can be present both in the

Fig. 17 X-ray diffractogram
of steel AISI 439 gas nitrided
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clear region as dark of the nitrided layer and it cannot be distinguished that the
CrN precipitate in the ferrous matrix constitutes the dark region of the nitrided
layer.

With the purpose of analyzing the mechanism of fracture found in ferritic
stainless steels AISI 430 and AISI 439 under different nitriding processes, the
fracture surfaces of samples submitted to bending were observed by scanning
electron microscopy (SEM). The samples analyzed were those of ferritic stainless
steels AISI 430 and AISI 439 gas and plasma nitrided with 5 % degree of plastic
deformation. Figure 22 shows fractography of sample of AISI 430 stainless steel
gas nitrided with 5 % plastic deformation.

The arrow in Fig. 22a shows the location of the sample where the nitrided layer
was observed. It can be observed in Fig. 22c the presence of cleavage and in
Fig. 22d the region from the interface of the nitrided layer and the substrate with

Fig. 18 X-ray diffractogram
of steel AISI 430 liquid
nitrided

Fig. 19 X-ray diffractogram
of steel AISI 439 liquid
nitrided
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generation of microvoids. In can be observed in this figure that the fracture showed
predominance of cleaving mechanism close to the surface followed by plastic
fracture characterized by tearing microvoids from the interface between the nitride
layer and the substrate. These observations had already been observed by Vatavuk
[10, 11] in AISI 304L. In the fractography of the nitrided layer is also observed the
intergranular fracture from cracks parallel to the sample surface, as shown in
Fig. 23. The cracks from the nitriding process had both intergranular and trans-
granular character, as can be observed by SEM in the micrograph of Fig. 24 of the
nitrided sample before fracture.

According to Wulpi [12], in most of the cases, a metal fracture predominantly
occurs by a failure mode, whether it is ductile or brittle however not being unique.
According to the author, it can be found in the analysis of fracture, cleavage
regions and regions of intergranular fracture, as well as, it is also possible to find

Fig. 20 X-ray diffractogram
of steel AISI 430 plasma
nitrided

Fig. 21 X-ray diffractogram
of steel AISI 439 plasma
nitrided
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some regions having cleavage and shear (ductile fracture) in varying proportions.
This combination of different modes of fracture depends basically on the chemical
composition, the stress state, the environment, possible imperfections or crystal
orientation of the grains of the material.

Figure 25 shows micrograph of the fracture of steel AISI 439 with 5 % plastic
deformation gas nitrided, indicating in general, the presence of cleavage
(Fig. 25b). In the interface region of the nitrided layer and substrate (Fig. 25c), it is
observed a change in the mechanism of intergranular fracture for the generation of
microvoids (dimples) in the region of the substrate. In the AISI 5160 carbonitrided,
quenched and tempered, it is noted the same behavior, predominantly intergranular
fracture in the surface layer with carbon content of 0.9 %, while the core with
formation of microvoids in the substrate. It is considered that with higher carbon
content, that the hardness values increase with higher carbon content and it can
produce higher stress than the cohesive force of the grain boundaries [12]. In
Fig. 26, it is observed the fractography of AISI 439 with a 5 % degree of plastic
strain nitrided by plasma. In Fig. 26c, it is observed the transgranular fracture with
presence of river of cleavage that converge towards the facet and in Fig. 26d note
the generation of microvoids in the region of the substrate.

Fig. 22 Fractography of gas nitrided layer of steel AISI 430 a Overview. b Detail of the nitrided
layer. c Detail showing the presence of transgranular fracture. d Region from the interface of the
nitrided layer and substrate with generation of microvoids
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In this study, either the gas nitrided samples as plasma showed a predominance of
transgranular fracture in the nitrided layer and generation of microvoids in the
substrate. It is known that fracture by cleavage occurs along crystalline structures
specifically in the body-centered cubic (CCC) and hexagonal compact (HC). In the
case of micromechanisms, in general, the ductile fracture presents microvoids, since

Fig. 23 Fractography of gas nitrided layer of steel AISI 430 indicating the presence of
intergranular fracture

Fig. 24 Aspect of cracks before fracture of ferritic stainless steel AISI 430 gas nitrided
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Fig. 25 Fractography of steel AISI 439 gas nitrided a Overview of the sample. b Presence of
cleavage. c Region from the interface of the nitrided layer and substrate. d Formation of
microvoids in the region of the substrate

Fig. 26 Fractography of AISI 439 plasma nitride
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the brittle fracture is more strongly associated with cleavage, when the matrix is
ferrite, quasi-cleavage when composed by tempered martensite, bainite or inter-
granular character when present grain boundary embrittlement elements [7].

4 Conclusions

The study of nitriding of ferritic stainless steel AISI 430 and AISI 439 allowed to
concluding that:

• The steel AISI 430 after the nitriding process presented a clearer region and
another darker one in the nitrided layer. It can be noted that the clearer region
has hardness slightly higher than the dark region.

• The thickness values were random and showed no influence of strain hardening
on the kinetics of diffusion of nitrogen.

• The hardness values of the nitrided layer were in the range of 1,000–1,100 HV
in all conditions for both steels: AISI 430 and AISI 439.

• The nitrided layer is constituted by a ferrous matrix rich in nitride (diffusion
layer), with nitrogen content around 1.8 % for the AISI 430 and 2.5 % for the
AISI 439.

• The nitrogen content is decreasing, especially when approaching of the sub-
strate. During nitriding, the carbon steel is diffused to the threshold between the
nitrided layer and the substrate, with accumulation in this region.

• In general, it is observed the presence of the ferritic matrix (Fe–Cr) and the
formation of chromium nitride (CrN) in samples of AISI 430 and AISI 439 that
suffered plasma and gas nitriding. Besides this compound, it was possible to
identify the presence of Fe4N and Fe3N. In the samples of AISI 430 and AISI
439 nitrided in salt baths, it can be observed that the nitride layer consists of
ferritic matrix (Fe–Cr) with a predominance of (FeCr)2N precipitates and
without the presence of peaks of chromium nitride (CrN).

• In the fracture surface of AISI 430 and AISI 439 after nitriding, it was noted
predominantly transgranular fracture in the nitrided layer and the presence of
ductile fracture with formation of microvoids in the substrate.
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Mathematical Modeling of Afterglow
Decay Curves

Yih-Ping Huang, Chi-Yang Tsai and Yung-Chieh Huang

Abstract It is popular to use multiple single exponential equations to simulate an
afterglow decay curve from experimental tests. This chapter shows methods to
check generated models, including an examination of the definition for associated
parameters used in equations, quotes of physical properties for experimental data,
and views profiles of individual components. To solve multiple exponential
equations, we transform non-linear equations into linear forms and propose a
scheme to search for an appropriate solution. Examples cited from various
resources are provided to demonstrate the validity of the five guide lines proposed
in this chapter. Several unsolved problems in simulation are also indicated and
discussed.
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1 Introduction

The afterglow luminescent behavior is interpolated by the trap depths phenomenon
with unfixed trap depths that are continuous with a wide distribution range [1].
However, in order to simplify the problem, several types of traps with different
trap depths are present within a crystal lattice. These traps are correlated with the
behavior of the curve. Decay studies carried out on strontium aluminates related
phosphors by many researchers reveal that they are successfully fitted from the use
of empirical multiple exponential equations [2]. The different values for decay
times (si) in an equation suggests that the decay process for afterglow consists of
initial decay, intermediate decay, and slow decay according to Eq. (1):

I ¼ I0 þ
Xn

i¼1

ai expð�t

si
Þ ð1Þ

where I is the intensity, t is the time, I0 and ai and si (i = 1, 2, 3) are the constants.
When only one exponential term is applied, as n = 1, it is a single exponential
equation; and n = 2 for two terms as double exponential equation; and n = 3 for
three terms as triple exponential equation. si is called the decay time with this
value usually treated as indicators that correlate with associate phosphor decay
behaviors [1–6]. ai is the time-invariant constant, very few researchers mentioned
about it. For example, Chang [2] points out that it is a popular concept that better
afterglow properties are accomplished with larger values for slow decay times (s2

or s3) in equations, i.e. it is a slower decay speed.
Among the three possible exponential equations described in Eq. (1) for

n = 1–3, there are doubles and triples that prevail in use over single exponential
equation. Huang [3] claims that although it is common to use the double expo-
nential equation fitting, the underlying reason is still not explicit. There is another
way to fit afterglow decay profiles, Sharma [4, 5] used a peeling-off procedure for
numerical processes, which split the ln I (the log function of the light intensity)
versus t (duration time) curves into minimum number of straight lines as well as
calculates decay constants for an equation. Yuan [6] depicted a decay curve profile
along with the three exponential equations simulation, with n = 1–3 in Eq. (1) to
show that triples is most suited.

In numerical modeling of luminescence decay curve, a frequently encountered
problem is the number of exponential terms for an equation that is unknown
beforehand. However, it can be decided with computer programs based on some
predefined criteria. The implication to answer this problem to evaluate calculated
parameters in an equation and examine them is still relevant. This chapter
examines the calculated parameters in an equation through the use of related
definitions, physical properties, and graphical displays. In other words, this chapter
attempts to find a better choice between double and triple exponential equations
from a comparison of the accuracy of numerical operation, and also discusses the
meaning contained for those calculated constants.
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2 Guidelines

This chapter proposes two hypotheses to explain mathematical models to simulate
experimental afterglow decay curve data, as:

(1) Based on a set of experimental data, acceptable multiple single exponential
equations are fitted by positive exponential sums with high accuracy as well
as minimum terms [7, 8].

(2) Those exponential components in an equation stand for the initial, interme-
diate, and long-term decay respectively; some may use another three names
as fast, medium and slow components.

To apply the above hypotheses with Eq. (1), the following five guidelines are
made:

(1) The optimal multiple exponential terms of a model possesses an acceptable
accuracy and minimum terms.

(2) Those constants in Eq. (1) as I0, ai and si are all positive.
(3) The relationships as s1\s2\s3 is defined in hypothesis (2) and implies

a1 [ a2 [ a3. The ai values represent the initial intensity of these components.
Figure 1 shows the generated decay curve as the upper one. The fast expo-
nential term is the Curve 1 that dominates the initial portion of the decay curve.
Curve 2 serves as the medium term and Curve 3 forms the major part of the final
decay curve. The right hand side of the figure shows the tabulated parameters.

(4) Initial light intensity is formulated as in Eq. (2). For a decay curve, this value
is fixed and can be estimated from experimental test data. Equation (2) should
always be the same regardless of how many exponential terms are used in an
equation or how to process the numerical simulation.

Iinitial ¼ I0 þ
Xn

i¼1

ai ð2Þ

(5) The use of different terms in an equation in simulation may result in different
parameters. As many researchers use the calculated si to interpolate some
phosphor behaviors, this affect should be taken into account.

3 Numerical Process

With powerful software and hardware available today, the computational effi-
ciency as well as CPU time is not an issue. We coded computer programs with
Fortran and are linked with the IMSL mathematical library [9], which benefited us
by its versatility for linear least-squares computation requirements. Equation (3) is
a matrix expression for a set of data using this mathematical formula.
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A½ �n�m Xf gm�1¼ Bf gn�1 ð3Þ

In which A is the coefficient matrix, m is the number of components in the
equation, n is the data point number, and X are the parameters of the components
of the equation and B is the known data. Using the IMSL mathematical library,
Eq. (3) can be solved with a single line of Fortran code, as:

X ¼ ðA � tx � AÞ � ix � ðA � tx � BÞ ð4Þ

In which X, A, and B are the matrix as in Eq. (3). d.tx.c is a mathematical operator
that takes the transpose matrix on the left hand side and multiplies the right hand
side matrix. d.ix.c is a mathematical operator that takes the inverse of the left hand
side matrix and then multiplies the right hand side matrix.

Equation (1) is a non-linear equation and three types of parameters have to be
calculated as ai, si and I0. The process procedures used in this chapter are
described as follows:

1. Predefines si values, and lets si \ si+1 as in Eq. (1), then the processed expo-
nential equation becomes a linear equation.

2. Calculates ai and I0 by using the least square method as in Eq. (3) by adopting
experimental data. Also, the associated deviation (D) is derived by using
Eq. (5) for the generated curve.

Fig. 1 The data is cited from Kumar [10], Curve 0 is the original curve and its three components
in the equation is marked as 1, 2 and 3 in the figure
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D ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn

1
yi � f ðxiÞ½ �2

n

vuuut
ð5Þ

D is for deviation and defined as the sum of the squares for the offsets of the
experimental data yi from the computed value f(xi) with Eq. (1).

3. Selects a set of optimal parameters for ai and si. The computer program
sequentially fits models as in Eq. (1) to the experimental data involving one,
two, and three exponential models, and terminates the process when an
acceptable model is found. The choice of the correct model is based on meeting
the minimum deviation and the predefined guidelines as described in the pre-
vious section.

4 Exhausted Search

A solve scheme is proposed in our chapter to execute the least squares method.
This search process is to set predefined ranges for si values with a constant
increment and keeps si \ si+1. For example, the search range for s1 is from 1 to 1.0
with 0.001 interval, i.e., 1,000 elements in the range. For s2 is s1 +0.1 to 3.0 with
0.001 interval; and s3 is s2 +0.1 to 10.0 with 0.002 interval. The relationship of
s1 \ s2 \ s3 is retained in this process.

This is a straightforward method that searches through a predefined range for
si’s and records down the calculated D (deviation), I0 and ai. Then, one can choose
the pair ai and si that satisfies with the minimum D and the required guidelines.
Obviously, as one employs a wider search range or smaller increment, a dramatic
response will pop up in regard to CPU processing time as well as memory size.
The search ranges as well as increment are two key parameters in the program
operation that may lead to different results. Experience is required to select suit-
able values for these parameters in a case, and it is important to deal with the
evaluation of confidence intervals for the determined parameters.

5 Examples

Five well documented decay curves cited from five published articles are referred
in this section. Figure 1 displays different curve profiles that are generated from
the parameters recorded in Kumar [10] as tabulated in the figure including the
Curve 0 which represents the original curve, and Curves 1 to 3 are the three
individual components used in the equation. Curve 1 forms a major part at the
initial stage, then Curve 2, and finally the curve is dominated by Curve 3.
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The parameters in Fig. 1 are provided to generate data points along a curve to
create parameters in models formed by single, double, and triple exponential
equations in this chapter. The profiles of the original curve and the three new
generated models are illustrated in Fig. 2. It shows that triple exponential equation
fits well, Curve 1 is the original curve and Curve 4 is triples with only 0.00078 in
D value as Eq. (5); the single exponential equation is bad as Curve 2, and the
double exponential equation is barely ok for use as Curve 3. The calculated ai and
si are different from the use of different terms in simulation. The slow component
as s3 in triple case is larger than s2 in the double case, and the s1 in the single case
is the smallest among those three slow components.

Curve 1 in Fig. 3 is generated from Yadav’s data [11] that is described by a
double exponential equation. Three simulated curves are included in the figure that
are created by single, double, and triple exponential models. Again, the single
exponential equation (Curve 2) seems unable to trace the original curve well. The
double (Curve 3) and triple (Curve 4) exponential models work quite well.
However, as one examines the triple case, the parameter a2 is close to a3 and also
for s2 and s3 that can be interpolated as the medium component is similar to the
slow one; in other words, these two components may combine as one. In other
words, the double is enough in this case.

Figure 4 is an interesting case described by Paulose [12] that uses a triple
exponential equation (Curve 0). It is obvious that this curve is dominated by the
slow component (as Curve 3) alone all the way from the very beginning to the end.
The relationship among the decay times as s1 \ s2 \ s3 is retained; however,
another relationship among the time-invariant constants a1 [a2 [a3 is not existing
as shown in the tabulation in the figure; the three components in the data are
plotted as Curve 1, 2 and 3. It indicates that the Curve 1 (fast) as well as Curve 2
(medium) have both a minor affect in the curve description. This may violet the
generally accepted hypothesis that the exponential components in an equation
stand for the initial, intermediate, and long-term decay respectively. We use the
data to generate the associated double and triple equations as in the tabulation as
named My-2 and My-3 in the figure, both of them can retain the relationship
among the decay times as well as time-invariant constants as proposed in this
chapter. In this case we recommend that using the triple one is more appropriated
due to the accuracy reason.

Figure 5 is depicted by Wu [13] and tabulates the generated data in the lower
right hand side. He mentions that the sequence of initial intensity from strong to
weak is S1 [ S3 [ S0 [ S2 [ S4 and remains this sequence during the whole
measured time. It implies that the afterglow duration of the samples may also
conform to this sequence. He also suggests that a double exponential equation is
appropriated for these cases. There are two questions existing as:

(1) The use of single term can model these problems quite well. As tabulates in
the upper right hand side of that figure, those five cases can be modeled by a
single term equation within 0.4 % of accuracy, and there is no significantly
advantage of using double term in modeling.
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(2) The relationship of a1 [ a2 should be retained in order to guarantee that the
fast component is in charge of the initial intensity of a decay curve.

Those calculated s1 values by using single term simulation are very close to the
associated calculated s2 values by using the double term process. The relationships
between the luminous behaviors and s values claimed by Wu [13] are still valid for
those s1 or a1 values by using the single term equation calculated in this chapter.

Sharma [3] adopted a triple exponential equation without I0 term to fit the
experimental hyperbolic decay curve by using a peeling-off procedure, that is to
find the minimum number of straight lines on the Ln I versus t curve plot. The
result is shown in Fig. 6. The tabulation in the figure presents other two sets of
parameters that are modeled by double and triple terms in this chapter, respec-
tively. The accuracy for the double term case is quite good (0.365 %) and its

Fig. 2 The original curve by Kumar is displayed as line 1, and the three new generated curves
are the triples as line 4, the doubles as line 3, and the single as line 2

Fig. 3 Curve 1 is generated from Yadav’s data [11], curves 2 to 4 represent the use of single,
double and triple terms in simulation
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individual components are plotted as Curve 1 and Curve 2; even higher accuracy
(0.0241 %) can be found by using triple term simulation. It may be confusing
about how to select an appropriate terms in an equation, how to set the checking
boundary is worth further chapter.

It can be found that those guidelines set in this chapter can be held for all of the
above examples and discussed as following:

(1) The optimal multiple exponential terms of a model possesses appropriate
accuracy and minimum terms. We suggest that the accuracy in a modeling
can be set higher than 0.3 %, say 0.5 %, because the luminance meter we
have in this chapter can read 1 mcd/m.m ± 1 mcd/m.m, that is the accuracy
can reach 0.3 % cd/m.m. Figures 5 and 6 are not in agreement with this
statement in regards to use the minimum terms in an equation.

Fig. 4 Curve 0 is displayed by using Paulose’s data [12], its associated components are shown as
Curve 1, 2 and 3. My-2 and My-3 represent the created parameters for using double and triple
exponential equations respectively in this chapter

Fig. 5 Wu [13] uses double terms to simulate S0 to S4 curves as recorded in the lower right hand
side. This chapter regenerates the associated parameters by using single and double terms in an
equation as tabulated in the upper right hand side
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(2) All parameters in an equation are positive values, that is I0, ai and si are all
positives. This argument is valid for all the cases in this chapter.

(3) The relationship of s1 \ s2 \ s3 and a1 [ a2 [ a3 is valid in an equation for
a simulation. This statement is debatable; Figs. 2, 4 and 5 are not coincided
with it.

(4) The initial intensity is constant as described in Eq. (3). As an examination
through Figs. 2, 3 , 4, 5, and 6 shows, one can find that the initial intensity is
the same for using different terms to simulate a case.

(5) For all the cases present in this chapter, it indicates that the use of the lower
number of terms in an equation may turn out the smaller si but larger ai

values in the slow component (the last term).

6 Conclusion

The measured decay curve of phosphor is often fitted by using multiple single
exponential equations. The problem is how to choose suitable number of expo-
nential terms, and to decide appropriate calculated parameters in the equation. We
look into some physical properties for decay curves as well as the definition of
applying a curve model. To solve the nonlinear exponential equation, we show a
method to turn the equation into a linear form. A solve scheme is proposed to
search for the best fit solution. Five guidelines are proposed in this chapter to help
to choose appropriate equations for a model. We realized that it is a complex

Fig. 6 Curve 0 is obtained from Sharma [5]. My-double and My-triple are data regenerated in
this chapter by using double and triple terms in an equation. Curves 1 and 2 are the associated
components of My-double case that uses double terms in an equation
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problem to deal with a decay curve, and some of the statements proposed in this
chapter are still debatable and may not be convincible from different perspective.
Thus, more solid physical mechanism is needed for further chapter.
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Comparative Study for Removal
of the Methyl Red by Two Illites Clays

Reda Marouf, Fatima Ouadjenia, Faiza Zahaf and Jacques Schott

Abstract In the present work, we were interested to characterize two clays from
Mascara deposits in western Algeria, and compare their behaviour to eliminate the
Methyl Red (MR) dye from aqueous solution. XRD, BET, FTIR, were used to
investigate the natural illites clays. XRD analysis identified illite as the major clay
mineral. The ability of the materials to remove MR from aqueous solution at 293,
303, 313 and 323 K was investigated. The results indicated that the adsorption was
affected by pH values. The isotherms adsorption of dye was very well described by
the Langmuir model. The adsorption reaction follows the pseudo-second-order
kinetic. Enthalpy (DH�), entropy (DS�) and Gibbs free energy (DG�) were cal-
culated and the results indicated that the adsorption of Methyl Red in the clays was
a spontaneous and endothermic process.
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1 Introduction

The industrial activities present a source of significant pollution and contribute to
the deterioration of the environment and human health. These industrial activities
are such as textile, agro alimentary, pharmaceutical, and paper [1]. Due to the high
toxicity of dyes in natural water, they can cause several diseases in humans, like
dizziness, irritations and headaches [2].

The toxicity and mass production of dyes leads to the necessity of treatment.
Various techniques including coagulation [3], precipitation [4], adsorption [5] and
photocatalytic degradation [6], were used for removal dyes from wastewater. The
adsorption in aqueous solutions has been found to be an efficient and economical
process for removing the pollutants as the dyes. Many adsorbents have been tested
such as activated carbon [7], silica [8], chitosan [9], zeolite [10] and fly ash [11].
However these adsorbents are expensive due to high costs of manufacturing, or
they have a weak capacity of adsorption.

Clays have been accepted as one of the low cost adsorbents for removal of dye
from wastewater. Among the mineral clays studied, illite has an important con-
sideration as an adsorbent. The general structure of illite is formed by alternation
of two tetrahedral silica sheets and an octahedral alumina sheet [12]. The negative
charge of the clay is compensated by exchangeable K+ cations. The wide use-
fulness of clay minerals is essentially due their high specific area, and a variety of
surface and structural properties [13].

In the present chapter we report the very high adsorption potential of the natural
clay soil of Algerian origin for Methyl Red. To the best Knowledge of the authors,
there are no works concerning the adsorption of this dye by the clay available in
literature. However to characterize the material, we use the XRD, BET, FTIR and
chemical analysis techniques such as cationic exchange capacity (CEC) and point
of zero charge (PZC). The effects of various adsorption conditions such as pH and
temperature have been investigated. To fit the adsorption experimental data, we
used Langmuir and Freundlich isotherm models. Kinetic and thermodynamic
parameters (DH�, DS� and DG�) were also calculated to describe the adsorption
mechanism.

2 Materials and Methods

2.1 Adsorbate

The dye Methyl Red (MR) is a colored indicator acid, C.I. Acid Red 2, with the
chemical formula: C15H15N3O2. MR is a red crystalline powder with a molecular
weight of 269.30, which was supplied by Merck Chemicals and is used without further
purification. The chemical structure of methyl red is shown in Fig. 1. MR is pink in
aqueous solution of pH under 4.2, yellow in pH over 6.2 and orange in between.
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2.2 Adsorbent

The samples of clays were obtained from deposit of Zahana (C–Z) and silt Chorfa
dam (C–C) (Mascara region), in the form of fine powder of brick red color for C–Z
and yellowish brown for C–C. Before using, the materials were washed with
dionized water Milli-Q, dried at 95 �C for 24 h, sieved and ground to 80 lm. The
raw clay compositions are presented in Table 1.

X-ray analyses were performed using INEL CPS 120 diffractometer employing
cobalt Ka radiation (k = 0.178 nm). The specific surface area and porosity data
were determined by adsorption of nitrogen via an ASAP 2010 instrument. The
Fourier Transformed Infrared (FTIR) spectrums are performed by a Nicolet 5700
spectrometer, using KBr pellets in the range of 4000–400 cm-1. The point of zero
charge of raw clay was determined by the solid addition method [14]. The values
of finding pH (PZC) are approximately 6.4 and 7.83 for C–Z and C–C, respectively.
This means that in the values of pH lower than the pH(PZC) the surface electric
charge of the material will be positive, whereas for the values of pH over the
pH(PZC) the electric charge becomes negative.

The determination of the cation exchange capacity (CEC) of clay was per-
formed through a conductimetric titration method. This method is based on the
saturation of the sample in BaCl2 solution [15]. The CEC values are 94.22 and
96 meq/100 g for C–Z and C–C, respectively.

2.3 Adsorption Experiment

A methyl red solution was prepared in the range of initial concentrations
10–110 mg/L. For each experiment, 20 ml of dye solution was added to 0.2 g of
the raw clays. The suspensions were shaken at room temperature (22 ± 2 �C) for
3 h. The pH was adjusted at 3–4 by the addition of 0.1 N NaOH or 0.1 N HNO3

solutions. When the adsorption procedure completed, the mixture was centrifuged
to get a supernatant liquid. The residual concentrations of MR were detected using
UV-vis spectrophotometer (UV- mini 1240). The dye concentration retained by the
adsorbent was calculated using the following relation:

Fig. 1 Molecular structure
of Methyl Red
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qe ¼ C0 � Ce �
V

m
ð1Þ

where, qe is the equilibrium adsorption capacity, C0 is the initial dye concentration,
Ce is the equilibrium dye concentration, V is the volume of solution containing
adsorbate and m is the mass of the adsorbent.

2.4 Isotherms and Models Fitting

The Langmuir sorption isotherm has been widely used to characterize the
adsorption phenomena from solutions. The isotherm is valid for monolayer
adsorption onto a surface containing a finite number of identical sites. The form of
Langmuir isotherm can be represented by the following equation [16, 17]:

qe ¼ Q0 �
KL Ce

1þ KL Ce
ð2Þ

Equation (2) can be represented by linear form:

Ce

qe
¼ Ce

Q0
þ 1

KLQ0
ð3Þ

where Q0 is the maximum adsorption capacity, is the amount of MR at complete
monolayer coverage (mg/g), and KL (L/mg) is a constant that relates to the heat of
adsorption.

The Freundlich isotherm can represent properly the sorption data at low and
intermediate concentrations on heterogeneous surfaces [18]. The model is
expressed as:

qe ¼ KFC
1
n
e ð4Þ

Equation (4) can be expressed in linear form:

ln qe ¼ ln kF þ
1
n

ln Ce ð5Þ

KF and n are the Freundlich constants, indicating the capacity and intensity of
adsorption, respectively.

Table 1 Chemical composition of raw clays (wt%)

Element SiO2 CaO MgO Al2O3 Fe2O3 Weight loss

Zahana clay 36.44 24.90 01.45 07.80 03.59 24.21
Chorfa clay 29.37 18.22 01.33 09.12 03.84 36.46
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2.5 Kinetic Studies

In order to examine the mechanism of adsorption process, we use the two simplest
kinetic models, i.e. pseudo-first-order and pseudo-second-order model. The linear
form of the pseudo-first order rate equation is given as [19]:

ln qe � qt ¼ ln qe � k1 t ð6Þ

where qt is the amount of adsorbate adsorbed (mg/g) at time t, k1 is the rate
constant (min-1). The values of k1 were calculated by plots ln (qe - qt) versus
t from different concentrations.

The pseudo-second-order kinetic model is expressed as [20]:

t

qt
¼ 1

k2q2
e

þ t

qe
ð7Þ

where k2 is the rate constant for second-order adsorption (g/mg.min). If the plot t/qt

versus t shows a linear relationship, the second-order kinetic model is applicable.

2.6 Thermodynamic Studies

To calculate thermodynamic parameters, the adsorption of MR onto clay material
was carried out in 303, 313 and 323 K, and using the equation [21, 22]:

ln kd ¼
DS�

R
� DH�

R T
ð8Þ

where DH�, DS�, and T are the enthalpy, entropy and temperature in Kelvin,
respectively, and R is the gas constant. The plot of Ln Kd versus 1/T yields straight
lines with the slope and intercept giving values of DH� and DS�.

The distribution coefficient (Kd) is calculated from the following equation [23]:

kd ¼
C0 � Ce

Ce
� V
m

ð9Þ

The Gibbs free energy, DG�, of a specific adsorption is represented by fol-
lowing equation:

DG� ¼ DH� � TDS� ð10Þ
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3 Results and Discussions

3.1 Characterization of Adsorbent

The result of chemical composition investigation indicates the presence of silica,
lime and alumina as major constituents, as well as iron and magnesium oxides.

The XRD patterns of the natural samples are given in Fig. 2. The two materials
contain clay minerals, calcite and quartz as main components, with dolomite as
accessory mineral. Illite is the dominant clay mineral, the kaolinite is a minority.

The FTIR spectrums of raw clays are illustrated in Fig. 3. The most charac-
teristic peaks of our materials are those in 1436–1032 cm-1, which is corre-
sponding to the absorbance bands of the carbonates (CO3

2-) and the liaison Si–O,
respectively. The bands observed at 873, 527 and 473 cm-1 are attributed to group
Al-OH, vibration bond of MgO and Si–OM (M: Mg, Al or Fe) deformation,
respectively [24, 25]. The spectrum also displays two bands at 3619 cm-1 and
3421 cm-1 which are assigned to the stretching vibration of octahedral OH groups
of Al2OH [26].

The specific surface areas were found to be 48.80 for C–Z and 65.57 m2/g for
C–C. It is noted that these values are almost the same or higher compared with the
surface area of the other materials such as kaolinite [27], montmorillonite [28] and
china clay [29].

3.2 Effect of pH

Effect of pH was studied in the pH range 2–7, with initial concentration of methyl
red fixed at 50 mg/L and temperature of 23 �C. It should be noted that the
wavelength absorption of the methyl red is not fixed, but changes according to the
pH. The maximum wavelength obtained for each desired pH value is shown in
Table 2 [30].

Figure 4 depicts the effect of pH on the adsorbed amount of MR onto the clays
C–Z and C–C. The high adsorption was obtained at pH values of 3–4. At low pH
values, the low adsorption observation was explained due to increase in positive
charge (protons) density on the surface sites and thus, electrostatic repulsion
occurred between the dye and the edge groups with positive charge (Si–OH2+) on
the surface. In an alkaline medium, the electrostatic repulsion becomes weak thus
resulting in an increase MR adsorption.
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3.3 Adsorption Isotherm Models

The relation between the amount adsorbed of MR and its equilibrium concentration
in aqueous solution is shown in Fig. 5. It can be seen that when the equilibrium
concentration of MR increases, the amount adsorbed increases. Using the classi-
fication of Giles et al. [31], the experimental isotherms obtained are of type
S. Figures 6 and 7 show that the isotherms of adsorption at various temperatures
have the same shape. It is also clear that the adsorbed amount of MR has been
affected by the temperature, where she (22.15 and 8.15 mg/g for C–Z and C–C,
respectively) is more significant at 50 �C. We remark that the adsorbed amount in
the case of clay Zahana is more significant than the clay Chorfa.

Table 3 shows that the experimental data of isotherms are suitably described by
the Langmuir model, because the value of R2 is very high (0.969 for C–Z and
0.997 for C–C) at ambient temperature for the two materials. Indeed the equation
has a satisfactory representation of the adsorption isotherms of the clays with the
methyl red.

The maximum adsorption capacity for acid dye calculated in this chapter is
almost similar or more than reported values in the literature. For example, the
adsorption of Acid Blue 62 on sepiolite follows the Freundlich isotherm model
with an adsorption capacity of 20.9 mg/g [32]. The adsorption capacity of anionic
Acid blue 193 and Acid Black 1 on fly ash has been shown to be 10.93 and
10.33 mg/g, respectively, by Sun et al. [33].
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Fig. 2 X-ray diffractometers analysis for the raw clays. Illite (I), Quartz (Q), Calcite (C),
Kaolinite (K), Dolomite (D) and Montmorillonite (M)

Comparative Study for Removal of the Methyl Red by Two Illites Clays 321



3.4 Adsorption Kinetics

The results presented in Table 4 allow us to notice that there is a slight difference
between the correlation coefficients R2 of the kinetics of the pseudo-first-order and
that of the pseudo-second-order. Except that in the case of the reaction of the
second order R2 is almost equal to unity. However, the adsorption of MR in
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Fig. 3 FT-IR spectrums of the raw C–Z and C–C
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aqueous solution by Zahana clay and Chorfa clay follows the pseudo-second-order
kinetics. Salleh et al. [34] reported that the adsorption of anionic dye onto agri-
cultural solid wastes follows the pseudo-second-order model. Anbia and Salehi
investigated the adsorption of several acid dyes such as Acid Blue 113, Acid Blue
114, Acid Green 14 and Acid Yellow 127, using mesoporous material hexamine
functionalized SBA-3, and they found the results indicating the second-order
nature of adsorption process [35].

3.5 Adsorption Thermodynamics

Thermodynamic parameters for the adsorption of MR are shown in Table 5.
According to Eq. (9), DH� and DS� can be calculated from the slope and intercept
of the plot of Ln Kd versus 1/T, respectively. The values of the standard enthalpy
were found in the range of 04.08–12.58 kJ/mol for Zahana clay and were all
positive. But in the case of the Chorfa clay, Eq. (9) is valid only for of initials

Table 2 Wavelength of MR
solution at different pH

pH Wavelength (nm)

2 527
3 525
4 433
5 403
6 407
7 420

Fig. 4 Effect of pH on adsorbed amount of MR onto the clays C–Z and C–C
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concentrations 105 and 110 ppm, where the values of enthalpy were 0.873 and
1.101 kJ/mol. So we can calculate the thermodynamic parameters for C–C only at
high initials concentrations. This suggests that the adsorption reaction of methyl
red on the two clays is endothermic and physical in nature. The positive value of

Fig. 5 Methyl Red adsorption isotherms on C–C and C–Z clays at ambient temperature

Fig. 6 Adsorption isotherms of MR on Zahana clay at temperatures 30, 40 and 50�C
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DS� shows increased disorder at the solid-solution interface during the adsorption
of dye. For both materials the maximal values of the free energy are almost
identical. The negative values of Gibbs free energy change, DG�, show that the
adsorption process for the clay sample is spontaneous and the degree of sponta-
neity of the reaction increases with increasing temperature.

Fig. 7 Adsorption isotherms of MR on Chorfa clay at temperatures 30, 40 and 50�C

Table 3 Langmuir and Freundlich isotherm constants for MR adsorption

Sample Langmuir Freundlich

T K KL (L/g) Q0 (mg/g) R2 KF n R2

Zahana clay 296 0.047 27.03 0.969 0.105 1.93 0.933
Chorfa clay 296 0.111 08.62 0.997 2.985 1.31 0.989

Table 4 Kinetic models for MR adsorption

T (K) Pseudo-first-order Pseudo-second-order

K1 (min-1) R2 K2 (g/mg min) R2

Chorfa clay 296 0.093 0.989 1.536 1
Zahana clay 296 0.037 0.952 0.124 0.999
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4 Conclusion

XRD analysis shows that the clay material origin of Zahana or Chorfa deposits
contains some minerals such as calcite, quartz and clays. The nature of these clays
is illite, with the existence of very small quantity of the kaolinite. The present
chapter shows that the clays can be used as an adsorbent for the removal of methyl
red from aqueous solutions. The Langmuir adsorption isotherm was found to have
the best fit to the experimental data at ambient temperature, suggesting monolayer
adsorption on a homogeneous surface with identical energetic sites. The adsorption
kinetics can be predicted by the pseudo-second-order model. The adsorption of
MR on clay was physical in nature and endothermic. The negative values of free
energy change revealed that the adsorption process is spontaneous and the degree
of spontaneity increases with increasing temperature.

It is concluded that the both clays have similar physicochemical properties,
only difference is the specific area, where C–C has the highest value. By cons, it is
has the lowest value of adsorbed amount of RM, compared to the C–Z. So it is sure
that the specific area factor is not decisive on the adsorption phenomenon.
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Synthesis and Characterization of Nano
Ti-50%Al by Mechanical Alloying
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Abstract In this chapter, powder metallurgy process of TiAl nano alloys were
performed via mechanical alloying (MA) of Ti-50%Al powder using planetary ball
milling equipment. The characteristics of the powder samples including the
compositions and microstructure changes were investigated by using X-ray dif-
fraction and field emission scanning electron microscopy (FESEM) coupled with
energy-dispersive X-ray spectroscopy (EDX). Estimation by using Scherrer
equation indicated that MA performed at different duration up to 15 h have suc-
cessfully refined the crystallite size from 89.51 nm of Al to 28.29, and 67.6 nm of
Ti down to minimum of 17.17 nm. Longer MA duration also exhibits a better
effect on the thermal behaviour of Ti-50%Al powders and micro-hardness value
which is gradually increased along with MA duration.
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1 Introduction

Over the past decades, inter-metallic titanium aluminides, particularly c-TiAl based
alloys, have gained a great deal of attention in numerous structural, non-structural
and functional applications in different engineering fields [1, 2]. Equipped with low
density, high specific strength to weight ratio, good oxidation and corrosion resis-
tance at elevated temperature [3, 4], c-TiAl based alloys are considered as a very
promising material for potential replacement of Nickel based super-alloys and
conventional titanium alloys in high-temperature structure applications especially
in aerospace, automotive and power turbine market [5, 6]. However, the develop-
ment and the actual utilization of c-TiAl based for structural applications are pla-
gued by poor ductility and fracture toughness at room temperature [7, 8]. The
ductility of the c-based TiAl alloy is very sensitive to the microstructures. For
example, the duplex (a2/c) structure is significantly more ductile at room temper-
ature, compared to lamellar or single equaxed c structure [9].

New age strategies in the development of a novel class of materials are focused
to control the microstructure to achieve a set of desired properties [10].
Advancement in micro alloying, composition modification, grain refinement to
nano-meter size and refining near-gamma grains and the lamellar colonies through
heat treatment is a viable method to improve ductility as well as mechanical
strength. One of the most promising methods to synthesize materials which can
produce ultrafine, homogenous and manipulable microstructures is the mechanical
alloying [11, 12]. Hence, the production of an ultrafine and homogenous powder is
predicted to overcome the scattering in mechanical properties due to the segre-
gation in the composition of TiAl alloys manufactured by conventional casting
routes [13].

The purpose of this work is to synthesize and evaluate the formation of Ti–Al
nano alloys compounds during MA process of elemental Ti and Al powders. The
effect of subsequent heat treatment to powder processed up to 15 h was also
studied. In addition, the thermal and mechanical properties of the produced alloys
were investigated.

2 Experimental

The MA processes were carried out using a Retsch PM 100 planetary ball mill for
duration varying from 5 to 15 h. Elemental powders of Ti (99.5 %)-100 mesh and
Al (99.97 %) were mixed together to form a composition of Ti-50Al50 (at.%). For
each experiment, 5 g of the powder mixture were poured into a tungsten carbide
(WC) jar (250 ml). Tungsten carbide balls (ø10 mm) were used as a milling media
with the ball-to-powder weight ratio of approximately up to 20:1. Small amount of
Hexane was added as process control agent (PCA) to prevent excessive
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agglomeration of the powders to the milling tools. The jar then was air tight sealed
and back-filled with pure Argon (99.9 %) where the pressure in the jar was kept at
0.1 MPa. The rotation speed was set at 300 rpm with interval time at every 5 min.
The milling was interrupted at selected 5, 8, 10, 12 and 15 h and a small amount of
powder was removed for characterizations.

The MA process parameters and conditions are as shown in Table 1 below.
The Ti-50%Al powders samples were mechanically alloyed under different

parameters and conditions as indicated in Table 2.
The surface morphology and microstructure of the processed powder were

characterized by using a Zeiss Evo 50 scanning electron microscope (SEM) at an
accelerating voltage of 10 kV. X-ray measurements were applied to the samples to
identify the powder component, phase transformation and structural changes of
their crystal structure with a Rigaku Miniflex X-ray diffractometer, using Cu Ka
radiation (k = 1.54062 Å). Step-scanning has been carried out from 20 to 80h with
a counting time of 5 s every 0.02h. The crystallite size of the milled powders was
determined from X-ray line broadening by using the Scherrer equation;

D ¼ 0:9 k=b cos h;

where, D is the mean crystallite size, k is the CuKa wave length of X-ray, h is the
diffraction angle and b is the full width at half maximum (FWHM) of the XRD
peaks.

Table 1 MA parameters and conditions for Ti-50%Al powders

Parameters Conditions

Milling type Planetary ball mill (Retsch PM 100)
Milling jar Tungsten Carbide, WC (250 ml)
Grinding balls Tungsten Carbide, WC (ø10 mm)
Starting powder Ti, 100 mesh (99.5 % purity), Al (99.97 % purity)
Rotation speed Up to 300 rpm
Milling duration Up to 15 h
Ball-to-powder mass ratio Up to 20:1
Process control agent Hexane
Environment Ar (99.9 % purity)

Table 2 MA group for Ti-50%Al powders

Group Rotation speed
(rpm)

PCA’s Ball to powder mass ratio

A 200 - 10:1
B 300 Hexane (50 wt%) 10:1
C 400 Hexane (50 wt%) 10:1
D 300 Hexane (50 wt%) 20:1
E 300 Hexane (25 wt%) 20:1
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To study the thermal properties of the Ti-50%Al powders as well as the
transformation of the powder products during heating, the samples were heated in
dynamic vacuum atmosphere up to 850 �C at a rate of 10 �C/min in a Linseis P75
Platinum Series dilatometer. The results obtained including the value of differ-
ential thermal analysis (DTA) and coefficient of thermal expansion (CTE), using
Al2O3 as reference material. The powder was then analyzed with XRD again to
investigate the powder transformation after heating.

Hardness tests were performed using a Matsuzawa MMT-X7 micro hardness
test machine according to ASTM E 92-82 standard Method under a load of 0.02 kg
(VH20) for 10 s. Prior indentation, Ti-50%Al powders were formed into ø12 mm
pellets by pressing the material in a special mould at 100 Psi for 10 s, hot mounted
in a polyester resin, cured for 8 days, polished and dried following powder met-
allurgical processing method.

3 Result and Discussion

3.1 Morphological Evolution of Ti-50%Al Powder

The morphology of the MA-ed powder at different milling duration was investi-
gated by SEM. For the initial Ti-50%Al powder mixture (0 h), Ti particles appear
in irregular shapes and various sizes as the initial Ti powder was in 100 mesh size,
but Al particles are mainly in much smaller size with irregular shape. For the 2 h
initial stage of MA with the absences of PCA (A samples), it appeared that the
powder particles underwent a repeated cold welding, fracturing and re-welding
resulting in the formation of rounded shaped beads and deformed particles. Severe
agglomeration of the powder to the balls and milling jar were observed due to
ductility of Al. After 4 h of milling, these beads and particles then evolved and
disintegrate to dull and more uniform flake shaped particles. On further milling to
6 h, the MA process has increased the number of particles fracturing and refining,
these flaky particles disintegrate more as uniform smaller size flakes and particles.
But the major drawback of dry milling was severe sticking of the powder to the
balls and milling jar during the process due to ductility of Al which were hard to be
removed.

On the other hand, with an addition of Hexane as a process control agent in B,
C, D & E group, the sticking of the powder to milling tool appeared to be very
minimum and the formation of beads were not observed. The use of Hexane has
proven to be an effective means to minimize agglomeration and to optimize the
milling yield as the amount of agglomerated powder to the balls and milling jar
was almost negligible. Only small size flaky particles were observed in the initial
stages 2–4 h. Further milling up to 8 h, leads by increased deformation and work
hardening, these flakes then turn into a finer and relatively smaller structure, and
by 15 h, equiaxed particles with a homogeneous structure were obtained. The
FESEM images of B samples after 8 h of milling are shown in Fig. 1.
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3.2 Crystallite Size Evolution of Ti-50%Al Powder

The investigation of the Ti-50%Al powders transformations for different milling
duration up to 15 h was followed by XRD. The XRD patterns of all sample groups
exhibit the reflections of a well defined Ti and Al spectrums. In general, the Ti and
Al peaks are weakened and broadened with increasing milling time to form a solid
solution. The broadening of Ti and Al peaks, suggests an increase of strain in the

(b)(a)

(d)(c)

(f)(e)

Fig. 1 FESEM images of B samples after 8 h of milling. a and b powder particles, c and
d particles morphology, e and f particle surface
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internal crystallite or a decrease in the effective crystallite size, or both. This is
proven by the estimation from the Scherrer equation made by the data obtained
from the Full Width at Half Maximum (FWHM) of the XRD pattern. The evo-
lution in crystallite size of Ti and Al for respective samples group are calculated
and listed in Tables 3 and 4.

Amongst of all the sample, A group which was dry milled (200 rpm, 10:1 bpr)
exhibits a sharp intensity reduction and peak broadening (Fig. 2) were observed
due to the great decrease in crystallite size from 67.6 nm of Ti and 89.51 nm of Al
in the initial Ti-50%Al powder mixture to 18.76 and 28.29 nm respectively. Even
though the result of this group shows a progressive decrease in crystallite size and
disappearance of Ti and Al spectrums, it does not exhibit any new peaks neither
inter-metallic nor of any other compound. This result was in a good agreement
with the EDX analysis which identified some un-reacted particles as shown in
Fig. 3.

In contrast, even after 15 h of milling, the XRD results only show a gradual
intensity decrease and peak broadening (Figs. 4, 5, 6, 7). The crystallite size
refinements were also slower and less progressive compared to A the group. For

Table 3 Crystallite size evolution of Ti at various milling duration

Milling duration (h) Crystallite size (nm)

A B C D E

0 67.6
2 22.55
4 17.17 59.12 59.89
5 48.41
6 18.56 57.20 49.85
8 58.70 68.36
10 65.61 44.91 69.3
12 58.13 57.97
15 56.58 44.95 42.48

Table 4 Crystallite size evolution of Al at various milling duration

Milling duration
(h)

Crystallite size (nm)

A B C D E

0 89.51
2 40.33
4 38.85 60.35 69.27
5 53.39
6 28.29 62.24 55.61
8 60.91 57.30
10 57.10 48.92 62.68
12 62.31 48.74
15 56.03 48.25 50.41
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instance, the B group (300 rpm, 10:1 bpr, 50 wt% Hexane) exhibits a crystallite
size decreased of Ti to only 57.20 nm, and Al to only 62.24 nm after 6 h of
milling. Even after prolonged milling of up to 15 h, the size only decreased to
56.58 nm of Ti and 56.03 nm of Al, respectively. Whereas for C samples which
were mechanically alloyed under higher rotation speed (400 rpm, 10:1 bpr, 50

Fig. 2 X-ray diffraction spectrum of A group (Dry, 200 rpm, 10:1) at various milling duration

(a)

(b)

Fig. 3 FESEM images and EDX spectrums of unreact powder particles of B samples after 8 h of
milling. a Al particles and b Al patch on Ti particle
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wt% Hexane), the crystallite size reduction was slightly better as it was decreased
to 49.85 nm for Ti, and 55.61 nm for Al after 6 h. This occurred by increasing the
rotation speed, the likelihood of collision between the ball to the powder and the
milling jar has also increased.

Fig. 4 X-ray diffraction spectrum of B group (Wet 50 wt% Hexane, 300 rpm, 10:1) at various
milling duration

Fig. 5 X-ray diffraction spectrum of C group (Wet 50 wt% Hexane, 400 rpm, 10:1) at various
milling duration
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Fig. 6 X-ray diffraction spectrum of D group (Wet 50 wt% Hexane, 300 rpm, 20:1) at various
milling duration

Fig. 7 X-ray diffraction spectrum of A group (Wet 25 wt% Hexane, 300 rpm, 20:1) at various
milling duration
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The use of 20:1 ball to powder ratio in D group (300 rpm, 20:1 bpr, 50 wt%
Hexane), somehow exhibits a better refinement of crystallite size compared to B
group, as after 15 h of milling, it was decreased to 44.95 nm for Ti and 48.25 nm
of Al respectively. This result has also suggested that increase of the ball to
powder weight ratio has accelerated the MA process as the surface area for ball to
powder impact has doubled. In the case of E group (300 rpm, 20:1 bpr, 25 wt%
Hexane) which was mechanically alloyed by using less amount of PCA for 15 h,
more progressive refinement was observed as the Ti crystallite size was decreased
to 42.28 nm whilst Al was reduced to 50.41 nm. The result obtained shows that the
amount of Hexane used during milling has also played an important role in grain
refinement. In addition, all above results has also confirmed that the use of Hexane
has delayed the alloying process as partial of the kinetic energy during milling
were absorbed by PCA instead of the powder particles.

The nature of crystallite size reduction in MA is by the continuous cold
welding, fracturing, re-welding and re-fracturing, resulting in the breaking of the
powder particles and therefore the grain boundaries of the materials. In general,
fracturing of ductile materials was not easy and it was difficult to obtain a very
small crystallite size. As predicted, the Ti with less ductility (hcp structure) has a
smaller size than that of very ductile Al (fcc structure) in the final powder product.
These phenomena may occur due to crystallite size of the initial powder feed with
89.51 nm of Al, and 67.6 nm of Ti. But the decreased rate of Ti crystallite size was
much slower than Al, which is in good agreement with the ductile-brittle material
behaviour.

The observation of variation in crystallite size of Ti and Al in Ti-50%Al powder
samples shows that the structures of the powder were strongly dependent on the
mechanical alloying process conditions and parameters. It can be deduced from
the result obtained that dry milling without an addition of PCA’s is proven to be
the most effective means in reducing the Ti-50%Al crystallite size, despite the fact
that, milling with higher rotation speed, higher ball to powder ratio and addition of
less PCA resulted in better crystallite refinement.

3.3 Thermal Stability of Ti-50%Al Powder

Thermal analysis was performed by heating the powder sample in an alumina
adapter in dynamic vacuum atmosphere up to 850 �C at a heating rate of 10 �C/min.
As observed from the DTA spectrums of selected B samples, gas release occurs in
the temperature range of 70–315 �C. All spectrums also show that the DTA peak
appeared between 665–740 �C. The minimum onset temperature for this sample
was at 681.2 �C for 8 h MA-ed powder which corresponds to the melting of the Al
phase, and maximum temperature of 689.50 �C for 10 h MA-end powder (Fig. 8).
The maximum point of exothermic peak was observed to appear within the tem-
perature range of 697.9–702.8 �C and between 56.3-65.743 lV. This is associated
with the transformation of the meta-stable solid solution into the equilibrium TiAl

338 J. B. Al-Dabbagh et al.



phase. Accordingly, the maximum, onset, offset and reaction point of all samples
increased gradually by milling duration over initial powder value as seen in Table 5.

The increased mechano-chemical reaction temperature reflects a progressive
intermixing or formation of nano-crystallite Ti(Al) solid solution as well as
crystallite size refinement. As only single TiAl phase appears to form in these
sample group, it is suggested that the reduction in crystallite size was the main
reason in the shifting of DTA peak to a higher temperature. On the other hand, it is
revealed that progressive intermixing and multiphase nano-crystallite Ti(Al) solid
solution formation in D and E samples, has resulted in the shifting of exothermic

Fig. 8 DTA thermogram for Ti-50%Al powders B group at various milling duration up to 15 h

Table 5 DTA peak measurement data for selected Ti-50%Al powder at various milling duration

Samples Milling duration
(h)

On set Off set Point of reaction Heat changes
Temp (�C) lVS

Initial 0 675.80 697.10 678.50 1369.22
B 8 681.20 704.40 685.70 1983.40
B 10 689.50 708.80 696.80 2142.01
B 12 687.00 711.70 691.60 2305.43
D 12 709.50 739.90 719.80 2147.09
D 15 708.70 750.20 717.40 2437.96
E 10 698.4 739.1 701.7 2125.285
E 15 696.3 738.3 702.1 2463.848
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peaks to even higher temperatures compared to B samples. As shown in Fig. 9, the
DTA traces exhibit better thermal properties as DTA peak for both samples appear
to co-exist in the higher temperature range of 670–795 �C with minimum onset
temperature at 696.3 �C for 15 h(E) MA-ed powder and maximum temperature of
709.50 �C for 12 h(D) MA-ed powder.

Maximum points of exothermic peak were observed to appear within
713.1–726.1 �C temperature range and between 163.6–171.4 lV. As multiple
TiAl phases appear to form in these sample groups, it is well explained the
inconsistency in DTA peak value. Whereas the increasing of heat changes sug-
gested the energy consumed to induce the mechano-chemical reaction is caused by
the formation of nano-crystallite Ti(Al) solid solution as well as crystallite size
refinement. This DTA observation further confirmed that the use of higher ball to
powder ratio from 10:1 to 20:1 has accelerated the MA process as it resulted in
better thermal behaviour.

As shown in Figs. 10 and 11, it was found that the pattern of a-alpha (CTE)
under controlled heating up to 850 �C exhibits two different groups of spectrums
as DTA result. B samples which were milled with 10:1 ratio, exhibit a higher peak
in a narrow peak range with CTE value range between 9.4357–10.9467 E-6/K,
while D and E samples which were milled with 20:1 ratio have a lower peak but
wider peak range and lower CTE value range between 6.8785–9.7642 E-6/K.

Fig. 9 DTA thermogram for selected Ti-50%Al powders D and E group at various milling
duration
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3.4 Micro-Hardness of Ti-50%Al Powder

Micro-hardness test were performed on selected samples at various milling
duration. The test result for each sample is the average value of at least 10 suc-
cessive indentations. As shown in Fig. 12, the micro hardness values of D samples
have gradually increased over milling duration. After 12 h of MA, the micro
hardness value is 2 times higher than the initial powder mixture (0 h). The
increased Ti-50%Al hardness is not only due to increased fineness of the Ti–Al

Fig. 10 CTE thermogram of selected Ti-50%Al powders at various milling duration of B group

Fig. 11 CTE thermogram of selected Ti-50%Al powders at various milling duration of D & E
group
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powder microstructure but also due to the formation of formation Ti(Al) solid
solutions.

4 Conclusion

The results of this paper show that the milling parameter plays an important role in
the efficiencies of the MA process;

i. Mechanical alloying (MA) of elemental Ti and Al powders promoted the
formation TiAl alloys. Longer milling duration and less addition of hexane
resulted in a better formation of TiAl alloys as Ti(Al) solid solution was
formed after 5 h of milling.

ii. Dry milling without an addition of PCA’s led to a dramatic decrease in the
crystallite size of powder product but the agglomeration effect resulted in low
milling yield. In contrast, with an addition of hexane, even though effectively
minimize the agglomeration problem, proved to delay the MA process.

iii. Higher rotation energy, less addition of PCA and higher ball to powder
weight ratio could accelerate the crystallite size reduction.

iv. Longer milling duration exhibits a better effect on the thermal behavior of Ti-
50%Al powders as the reaction temperature has increased to 719.80 �C
compared with 678.50 �C of the initial powder mixture. As in the DTA
results, the observation on a-alpha value shows that higher ball to powder
weight ratio used in MA also resulted in better thermal behavior.
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v. The micro-hardness value of the MA-ed powders systematically increased by
milling duration with a maximum value of 106.93 Hv for 12 h MA-ed
powder as a result of grain refinement and the formation of new phases.

It can be conclude that the physical and thermal behaviour of Ti-50%Al powder in
the early stage of MA, is determined by the morphology and microstructure of
powder samples. By further MA in the intermediate and final stage, progressive
intermixing between the Ti–Al plays a vital role in determining the changes in the
physical and thermal behaviour.
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Equilibrium, Langmuir Isotherms
and Thermodynamic Studies
for Adsorption of Cu(II) on Natural Clay

Mustapha Djebbar, Fatiha Djafri and Mohammed Bouchekara

Abstract We have studied the pH and the temperature effects on copper ions
adsorption on natural and treated clays from ENOF Chemical Ltd., Research
Company, Algeria. Treated clay was studied to improve the adsorption capacity.
X-Ray diffraction identified montmorillonite and kaolinite as major clay minerals.
The langmuir adsorption model was used for the mathematical description of the
adsorption equilibrium and the equilibrium data adhered very well to this model.
The treated and natural clay had the monolayer adsorption capacity equal to 15.40
and 12.22 mg.g-1 respectively at pH value of 6.5 and 20 �C and the adsorption
isotherms could be fitted with Langmuir isotherms, and the coefficients indicated
favorable adsorption of Cu(II) on the clays. Determination of the thermodynamic
parameters, H, S and G showed that the adsorption process was spontaneous and
exothermic accompanied by decrease in entropy and Gibbs energy. Results of this
study will be useful for future scale up for using this material as a low-cost
adsorbent for the removal of Cu(II) from wastewater.
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1 Introduction

The removal of heavy metals from water and wastewater is important in terms of
protecting public health and environment [1]. Many industrial activities such as
metal plating, industry fertilizer, mining operations, metallurgy, manufacturing
batteries and dyeing in textile industries introduce heavy metals into the envi-
ronment via their waste effluents [2]. Precipitation, ion-exchange, ultrafiltration,
membrane separation and adsorption are the usual methods for the removal of
heavy metal ions from aqueous solutions [3].

Due to its simplicity and easy operational conditions, adsorption is a widely-
used process. In this study, we report the adsorption of Cu(II) from aqueous
solutions on natural and activated clays.

In continuation of previous works carried out in this field, in the present work, a
more efficient method for modification of Clay was studied. One of the objectives
of this study was to evaluate the effect of this modification on the capability and
mechanism of Cu(II) adsorption from water by the produced adsorbent.

2 Materials and Methods

2.1 Preparation of Na-Montmorillonite

The natural clays were washed several times with distilled and deionised water and
were completely dispersed in water. After 7 h at rest, the dispersion was centri-
fuged for 1 h at 2,400 rpm. The size of the clay particles obtained was 2 mL.

These clay particles were dispersed in water and heated at 75 �C in the presence
of a solution composed of the sodium salts of bicarbonate (1 M), citrate (0.3 M),
and chloride (2 M) [4, 5]. The purpose of this operation was to eliminate inorganic
and organic compounds, aluminium found in the inter-layer spaces and various
free captions. Carbonates were removed by treatment with HCl (0.5 M) and
chloride was eliminated after several washings. The organic matter was eliminated
completely by treatment with H2O2 (30 % v/v) at 70 �C. The purified clay was
dried at 110 �C, and then saturated with sodium (Na+). To ensure complete
transformation into the sodium form, all samples were washed several times with a
NaOH solution (1 M), 40 g of Na-montmorillonite was treated with 400 mL of
5 N sulphuric acid (analytical grade) at 90 �C for 3.5 h [6] in a stirred glass
reaction vessel with reflux. After the acid treatment, the sample was filtered and
washed with distilled water until they were free of SO4

2-. The samples were dried
at 60 �C for 12 h and ground to pass through a 0.074 mm sieve. The Activated clay
acid was characterized using FTIR, DRX and DTA/TG techniques.
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3 Results and Discussions

3.1 X-ray Diffraction

The final product of clay was separated by centrifugation, then washed and dried at 60 �C
and studied and X-ray diffraction patterns (XRD) of powder samples were recorded at
room temperature under air conditions on a Siemens D-5000 instrument, using Cu Ka
radiation (k = 1.5406 Å) and TG/DTA techniques and FT-IR spectroscopy.

Results of the X-ray diffraction analysis for natural and activated clay are
shown in Fig. 1. It clearly shows that the d-spacing of clay increased from 12.93
Å, 2h = 6.83� to 16.50 Å, 2h = 5.35� which could be attributed to the natural and
activated clay. Quartz (reflection at d = 13.92 Å, 2h = 21.07, 26.34�) and calcite
(reflection at d = 4.42 and 2.49 Å, 2h = 20.05�, 35.97�) are the major impurities.
The reflection at d = 7.07 Å, 2h = 12.5� is characteristic of kaolinite. Montmo-
rillonite and Kaolinite as major clay minerals were identified by XRD (Fig. 1).

3.2 Infrared Spectroscopy Study

FT-IR spectra of the natural and activated samples are in the region of
4000–400 cm-1 in fact, IR techniques have been used by many researchers for the
identification of natural clay minerals [7] as shown in Fig. 2. The characteristic
vibrations of hydroxyl groups, the silicates anions and the octahedral captions are
present in the IR spectra of the studied samples. The peak positions agree with the
values given in literature [8]. In the region of 3,700–3,200 cm-1, a number of sharp
peaks at 3,625 and 3,460 cm-1 are observed. In the region above 3,000 cm-1, the
wavenumber contains information about the silanols.

The characteristic vibration peaks of montmorillonite are at 3,625 cm-1 (O–H
stretching), 1,040 cm-1 (Si–O stretching), 628 cm-1 (Al–O–Si stretching),
525 cm-1 (Si–O–Al bending) and 467 cm-1 (Si–O–Si bending). The small peaks
in the region of 1,650–1,500 cm-1 are due to O–H stretching vibrations from
H–O–H, which implies that there is a presence of little amount of adsorbed water
in the clay samples. The peak at 914 cm-1 and the weak band at 440 cm-1 were
assigned to O–Si–O asymmetric stretching; the doublet at 850 and 790 cm-1

indicates the presence of quartz. The characteristic bands of montmorillonite-Na
were observed at 1,039 and 467 cm-1 [8]. The high intensity of the peak appearing
at 1,039 cm-1 is an indication of the large amount of this mineral in the sample.

3.3 Thermo-Gravimetric Analysis

The thermal analysis diagrams for natural and activated clay are shown in Figs. 3
and 4.
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The thermogravimetric results for activated clay (Fig. 3) revealed a weight loss
corresponding to free and absorbed water on the outer surface of montmorillonite
and organic materials [9] due to acid treatment in the range of 34–133 �C.
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The second peak occurring between 397 and 536 �C refers to the loss of hydroxyl
in the structure [9]. The corresponding weight loss for natural and activated clay
were 8.69 and 2.04 %, respectively.

Results showed an endothermic peak in the DTA curve of natural clay in the
range of 25 to 130 �C due to the dehydration of clay minerals are shown in Fig. 4.
The second endothermic phenomenon took place between 350 and 600 �C, this
peak is referring to the loss of hydroxyl in the structure [10]. The corresponding
loss of bicarbonates and carbonates are related to the endothermic peak around 283
and 702 �C, respectively.

4 Adsorption of Copper Ions

4.1 Experimental Procedure

Solutions of Cu(II) concentrations in the range of 10–100 mgl-1 were prepared
from a stock solution of CuSO4, 5H2O. The pH was adjusted with 0.1 M NaOH or
HNO3.

Amounts of 0.2 g clay were dispersed in the different copper salt solutions and
shaken during 2 h [11]. The dispersions were filtered, and the copper concentration
was determined by spectrophotometry at a wave-length of 805 nm (Visible
spectrophotometer using KBr disc method). The amounts of Cu(II) adsorbed were
calculated from the concentration differences.
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Adsorption of heavy metals ions is often pH-dependant [12, 13]. The influence
of pH is shown in Fig. 5. Adsorption of copper ions was maximal at PH 6.5.
Similar results were reported by [14]. After activation, the same effect was
observed (Fig. 6). At lower pH, the adsorption of protons of water competed with
the adsorption of copper ions, and at higher pH copper hydroxide was precipitated
(Table 1).

4.2 Adsorption Isotherms

The Langmuir model is the simplest and the most commonly-used model to
represent the adsorption from a liquid phase by a solid phase [15]. This model
assumes a monolayer adsorption.

The obtained adsorption data were fitted by the linearized Langmuir equation:

Ceq

x=m
� � ¼ 1

Xm � bÞð þ Ceq

Xm
ð1Þ

where Ceq is the equilibrium adsorptive concentration in solution, Xm the monolayer
capacity (x/m) is the specific amount and b is the related to the adsorption energy.
The Langmuir isotherm showed a fit with the experiment data (Figs. 7 and 8).
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With increased temperature, the adsorption of Cu(II) increased (Fig. 7) [16] con-
firming that the process was exothermic. After activation of the clay, the same effect
was observed (Fig. 8).
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The parameters derived from the least-squares fitting of the isotherms by the
linearized Langmuir equation (Fig. 9) are given in Table 2.

Adsorption isotherms of Cu(II) on the natural clays and activated clay are
shown in Fig. 10.

The monolayer capacity (Xm) for activated and natural clay was 15.40 and
12.22 mg.g-1 respectively. The higher b value of natural clay compared with that
of activated clay showed that the adsorption of copper ions on the raw clay
required more energy.

Table 1 Chemical composition of the natural clay and activated clay (in mass%)

Sample Activated clay Natural clay

SiO2 67.27 54.782
Al2O3 21.25 30.794
SO3 0.314 0.1
K2O 2.10 1.199
MgO 2.204 1.761
CaO 0.037 0.015
Fe2O3 3.069 2.636
Na2O 2.57 4.33
TiO2 0.265 0.1
P2O5 0.015 0.03
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Fig. 9 Langmuir isotherms for Cu(II) adsorption at 20 �C (clay 0.2 g/l, pH 6.5, initial Cu(II) mg/L)
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5 Thermodynamic Parameters

The thermodynamic parameters for the adsorption of Cu(II) by natural and acti-
vated clay such as the enthalpy change DH�, the Gibbs free energy change DG�
and the entropy change DS� can be calculated from the variation of maximum
adsorption with temperature T using the following basic thermodynamic relations
[17].

Kads ¼ Qe:
m
v

� �

C0� Qe m
v

� �� � ð2Þ

DG� ¼ RT lnKads ð3Þ

Table 2 Langmuir parameters of adsorption isotherms at 20 �C

Adsorbents Langmuir equation

Xm(mg.g-1) b(L.mg-1) R2

Natural clay 12.22 0.62 0.992
Activated clay 15.40 0.79 0.992

Fig. 10 Adsorption isotherms of Cu(II) on the natural clays and activated clay adsorbents at 20
�C, PH 6.5
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DS� ¼ ðDH� � DG�Þ
T

ð4Þ

where R is the gas constant, R = 8.314 9 10-3 kJ mol-1 K-1; Kads is the equi-
librium constant, T is the absolute temperature; DG� is the change in free energy,
kJ mol-1; DG� is the change in enthalpy, kJ mol-1; DS� is the change in entropy,
kJ mol-1. According to Eq. (2), the mean value of the enthalpy change due do the
adsorption of Cu(II) by natural and activated clay over the temperature range
studied can be determined graphically by linear plotting of ln Kads against
1/T using the least squares analysis shown in Fig. 11.

The mean enthalpy change can be determined from the slope of the straight
line. The variation of Gibbs free energy and entropy change with temperature can
be calculated using Eqs. (3) and (4), respectively, the results are arranged in
Table 3. An important result that can be obtained from Table 3 is that the Gibbs
free energy (DG�) is small and negative with its value decreasing with increasing
temperature. This indicates that the adsorption processes of Cu(II) by natural and
activated clay can be enhanced by decreasing temperature. The values of entropy
change (DS�) are positive and remain almost constant with temperature. This gives
an evidence that structural changes in Cu(II) and natural and activated clay occur
during the adsorption process (Fig. 11). The negative values of enthalpy change
(DH�) for the adsorption is lower than 80 kJ mol-1, suggesting the physical nature
of the sorption, i.e., physisorption conducted with van der Waals forces.
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The enthalpy change DH� of the adsorption were negative -33.3915 to
-48.5720 kJ/mol indicating physical adsorption of Cu(II) on to natural and acti-
vated clay [17]. The values of DG� are negative (Table 3), which means that the
reaction of Cu(II) adsorption is spontaneous exothermic [18].

6 Conclusion

Adsorption isotherms were both well described by the Langmuir model. A max-
imum capacity of Cu(II) adsorbed on natural and activated clay at equilibrium was
15.40 and 12.22 mg.g-1 respectively. The negative value of DH� indicated that the
adsorption process was exothermic in natural and Activated Clay, the negative
values of DG� at different temperatures (293–323 K) indicated the spontaneous
nature of Cu(II) adsorption. The adsorption reached a maximum at a PH 6.5 and
increased with temperature. The Cu(II) adsorbed by natural clay was lower
compared with activated clay.
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Residual Stress Mapping in Alumina
by Cr3+ Fluorescence Spectroscopy

Fathi A. ElFallagh

Abstract The stresses around the Vickers indents in alumina [surface orientation

ð1 1
�

0 2Þ] were investigated by Cr3+ fluorescence spectroscopy, measuring the
shifts in the Cr3+ R1 and R2 luminescence lines. Changes in R1 peak position can
be related directly to changes in residual stress of the alumina in the sampled
volume, and changes in R1 peak width arise from local stress variations due to
microstructural defects such as cracks and dislocations. The intensity of the R1 and
R2 fluorescence peaks was observed to decrease with increasing proximity to the
indent centre due to increased scattering from residual surface and microstructural
damage such as dislocations, cracks and surface debris.

1 Introduction

Micro- and nano-indentations on the surface of materials provide a useful and
quick way of determining mechanical properties of materials. Microindentations
alter the microstructure and state of residual stress at the surface of a material.

Residual stress in alumina can be measured using Cr3+ fluorescence spectros-
copy (e.g. [1–4]). The presence of chromium ions in a-Al2O3, substituting on the
Al3+ sublattice, gives rise to two sharp luminescence lines (R1 and R2) in the
visible region, which shift linearly with the applied stress [4].

DmR1 ¼ 7:590P� 1:5S DmR2 ¼ 7:615P� 0:6S ð1Þ

where DmR1 and DmR2 are the shifts in the R1 and R2 lines of ruby (in cm-1) and
P and S are the hydrostatic and non-hydrostatic component of the stress (in GPa),
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respectively [4]. If the stresses are purely hydrostatic (i.e. S = 0), both lines shift
by nearly equal amounts with applied hydrostatic stress P.

The general principles of relating an observed line shift in fluorescence to the
state of stress have been described previously [5].

Single crystal sapphire samples have been indented under a range of loads,
generating highly localised regions of surface microstructural damage and asso-
ciated residual stress. The measured changes in residual stress have been related to
the changes in alumina topography and microstructure (including the 2D distri-
bution of cracks observed around the indentation sites), induced by the Vickers
microindentations.

2 Experimental Procedures

Alumina samples (R-cut) have been indented using diamond Vickers indenters.
Optical microscopy and SEM were used to study surface damage on the samples.
Cr3+ fluorescence spectra were recorded, using an inVia/H26081 Renishaw
spectrometer for as received and indented alumina samples.

2.1 Materials

Samples used for these studies were: An optically polished single crystal sapphire

(a-Al2O3) wafer 0.55 mm thick with rhombohedral surface orientation ð1 1
�

0 2Þ
(‘‘R-cut’’). Single crystal alumina samples were chosen to avoid any influence of
local grain crystallography and grain boundaries on the microstructural crack and
stress analyses.

2.2 Indentation Procedure

A microhardness tester (Mitutoyo) was used to indent the alumina samples under
ambient conditions (24 �C, *43 % relative humidity) using a diamond Vickers
indenter tip loaded to 50, 100, 200, 300 g and dwell time 15 s, keeping a constant
tip and sample orientation for each sample.

Arrays of Vickers microindentations with different loads were done on the
R-cut (see Fig. 1), leaving enough space between sequential indents to prevent
interaction among surface cracks from different indentation sites.
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2.3 Cr3+ Fluorescence Spectroscopy

A Renishaw Cr3+ fluorescence spectrometer was used to study stress changes in
alumina samples. Fluorescence spectra were recorded using an in Via/H26081
Renishaw spectrometer with a 20 mW Ar laser (k = 514.5 nm) at 1 % power.
A 50x objective lens was used which produces a spot size of 2 lm. Linear scans
and 2D x-y map scans (Fig. 2) were done for (a) the optically polished single
crystal alumina, (b) from 50, 100, 200 and 300 g Vickers microindentations. The
line and map spectra were collected in steps of 2 lm, with the centres of the
indents being the approximate centres of the x-y maps. The frequency scan range
was from 14,300 to 14,500 cm-1. Analysis of collected spectra for line scans and
2D square maps was done using both Renishaw software and Microcal Origin. The
spectra (Fig. 3) were fitted with mixed Lorentzian and Gaussian curves, and the
results for the R1 and R2 peak positions and widths (FWHM) were fitted using
multi-peak functions and exponential decay functions respectively.

Fig. 1 a Optical image of a Vickers microindentation array on a single crystal sapphire sample
(R-cut). b, c and d optical images of 50, 100 and 300 g indents in (a)
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Fig. 2 a and b show optical images of the line scan and x-y square map scan used to collect data
for the 100 g Vickers microindentation

Fig. 3 Cr3+ fluorescence Peaks, R1 and R2 from line scan for a 300 g Vickers microindentation
(starting point for the scan is the centre of microindentation site and moving out along one of the
diagonals). The biggest R1 and R2 peaks correspond to the furthest scan point at 30 lm from the
indent centre. Peak shifts are due to residual stress changes. The Intensity of the peaks is lowest
the near centre of the microindentation due to scattering of the laser light
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3 Results and Discussion

3.1 Microindentation of Alumina

The microindentation sites of the alumina samples (R-cut) were imaged using optical
microscopy. Figure 4 shows the residual damage area with radiating radial cracks.

The microindentation tests of ð1 1
�

0 2Þ orientation alumina gave a Vickers
Hardness of HV = 20.5 GPa ± 2 % averaged over four indents, which is within

the expected range e.g. the reported value of 20.8 GPa for ð2 1
�

1
�

0Þ sapphire [6].
The residual damage at the Vickers indentation sites, loads 50, 100, 200 and 300 g
with identical diamond tip and crystal orientation, was imaged by SEM (no coat-
ing). Figure 5 shows the two types of cracks visible on the surface around these
indentation sites (i) radial cracks, and (ii) circumferential cracks. The maximum
length of surface cracks increased with indent load, e.g. for 100 g the radial cracks
extended to a maximum of 12 lm from the corners of the residual indent
impression, and for 300 g up to 20 lm. In brittle materials radial cracks typically
initiate near the edges of the Vickers indenter tips where there is the highest stress
concentration [6, 7]. The radial cracks in this chapter were located in very similar
positions for loads 50, 100, 200 and 300 g and not exactly on the corners of the
residual indent impression. This offset can be due to the local crystallography of
the sample [7, 8]. Some linear surface traces, probably twins or slip bands, were
also observed around the residual indent impression (Fig. 6) [6, 9]. The surface
observations of the indentations are consistent with those previously reported in
other studies of microindentation of alumina [6, 9].

3.2 Crystallographic Analysis by Electron Backscattered
Diffraction

In order to define the orientations of microindentations sites with respect to the
sample crystallographic directions, Crystallographic analysis by Electron Back-
scattered Diffraction (EBSD) scan were performed near these sites [10]. One of the
diagonals of the microindentation sites was chosen to be parallel to the y-direction
of the scan.

3.2.1 Pole Figure Calculations of the R-Cut Alumina Sample

A pole figure is a graphical representation of the orientation of an object in space.
For example, pole figures in the form of stereographic projections are used to
represent the orientation distribution of crystallographic lattice planes in crystal-
lography [10, 11]. Figure 7 shows a Kikuchi pattern obtained near a 100 g
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indentation site in R-cut alumina. The intersecting lines termed Kikuchi bands
correspond to each of the lattice diffracting planes and the intersection points
correspond to crystallographic directions.

Secondary 
radial cracks

Radial cracks

(b)(a)

300g indent sites

<
0 

2 
2 

1>

100g indent sites

200g indent sites

Fig. 4 Optical images of indentation sites in R-cut alumina sample a showing 100, 200 and
300 g indent sites. b 300 g indent site showing radial cracks
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Fig. 5 a, b, c and d SE image of a 50, 100, 200 and 300 g Vickers indentation site at R-cut
alumina sample, respectively, with radial and circumferential crack patterns
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Using these Kikuchi patterns, pole figures were calculated to show the orien-

tation distribution of crystallographic lattice planes, for example f1 1
�

0 2g planes
which is the sample surface orientation (see Fig. 8). An inverse pole figure is the
description of the sample orientation with respect to the crystal coordinate system
[11].

From the pole figures shown in Figs. 8 and 9 and from the crystallography of

alumina, it is determined that the sample y-direction is parallel to a ½0 2 2
�

1�
crystallographic direction (which is the only direction from this family lying on the

ð1 1
�

0 2Þ plane) for alumina. Therefore the vertical diagonal of the microinden-

tation is parallel to this ½0 2 2
�

1� direction (see Figs. 4 and 5).

3.3 Residual Stress Mapping by Cr3+ Fluorescence
Spectroscopy

Microindentation on the surface of the alumina samples causes changes of the
residual stress; in order to study these changes Cr3+ Fluorescence Spectroscopy
was used.

3.3.1 As-Received and As-Indented Alumina

The stresses around the Vickers indents in alumina were investigated by Cr3+

fluorescence spectroscopy, measuring the shifts in the Cr3+ R1 and R2 luminescence
lines away from the values obtained from the as-received material [1–4, 12, 13].

Fig. 6 SEM image of a
100 g Vickers indentation
site with radial and
circumferential crack patterns
(depth of residual damage
crater *1.9 lm)
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The as-received optically polished single crystal alumina [surface orientation

ð1 1
�

0 2Þ], gave a R1 peak position of 14401.6 cm-1 at room temperature. This is
slightly lower than the values, 14,402 cm-1 [12] and 14402.5 ± 0.4 cm-1 [13]
reported for unstressed alumina in the literature, which may be due to experimental
calibration or a very small residual compressive stress existing in the polished
alumina sample. The intensity of the R1 and R2 fluorescence peaks was observed to
decrease with increasing proximity to the indent centre due to increased scattering

Fig. 7 Kikuchi Pattern for R-cut single crystal Sapphire

Fig. 8 a Calculated alumina f1 1
�

0 2g\0 2 2
�

1 [ pole figure
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from residual surface and microstructural damage such as dislocations, cracks and
surface debris (see Fig. 10). Maximum variations of the R1 and R2 peak intensity,
position and width due to changes of focus, equivalent to sample height changes in
the range of ±4 lm, were found to be ±11 %, ±0.05 cm-1 and ±0.08 cm-1

respectively.
Changes in R1 and R2 peak positions can be related directly to changes in

residual stress of the alumina in the volume sampled, and changes in R1 and R2

peak widths arise from local stress variations due to microstructural defects such as
cracks and dislocations [1–3]. Figure 11 shows the variation in measured R1 peak
position and width along a diagonal from the centre of a 200 g Vickers micro-
indentation fitted using multi-peak curves. The R1 luminescence line undergoes
significant changes in its peak position and width in the vicinity of the indentation
site. The line scan in Fig. 11a illustrates three zones where the R1 peak position
exhibits different displacement from the R1 peak position in the as-received alu-
mina; (i) a reduction in frequency, (ii) an increase in frequency, and (iii) the same
as the as-received alumina. These zones correspond to a net compressive stress
zone, a net tensile stress zone, and a neutral stress zone.

Fig. 9 Inverse pole figure for R-cut single crystal alumina

Fig. 10 Map of R1 peak
intensity around a 200 g
Vickers microindentation
site, indentation site marked
by the white diamond
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The residual stress around the indents was calculated from the shift in the
frequency of the R1 and R2 peaks using Eq. (1) [1, 4]. Figure 12 shows the
variation of the residual stress along the diagonal of the 200 g Vickers microin-
dentation in Fig. 11a, b. The calculated stress is averaged over the volume excited
by the laser beam. Given the laser power (0.2 mW), the laser spot size *2 lm,
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Fig. 11 Variations of a, c R1

and R2 peak positions and
b R1 peak width with distance
along an indenter tip edge
starting from the centre of a
200 g Vickers
microindentation site
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and an approximate axial penetration depth of *10 lm [1], the volume excited by
the laser beam is approximately 31 lm3.

In all the indents examined there is a significant compressive stress zone (I)
underneath the residual indent impression. The compressive stress zone decreases
from a peak within the indent impression, 120 MPa for the 200 g indent in Fig. 12,
until the net stress changes to tensile (zone II). The commencement and maximum
of this tensile zone are outside the residual indent impression, but within the range
of the surface radial cracks (18 lm for the 200 g) observed propagating from the
edge of the residual indentation impression. The maximum tensile stress measured
was significantly less than the maximum compressive stress, being 40 MPa for the
200 g indent in Fig. 12 at 15 lm from the indent centre. The detectable tensile
zone extended around 12–20 and 20–30 lm from the centre of 200 and 300 g
Vickers indentations, respectively. This tensile zone, surrounding the central
compressive stress zone, is expected to be a key driving force for crack propa-
gation outwards from the indent centre.

The microstructural damage generated around the Vickers indent, such as
cracks and dislocations, cause changes in R1 peak width due to local stress vari-
ations in the volume excited by the laser beam. Figure 11b shows the changes in
R1 peak width for the 200 g Vickers microindentation in Figs. 11a and 12. At the
centre of the indent, in the severe microstructural damage zone, there is significant
peak broadening. From a maximum within the indent impression, the peak
broadening then decreases exponentially, and at the edge of the compressive stress
zone (I) is reduced to \10 % of its maximum value. It was consistently observed
that the broadening of the R1 peak is concentrated in the compressive stress zone.

Figure 13 shows 2D maps of R1 peak position and width for a second 200 g
Vickers microindentation site, which show the same features as the line scans
(Fig. 11). Under the residual indent impression there is a significant compressive
stress and a corresponding R1 peak broadening zone. Outside the residual indent
impression, there is a clear ring of net tensile stress, where the R1 peak broadening
is measurable but small. The central compressive stress zone and the surrounding

± 0.01 GPa

Corner of indentation

Surface radial cracks

Fig. 12 Variation of the
hydrostatic component of the
residual stress with distance
along an indenter tip edge
starting from the centre of a
200 g Vickers
microindentation site (from
Fig. 11a)
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tensile stress zone are consistent with previous studies of indentations and scratch
tests [1, 4, 14, 15].

The Vickers indentation tip used to generate the surface damage in the alumina
sample has four fold symmetry, but the microstructural damage and the measured
residual stress around the indents do not exhibit the symmetry of the indenter tip
(Fig. 13a). This is due to a number of factors including (i) the crystallography of
the alumina, which determines which dislocations and crack systems can be
activated, (ii) the mutually interactive process of dislocation and crack generation
and propagation (which generates statistical variation), and (iii) the Cr3+ fluores-
cence measurement technique which averages over the 3D volume excited by the
laser beam.

Interestingly the 200 g indents analysed in Figs. 11, 12 and 13 have a maximum
value of measured compressive stress not at the centre of the indents, but about

(a)

(b)

Fig. 13 2D Maps of a R1

peak shift and b R1 peak
width, around a 200 g
Vickers microindentation
site, indentation site marked
by the white diamond
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(c)

(b)

Corner of 
indentation

Modulation

(a)

Corner of 
indentation

Fig. 14 a, b and c Show
variations of peak1 position,
peak1 width and peak2
position respectively, from
the centre of 300 g Vickers
microindentation site
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two thirds of the distance from the centre to the edge of the residual indent
impression (120 MPa in Fig. 12). Similarly the maximum peak broadening is also
observed towards the edge of the residual indent impression rather than at the
centre, indicating increased local stress variations in the microstructure at that
location. Further studies with better resolution (smaller spot size) and an increased
number of data points, might better resolve the fluctuations in the residual stress
near the centre of the indentation.

The results for the 300 g indentations sites (Figs. 14 and 15) were similar to
100 and 200 g except that the peak position base line had unexpected modulations
due to equipment error.

4 Conclusions

• In this work, the surface damage caused by Vickers microindentation on R-cut
alumina samples has been studied.

• Surface analyses reveal: Microindentation of single crystal alumina generates a
complex central plastic deformation zone consisting of interconnecting cracks
(radial, median, circumferential, lateral), planar faults (including basal and
prism plane) and dislocations.

• The maximum length of surface cracks increased with indent load, e.g. for
100 g the radial cracks extended to a maximum of 12 lm from the corners of
the residual indent impression, and for 300 g up to 20 lm

• The radial cracks in this chapter were located in very similar positions for loads
50, 100, 200 and 300 g and not exactly on the corners of the residual indent
impression

Residual stress analysis by Cr3+ Fluorescence Spectroscopy reveals:

• The central zone of residual compressive stress extends laterally beyond the
visible residual indent impression, and is surrounded by a zone of residual

± 0.01 GPa

Fig. 15 Variation of the
hydrostatic component of the
residual stress with the
distance from the centre of
the 300 g Vickers
microindentation
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tensile stress which extends to beyond the range of the radial cracks. The
maximum residual compressive stress measured did not occur at the geomet-
rical centre of the indent.

• The Vickers indentation tip used to generate the surface damage in the alumina
sample has four fold symmetry, but the microstructural damage and the mea-
sured residual stress around the indents do not exhibit the symmetry of the
indenter tip.
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Superficial Parameters Determination
of the Ti-6Al-4V Alloy Submitted
to PIII Treatment in Different Times
of Implantation
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Maria Margareth da Silva, Mario Ueda, Antonio Augusto Couto,
Felipe Rocha Caliari and Adriano Gonçalves dos Reis

Abstract The advancement of technology leads to the development of new
materials improving their tribology properties. It can be noticed in different areas
like aerospace industry, chemical and oil that need resistant material in high
temperatures and aggressive environments. In this case, it is important to think in
its tribological properties, like wear, oxidation, toughness, and hardness. An
effective mean, economic and with easy application is the plasma immersion ion
implantation (PIII) technique. In the case of difficult shapes, the material can be
equally treated. In this work, the Ti-Al-4V alloy was submitted to PIII during 2 and
3 h. The comparative analysis to determine which of which time was more effi-
cient related to the tribological improvement measured by Auger, X-ray diffraction
and wear. It will be observed images by MEV of the alloy submitted to PIII
treatment.
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1 Introduction

The titanium alloy Ti-6Al-4V is the most widely used in engineering because it
has very attractive properties as well as well as mechanical and microstructural
aspects. However, during the deformation at high temperatures the alloy behavior
changes with the thermodynamic parameters and the processing conditions.
Although extraordinary advances in the development of titanium alloys with high
tensile strength, ductility and creep resistance at high temperatures, the oxidation
problems limit the use of these alloys at temperatures above 600 8C. Protective
coatings that serve as barriers to the action of oxygen are necessary. The emerging
technology of plasma immersion ion implantation (PIII) provides a simple and
economical technique and can be used in structures of complex shapes in 3D,
without the need of adherence of layers, training films and even chemical reac-
tions. The study of the surfaces mechanical properties treated with the PIII tech-
nique is needed for the quantitative determination of improving their surface
conditions. The Auger spectroscopy, X-ray diffraction and wear techniques were
used in this work [1–9].

2 Materials and Methods

The plasma immersion ion implantation treatment consisted in mounting the
sample of Ti-6Al-4V in the sample holder device, inserted and fixed in the reactor.
It is sealed to form the vacuum, targeting the surface treatment, with a mechanical
pump and after using a diffusing pump until the pressure up to 5.3 9 10–3 m bar,
when the system is ready to begin the deployment implantation process. Nitrogen
was injected (implantation of nitrogen ions in the sample) and to obtain the
plasma, the pulser RUP-4 was turned on. The implantation of nitrogen treatments
were performed at 250 �C, high voltage pulse of 8.5 kV, time average amplitude
of 40 ls, frequency of 400 Hz, working pressure of 0.21 Pa during 120 and
180 min [2–12].

The determination of the atomic concentration as a function of depth for the
samples with 2 and 3 h immersion was studied by the technique of Auger electron
spectroscopy using the spectrometer FISIONS surface science instrument, Model
F-310 MICROLAB, which was used to sputter the sample surfaces with argon. For
the identification of the crystalline phases present in the samples was using a X-ray
diffractometer, in a configuration h/h, with the equipment Panalytical hallmark and
X’Pert Powder model. The analysis parameters were a pitch of 0.002, 2h ranging
between 108 and 908, and a step time of 10 s.

The wear analysis was done using the pin-on-disk method. The equipment used
was the CSM-Instruments Pin-on-disk Tribometer SN 18-313. The wear surface of
the samples and the coefficient of friction was measured according to ASTM G99-
95A [13]. The samples were prepared as single discs of 10 mm diameter and
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3 mm in thickness, polished to a mirror finish, ultrasonically cleaned in acetone.
The sample as received (without treatment PIII) was used as a reference for the
characterization analysis. The width of the wear track was measured via optical
microscopy, obtaining an average stretch of track. The cleaning of the samples and
the pin was made with acetone; the analysis was performed at room temperature
(18–22 8C) and relative humidity between 50 and 70 %. The pin is spherical of
polycrystalline alumina with 99.85 % purity, with a hardness of 19,000 N/mm2

and a diameter of 3 mm. The normal load used was 1.0 N, wear track radius of
3 mm distance traveled 94.25 m (5,000 cycles), the data acquisition rate of 5 Hz
and a rate of 5 cm/s (150 rpm).

The fractographic analysis of implanted samples was done using a scanning
electron microscope JEOL model JSM brand-5310.

3 Results and Discussions

The wear was determined by measuring the wear track width by optical micro-
scope as seen in Fig. 1.

The wear is a function of the wear volume in mm3, also called lost volume (V),
is calculated by:

V ¼ 2pR½r2sen�1 d=2rð Þ� d=4ð Þ 4r2�d2
� �1=2� ð1Þ

where R is the radius of the wear track, d is the width of track wear and r is radius
of the pin. And the wear coefficient K is calculated by the expression:

K ¼ V= N � Lð Þ ð2Þ

where V is the lost volume, N is the distance covered in meters and L is the applied
load in Newtons [14–17].We then have the values of V and K for each immersion
time shown in Table 1.

The results of the wear test is shown in Fig. 2, where it can be seen that the
coefficient of friction of the treated sample is a function of number of cycles, and
from the determinate number of cycles the average of the coefficient of friction,
becomes of the untreated sample.

Comparing the untreated sample with the immersed for 120 min sample, it
can be noted that the wear coefficient was 27.11 % less, the sample immersed for
180 min had a wear coefficient with respect to the untreated sample of the 34.22 %
less. This result is consistent, if the wear coefficient decreases, the material
hardness increases and then less material is lost. Comparing the results obtained in
several other chapters, it can be said that they were consistent with the expected
[12–16].

The X-ray diffraction shows through the Fig. 3, the surface modification with
the nitrides formation. In Fig. 3a, it have the untreated sample which is observed
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only the presence of Tia and Tib, in the Fig. 3b it have the result of sample with
120 min of implantation, where nitride formation appears, as well as in Fig. 3c,
with more nitride formation and decreased Tib, since N is an alphagenic com-
ponent [18, 19].

The Auger spectroscopy shows us through Fig. 4a and b, that with the PIII
treatment, the layer obtained has the thickness of 18 nm for the sample at 2 h
immersion and a layer of 36 nm for sample 3 h immersion. In addition we can
observed in the sample which is for 2 h immersed that nitrogen atoms are mea-
sured up to a maximum concentration of 20 % to 6 nm and the sample 3 h
immersion, 32 % of the maximum concentration to 18 nm.

It observe also the presence of the elements Ti, Al, and V in the alloy. The
oxygen is found in the atmosphere and due to the strong affinity of titanium with

(a) (b) (c)

Fig. 1 Image of track wear obtained in the wear test: a Sample without treatment, b Sample with
2 h of implantation and c Sample with 3 h of implantation

Table 1 Values of V and K for each immersion time

Immersion time
(min)

Track width
d (mm)

Lost volume
V (mm3)

Wear coefficient K 9 10-3

(mm3/Nm)

0 0.73726 0.2124 20.25
120 0.66365 0.1547 1.64 (-27.11 %)
180 0.64341 0.1399 1.48 (-9.76 %)
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Fig. 2 Images of the results of wear tests: a untreated sample, b immersed for120 min sample
and c immersed for180 min sample
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oxygen, forming a passive oxide layer on its surface, which serves as a protective
layer against corrosion. The thickness of this oxide layer may undergo some
changes according to the ambient conditions and the treatment. In the sample
treated for 3 h immersion, oxygen is detected within 10 nm with an atomic con-
centration maximum of approximately 25 % near the surface. It is observed that
the concentrations of the atomic elements aluminum and vanadium are smaller
near the surface due to the presence of oxygen and nitrogen. The presence of
carbon at the surface is due possibly to the oil contamination of the PIII system
vacuum pump [7, 10].

The scanning electron microscopy showed that the surface roughness increased,
as observed in Fig. 5a–c. This roughness increases as the immersion time
increases, for the formation of nitrides in the implantation surface [19].

Fig. 3 a X-ray diffraction of the untreated sample, b X-ray diffraction of the sample with 2 h
immersion and c X-ray diffraction of the sample with 3 h immersion
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Fig. 4 Sample Auger spectroscopy with: a 2 h implantation, b 3 h implantation
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4 Conclusions

The objective of this work was the evaluation of the wear resistance of Ti-6Al-4V
alloy after plasma immersion ion implantation (PIII). The finality of this process
was the modification of surface properties of the alloy to obtain better tribology
properties. The samples were submitted to 120 and 180 min of implantation and
analyzed by pin-on-disk process, where the lost volumes and wear coefficients
were compared in the samples. Observed were the decreasing of attrite coefficient
and the lost volume of the material during wear test. The implanted sample by
180 min was the wear coefficient in relation of the sample without treatment of
34.22 % lower, and 9.76 % lower in relation to the implanted sample by 120 min.
It can be observed that the sample implanted by 180 min showed lower wear
coefficient. The results confirmed the improvement of PIII treatment on mechan-
ical resistance of the alloy.
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Investigation of Carbon Nanotube Defects
on Its Strength Using Nonlinear Finite
Element Modeling

Ehsan Mohammadpour and Mokhtar Awang

Abstract Due to their remarkable properties, carbon nanotubes have been used in
many engineering applications in the form of composite. In some cases, however
defects may occur and lead to poor strength of the composite. In this chapter, a
finite element method has been developed to evaluate mechanical behavior of
defective CNTs and graphene sheets. Stone-Wales defect (5-7-7-5) and vacancies
in SWCNTs and graphene sheets with different hilarities were studied under axial
load. The results show that CNTs and grapheme structures are sensitive to
vacancies. However, the armchair grapheme structures have significant resistance
to defect under tensile load. Present results are in good agreement with available
literature.

Keywords Carbon nanotube � Vacancy � Defects � Nonlinear finite element
method � Mechanical properties

1 Introduction

It was shown that carbon nanotube (CNT) defects can be found at different steps
of its fabrication and purification process [1, 2], during device or composite
production [3, 4], or under mechanical strains [5]. It was also reported that even
few number of defects in the atomic structure of the CNT will result in deterio-
ration of mechanical or electrical properties of the CNT [6, 7]. At present, the
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studies of the defective CNTs and atomistic effects of these imperfections has been
a great challenge from both experimental and numerical aspects.

In order to simulate the mechanical behavior of carbon–carbon bonds beyond
bond breaking, a complex interatomic potential function is needed. For instance,
the Brenner potential function is mentioned as an accurate model [8]. A continuum
mechanics approach directly incorporating the Brenner potential function has been
developed by Zhang et al. [9] and Jiang et al. [10]. They modeled elastic properties
and stress–strain relationships of carbon nanotubes based on a modified Cauchy–
Born rule. An analytical molecular structural mechanics model [11] incorporating
the modified Morse potential function [12] has been developed by model defect-
free CNTs under tensile loadings.

From the available literature, continuum mechanics based models have not been
fully developed for predicting the effects of defects on mechanical properties of
CNTs and nanotube composites. The quantum mechanics and molecular dynamics
(MD) simulations are the main approaches for modeling the effects of defects on
mechanical [6, 7, 12–14] and thermal properties [15, 16] of CNTs. One attempt
using a continuum based atomistic model to study defect nucleation in carbon
nanotubes under mechanical loadings can be seen in the study by Jiang et al. [17].
The effect of defects on fracture of nanotubes has been studied by Tserpes et al.
[18, 19] using the finite element (FE) based model where they assumed that the
dimensions of the nanotube structures remain unchanged after the formation of
defects, which may not be true as atoms redistribute to minimize energy.

In this chapter, a finite element method has been developed to evaluate
mechanical behavior of defective CNTs and graphene sheets. Stone-Wales (SW)
defect (5-7-7-5) [20] and vacancies in SWCNTs and graphene sheets with different
chilarities were studied under axial load. Then, the stress–strain relationship of
defective structures containing different number of defects is predicted by using
the present finite element model based on the modified Morse potential function.
Effect of defects on the tensile strength of carbon nanostructures are discussed.
The predictions compare favorably to the corresponding published numerical
results such as molecular dynamics for armchair and zigzag carbon nanotubes and
graphene.

2 Finite Element Model

There are several different potential functions available [8, 21, 22] for describing
C–C bond interaction other than simple harmonic functions. Among them, the
modified Morse potential function [12] is accurate and practical for the present
study. The modified Morse potential function was correlated to the Brenner
potential function for strains below 10 %. The torsional energy term was neglected
from the bond total energy due to its low contribution in tensile behavior of the
nanotube and graphene sheets [23, 24]. The energy potential function is given as
follow
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E ¼ Estretch þ Eangle ð1Þ

where, Estretch is the bond energy due to bond stretch Dr and Eangle is the bond
energy due to bond angle variation Dh. The stretch force, the angle-variation
moment can be obtained from the derivative of Eq. (1) as functions of bond stretch
and bond angle variation, respectively:

F Drð Þ ¼ 2bDeð1� e�bDrÞe�bDr ð2Þ

M Dhð Þ ¼ khDh½1þ 3ksexticDh4� ð3Þ

Finite element solutions for predicting nonlinear mechanical behavior of
SWCNTs and graphene have been investigated using above equations for C–C
bond variations. In this chapter, beam elements as suggested in [23, 25] were
employed to model interatomic interactions. The bond interaction schematic is as
shown in Fig. 1.

The boundary conditions for the models are shown in Fig. 2. The atoms on the
bottom edge of the tube were fixed in all directions. The other end of the CNT was
axially displaced incrementally to introduce load into the tube.

Fig. 1 C–C bond interaction according to modified morse functions

Fig. 2 a Vacancy in a SWCNT and b SW defect in a graphene sheet
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The interatomic force is calculated for all atoms along the end of the nanotube
where the displacement is prescribed. The axial strain of the CNT is computed as
e ¼ Dl

l0
, where l0 is the initial length of the CNT or graphene. The force–strain

relationship of nanotubes is predicted using the modified Morse potential as out-
lined above.

It should be noted that the present method does not require a tube thickness to
be defined. However, in order to compare the results with published data, a con-
ventional modulus and strengths can be calculated using wall thickness of 0.34 nm
for CNTs and graphene sheets. The total force carried by the CNTs can be
extracted from the simulation results and then the stress can be computed as r ¼ F

A

and the Young’s modulus as ¼ F:l
Dl:A, respectively.

The predicted nonlinear behaviors of nanotubes are very similar to results
calculated from MD approach [12]. From both studies [11, 12], the predicted
strengths and failure strains are significantly higher than the experimental values
(11–63 GPa for strength and 10–13 % for failure strain) of Yu et al. [26]. This
difference can be partially explained by the presence of defects that reduce stiff-
ness and strength. The mechanical behavior of defective nanotubes is studied in
the following section.

3 Results and Discussion

Various types of defects exist in CNTs and graphene such as vacancies and SW
(5-7-7-5). Graphene sheets and SWCNTs of armchair (12, 12) and zigzag (20, 0)
were modeled in length of 10 nm. It was shown before that the Young’s moduli for
both armchair and zigzag nanotubes decrease with decreasing tube diameter and
approach the predicted graphite value when the tube diameter is increased. Effects
of tube curvature were neglected because (12, 12) and (20, 0) nanotubes have
similar tube diameter. In this work, the displacement was increased gradually until
carbon–carbon (C–C) bonds reach inflation point and bonds breaks. Bond strain
and stress can be extracted from the simulation results. Figure 3 shows effect of
vacancies on the graphene (12, 12) and SWCNT (12, 12).

Different numbers of vacancies were analyzed to these structures in order to
study the effect of vacancy density on the mechanical behavior of graphene sheets
and nanotubes. Figure 4 shows stress-strain relationships for graphene (12, 12) and
SWCNT (12, 12) containing different amount of vacancies. It can be seen when the
number of vacancies increases from 0 to 50, both structures become less resistance
to stress. The same behavior was observed from simulation results of graphene
(20, 0) and SWCNT (20, 0). It has been reported that vacancies can badly dete-
riorate mechanical properties of carbon nanostructures.

Figure 5 shows the calculated Young’s modulus of defective nanotubes and
graphene sheets with different chilarities. Young’s modulus of nanotubes and
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Fig. 3 Effect of 26 vacancies on the graphene and SWCNTs: a graphene (12, 12) and b SWCNT
(12, 12)
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graphene sheets are reduced from 0.88 to 0.72 TPa when the number of vacancies
increased from 1 to 50, respectively.

Results shows that such reduction is highly dependent on the chirality. Armchair
structures have greater mechanical strength comparing to zigzag structures.
Obviously the graph of graphene sheet (12, 12) shows remarkable resistance to
vacancies in comparison with other nanostructures. Zigzag configurations are
weaker and more sensitive to defects as deduced from simulation results.

The Stone–Wales 5-7-7-5 defect involves the 90� rotation of a carbon bond
with a new configuration. Figure 6 shows two graphene sheet (12, 12) with one
and three SW defect. Bond strains under tensile loading are depicted in Fig. 7.
It seems that the SW defect is the weakest part in a graphene sheet. In addition, the
effect of the SW defect on the configuration is found out to be local and limited to
atoms in the neighborhood of the defect.

Atoms far away from the defect undergo uniform deformation and their
geometry configurations are the same as the defect-free tubes. Stress-strain curves

Fig. 6 Effect of SW defects on graphene (12, 12): a 1 SW and b 3 SW

Fig. 7 a Stress-strain curves of defect-free and defective graphene sheet (12, 12), b Effect of
different point defects on the Young’s modulus of graphene sheet (12, 12)
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of prefect graphene sheets and defected graphene sheets are shown in Fig. 7.
Results show that SW defect has significant effect on the tensile behavior of
graphene.

Figure 7a shows the calculated stress–strain relationships for armchair and
zigzag nanotubes with and without SW defects. As can be seen from Fig. 7b, when
3 SW defect were introduced to a (12, 12) graphene sheet, its Young’s modulus
decreases from 0.9227 GPa to 0.896 TPa which is more effective than vacancies.
The predicted tensile strength as 85.9 GPa of defect free graphene is much greater
than that 75 GPa of defective graphene.

4 Conclusions

Several conclusions can be drawn from this research:

1. The present approach is capable of predicting Young’s modulus, and stress–strain
relationship of graphene sheets and nanotubes with or without vacancy/SW
defects.

2. Results show that CNTs and grapheme structures are sensitive to vacancies.
However armchair grapheme structures have significant resistance to defect
under tensile load. Moreover, armchair structures for both CNTs and grapheme
sheets are stronger than zigzag ones.

3. Effects of the SW defect on the Young’s modulus, fracture and failure
of defective CNTs have been investigated. Using the present approach, it is
feasible to model multiple defects and their interaction in both SWCNT and
MWCNT since the present approach is much simpler and computationally
efficient than the classical molecular dynamics model.

Acknowledgements The authors wish to acknowledge the financial supports given by the
Ministry of Science Technology and Innovation (MOSTI) under an E-science grant No. 158-200-147
and Universiti Teknologi PETRONAS.

References

1. Andrews, R., Jacques, D., Qian, D., et al.: Purification and structural annealing carbon
nanotubes at graphitization temperatures. Carbon 39, 1681 (2001)

2. Mawhinney, D.B., Naumenko, V., Kuznetsova, A., et al.: Surface defect site density on single
walled carbon nanotubes by titration. Chem. Phys. Lett. 6, 213 (2000)

3. Gojny, F.H., Nastalczyk, J., Roslaniec, Z., et al.: Influence of different carbon nanotubes on
the mechanical properties of epoxy matrix composites–a comparative study. Chem. Phys.
Lett. 370, 820 (2003)

4. Gojny, F.H., Schulte, K.: Functionalisation effect on the thermo-mechanical behaviour of
multi-wall carbon nanotube/epoxy-composites. Comp. Sci. Tech. 64, 2303 (2004)

5. Nardelli, M.B., Fattebert, J.L., Orlikowski, D., et al.: Mechanical properties, defects and
electronic behavior of carbon nanotubes. Carbon 38, 1703 (2000)

Investigation of Carbon Nanotube Defects 389



6. Sammalkorpi, M., Krasheninnikov, A., Kuronen, A., et al.: Mechanical properties of carbon
nanotubes with vacancies and related defects. Phys. Rev. B 70, 245 (2004)

7. Lu, Q., Bhattacharya, B.: Effect of randomly occurring stone–wales defects on mechanical
properties of carbon nanotubes using atomistic simulation. Nanotechnology 16, 555 (2005)

8. Brenner, D.W.: Empirical potential for hydrocarbons for use in simulating the chemical vapor
deposition of diamond films. Phys. Rev. B 42, 9458 (1990)

9. Zhang, P., Huang, Y., Geubelle, P.H., et al.: The elastic modulus of single-wall carbon
nanotubes: a continuum analysis incorporating interatomic potentials. Int. J. Solids Struct. 39,
3893 (2002)

10. Jiang, H., Zhang, P., Liu, B., et al.: The effect of nanotube radius on the constitutive model
for carbon nanotubes. Comput. Mater. Sci. 28, 429 (2003)

11. Xiao, X.R., Gama, B.A., Gillespie, J.W.: An analytical molecular structural mechanics model
for the mechanical properties of carbon nanotubes. Int. J. Solids Struct. 42, 3075 (2005)

12. Belytschko, T., Xiao, S.P., Schatz, G.C., et al.: Atomistic simulations of nanotube fracture.
Phys. Rev. B 65, 235 (2002)

13. Rahmandoust, M., Öchsner, A.: Influence of structural imperfections and doping on the
mechanical properties of single-walled carbon nanotubes. J. Nano Res. 6, 185–196 (2009)

14. Ghavamian, A., Rahmandoust, M., Öchsner, A.: A numerical evaluation of the influence of
defects on the elastic modulus of single and multi-walled carbon nanotubes. Comput. Mater.
Sci. 62, 110–116 (2012)

15. Huxtable, S.T., Cahill, D.G., Shenogin, S.: Interfacial heat flow in carbon nanotube
suspensions. Nat. Mater. 2, 731 (2003)

16. Shenogin, S., Bodapati, A., Xue, L.: Deformation of glassy polycarbonate and polystyrene:
the influence of chemical structure and local environment. Appl. Phys. Lett. 85, 2229 (2004)

17. Jiang, H., Feng, X.Q., Huang, Y.: Defect nucleation in carbon nanotubes under tension and
torsion: stone–wales transformation. Comput. Methods Appl. Mech. Eng. 193, 3419 (2004)

18. Tserpes, K.I., Papanikos, P., Tsirkas, S.A.: A progressive fracture model for carbon
nanotubes. Compos. B: Eng. 37, 662 (2006)

19. Tserpes, K.I., Papanikos, P.: The effect of stone–wales defect on the tensile behavior and
fracture of single-walled carbon nanotubes. Comp. Struct. 79, 581 (2007)

20. Stone, A.J., Wales, D.J.: Theoretical studies of icosahedral C60 and some related structures.
Chem. Phys. Lett. 128, 501 (1986)

21. Abell, G.C.: Empirical chemical pseudopotential theory of molecular and metallic bonding.
Phys. Rev. B 31, 6184 (1985)

22. Tersoff, J.: Empirical interatomic potential for carbon with applications to amorphous-
carbon. Phys. Rev. Let. 61, 2872 (1988)

23. Li, C.Y., Chou, T.W.: A structural mechanics approach for the analysis of carbon nanotubes.
Int. J. Solids Struct. 40, 2487 (2003)

24. Chang, T., Gao, H.: Size-dependent elastic properties of a single-walled carbon nanotube via
a molecular mechanics model. J. Mech. Phys. Solids 51, 1059 (2003)

25. Kalamkarov, A.L., Georgiades, A.V., Rokkam, S.K., et al.: Analytical and numerical
techniques to predict carbon nanotubes properties. Int. J. Solids Struct. 43, 6832 (2006)

26. Yu, M.F., Files, B.S., Arepalli, S., et al.: Tensile loading of ropes of single wall carbon
nanotubes and their mechanical properties. Phys. Rev. Lett. 84, 5552 (2000)

390 E. Mohammadpour and M. Awang



Multimodal Pushover Target Acceleration
Method Versus Dynamic Response of R/C
Frames

Ivan Balić, Ante Mihanović and Boris Trogrlić

Abstract A new multimodal pushover target acceleration method for the non-
linear analysis of reinforced concrete (R/C) frames subjected to seismic action is
presented in chapter. The aim of research shown in this chapter was to find the
influence of multimodal combinations in assessing the bearing capacity of R/C
frames based on linear (L) combination of modes, and to compare the target
ground acceleration agr,t (agr,u) of the multimodal pushover target acceleration
method with the failure peak ground acceleration agr,d obtained by a dynamic
transient response of R/C frames. The target acceleration presents the lowest
seismic resistance and it is the minimum acceleration of the base that leads to the
ultimate limit state of structure, and it is reached by an iterative procedure. In
accordance with the Eurocode 8 rules, application of the pushover method favors
access utilizing the first mode. Examples of presented 5-storey spatial R/C frame
show the significant influence of higher modes. A formulation for determining the
equivalent structural system damping by equalizing the dissipated energy during
one cycle of vibration of the nonlinear system and the equivalent linear system is
presented in this chapter. Results of the dynamic response of R/C frames are also
presented in this chapter. As seismic excitation eight real earthquake accelero-
grams are taken. On the basis of the results obtained by nonlinear dynamic time-
history analysis validation of the procedure of searching the target ground accel-
eration was made. Taking into account the elastic spectrum with calculated
equivalent structural damping and usability of the capacity curve up to 3/3 of a
displacement, the comparison of the target acceleration agr,u of the multimodal
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pushover method with the failure peak ground acceleration agr,d, obtained by a
dynamic response of the structure, shows a very good agreement between the
target acceleration and the failure peak ground acceleration.

Keywords Target acceleration � Multimodal pushover method � Dynamic
response � Seismic load � R/C frame � Linear combination of modes � Structural
damping

1 Introduction

One of the methods for determining the seismic resistance of a structure is the
nonlinear static pushover method which is a part of the European Norm EN 1998-1
[1]. In practical application, the pushover method based on form of the first load
vector is dominant. The European Norm EN 1998-1 introduced nonlinear analysis
of structures, which implementation and determination of target displacement are
shown in Annex B. In numerous research papers, such as [2–10], the influence of
higher modes on the results of nonlinear static analysis applied through the
pushover method were analysed with the conclusion of significant impact of higher
modes. In certain papers [11–13] comparison of results between nonlinear
dynamic and static seismic analysis of structures were carried out.

A new multimodal pushover target acceleration method and the term target
acceleration as a measure of the lowest seismic resistance is presented in this
chapter. The method can be applied on a specific elastic spectrum. In examples
presented in this chapter, spectrum type 1 and ground type A are chosen in
accordance with the EC8 [1].

In this chapter, 5-storey spatial R/C frames are analyzed by nonlinear numerical
model of stability and load-bearing capacity of R/C space frames with composite
cross-sections [14, 15]. The global iterative-incremental numerical procedure is
used with a monotonic increase of loading until the system collapse which is
caused by occurring of mechanism and/or losing of stability. The space equilib-
rium path, i.e. the capacity curve and plastic hinge appearance of the cross-section
are obtained as a result of the analysis. The possibility of incremental loading the
first one (vertical-self weight, permanent load) and then the other load (horizontal
earthquake action) enables the application of the nonlinear static pushover method
in accordance with the European Norm EN 1998-1 [1].

On the example of a 5-storey spatial R/C frame, a new multimodal pushover
target acceleration method is presented and a validation of the procedure of
searching the target ground acceleration on the basis of the results obtained by
nonlinear dynamic time-history analysis was made.

Figure 1 shows a schematic presentation of the aim of this chapter, which will
be described below.
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2 Multimodal Pushover Target Acceleration Method

The 5-storey spatial R/C frame with dimensions as shown in Fig. 2a is analysed.
Dimensions and discretization of cross-sections of beams are shown in Fig. 2d, e
and dimensions and discretization of cross-sections of columns are shown in
Fig. 2f. Properties of cross-sections are assigned to the frame according to Fig. 2b.

For the computation of the eigenvectors, a self weight of model is assigned,
additional dead load on plates (2.0 kN/m2), variable load on plates (2.0 kN/m2)
and material module Ec0 = 30.5 GPa, as initial elastic module of concrete.

To calculate the capacity curve, numerical models of concrete and reinforcing
steel are used as shown in Fig. 2g, h. Distributed loading is assigned on beams
according to Fig. 2c, and concentrated vertical forces (25.0 kN) are set in nodes on
intersections of beams and columns. The total weight of the model is
W = 8,290.0 kN, and the total mass of the model is M = 845.0 t.

2.1 Eigenvectors

By solving the linear dynamic analysis of the 5-storey R/C frame in x and
y direction, eigenvectors /i with a data of corresponding periods Ti and partici-
pating modal masses me,i, are obtained as shown in Tables 1 and 2. The failure
shear forces Ffi and the limit ground acceleration agr,i for the each eigenvector are
determined by the pushover procedure.

Fig. 1 Schematic presentation—multimodal pushover target acceleration method versus
dynamic response of R/C frame
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2.2 Determination of the Target Acceleration

A defined shape of the lateral loading vector is monotonically increased in the
nonlinear analysis, up to failure, i.e. achieving the critical load factor. The shape of
the first load vector in limit state, corresponding capacity curve and the order of

(a)

(d) (f) (g)

(h)(e)

(b) (c)

Fig. 2 Example a 5-storey spatial R/C frame, b cross-section marks, c load on beams, d–f cross-
section discretisation, g reinforcing-steel model, h concrete model

Table 1 Horizontal load vector properties for 5-storey R/C frame in x direction

Vector Ti (s) me,i (%) me,i (t) Ffi (kN) agr,I (g)

/1 0.839 81.47 688.42 1,735 0.405
/2 0.265 10.51 88.81 1,823 1.75
/3 0.146 4.12 34.81 2,786 7.90
/4 0.097 1.98 16.73 1,954 6.32
/5 0.076 0.67 5.66 1,838 41.70

Table 2 Horizontal load vector properties for a 5-storey R/C frame in y direction

Vector Ti (s) me,i (%) me,i (t) Ffi (kN) agr,I (g)

/1 0.953 80.34 678.87 1,427 0.39
/2 0.293 10.94 92.44 1,572 1.65
/3 0.156 4.51 38.11 2,593 4.62
/4 0.101 2.27 19.18 2,146 8.08
/5 0.077 0.78 6.59 1,576 17.70
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beginning of plastification and plastic hinge positions for x direction are shown in
Fig. 3. The determination of capacity curves of all higher significant modes is
analogous.

Conversion of the capacity curve into the Acceleration-Displacement Response
Spectrum (ADRS) format according to the previously selected spectrum, deter-
mination of the elasto-plastic equivalent and limit ground acceleration of the first
vector agr,1, according to EC8 [1], are all shown in Fig. 4. Spectrum type 1 with
5 % damping for the ground type A according to EN 1998 is used. The obtained
target acceleration has a value of agr,1 = 0.405 g, which is the seismic resistance
of the first vector for a 5-storey R/C frame in x direction.

Fig. 3 Capacity curve for the first vector /1 (direction x)

Fig. 4 Determination of seismic resistance for the first vector /1
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The limit ground acceleration obtained for the first vector /1, i.e.
agr,1 = 0.405 g, is assumed in the first step as the initial ground acceleration of an
iterative procedure in determining the target ground acceleration agr,t.

Determination of the spectral acceleration as,i of the analyzed five modes for the
5-storey R/C frame in x direction, for the initial acceleration agr,1 = 0.405 g, i.e.
the first step in the iterative procedure of determining the target acceleration for a
linear (L) combination of modes is shown in Fig. 5. The figure shows periods Ti

and capacity curves of analyzed modes. Capacity curves of the first and the second
mode are completely visible in the figure, while the curves of higher modes are cut
off above the spectral acceleration of 2.20 g and above the spectral displacement
of 0.28 m.

Spectral acceleration as,i of the analyzed five modes are obtained from the
capacity curves of vectors /i, respecting a 2/3 usability of displacement du on a
capacity curve, i.e. taking into account the target displacement dt according to the
EN 1998-1 (Annex B) [1].

A linear (L) combination of modes is used for analysis in this chapter, because
the test of linear (L) and Square Root of the Sum of Square (SRSS) combination of
modes shows that the linear combination is more probable [16]. The initial limit
load FL =

P
Fi for the linear (L) combination of modes can be described with the

following expression.

Fig. 5 Determination of spectral acceleration of modes for 5-storey R/C frame in x direction, on
elastic spectrum with 5 % damping for ground acceleration 0.405 g
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FL ¼
X

Fi ¼
Xn

i¼1

� me;i as;iðagrÞ Ffi= Ffi

ffiffi ffiffi ð2:1Þ

Table 3 shows an iterative procedure for determining the target ground accel-
eration for linear (L) combination of modes of a 5-storey R/C frame in x direction.
The obtained target acceleration amounts to agr,t = 0.18 g, and the corresponding
shear force in the cross-section at the base of the calculation model is
FL = 2,197 kN.

The iterative procedure is considered completed when the load equality is
obtained from the general failure vector FL and the design limit load Ff. The
obtained result is the target ground acceleration agr,t which defines the lowest
seismic resistance of the structure.

Load vectors for all participating modes, capacity curve, and the order of
occurrence of plastification hinges for linear (L) combination of modes for a 5-
storey R/C frame in x direction, are presented in Fig. 6.

Table 3 Target acceleration determination for linear (L) combination of modes in x direction

agr as,1 F1 as,2 F2 as,3 F3 as,4 F4 as,5 F5 FL =
P

Fi Ff Ff/
FL

0.405 0.257 1,735 1.206 1,051 1.400 478 0.810 133 0.720 40 3,437 2,303 0.67
0.27 0.244 1,648 0.815 710 0.930 318 0.534 88 0.479 27 2,790 2,232 0.80
0.22 0.228 1,540 0.700 610 0.750 256 0.443 73 0.390 22 2,500 2,175 0.87
0.19 0.212 1,432 0.620 540 0.667 228 0.383 63 0.330 18 2,281 2,190 0.96
0.18 0.206 1,391 0.592 516 0.628 214 0.352 58 0.320 18 2,197 2,197 1.00
0.17 0.198 1,337 0.585 510 0.608 208 0.338 56 0.308 17 2,127 2,191 1.03

Fig. 6 Capacity curve for linear (L) combination of modes (x direction)
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Determination of the target ground acceleration for linear (L) combination of
modes of a 5-storey R/C frame in y direction is shown in Table 4. Limit ground
acceleration obtained for the first vector /1, which amounts agr,1 = 0.39 g, is
assumed as the initial ground acceleration in the first step of an iterative procedure.
The obtained target ground acceleration is agr,t = 0.17 g.

Figure 7 shows load vectors for all participating modes, capacity curve, and the
order of occurrence of plastification hinges for linear (L) combination of modes for
a 5-storey R/C frame in y direction.

Comparison of the target ground acceleration and corresponding shear force,
for the first vector analysed individually and for linear (L) combination of modes
for a 5-storey R/C frame in x and y directions are shown in Table 5.

The obtained results show that the target acceleration agr,t obtained by the
multimodal pushover method for the linear (L) combination of modes with the
target displacement dt, i.e. 2/3 usability of the displacement du on the capacity
curve, and the elastic spectrum with 5 % damping is several times lower than a
single mode acceleration agr,1 obtained by the criteria of the target displacement
for the first vector according to EN 1998-1 (Annex B) [1].

Table 4 Target acceleration determination for linear (L) combination of modes in y direction

agr as,1 F1 as,2 F2 as,3 F3 as,4 F4 as,5 F5 FL =
P

Fi Ff Ff/FL

0.39 0.214 1,427 1.142 1,036 1.388 519 0.803 151 0.698 45 3,178 2,097 0.66
0.25 0.202 1,345 0.722 655 0.843 315 0.510 96 0.443 29 2,440 1,927 0.79
0.19 0.184 1,225 0.560 508 0.713 267 0.390 73 0.330 21 2,094 1,927 0.92
0.17 0.173 1,152 0.505 456 0.638 239 0.345 65 0.308 20 1,934 1,934 1.00

Fig. 7 Capacity curve for linear (L) combination of modes (y direction)
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2.3 Determination of Equivalent Structural Damping

A new formulation of the equivalent structural damping of a system by equal-
ization of the dissipated energy during one cycle of vibration of a nonlinear system
and the equivalent linear system, provided that the executed work of a nonlinear
system is equal to the executed work of the equivalent linear system with secant
stiffness is presented in this chapter.

The capacity curve of the first vector /1, which is defined by a failure shear
force of the first vector Ff1 and the maximum horizontal displacement umax, is
adopted as the relevant curve to determine the hysteresis capacity curve of a
structure. A return part of the hysteretic capacity curve to the zero force is a linear
function, which slope is defined from the equality of areas A1 and A2.

The equivalent structural damping ratio is defined by Eq. (2.2), according to
[17]

n ¼ ED

4 p ES
ð2:2Þ

where n is the equivalent structural damping, ED is the dissipated energy during
one cycle of vibration of a nonlinear system, which is equal to the surface within
the hysteresis loop and ES is the dissipated energy during one cycle of vibration of
the linear system, which is equal to the surface of a triangle, see Fig. 8.

Determination of the equivalent structural damping by equalization of the
dissipated energy during one cycle of vibration of a nonlinear system and the
equivalent linear system with secant stiffness ksec, on the example of a 5-storey R/
C frame in x direction, is shown in Fig. 8.

The equivalent structural damping of the observed 5-storey R/C frame in
x direction is determined according to the expression (2.3), and 28 % equivalent
structural damping was obtained.

n ¼ ED

4 p ES
¼ 0:644

4 � p � 0:180
¼ 0:28 ð2:3Þ

Determination of the equivalent structural damping for a 5-storey R/C frame
in y direction is analogous. The equivalent structural damping of the analyzed

Table 5 Comparison of the target acceleration of the first mode and linear (L) combination of
modes with 2/3 usability of displacement on the capacity curve and the elastic spectrum with 5 %
damping

R/C frame Direction Displacement = dt = 2/3 du

Damping (%) agr,1 (g) F1 (kN) agr,t (g) FL (kN)

5-storey x 5 0.405 1,735 0.18 2,197
5-storey y 5 0.39 1,427 0.17 1,934
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5-storey R/C frame in y direction is determined according to the expression (2.4),
and 29 % equivalent structural damping was obtained.

n ¼ ED

4 p ES
¼ 0:796

4 � p � 0:215
¼ 0:29 ð2:4Þ

2.4 Target Acceleration for Linear (L) Combination
of Modes with Elastic Spectrum with Real Structural
Damping and 3/3 Usability of Displacement on Capacity
Curve

The results obtained by the target acceleration method for linear (L) combination
of modes at full usability, i.e. 3/3 usability, of the displacement du on the capacity
curve and with elastic spectrum for calculated equivalent structural damping will
be used for comparison with the results of the dynamic response of the same
analyzed structure.

Determination of the spectral acceleration of modes as,i was conducted for 3/3
usability of the displacement du on a capacity curve, as shown in Fig. 9.

In the elastic spectrum, a damping correction factor g is defined by expression
(2.5) where n is the calculated equivalent structural damping given as a
percentage.

g ¼
ffiffiffiffiffiffiffiffiffiffiffi

10
5þ n

r

ð2:5Þ

Comparison of the elastic spectrum with 5 and 28 % damping for ground
acceleration agr = 0.30 g is shown in Fig. 10.

Fig. 8 Determination of the equivalent structural damping based on hysteretic energy dissipation
of linear and nonlinear system of 5-storey R/C frame (x direction)
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Determination of the spectral acceleration as,i of analyzed five modes for a 5-
storey R/C frame in x direction, for the acceleration agr = 0.46 g, with 3/3
usability of displacement du on capacity curve and the elastic spectrum for 28 %
damping is shown in Fig. 11.

Table 6 shows the determination of the target ground acceleration for a linear
(L) combination of modes of a 5-storey R/C frame in x direction with 3/3 usability
of the displacement du on a capacity curve and the elastic spectrum for 28 %
damping. A ground acceleration agr = 0.45 g is assumed as the initial ground
acceleration in the first step of the iterative procedure. The obtained target ground
acceleration is agr,u = 0.46 g and the corresponding shear force in the cross-
section at the base of the calculation model is FL = 2,145 kN.

Load vectors for all participating modes and capacity curve for linear (L)
combination of modes for a 5-storey R/C frame in x direction with 3/3 usability of
displacement du on a capacity curve and the elastic spectrum for 28 % damping,
are presented in Fig. 12.

Fig. 9 Determination of spectral acceleration as,i with 3/3 usability of displacement

Fig. 10 Comparison of the elastic spectrum with 5 and 28 % damping for ground acceleration
agr = 0.30 g
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Table 7 shows the determination of the target ground acceleration for a linear
(L) combination of modes of a 5-storey R/C frame in y direction with 3/3 usability
of displacement du on a capacity curve and the elastic spectrum for 29 % damping.
The obtained target acceleration is agr,u = 0.455 g, and the corresponding shear
force in the cross-section at the base of the model is FL = 1,914 kN.

Load vectors for all participating modes and capacity curve for a linear (L)
combination of modes for 5-storey R/C frame in y direction with 3/3 usability of
the displacement du on a capacity curve and the elastic spectrum for 29 %
damping, are presented in Fig. 13.

Fig. 11 Determination of spectral acceleration as,i of modes for 5-storey R/C frame in
x direction, on elastic spectrum with 28 % damping for ground acceleration 0.46 g and with 3/3
usability of displacement du on capacity curve

Table 6 Target acceleration for linear (L) combination of modes for 5-storey R/C frame in
x direction, with 3/3 usability of displacement on a capacity curve and the elastic spectrum for
28 % damping

agr as,1 F1 as,2 F2 as,3 F3 as,4 F4 as,5 F5 FL =
P

Fi Ff Ff/FL

0.45 0.193 1,303 0.568 495 0.608 208 0.509 84 0.482 27 2,116 2,180 1.03
0.46 0.196 1,324 0.570 497 0.620 212 0.518 85 0.495 27 2,145 2,145 1.00
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Fig. 12 Capacity curve for linear (L) combination of modes for 5-storey R/C frame in
x direction, with 3/3 usability of displacement on a capacity curve and the elastic spectrum for
28 % damping

Table 7 Target acceleration for linear (L) combination of modes for 5-storey R/C frame in
y direction, with 3/3 usability of displacement on a capacity curve and the elastic spectrum for
29 % damping

agr as,1 F1 as,2 F2 as,3 F3 as,4 F4 as,5 F5 FL =
P

Fi Ff Ff/FL

0.45 0.168 1,119 0.496 450 0.585 219 0.511 96 0.480 31 1,915 1,953 1.02
0.455 0.169 1,125 0.504 457 0.545 204 0.515 97 0.486 31 1,914 1,914 1.00

Fig. 13 Capacity curve for linear (L) combination of modes for 5-storey R/C frame in
y direction, with 3/3 usability of displacement on capacity curve and with elastic spectrum for
29 % damping
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3 Dynamic Response of 5-Storey Spatial R/C Frame

The calculation of the seismic resistance by an incremental dynamic analysis was
carried out for a 5-storey spatial R/C frame which is shown in Fig. 2. The dynamic
response of the 5-storey R/C frame was carried out by SeismoStruct [18] software
package for nonlinear analysis.

As seismic excitation, eight real earthquake accelerograms are adopted from the
European Strong-Motion Database [19]. The analyzed spatial frame was loaded
by accelerogram records of eight earthquakes. Earthquake amplitudes were
increased incrementally until a failure peak ground acceleration agr,d occurred, i.e.
until the collapse of the structure. All selected earthquake accelerograms were
recorded at the sites which soil characteristics corresponds to the ground type
A according to EN 1998-1 [1]. The selected real earthquakes are the following:
Montenegro (Montenegro)-1979, Campano Lucano (Italy)-1980, Aigion (Greece)-
1995, Olfus (Island)-2008, Calabria (Italy)-1978, Valnerina (Italy)-1979, Banja
Luka (B&H)-1981 and Sicilia Orientale (Italy)-1990, as shown in Fig. 14.

The model of the 5-storey spatial R/C frame from the program SeismoStruct
[18] with marked sites of earthquake action is shown in Fig. 15.

As a result of the dynamic response, failure peak ground acceleration agr,d and
total failure shear force on the base Fd are shown.

Results of the analysis of dynamic response of a 5-storey R/C frame in
x direction are presented in Table 8, and results of dynamic response of the same
frame in y direction are presented in Table 9.

A maximum value of the failure peak ground acceleration agr,d for the earth-
quake Valnerina (*) is discarded, since it deviates the most from the average. A
relevant result was calculated as the average value of dynamic response results for
a series of the remaining seven earthquake records.

The obtained seismic resistance of a 5-storey R/C frame in x direction is 0.46 g
and the average total failure shear force on the base of the model is 1,821 kN.

The obtained seismic resistance of a 5-storey R/C frame in y direction is 0.43 g
and the average total failure shear force on the base of the model is 1,695 kN.

4 Comparison of Results

Comparison between the target ground acceleration agr,t (agr,u) of the multimodal
pushover target acceleration method with the failure peak ground acceleration agr,d

obtained by a dynamic transient response of R/C frames is shown in Table 10.
Table 10 shows a comparison of results of seismic resistance for a 5-storey

spatial R/C frame.
The results of seismic resistance show that the target acceleration agr,u, obtained

by the multimodal pushover target acceleration method for the linear (L) combi-
nation of modes of a 5-storey R/C frame with 3/3 usability of the displacement du
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Fig. 14 Real earthquake accelerograms [19]

Fig. 15 The model of 5-
storey R/C frame from the
program SeismoStruct [18]

Multimodal Pushover Target Acceleration Method 405



on a capacity curve and with elastic spectrum for calculated equivalent structural
damping is significantly higher than the target acceleration agr,t obtained by the
multimodal pushover target acceleration method with elastic spectrum for 5 %
damping and 2/3 usability of the displacement du on a capacity curve. The failure
loads FL are approximately the same in both cases.

The results in Table 10 also show that the ground acceleration agr,1 obtained by
the criteria of the target displacement for the first vector observed individually
according to EN 1998-1 (Annex B) [1] is lower than the target acceleration agr,u of
a 5-storey R/C frame for x and y directions obtained by the multimodal pushover
method.

Finally, there is a very good agreement between the failure peak ground
acceleration agr,d obtained by the dynamic response of the structure and the target
ground acceleration agr,u of the multimodal pushover target acceleration method
for linear (L) combination of modes with 3/3 usability of displacement du on
capacity curve and with elastic spectrum for calculated equivalent structural
damping, what also proves that the calculated equivalent structural damping is
real.

Table 8 Dynamic response of 5-storey spatial R/C frame in x direction

Earthquake agr,d (g) Fd,x (kN)

1. Montenegro 0.41 1,808
2. Campano Lucano 0.29 1,524
3. Aigion 0.41 1,527
4. Olfus 0.43 1,935
5. Calabria 0.62 2,084
* Valnerina 0.67 2,302
6. Banja Luka 0.48 1,854
7. Sicilia Orientale 0.57 2,015
Average of 7 earthquakes 0.46 1,821

Table 9 Dynamic response of 5-storey spatial R/C frame in y direction

Earthquake agr,d (g) Fd,y (kN)

1. Montenegro 0.37 1,660
2. Campano Lucano 0.33 1,892
3. Aigion 0.48 1,750
4. Olfus 0.27 1,308
5. Calabria 0.55 1,703
* Valnerina 0.69 1,534
6. Banja Luka 0.43 1,820
7. Sicilia Orientale 0.55 1,733
Average of 7 earthquakes 0.43 1,695
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5 Conclusions

This chapter presents a new multimodal pushover target acceleration method for
the nonlinear static analysis of resistance of R/C structures exposed to seismic
action. The method determines the target acceleration, which presents the lowest
seismic resistance of a structure. A comparison between the target ground accel-
eration agr,t (agr,u) of the multimodal pushover target acceleration method with the
failure peak ground acceleration agr,d obtained by a dynamic transient response of
the structure is shown on the example of a 5-storey R/C frame.

This chapter also presents a new formulation for determining the equivalent
structural damping, which is obtained by equalization of the dissipated energy
during one cycle of vibration of the nonlinear system and the equivalent linear
system, provided that the executed work of nonlinear system is equal to the
executed work of the equivalent linear system with the secant stiffness.

Based on the results of the analyzed 5-storey spatial R/C frame, the following
conclusion can be drawn:

• The influence of higher modes, especially the second and third one, is very
significant.

• The general failure vector which belongs to the target acceleration differs
significantly by shape from the shape of the load of the first vector, and also
from the shape of the load with uniform acceleration by the height of the
structure, as given in EN 1998-1 [1].

• There is a very good agreement between the failure peak ground acceleration
agr,d obtained by dynamic response of structure and the target acceleration agr,u

of the multimodal pushover method for linear (L) combination of modes, with
taking into account the elastic spectrum for calculated equivalent structural
damping n and with 3/3 usability of displacement du on capacity curve.
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Hardening and Roughness Reduction
of Carbon Steel by Laser Polishing

Stefan Stein, Rainer Börret, Andreas Kelm, Elvira Reiter,
Gerhard Schneider and Harald Riegel

Abstract Laser polishing (LP) is a non-contact method to smooth surfaces.
Its benefits are a fast and automated surface modification. The high-quality tem-
pered steel 1.7225 refined by electro-slag remold is investigated. Laser polishing
studies were carried out with a shielding gas enclosure to ensure an oxidation free
condition. The roughness of the initial and laser polished surface have been
determined by microscopy, roughness spectroscopy and white light interferometry
(WLI). Finite element method (FEM) simulation is carried out to determine the
heating and cooling rates of the steel surface. Scanning electron microcopy (SEM)
and energy-dispersive X-ray spectroscopy (EDX) has been used to analyze irreg-
ularities on the treated surface. The results show an overall roughness reduction by
laser remelting by 47 % from Rz,i = 5.42 to Rz,f = 2.87 lm. Roughness spec-
troscopy results show smooth, polished surface with values of Rz = 0.5 lm for
wavelengths smaller than 100 lm. At wavelengths above 200 lm the surface
structure is dominated by a few small craters. The composition inside the craters has
been analyzed. SEM results show small droplets inside the irregularities. EDX
analysis of the impurities indicates a composition comparable to slag. The slag
might origin from the electro slag remold process during steel production.
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Keywords Laser polishing � Laser remold � Electro slag remold steel � Surface
hardening � Laser grading

1 Introduction

Laser polishing (LP) is based on remelting a micro layer on the ground surface.
A thin layer just big enough to extend from the maximum to the minimum
topographic extensions gets liquefied. Subsequently the surface tension evens the
surface of the liquid. Finally the molten material solidifies in a smooth surface.
LP is non-abrasive, which is an advantage compared to conventional polishing
techniques [1–3]. The investigated steel is 1.7225 a carbon steel. The steel was
cleaned during a so-called electro slag remolding process. This process reduces
impurities, especially sulfide inclusions. Sulfide impurities have a low evaporation
temperature and according to [4–7] are the cause of formation of craters on the laser
polished surface. A shielding gas atmosphere can prevent the formation of waves
on the surface by avoiding a turbulent gas flow on the surface [1]. LP influences the
microstructure of the material by remelting and hardening. The microstructure
formed after a treatment with a Nd:YAG laser shows a high homogeneity level and
refinement [8]. High thermal energy is exposed to the surface resulting in a large
variety of effects, e.g. evaporating inclusions, decomposing carburizations or
annealing of carbon steels can occur [9]. The interaction between laser and
impurities can lead to the formation of craters. The cause of this local explosive
reaction is the low evaporation temperature of theses in homogeneities such as
nonmetallic inclusions like manganese sulfur or segregations [4, 10]. In [10]
manganese sulphur inclusions are found as the root cause for craters.

Surface topography using a Fourier transform of the surface topography was
carried out from Hafiz [1] and Pfefferkorn [2]. Applying a filter in the Fourier
domain followed by a back transformation enables an examination of the peri-
odical structures of the roughness to determine the roughness Rz of different
spectra. In particular, short-wave structures are being smoothed to a high extent by
the machining with laser radiation [1].

2 Experimental Setup

2.1 Used Laser and Measurement Devices

The experimental set-up consists of a pulsed Nd:YAG Laser with a Rayleigh
length of 1.88 mm and a minimal spot diameter of 292 lm. The Laser was
operated with a defocus of 2 mm above the probe surface which results in a
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diameter of 444 lm on the probe surface. The samples are protected from ambient
air by Argon in a gas shielding chamber.

The surface of the samples is characterized tactile by a Mitutoyo Surftest
SJ-301. Further measurement devices are a Zygo New View 500 WLI and a
scanning electron beam microscope Leo Gemini 1525.

2.2 Used Steel

The steel used in the experiments is a carbon steel 1.7225, which is electro
slag remold. Sulphur inclusions get reduced by this production process. The slag
binds nonmetallic elements and improves the steel quality of the solidified bulk
material.

The initial surface of the bulk material was ground. Ruby corundum with a
grain size between 370 and 310 lm was used. The specimen was quenched and
tempered. Figure 1 (left) shows a scanning electron microscope (SEM) image of
the initial surface. Grinding grooves are the dominant surface structures. The
ground surface has a roughness of Rz = 5.14 lm.

3 Numerical Simulation

During laser polishing the molten steel surface solidifies by self quenching.
When processing carbon steel the structure of the surface layer transforms into the
bridal martensitic structure. The formation of martensitic depends on the time-
temperature-characteristic of the process which is very fast and short when pro-
cessed with laser radiation [8]. The cooling rate needs to be sufficiently high to
prevent the carbon atoms from diffusing. In order to estimate the heating and
cooling rates a FEM-simulation was carried out. Results are shown in Fig. 2. Due
to the small volume of the used model (2 cm3) a continuous increase of temper-
ature of the sample is observed starting at 300 K and ending after 70 s at about
850 K.

In the simulation model the laser spot moves in meandering patterns over the
surface. Figure 2 shows several temperature peaks indicating the different pro-
cessing traces. Each maximum corresponds to the closest distance of the laser spot
to the measuring point in its corresponding trace. The three biggest maxima
correspond to traces where the laser spot touches the measuring point on the
surface at z = 0 mm. The trace in Fig. 2 with the biggest maximum is surrounded
by a rectangular box and displayed in Fig. 2 (inlet) with enlarged time scale. The
simulation results are marked as crosses and the solid line represents an interpo-
lation. Two calculations are run during one laser period, one with laser pulse on
and the second one with laser pulse off. The modulation of the calculated tem-
perature shows a big temperature variation between the laser pulses on one trace.
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Temperatures above the melting temperature indicate the formation of liquid
metal. Melting enthalpy however has not been taken into consideration. According
to the simulation results a melt pool at the surface at z = 0 is to be expected for
three traces. The melt pool exists for a time period of about Dtliquid = 30 ms
during four laser pulses. Already after about 100 ms the material is cooled down
by DT = 1,000 K, which corresponds to a cooling rate of 10,000 K/s. The sim-
ulation results indicate very high heating and cooling rates.

Fig. 1 SEM images of the initial surface (left) and the surface after remelting (right)

Fig. 2 Temperature-time characteristic of the laser polishing process at three different depths
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4 Experimental Results

4.1 Roughness Reduction

SEM images of the steel surface are displayed in Fig. 1. On the right side of Fig. 1
the laser remelted surface is illustrated. Martensitic needles are the prevailing
structures. Figure 3 shows results done by white light interferometry of the ground
(left) and the laser remelted surfaces (right).

The remelted surface exhibits a crater in the upper center of the image, marked
by a horizontal bar. The crater on the treated surface exhibits a diameter of 600 lm
and a depth of 5 lm, Fig. 4. The depth contributes to half of the peak to valley
value in Fig. 3. The crater contributes considerably to the surface roughness Rz

and dominates the surface quality.
The surface roughness according to EN ISO 3274 has been determined. All

measurements were carried out perpendicularly to the grinding grooves or the laser
processing marks. In addition a roughness-spectrum analysis has been carried out.
The analyzed wavelengths start according to EN ISO 3274 at a minimum wave-
length of 2.5 lm and ending at 800 lm. According to EN ISO 3274 the roughness
is determined by using a Gaussian filter, whereas the roughness spectrum is done

Fig. 3 White light
interferometry (WLI) images
of the initial (left) and
remelted surface (right)

Fig. 4 Cross section of a
crater
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with a rectangular filter in the spatial frequency domain, Fig. 5. Two roughness
spectra are displayed, the initial ground surface (diamonds) and the surface after
laser polishing (circles). Each displayed value is a mean value out of five mea-
surements at different sample locations. The standard deviation is displayed as
well and is mostly negligible, see Fig. 5. Figure 5 (right) shows the roughness Rz

according to EN ISO 3274. The roughness is reduced by laser polishing from
Rz = 5.42 lm to Rz = 2.87 lm.

The roughness spectrum of the ground surface exhibits a maximum value of
2.19 lm at wavelengths between 15.6 and 31.25 lm. The roughness at the
wavelength limits is much lower, that is 0.91 lm at small wavelength and 0.49 lm
at the upper end. The spectrum of the laser polished surface has almost an inverse
structure, leading to very low roughness in an extended area from 3.9 to 125 lm of
wavelength. The roughness at structures above a wavelength of 250 lm is sig-
nificantly higher than the ground surface. In this domain the measurement results
show also the highest standard deviations. Irregular distributed craters are the
cause for the significant attitudes at long structural wavelengths.

4.2 Formation of Craters

The formation of craters is caused by an eruption inside the melt pool. The liquid
metal gets ejected out of the surface. The eruption is caused by a low vaporizing
impurity. Figure 6 (left) shows a SEM-picture of the inside of a crater. In the
center the track of the overlapping laser beam pulses can be observed. The areas
marked by two ellipses are covered by droplets. The droplet marked with a square
is displayed enlarged on the right side of Fig. 6.

Fig. 5 Roughness spectrum Rz (left) and according to EN ISO 3274 (right)

416 S. Stein et al.



The dimensions of this droplet are about 7 times 10 lm. Two EDX spectra were
taken at the marked positions A and B. Position B is directly on the droplet and A
is in the bulk inside the martensitic needle structure. The results of the EDX-
analysis with detected elements and their relative occurrence are displayed in
Table 1.

The EDX spectrum on the steel surface at position A shows a content of iron
with 96.8 % followed by manganese and chrome as the next prevalent elements.
The EDX-spectra of the droplet at position B shows a high concentration of the
elements oxygen, aluminum, silicon and calcium. Slag consists largely of the
elements silicon dioxide, calcium oxide, iron (II) oxide and aluminum oxide [11].
Slag is a glassy or crystalline residue of solidified nonmetallic elements. Con-
sidering the results of the EDX analysis, it can be assumed, that the inclusions
found are slag. If parts of the slag get dragged during the production process into
the clean metal it will also solidify and stay as an impurity in the ESR steel. That
implies that the impurities found in the crater are caused by the residues of slag.

4.3 Structural Changes and Hardness Modification

The surface is characterized by its shape and its micro-structure. The shape is domi-
nated by martensitic needle structure on a microscopic scale and craters on a macro-
scopic scale. The microstructure has been analyzed by the use of a polished cross
section, Fig. 7 (left). Two zones are marked. Zone 1 with a thickness of 53.4 lm is
affected by the laser beam with a refined structure. Zone 2 represents the bulk.

Fig. 6 Analysis of a crater by SEM. Drop shaped structures can be observed at the edge

Table 1 Results of EDX-analysis at positions A and B according to Fig. 6 (right)

Element O Al Si Ca Cr Mn Fe

A, steel - - 0.88 - 1.2 1.2 96.8
B, drop 40.2 5.3 16.7 3.5 1.1 20.8 12.4
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The Vickers hardness is plotted in Fig. 7 (right). The diamond at a depth of
z = 0 lm represents hardness on the surface HV 1/30. The squares show HV as
a function of the depth z with HV 0.05/30. The laser remelted zone exhibits a
largely increased hardness. After a depth of 100 lm the hardness approaches the
bulk hardness of about 200 HV. The hardness of the surface is increased by a
factor of 2.7.

The results of numerical simulations in Fig. 2 showed already large temperature
gradients and a melting temperature up to a depth of 60 lm. As a result a mar-
tensitic structure with high hardness up to the same depth is expected. This can be
confirmed by the results in Fig. 7.

5 Conclusion

Electro slag remold 1.7225 steel has been used for surface remelting by a pulsed
laser beam. An FEM-simulation was carried out to estimate the temperature-time
characteristics during the process. The results show a large temperature gradient in
the order of 10,000 K/s and melting temperature down to a depth of about 60 lm.
Polished cross sections were investigated with microscopy and hardness mea-
surements. The remelted area extends 50 lm deep into the material. The increased
hardness, the extent of the melted area and the large temperature gradient correlate
and indicate a martensitic surface layer.

The experiments had been carried out with a shielding argon gas atmosphere.
The used laser was an Nd:YAG Laser. The initial roughness of Rz = 5.86 lm was
decreased by laser polishing to Rz = 2.87 lm, according to EN ISO 3274. The
roughness spectrum of the initial surface shows a maximum at structural wave-
lengths between 15.6 and 31.25 lm. The laser polished surface exhibits smooth
topographies over a wide range of measurement. The roughness Rz as a function of

Fig. 7 Cross section of the laser polished surface with quenched and tempered bulk
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structural wavelength shows Rz values smaller than 0.50 lm from 3.9 to 125 lm.
At structural wavelengths above 200 lm the topography is dominated by craters
resulting in a higher roughness.

Craters develop due to impurities. Evaporation temperature of the contamina-
tion is close to melting temperature of steel. The evaporation results in a drastic
volume change. The liquid metal gets ejected, leaving a crater behind. The craters
have been analyzed with scanning electron beam microscopy. Unexpected droplets
have been found at the edges of the craters. The droplets have a diameter of about
10 lm. An energy-dispersive X-ray spectroscopy of the droplets showed a high
concentration of oxygen, aluminum, silicon and calcium. It is concluded, that
the origin of the craters are inclusions of slag. This might be remains of the
ESR-manufacturing process of the steel.
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Effect of Austenization Temperatures
and Times on Hardness, Microstructure
and Corrosion Rate of High Carbon Steel

Mohamed A. Gebril, Mohammad. S. Aldlemey
and Abdessalam F. Kablan

Abstract High carbon steel is characterized by good toughness and high hardness,
especially after an appropriate heat treatment. In this work heat treatment of 0.75 %
carbon steel with 4.50 % Mo, including heating to a different austenitic phase (850,
900 and 950 �C) and holding for different times (30 min and 1 h), then cooling by
different media is considered. The results show no noticeable increase in the
hardness at 850 �C, but at 900 �C changing in hardness values can be observed
clearly with oil and water quenched specimens, at 950 �C there is a significant
changing in hardness values in all quenching media even at air and furnace cooling.
As Austenization temperature increase, the hardness of the samples increases
especially for samples cooled with oil and water at 950 �C. Tests showed that the
microstructures contain carbides, that carbides did not completely melted even at
the temperature of 1,050 �C due to percentage of molybdenum which produces
stable carbides until melting.
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1 Introduction

Steel is an alloy of iron and carbon, where other elements are present in quantities
very small compared to the major constituents. The other alloying elements
allowed in plain-carbon steel are manganese (1.65 % max) and silicon
(0.60 % max) [1]. Steel with low carbon content has the same properties as iron,
soft but easily formed. As carbon content rises, the metal becomes harder and
strong but less ductility and more difficult to weld. Higher carbon content lowers
the steel melting point and its temperature resistance in general [2]. Heat treatment
involves the application of heat, to material to obtain desired material properties
(e.g. mechanical, corrosion, electrical, magnetic, etc.). During the heat treatment
process, the material usually undergoes phase microstructural and crystallographic
changes [3]. The purpose of heat treating carbon steel is to change the mechanical
properties of steel, usually ductility, hardness, yield strength, tensile strength and
impact resistance. The electrical, corrosion and thermal conductivity are also
slightly altered during the heat treatment process [4]. If a sample of plain carbon
steel in the austenitic condition is rapidly cooled to room temperature by
quenching in water, its structures will be changed from austenite to martensite.
Martensite in plain carbon steels is a metastable phase consisting of a super
saturated interstitial solid solution of carbon in body centered cubic iron or body
centered tetragonal iron [5].

Molybdenum is a relatively expensive alloying element, has a limited solubility
in austenite and ferrite iron, and is a strong carbide former. Molybdenum has a
strong effect on hardenability and, like chromium, increases the high-temperature
hardness and strength of steels. Steel containing molybdenum are less susceptible
to temper brittleness than other alloy steel [6]. The transformation of austenite to
martensite by diffusionless shear type transformation in quenching is also
responsible for higher hardness obtained and this property is attributed to the
effectiveness of the interstitial carbon in hindering the dislocation motion [7].
When the steel has reached the hardening temperature it is austenitic provided that
the temperatures has been correctly chosen. The time of holding at the hardening
temperature depends on the desired degree of carbide dissolution and acceptable
grain size. Since the amount of carbide is different for different types of steel the
time of holding is also dependant on the grade of steel. However, the holding time
is not only dependent on the hardening temperature but also on the rate of heating.
With very slow heating, hypoeutectoid steels completely austenitic immediately
above Ac3, and the holding time should not be necessary. With more rapid heating
some holding time should be required to ensure temperature equalization carbide
dissolution. Alternatively, a higher temperature might be used. Plain carbon and
low alloy structural steels which contain easily dissolved carbides require only a
few minutes holding time after they have reached the hardening temperature. In
order to make certain that there has been sufficient carbide dissolution, holding
time 5–15 min is quite sufficient [8].
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2 Experimental Work

The material used in this study is high carbon, with the chemical composition of
the material as shown in Table 1.

2.1 Treatment Processes

The steel samples were divided to six groups, first three groups, the samples were
heated to the austenizing temperature of 850, 900 and 950 �C, soaked for 30 min
for each austenizing temperature, then all samples subjected to annealing, nor-
malizing processes, quenched in oil and quenched in water. Second three groups,
the samples were heated at same austenizing temperatures but soaking time was
60 min and subjected to annealing, normalizing processes, quenched in oil and
quenched in water.

2.2 Strength Test

The hardness values of the samples were determined using a digital hardness
testing machine. The surfaces were thoroughly polished before samples were
tested. The various hardness values were recorded in HRC. Tensile test was
measured using a universal testing machine.

2.3 Corrosion Rate

The corrosion rates of the samples were determined using the weight loss method,
samples were immersed in HCL solution (concentration 8 %).

2.4 Metallographic Examination

The samples were ground on a water lubricated hand grinding set-up of abrasive
chapters, progressing through from the coarsest to the finest grit size. The 240,
320, 400, 500 and 800 grades were used in the order. Polishing was carried out on
a rotating disc of synthetic velvet polishing cloth impregnated with 0.5 micron
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alumna paste. The specimens were then etched with the standard 2 % nital. The
optical microscopic examination were carried out on a metallurgical microscope at
a magnification of 100 X.

3 Results and Discussion

Hardness: The results of the hardness of the steel specimens after various heat
treatment temperatures and different heat treatment processes are shown in Figs. 1,
2 and 3.

Corrosion Rate: The result of the corrosion rate investigations is shown in
Fig. 4.

Microstructures analysis: The results of the microstructure analysis is shown
in Figs. 5, 6 and 7.

4 Discussion

Figures 1, 2 and 3 shows the hardness value for steel specimens after various heat
treatment temperatures and different heat treatment processes. Specimens heated
to 850 �C with both different soaking time at austenite phase and cooled in dif-
ferent medium shows no noticeable increase in the hardness. But at 900 �C
changing in hardness values can be observed clearly with oil and water quenched
specimens, from 20 to 24 HRC in oil coolant and from 23 to 32 HRC at soaking
time 30 and 60 min respectively. At Fig. 3 there is a significant changing in
hardness values in all quenching media even at air and furnace cooling, the
hardness values were changing from 35 to 42 HRC at slow cooling rate at furnace
cooling, from 38 to 45 HRC at air cooling, from 40 to 49 HRC at oil quenching
and from 46 to 56 HRC at water quenching due to clear stable carbides formation
and with increasing temperature and soaking time the carbides particles become
smaller in size and increasing hardness values which is also manifested in the
microstructure. Figure 4 shows the corrosion rate of the annealing and normalizing
process is a lower than the corrosion rate at quenching due to less of stressed inside
the samples due to martensite structure formation, but the corrosion rate will be
increases with quenching process after heat treatment do to formation of sphe-
roidal graphite particles that contain a strong two phase with martensite. Figures 5,

Table 1 Chemical composition of material high carbon steel

Element %C %Si %Mn %P %S %Cr %Ni %Mo

0.75 0.36 0.26 0.018 0.010 3.30 0.12 4.50
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6 and 7 show the microstructures of specimen for three different heating at 60 min
soaking time. The structure consists of spheroidal carbides particles in a martensite
matrix, also it is clear with increasing heating temperature the spheroidal carbides
particles become smaller and this leads to an increase in hardness values.

Fig. 1 Hardness values at 850 �C for different types of heat treatment at different soaking time

Fig. 2 Hardness values at 900 �C for different types of heat treatment at different soaking time
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Fig. 3 Hardness values at 950 �C for different types of heat treatment at different soaking time

Fig. 4 Corrosion rate for samples after heat treatment at 900 �C

Fig. 5 At 900 �C water and oil quenching, consisting spheroidal carbides particles in martensite
matrix
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5 Conclusion

The austenizing temperature is an important factor during heat treatment specially
with high carbon steel to reach homogeneous austenite. The clear effect of the
austenizing temperature and soaking time are effective with increases of the heat
treatment temperature in coincidence of the soaking time specially with high
carbon content in the steel and presence of the carbide former metal alloy, that
carbides are stable even at high temperature and leads to significant increasing in
hardness. When stable carbides are formed it will be decreasing in size with
increasing the austenizing temperature and soaking time. With advantage of
increasing the hardness and strength of samples, disadvantage is will be more
susceptible to corrosion due to carbide formation.
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Statistical Analysis of Automatic Scanning
of a Car Roof

Islam Sharaf, Said M. Darwish and Abdulrahman Al-Ahmari

Abstract Reverse engineering (RE) is a design technique where a computer aided
design (CAD) model can be obtained from an existing part. It consists of capturing
3D point clouds of an existing part and generating its CAD model. There might be
a degradation in the resulting accuracy of the digitized shape due to non-uniform
scanning speed coupled with non-stable movement around the scanning object,
when the 3D laser scanners operated manually. In the present work, a CAD model
of a car roof is obtained using automatic scanning. A five-axis CNC machine is
used to guide a non-contact 3D laser scanner in capturing the digitized shape of the
car roof. This chapter demonstrates the differences in accuracy of the digitized
shape considering scanning speed, laser power, resolution and shutter time.

1 Introduction

Nowadays, reverse engineering (RE) is used in various applications varying from
manufacturing to medical applications. The RE technique is performed in order to
obtain a geometric CAD model from 3-D points acquired by scanning/digitizing
existing parts/products as shown in Fig. 1.
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A 3D laser scanner is a non-contact RE tool, where the laser beam from the
scanner is directed on to the object to collect the data points [1, 2]. Nowadays, a
variety of 3D scanners is available to digitize the objects that vary considerably in
size from microscopic to large objects.

According to our literature survey, there might be a degradation in the resulting
accuracy of the digitized shapes due to non-uniform scanning speeds and non-stable
movement around the scanning object when the 3D scanners are operated manually
[3]. It has also been found in the previous researches that people using robots to
automate portable scanning of small objects achieved better accuracy in less time in
comparison to manual scanning [4–6]. However, to improve its scanning accuracy
and reduce its time, there is a need to automate the process [5–7].

Therefore, there have been many applications that successfully utilized robot-
ically controlled motion to computerize the scanning process to get better results.
For example, a robotically-controlled 3D laser scanning system was applied to
scan the turbine blades of an aero engine [8]. A robotically-controlled turntable
was used to automatically plan and control the motion of a laser profile scanner to
measure the dimensions of an object of an unknown shape [9]. The works related
to automatic data capturing using robots can also be found for large parts but the
main purpose was for inspection [10]. The current approaches for scanning large
objects using 3D portable laser scanners take longer time and result in lower
accuracy of digitized shapes which requires extensive post-processing [5, 11].

Fig. 1 Concept of RE
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In the present work, the automated scanning of a car roof will be evaluated by
experimental design technique using the ANOVA test.

2 Experimental Setup

2.1 Saudi Gazal-2 Sedan Car

The Advanced Manufacturing Institute (AMI) of King Saud University (KSU)
introduced the concept model of its second automotive product, i.e. the Gazal 2
Sedan.

The following Fig. 2 shows the proposed model of the Gazal 2. The concept
model was designed and styled on the platform of the Proton Saga, i.e. a Malaysian
car.

Figure 3 shows the 2D views of the Gazal 2 model. It is worth noting that
before the styling phase the chassis and the mechanics of the Saga were all
scanned manually using an Optotrak scanner from NDI company.

Throughout the manual scanning stage, the chassis was divided into parts where
each part has its local coordinates. After this, different chassis parts were scanned
and all elements were assembled using global coordinates as shown in Fig. 4.

2.2 Equipment Involved for Automatic Scanning

A 3D laser non-contact scanner (ExaScan�, Creaform), a 5-axis CNC machine
(CMS, Poseidon), a workstation Laptop (HP EliteBook 8,560 w) and the statistical
software Minitab 16 were used to conduct the task.

2.3 Automatic Scanning Procedures

The 3D laser non-contact scanner (ExaScan�, Creaform) is attached to the head of
a 5-axis CNC machine (CMS, Poseidon) to get benefit from the movement of the
head in scanning the car roof, see Fig. 5. The scanner is attached to a workstation
laptop to get the digitized shape.

As the scanner comes with a self-positioning system and as it uses self-tech-
nology positioning, the scanner needs positioning targets to be put on the surface
which is to be scanned in a triangular order as shown in Fig. 6.

Then a G and M code is generated to make the path of the head of the CNC with
suitable distances.
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2.4 Design of Experiments

The experiments consist of four factors where each factor contains three levels (see
Table 1). The ANOVA test was used to analyze the variances of the parameters
and to decide which factors interact with the response that is the point clouds of the
digitized shape of the car roof.

Fig. 2 Gazal 2

Fig. 3 2D views

Fig. 4 Global coordinates
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2.5 Response Measurement

The response for the experiments determined by the triangle counts (mesh) of
the digitized shape of the car roof is shown in Fig. 7 as an example of the output
file.

Fig. 5 The experimental
setup

Fig. 6 Targets on the car
roof

Table 1 Main factors and Levels

Levels Parameters

Speed of scanning (mm/min) Laser power (%) Shutter speed (ms) Resolution (mm)

1 2000 46 2 1
2 4000 65 8.7 2
3 5000 95 10.7 3
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3 Results and Discussions

The experiments were carried 81 times in order to see the effect of the parameters
according to the design of experiments as shown in Table 1 on the output digitized
shape. The best parameters will be the most accurate digitized shape according to
the largest number of triangle counts, sample of the data are shown in Table 2.

As shown in Table 2, the largest number of triangle counts is marked in grey; it
took nearly 20 min to scan the whole car roof at the best parameters that saves
time if scanned manually. In addition to, it gave a high detailed digitized shape for
the roof, these parameters gives the best output digitized shape as shown in Fig. 8.

3.1 ANOVA Test

The ANOVA test is used to check the significance of the data to the response,
which is the triangle counts as shown in Table 3.

From the ANOVA table it can be concluded that:

(1) The significant factors (p \ 0.05) is the resolution.
(2) Insignificant factors (p [ 0.05) are all the other factors and their interactions.
(3) There is no interactions between the parameters and the response.

Fig. 7 The triangles shape (Mesh)

434 I. Sharaf et al.



3.2 Residual Plots

Residual plot graphs are presented in Fig. 9. From the residual plots, the data
considered is to be normally fitted.

Table 2 Data collected

Input parameters Response

Speed of CNC Laser power Shutter time Resolution Triangle counts(Mesh)

2,000 46 2 1 3189,513
2,000 46 2 2 815,737
2,000 46 2 3 362,631
2,000 46 8.7 1 3264,595
2,000 46 8.7 2 829,592
…… …… …… …… ……
4,000 65 2 1 3229,565
4,000 65 2 2 832,048
4,000 65 2 3 353,049
4,000 95 2 2 833,178
4,000 95 2 3 352,589
4,000 95 8.7 1 3261,939
…… …… …… …… ……
5,000 46 2 2 877,859
5,000 46 2 3 371,280
5,000 46 8.7 1 3513,583
5,000 46 8.7 2 897,734
5,000 95 2 3 345,940
5,000 95 8.7 1 3288,819
5,000 95 8.7 2 832,117

Fig. 8 Digitized output of
the car roof
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3.3 Main Effect Plots

Based on the main effect plots in Fig. 10, it can be concluded that only the
resolution has a significant effect on the response, i.e. triangle counts, as all the
other factors have no effect on the triangle counts. These results as shown are
biased.

Table 3 Analysis of the data

Source F P

CNC speed 0.65 0.533
Laser power 0.53 0.597
Shutter time 1.17 0.336
Resolution 2971.63 0.000
CNC speed*laser power 0.23 0.915
CNC speed*shutter time 1.42 0.271
CNC speed*resolution 0.42 0.791
Laser power*shutter time 1.40 0.280
Laser power*resolution 0.44 0.781
Shutter time*resolution 0.72 0.593
CNC speed*laser power*shutter time 1.76 0.160
CNC speed*laser power*resolution 0.24 0.976
CNC speed*shutter time*resolution 0.89 0.548
Laser power*shutter time*resolution 0.80 0.611

Fig. 9 Residual plots
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4 Conclusions

We could conclude from the above results the following:

(1) The integration of the CNC with the 3D laser scanner is an effective way in
scanning large parts with constant speed and stable movement.

(2) The results appeared to be biased so the levels of the parameters needs to be
adjusted.

(3) This integration can be used in inspection purposes in aviation or automotive
applications.

(4) The analysis of the data showed that the only factor that affects the triangle
counts is the resolution of the shape.

(5) The best parameter is a speed of 5,000 mm/sec that took only 20 min to scan
the whole roof of the car with an excellent digitized output.

5 Future Work

Some further work will be done as the results were biased and will be adjusted. In
addition, another response will be added to get better results, which is the devi-
ation of the output-digitized shape with the original CAD model of the car roof.

Fig. 10 Main effect plots
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