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Given the strong current attention of orthopaedic, biomechanical, and biomedical
engineering research on translational capabilities for the diagnosis, prevention,
and treatment of clinical disease states, the need for reviews of the state-of-the-
art and current needs in orthopaedics is very timely. Orthopaedic Biomechanics
provides an in-depth review of the current knowledge of orthopaedic biomechanics
across all tissues in the musculoskeletal system, at all size scales, and with direct
relevance to engineering and clinical applications.

Discussing the relationship between mechanical loading, function, and biological
performance, it first reviews basic structure–function relationships for most
major orthopedic tissue types followed by the most-relevant structures of the
body. It then addresses multiscale modeling and biologic considerations. It
concludes with a look at applications of biomechanics, focusing on recent
advances in theory, technology, and applied engineering approaches.

FEATURES

• Presents state-of-the-art findings and techniques of orthopedic biomechanics

• Integrates basic biomechanics and clinical-relevant applications

• Covers the entire body, addressing issues across several tissues and anatomic
structures

• Includes applications of biomechanics

• Addresses current issues and opportunities facing the orthopaedic
biomechanics community today

• Provides quantitative perspectives on cellular biomechanics, growth and
development, the influence of aging and gender, and computational modeling
of these and other factors

• Focuses on trauma and injury as well as diagnostic techniques such as gait
analysis and imaging biomarkers

With contributions from leaders in the field, the book presents state-of-the-art
findings, techniques, and perspectives. Much of orthopaedic, biomechanical,
and biomedical engineering research is directed at the translational capabilities
for the “real world.” Addressing this from the perspective of diagnostics,
prevention, and treatment in orthopaedic biomechanics, the book supplies
novel perspectives for the interdisciplinary approaches required to translate
orthopaedic biomechanics to today’s real world.
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Preface

Orthopaedic biomechanics is the study of the structure and function of the tissues and 
integrated musculoskeletal system using mechanical and engineering mechanics meth-
ods. Indeed, many textbooks and clinical references already focus on biomechanics, or 
specific anatomical features or perspectives of the musculoskeletal system, like the spine, 
hand, or surgical management. However, given the strong current attention of orthopae-
dic, biomechanical, and biomedical engineering research on translational capabilities for 
the diagnosis, prevention, and treatment of clinical disease states, the need for reviews of 
the state of the art and current needs in orthopaedics is very timely.

It is the goal of this book to present both foundational engineering and mechanical theo-
ries about the biomechanics of orthopaedic tissues and anatomical structures, as well as to 
address how such approaches are confounded by biological issues that influence and mod-
ify biomechanics. It is also the goal of this book to provide a unique perspective related to 
clinically relevant issues in this field, with particular emphasis on diagnostics, injury, and 
treatment modalities, all with a biomechanical focus. The contributions for each chapter in 
this book offer quantitative rigor, biologic approaches, and state-of-the-art presentations of 
current perspectives of relevant considerations and implications in the field of orthopaedic 
biomechanics today.

Through its 21 chapters, this book provides an in-depth presentation of updated knowl-
edge about orthopaedic biomechanics across all tissues in the musculoskeletal system, 
at all length scales, and with direct relevance to engineering and clinical applications. It 
is divided into three main sections to provide appropriate breadth and depth in review-
ing the field. The first section presents basic structure–function relationships for the most 
major orthopaedic tissue types, including the hard and soft tissue elements of the mus-
culoskeletal system—bone, ligament and tendon, disc, and skeletal muscle. The second 
section specifically reviews the biomechanics of the most relevant structures of the body—
from head to toe. Those sections provide an updated presentation of the quantitative rela-
tionships between mechanical loading, structural function, and biological performance 
and also integrate discussions of relevant clinical perspectives for many of those musculo-
skeletal structures.

In addition to those discussions, the remaining chapters in the last section of this book 
specifically address current issues and opportunities facing the orthopaedic biomechanics 
community today. With advances in technology and improved resolution in experimental 
techniques, substantial progress has been made in recent years in our understanding of 
cellular regulation and mechanotransduction as it relates to cellular biomechanics, in the 
modeling of tissues and mechanics, and in understanding and harnessing the biologic 
factors that influence and are affected by biomechanics. In particular, chapters provide 
quantitative perspectives on cellular biomechanics, growth and development, the influ-
ence of aging and gender, and the computational modeling of these and other factors. 
Several chapters focus on trauma and injury, as well as diagnostic techniques such as gait 
analysis and imaging biomarkers. Lastly, many advances have been made in the fields of 
tissue engineering and biomaterials for this field, and these are reviewed in the context of 
current technological and engineering techniques. These engineering approaches, along 
with traditional prosthetics and orthotics practices, are reviewed to stimulate additional 
progress in the treatment of orthopaedic diseases.
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viii Preface

It is my hope that this book will provide extended utility to readers in that it combines 
both basic biomechanics presentations and quantitative analyses and models with current 
practice, technologies, and outlook for the future in this field. Accordingly, I believe it will 
have a broad appeal to novices trying to learn the basics in this field and researchers who 
have been working in orthopaedic biomechanics for years. Each chapter provides an out-
look for the future, addressing the biggest remaining challenges in each topic that I hope 
will stimulate further advances and progress in this and related areas.

Thanks to all of the contributors of this book, we have assembled a valuable contempo-
rary resource addressing orthopaedic biomechanics while integrating those concepts with 
engineering and clinical issues. I hope that its readers also find novel perspectives for the 
interdisciplinary approaches required to translate orthopaedic biomechanics to today’s 
“real world.”

Beth A. Winkelstein, PhD
University of Pennsylvania

Philadelphia, PA

MATLAB® is a registered trademark of The MathWorks, Inc. For product information, 
please contact:

The MathWorks, Inc.
3 Apple Hill Drive
Natick, MA 01760-2098 USA
Tel: 508-647-7000
Fax: 508-647-7001
E-mail: info@mathworks.com
Web: www.mathworks.com
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Bone Biomechanics
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4 Orthopaedic Biomechanics

1.1 Introduction

The bones in our skeleton must meet a diverse set of functional demands, not all of which 
are mechanical in nature. Yet, even without detailed consideration of the biological func-
tions of bone as an organ system and of the bone tissues that are the main constituent of 
whole bones, the biomechanical behavior of bone is a multifaceted, broad subject that is 
relevant to the study of clinical fractures, bone development, bone adaptation, and bone 
healing and regeneration. This chapter provides a foundation for all these topics by sum-
marizing the current state of knowledge on the basic mechanical behavior of bone at length 
scales ranging from hundreds of nanometers to tens of centimeters. However, because the 
focus of much of the bone mechanics literature is on age-related bone fractures, many 
of the concepts and data that are presented are most readily connected to the study of 
how and when bones fail. This chapter is not the first to review bone biomechanics, and 
our intent is to emphasize the basic concepts and to highlight the recent advances. Some 
descriptions of methodological approaches and practical considerations are included, but 
given the scope and depth of the body of research on bone biomechanics, we refer the 
reader, when possible, to more specialized reviews of these particular concepts. Similarly, 
this chapter does not review the state of the art in bone mechanobiology or the biomechan-
ics of fracture healing, as specific reviews in these areas have been published recently.1–5

This chapter is divided into five sections. The first presents basic concepts that are fun-
damental to understanding how to study bone as a mechanically functional structure and 
material. Next, we present a brief summary of the hierarchical structure and composition 
of bone as they relate to the study of bone mechanics. We then focus sequentially on the 
mechanical behaviors of bone tissue and whole bones. The final section concludes the 
chapter with a synthesis of the critical concepts and a list of key areas for future research.

1.2 Basic Concepts

Bone is a complex hierarchical system that undergoes a number of changes at multiple lev-
els of its structural hierarchy as a consequence of aging, disease, and even with changes in 
physical activity. When considering the mechanical behavior of bone, one can analyze the 
entirety of a whole bone (e.g., the femur), a large portion of a whole bone (e.g., the proximal 
femur), or a small portion of the bone tissue that comprises the bone (e.g., a specimen of 
cortical bone from the femoral neck). The first two examples necessitate treatment of bone 
as a structure, whereas the third refers to bone as a material. The structural behavior of 
bone is described by how the bone deforms in response to one or more applied forces, 
and this behavior depends on the geometry (size and shape) of the bone, as well as on 

1.5.5 Experimental Validation of Finite-Element Predictions of Whole-Bone 
Mechanical Behavior ............................................................................................... 32

1.6 Conclusions ...........................................................................................................................33
Acknowledgments ........................................................................................................................34
References .......................................................................................................................................34



5Bone Biomechanics

the direction and magnitude of the applied forces, and the material behavior of the bone 
tissue. In contrast, the material behavior of bone is independent of its geometric consid-
eration. Studies of the structural behavior of bone typically focus on different q uestions 
than those that examine its material behavior. For example, if the goal is to understand 
the  risks  of  fracture in whole bones, the structural properties should be investigated. 
However, if one desires to know the changes in the behavior of bone due to mineraliza-
tion, the material properties are of primary interest.

Experiments that characterize the material behavior of bone perform mechanical tests 
on specimens of bone tissue that have been machined into standardized shapes of simple 
geometry, such as parallelepipeds and cylinders. The simple geometric shape allows ideal-
ized representation of the applied force(s) and corresponding deformation(s) as geometry-
independent quantities known respectively as “stress” and “strain.” Stress is the force per 
unit area acting on a specimen and quantifies the intensity of the force applied. There 
are two types of stresses: axially applied normal stress (σxx = F/Ax), which can be tensile 
or compressive, and tangentially applied shear stress (σyx = F/Ay; Figure 1.1). In general, 
regions of bone tissue are subjected to both normal and shear stresses during activities of 
daily living and during trauma. Engineering strain is defined as the deformation of the 
specimen with respect to its original size and shape. Normal strain is the change in length 
divided by the original length, whereas shear strain is the change in angle between two 
lines in the material that were originally perpendicular to each other (Figure 1.1).

The basic descriptions of the material behavior of bone are readily visualized on a 
stress–strain curve (Figure 1.2). To construct this curve, stress (or strain) is applied at 

F

F

F

F

F

Ax

Ay

Ay

σyx

σxx

γyx

=

=

y

xz

l = L0 + dl

L0

(a)

(b)

Ax

FIGURE 1.1
Schematic representation of normal and shear stresses and strains acting on a specimen. (a) Normal stress (σxx) 
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a constant rate, and the corresponding strain (or stress) is measured in the direction in 
which the stress (or strain) is applied. This type of mechanical test is known as a uniaxial 
test. Young’s modulus or the elastic modulus is the material property that describes the 
stiffness of the tissue, and it is defined by the initial slope of the normal stress–normal 
strain plot obtained from a uniaxial test (Figure 1.2). Similarly, shear modulus is defined as 
the slope of the initial portion of the shear stress–shear strain curve. The material proper-
ties that describe the strength of bone tissues are obtained from the yield and post-yield 
regions of the stress–strain curve (Figure 1.2). Yielding occurs when the material no longer 
behaves as an elastic material; that is, if it is loaded past the yield point and then unloaded 
to zero stress, the specimen exhibits permanent deformation (i.e., the unloading curve will 
not reach zero strain at zero stress) and/or a reduction in stiffness upon reloading. The 
stress and strain at the yield point are called the yield stress and yield strain, respectively. 
The strength of bone tissue is defined either as the yield stress or the ultimate stress, which 
is defined as the maximum stress the material can sustain before complete fracture. The 
total strain the specimen can withstand before complete fracture is defined as ductility. 
Toughness is defined either as the energy that the specimen can absorb before its complete 
fracture or as the resistance of the tissue to the initiation and propagation of cracks. The 
former is represented by the area under the stress–strain curve before the fracture point. 
The latter is known as the “fracture toughness.” Quantifying the fracture toughness of a 
material requires a more specialized type of mechanical test than that typically used to 
quantify its moduli and strength.

If bone tissue were isotropic, then the stress–strain curve obtained from loading a speci-
men of tissue along one direction would be the same for any other loading direction. 
Isotropic materials are those whose material properties are independent of the loading 
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direction. Bone tissue is anisotropic, with direction-dependent material properties. Most 
types of bone tissue exhibit a class of anisotropy called orthotropy, in which the material 
properties differ along each of the three mutually perpendicular directions. Some types 
of bone tissue, such as cortical bone with a secondary osteon structure and trabecular 
bone from the vertebral body, have distinct material properties in the primary, or “grain,” 
direction and identical properties in all directions perpendicular to the primary direc-
tion (Figure 1.3). These materials are known as transversely isotropic materials. Although 
only two material properties (e.g., Young’s and shear moduli) fully describe the elastic 
behavior of an isotropic material, five elastic constants are required for the complete char-
acterization of a transversely isotropic material, whereas an orthotropic material requires 
nine elastic constants. For any anisotropic material, the elastic constants can be measured 
directly if the loads are applied along one or more of the three principal directions of the 
material. If loads are applied oblique to these axes, then a coordinate transformation is 
required to compute the elastic constants from the experimentally derived data. Ideally, 
this transformation is known a priori; that is, the relationship between the loading axes and 
the principal directions is known. When the transformation is not known a priori, numeri-
cal optimization algorithms have been used with good success to determine elastic con-
stants along the three principal directions of the material.6–8 The numerical optimization 
scheme finds the coordinate transformation that gives the best orthotropic representation 
of the anisotropic stiffness matrix obtained from the obliquely applied experimental data. 
From the orthotropic stiffness matrix, the material properties along the three principal 
directions can then be determined.

1.3 Bone Composition and Structure

Bone is a complex tissue consisting of an inorganic phase, an organic phase, and water. 
It is approximately 60% inorganic, 8% to 10% water, and 30% organic by weight.9 By vol-
ume, the proportions are approximately 40%, 35%, and 25%, respectively. The inorganic 
phase of bone is composed of an impure form of hydroxyapatite, Ca10(PO4)6(OH)2, a natu-
rally occurring calcium phosphate. The impurities are caused by the presence of potas-
sium, magnesium, strontium, and sodium in place of calcium ions, and fluoride in place 
of hydroxyl ions. The organic phase of bone consists of type I collagen (98% by weight) 
and a variety of noncollagenous proteins and cells (2% by weight).10 Type I collagen con-
sists of three polypeptide chains composed of approximately 1000 amino acids each. The 
collagen molecules are arranged in a parallel fashion and in a quarter-staggered array to 
form a collagen fibril. Within the collagen fibril, gaps known as “hole zones” (~40 nm) are 
present between the ends of the molecules. Also, pores exist between the sides of parallel 
molecules. Mineralization of the matrix starts in the hole zones.11

The major cellular components of bones are osteoblasts, bone-lining cells, osteocytes, 
and osteoclasts. Osteoblasts produce bone by laying down an unmineralized, collagenous 
matrix called osteoid. Bone-lining cells are a specialized type of osteoblast that cover the 
surfaces of the bone tissue and regulate the movement of ions across the bone surface. 
Osteocytes are osteoblasts that escaped apoptosis (programmed cell death) and became 
embedded in the mineralized tissue. Osteoclasts are multinucleated cells that are respon-
sible for the resorption of bone tissue. A more detailed review of the cellular components 
of bone can be found elsewhere.12
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Long bones, such as the tibia, femur, and humerus, can be divided into the epiphysis, 
metaphysis, and diaphysis (Figure 1.4). The epiphysis is found at each end of the bone and 
is separated from the rest of the bones by a layer of cartilage called the physis. The cen-
tral portion of the long bone is called the diaphysis, whereas the metaphysis is the region 
between the physis and the diaphysis. The outer membrane of the bone is called the peri-
osteum. The periosteum covers the entire length of the bone except on the articulating 
surface and at tendon and ligament insertion points (Figure 1.4). The endosteum lines the 
inner surfaces of the long bone and consists of bone-lining cells and other osteoblasts.

Mineralized collagen fibrils are the basic building blocks of bone.13 In bone, the fibrils 
are arranged either in a collection of randomly oriented fibrils, as is the case in woven 
bone, or in parallel arrays within thin sheets called lamellae, as is the case in lamellar 
bone. Woven bone is mostly found in embryonic and newborn skeletons, in fracture cal-
lus, and in some metaphyseal regions of the growing skeleton. Lamellar bone is the more 
mature form of the bone and is the most common type found in the adult human skel-
eton. It results from the remodeling of woven bone or from preexisting lamellar tissues. 
Apart from differences in the arrangement of collagen fibrils, woven and lamellar bone 
also differ in composition. Woven bone has a smaller average apatite crystal size and 
higher cell density compared with lamellar bone.14 Osteocytes are randomly distributed 
in the woven bone, whereas in the lamellar bone, the osteocytes are closely associated 
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FIGURE 1.4
Structure of the femur, including a detailed view of the trabecular and cortical regions of the bone. (Modified 
from Hayes, W. C., and Bouxsein, M. L., In Basic Orthopaedic Biomechanics, edited by V. C. Mow, and W. C. 
Hayes, pp. 69–111, Lippincott-Raven, Philadelphia, PA, 1997. Fleisch, H., Bisphosphonates in Bone Disease: From the 
Laboratory to the Patient, p. 212, Parthenon, Nashville, TN, 2000.)
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with the mineralized fibril structure.14,15 The orientation of the collagen fibrils affects the 
mechanical behavior of the bones. In woven bones, the collagen fibrils are randomly ori-
ented,16 and, therefore, they exhibit a more isotropic behavior than the oriented lamellar 
bone. In both woven and lamellar bones, osteocytes are found in small ellipsoidal holes 
called lacunae. The lacunae are arranged along the interfaces between the lamellae in the 
lamellar bone. Each osteocyte has dendritic processes that extend through tiny channels 
called canaliculi and meet at cellular gap junctions with the processes of the surround-
ing cells.17,18 The system of lacunae-canaliculi network may play a significant role in bone 
mechanotransduction.19

Lamellar bone can be found as extended parallel arrays of lamellae, called circumfer-
ential lamellae, and also as smaller cylindrical structures, known as secondary osteons. 
These osteons are termed secondary osteons because they are formed through bone 
remodeling and removal of earlier formed tissue. Each osteon consists of 10 to 30 concen-
tric rings of lamellae that surround a central cavity called the Haversian canal. Another 
type of canal, called a Volkmann canal, runs transverse to the osteonal axis, providing a 
radial path for blood flow through the whole bone. The osteons have a typical diameter of 
approximately 200 µm and lengths of 1 to 3 mm. The outer surface of the osteon is lined 
with a thin (1–2 µm) layer of calcified mucopolysaccharides with very little collagen, called 
the cement line. The cement line is thought to form a weak interface between the osteon 
and the surrounding interstitial lamellae. The presence of the cement line can affect crack 
growth in cortical bone 20 by serving as a barrier to, or facilitator of, crack propagation, 
depending on the length of the crack.21

At the macrostructure scale of 1 to 10 mm, bone tissue can be categorized into two 
types: cortical bone (also known as compact bone or dense bone) and trabecular bone 
(also known as cancellous bone or spongy bone). Cortical bone has a porosity of 5% to 15% 
due to the presence of Haversian and Volkmann canals, as well as the lacunar-canalicular 
network. The latter represents approximately 10% of the total porosity in cortical bone.22 
Cortical bone is found in the diaphysis of long bones and also in the form of a thin shell 
surrounding the trabecular compartment in the metaphyses and epiphyses. In the adult 
human skeleton, cortical bone is primarily composed of secondary osteons and, to a lesser 
extent, circumferential lamellae, which line the outer peripheral surface of the bone, and 
interstitial bone tissue, which are portions of the secondary osteons that have not yet been 
removed by the remodeling process.

Trabecular bone is much more porous and is primarily found in the axial skeleton and 
in the metaphyses and epiphyses of long bones. The porosity of trabecular bone var-
ies from 40% in the primary compressive group of the femoral neck to more than 90% 
in the elderly spine.23 Trabecular bone consists of a three-dimensional (3D) network of 
rod-shaped and plate-shaped trabeculae (range of thickness, 50–300 µm) surrounding an 
interconnected pore space filled with bone marrow. Trabeculae are primarily composed 
of lamellar bone arranged in packets; however, thicker trabeculae can also contain sec-
ondary osteons. Similar to the values of porosity, the spatial arrangement of trabeculae, 
known as the trabecular architecture, can vary greatly among anatomic sites and with 
age. Trabecular bone from the vertebral body tends to be predominantly rodlike, whereas 
that from the proximal femur contains a more balanced mixture of rods and plates.24 
The trabecular architecture also undergoes significant changes with age. The trabeculae 
become progressively thinner with age, and for certain anatomic sites, such as the verte-
bral body and proximal tibia, an increase in the anisotropy of the trabecular structure is 
observed.25,26
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Several different measures of density are used in biomechanical studies of bone. Ash 
density is defined as the ratio of ash weight (obtained after subjecting the bone tissue to 
500°C) per unit of bone volume. Tissue density, ρtiss, is defined as the ratio of mass to vol-
ume of the mineralized tissue (i.e., the pore space is excluded from the volume calculation). 
Tissue density is approximately 2.0 g/cm3 for cortical and trabecular bone and varies very 
little in the adult skeleton. Apparent density, ρapp, is the ratio of the mass of bone tissue to 
the total volume of the bone. Volume fraction, Vf (also abbreviated as BV/TV), is the ratio of 
the volume of the mineralized tissue (BV) to the volume of the specimen (TV), or equiva-
lently, one minus the porosity. The volume fraction, apparent density, and tissue density 
are related to each other by

 ρapp = ρtissVf. (1.1)

Quantitative measures of trabecular architecture have also become routine to compute 
as the availability of high-resolution, 3D imaging techniques such as microcomputed 
tomography (μCT), peripheral quantitative computed tomography (pQCT), and micro-
magnetic resonance imaging (μMRI) has increased. Particularly with commercial μCT sys-
tems, default software algorithms calculate a slate of architectural metrics. These metrics 
include trabecular thickness (Tb.Th), trabecular spacing (Tb.Sp), trabecular number (Tb.N), 
connectivity density, structure model index (SMI) (a measure of the “rodlike” v ersus the 
“platelike” architecture27), and the degree of anisotropy.28 The latter is a scalar measure of 
how preferentially the trabecular structure is oriented. Several methods of quantifying 
the anisotropy of the trabecular structure have been developed, including mean intercept 
length (MIL),29 volume orientation distribution,30 and star volume distribution.31 In each 
case, the directional density of the tissue (the amount of tissue in a given direction) can 
be represented by an ellipsoid, and the ratio of the major and minor axes of this ellipsoid 
is the degree of anisotropy. The fabric tensor, a positive-definite,  second-order tensor that 
defines three planes of orthotropic symmetry as well as the degree of anisotropy of the 
structure, can be formulated from the ellipsoid32,33 (Figure 1.5). In this way, quantitative 
morphological and anisotropic measures of trabecular architecture can be obtained and 
used for modeling and analysis.
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FIGURE 1.5
Fabric representation of two-dimensional trabecular architecture using the mean intercept length (MIL) 
method. The ellipsoid, constructed from average values of the MIL of 3D trabecular architecture representa-
tion, shows the directional density of a tissue structure. (Adapted from Cowin, S. C., and Mehrabadi, M. M., J. 
Biomech. 22, 6–7, 503–515, 1989.)
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1.4 Mechanical Properties of Bone Tissue

1.4.1 Cortical Bone

1.4.1.1 Basic Material Properties

As would be expected, based on the ordered osteonal and lamellar structures, cortical 
bone is anisotropic in its material behavior. The strength and tensile-compressive moduli 
of cortical bone along the longitudinal direction (the direction aligned with the diaphy-
seal axis) are greater than the properties along the radial or the circumferential directions 
(Table 1.1).34 Comparatively small differences in these properties have been observed in 
the radial versus circumferential directions, suggesting that cortical bone can be treated 
as a transversely isotropic material. When loaded in tension along the longitudinal direc-
tion, cortical bone exhibits a bilinear stress–strain response consisting of a distinct yield 
point that separates a linearly elastic region and a region of linear hardening that ends 
abruptly at a fracture strain of less than 3% (Figure 1.2). The slope of the hardening region 
is often termed the “post-yield modulus.” In contrast, for compressive loading along the 
longitu dinal direction, the bone hardens rapidly after yielding but then exhibits “soften-
ing” before reaching failure at approximately 1.5% strain. Cortical bone specimens loaded 
in the transverse direction, however, fail in a more brittle manner compared with those 
loaded in the longitudinal direction. Analysis of the ultimate strength of the human femo-
ral bone under various loading modes (Table 1.1) shows that strength is highest under 
compression in the longitudinal direction and is weakest under tensile loading in the 
transverse direction. The microstructural mechanisms that give rise to the differences 
in yield and post-yield behaviors between loading modes and among loading directions 
have not been well defined.

1.4.1.2 Viscoelasticity

The strength and stiffness of cortical bone are dependent on the rate at which the loads 
are applied, indicating that this tissue exhibits viscoelasticity. However, the effect of load-
ing rate on strength and modulus is only moderate, as a six-order increase in the strain 

TABLE 1.1

Anisotropic and Asymmetric Properties of Human Femoral Cortical Bone

Longitudinal direction Elastic modulus 17,900 ± 3900 MPa
Poisson’s ratio 0.62 ± 0.26
Ultimate tensile stress 135 ± 15.6 MPa
Ultimate compressive stress 205 ± 17.3 MPa

Transverse direction Elastic modulus 10,100 ± 2400 MPa
Poisson’s ratio 0.62 ± 0.26
Ultimate tensile stress 53 ± 10.7 MPa
Ultimate compressive stress 131± 20.7 MPa

Shear Modulus 3,300 ± 400 MPa
Ultimate stress 65 ± 4.0 MPa

Source: Reilly, D. T., and Burstein, A. H. J. Biomech., 8, 6, 393–396, IN399–IN311, 
397– 405, 1975. With permission.



13Bone Biomechanics

rate only increases the modulus by a factor of two and the strength by a factor of three.35,36  
During normal physiological activities, the bone tissues are subjected to strain rates of 0.1% 
strain per second to 1.0% strain per second, and the monotonic response of cortical bone 
can be assumed to have only minor rate dependency. Yet, the stiffening and strengthen-
ing effects that have been observed with increasing strain rates are still clinically relevant 
because strain rates during impact loading can be more than 10-fold greater than the nor-
mal physiological range. Bone is more brittle at high strain rates, and the loading rate also 
has a significant effect on the accumulation of damage within the bone tissue.37

1.4.1.3 Damage

When cortical bone is loaded past the yield point, significant degradation of the material 
properties occurs.38 As will be discussed later, many of the studies of this mechanical deg-
radation have used fatigue loading and have tracked the progressive loss in stiffness that 
occurs with increasing duration of loading. Damage in cortical bone has also been studied 
from the standpoint of deterioration in the tissue microstructure, known as “microdam-
age.” The presence of microdamage in bone was first reported by Frost,39 and, together 
with a collection of subsequent studies, that investigation helped to establish microdam-
age as a normal consequence of physiologic loading.40

Microdamage may appear as a debonding of the collagen–hydroxyapatite composite or 
as slippage of the lamellae along the cement lines.41 Both of these microstructural events 
may give rise to the residual strains that are observed upon unloading after the specimen 
has been loaded past the yield point. Microdamage due to fatigue is fairly uniform in size 
and randomly distributed in all directions or along the three principal directions.42 The 
post-yield behavior of bone is primarily associated with microdamage accumulation and 
is dependent on the volume fraction, the orientation of the crack relative to the microstruc-
ture, and the loading axis.37,43,44

Microdamage has been the subject of much attention in the literature as a possible con-
tributor to bone fragility and as a potentially deleterious side effect of antiresorptive drug 
therapies that are now widely used to treat osteoporosis.45,46 In vitro mechanical tests have 
found that microdamage is associated with a decrease in modulus,47 and a weak inverse 
relationship has also been reported between fracture toughness and microdamage den-
sity.48 Microcrack accumulation increases exponentially with age in cortical bone and is 
significantly higher in females than in males.48–50 Although these collective results might 
suggest a prominent role for microdamage in fracture risk, a definitive link has not yet 
been established. Evidence that microdamage may be a toughening mechanism for bone 
tissues in the post-yield region51 further complicates this picture and underscores the need 
to better understand the microstructural origins and progression of failure processes in 
cortical bone.

1.4.1.4 Fracture

Fracture of cortical bone can occur from repetitive, subcritical loads (fatigue failure) or 
from applied loads that cause local stresses exceeding the strength of the tissue. The frac-
ture toughness of cortical bone has been quantified in terms of the critical stress intensity 
factor (Kc) and the critical strain energy release rate (Gc). The critical stress intensity factor 
denotes the local intensity of the stress in the immediate vicinity of a crack tip, whereas the 
critical strain energy release rate characterizes the fracture toughness in terms of the sur-
face energy of the newly formed surface area that is created in the material as an existing 
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crack grows. Values of KIC, the fracture toughness for “mode I” loading (tensile loading), 
range between 2 and 6 MPam1/2 and tend to be lower for longitudinal compared with 
transverse fractures.52–54 The anisotropic nature of the fracture toughness can be attributed 
to (1) a crack propagating parallel to the osteon in the longitudinally oriented crack while 
it propagates perpendicular to the osteons in the transversely oriented crack, and (2) a 
weak path at the cement lines providing additional energy dissipation mechanisms for the 
transverse cracks.55, 56

The fracture toughness of human cortical bone has been found to increase with crack 
extension up to crack lengths of approximately 2 mm.57 This increase in the fracture tough-
ness has been attributed to extrinsic strengthening mechanisms such as crack, bridging by 
collagen fibers and crack deflection by osteons.58 These extrinsic toughening mechanisms 
act away from the crack tip and reduce the stress at the crack tip. The increase in the 
toughness with the crack extension has been explained using a resistance curve (R-curve) 
fracture–mechanics approach.57,59,60 Studies have shown that strain rates as well as aging 
affect bone’s resistance against crack propagation.61–63

Using a scratch test with a nanoindentation system, the age-related changes in the 
toughness of bone at ultrastructural levels were assessed by Wang et al.64 In these tests, 
the toughness of cortical bone was found to decrease with age. Using scratch tests, the 
anisotropic wear resistance of human mandibular cortical bone, along directions paral-
lel and perpendicular to the osteons, was determined by Gao et al.65 and was found to be 
greatest in the parallel direction. Even with numerous studies on cortical bone fractures, 
a complete understanding of the fracture risk associated with aging, disease, or loading 
modes of the bones is still lacking.

1.4.1.5 Fatigue

Reduction in the mechanical properties due to sustained or cyclic loading over time 
induces fatigue fracture.66,67 Fatigue fracture can occur in individuals with increased 
repetitive physical activities and with the accumulation of unrepaired fatigue-induced 
microdamage.68 Fatigue behavior of bone is affected by a number of factors, such as the 
mode and frequency of the applied load. Cortical bone has greater resistance to fatigue fail-
ure in compression than in tension,66, 69 and substantial reductions in fatigue lifetime have 
been observed when torsional loading is superimposed on tension–compression load-
ing.70 Higher loading frequencies have been found to produce longer fatigue lifetimes.71,72

Degradation of modulus and Poisson’s ratio occur due to fatigue loading.67,73 This type 
of reduction in the mechanical properties, termed fatigue-induced damage, has been 
extensively studied by many researchers.41,56,68,73,74 Recently, the use of sequential fluo-
rescent stains to label cracks and crack growth75,76 has enabled more in-depth studies of 
the relationships between microcracking, microstructure, and macroscale mechanical 
properties.77

1.4.1.6 Multiaxial Loading

Cortical bones can be subjected to multiaxial loading conditions in the body, especially 
during traumatic events such as a fall. The multiaxial strength of cortical bones cannot 
be determined from uniaxial material properties alone.78 Also, isotropic and symmetric 
failure criteria, such as the von Mises criterion, are not capable of describing the multiaxial 
strength of cortical bone, which is both anisotropic and stronger in compression than in 
tension. Therefore, a more generalized failure criterion, the Tsai–Wu criterion, has been 
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applied to cortical bone.78 The Tsai–Wu criterion was originally developed for composite 
materials and can account for differences in tensile and compressive strengths, as well as 
low shear strength with respect to tensile strength. This failure criterion works well for 
biaxial stress states but may not be as accurate for triaxial stress states.79

1.4.1.7  Influence of Porosity and Mineralization on Mechanical Properties of Cortical Bone

Microstructural parameters such as porosity and mineralization have significant influ-
ences on the material properties of cortical bone.22,80 Porosity increases with age and is 
negatively correlated with Young’s modulus,22,80 ultimate compressive stress,81 and frac-
ture toughness.82 Changes in porosity account for more than 75% of the variability in 
the strength of the cortical bone.83 The elastic moduli in the transverse direction are less 
sensitive to changes in porosity compared with the elastic modulus in the longitu dinal 
direction. Even small changes in the mineralization content can change the modulus and 
strength of cortical bones and are considered to be the main contributor to bone stiff-
ness.84 Mineral content does not seem to be related to donor age and does not have a 
significant effect on the tensile stiffness and strength of aging cortical bone.83 However, 
instances of local hypermineralization in cortical tissues can lead to crack formation and 
propagation.85

1.4.1.8 Effects of Aging on Mechanical Properties of Cortical Bone

Age-related changes in the mechanical properties of cortical bone are attributed to an 
increase in the porosity,83 hypermineralization,86 microdamage accumulation,71 and 
adverse changes in the collagen network.87 The strength of cortical bone under tension 
and compression reduces by approximately 2% per decade after 20 years. Ultimate ten-
sile strain also decreases by approximately 10% per decade, from a high of 5% strain at 
20 to 30 years of age to a low of less than 1% strain at more than 80 years of age. Also, 
fracture toughness decreases significantly with aging,88,89 most likely due to changes 
in the collagen network87 and in the ratio of hardness values between the osteons and 
the interstitial bone.69,90 One of the most widely studied age-related changes in the 
collagen phase of bone is the increase in nonenzymatic glycation,87,91 which has been 
shown to stiffen the collagen network92 and to reduce the fracture toughness of corti-
cal bone.93

1.4.1.9 Microscale and Nanoscale Properties of Cortical Tissue

Much of the research on cortical bone described thus far has been conducted on specimens 
whose dimensions are on the order of several millimeters or centimeters. Cortical bone is 
hierarchical in nature, and an understanding of the material properties at the microscale 
is important for defining structure–function relationships in the bone. Early work on 
the mechanical properties of cortical tissue at length scales of less than several hundred 
micrometers focused on osteons and interstitial bone using experimental approaches 
that isolated individual osteons and that machined microbeams (~200 µm length) of 
cortical tissue for three-point bend tests.94–99 The mechanical properties of osteons vary 
with different collagen fiber orientations and also with the mineral density and loading 
modes; moduli are on the order of 4 GPa for shear loading and 5 to 12 GPa for tensile and 
compressive loading.94–97 “Pull-out” and “push-out” tests have been developed to deter-
mine the shear strength of osteons97,100 and the interfacial strength of cement lines.101,102 
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The interfacial strength of the cement line was observed to be significantly lower than the 
shear strength of the osteonic lamellae.101,102

Subsequent work on the small-scale properties of cortical tissue has used nanoinden-
tation testing of osteonal and interstitial lamellae.103,104 Nanoindentation has the capabil-
ity to selectively target specific microstructural features on the order of 1 μm, and the 
results from the indentation tests are relatively independent of specimen size in contrast 
with the results from microbeam bending tests. The material properties of the cortical 
tissues derived from nanoindentation depend on the orientation of the indentation105 
and also on the indentation strain rate.106 Elastic moduli of 22.5 ± 1.3 GPa for the osteo-
nal lamellae and of 25.8 ± 0.7 GPa for interstitial lamellae have been obtained in the 
longitudinal direction using nanoindentation.103 The higher elastic modulus of lamel-
lae compared with that of osteons was attributed to the increased mineralization in the 
lamellae. Most of the studies using nanoindentation were conducted under dry condi-
tions. It should be noted that the properties of cortical bone derived under dry conditions 
are higher than those obtained under wet conditions.107 Most recently, focused ion beam 
and femtosecond lasers have been used to produce microbeam and nanobeam specimens 
of cortical beams for mechanical testing.108–110 Focused ion beams, along with atomic force 
microscopy, are capable of determining anisotropic properties and fracture patterns of 
cortical tissue.109

1.4.1.10 Micromechanical Modeling of Cortical Tissues

As evident from the previous sections, the material properties at the macroscale and 
microscale are different. The mechanical behavior at any scale is affected by the structural 
and material properties at the lower level. A number of micromechanical models have been 
developed to describe the contributions of these small-scale properties to the mechanical 
behavior of cortical bone and cortical tissue. These models can be broadly divided into 
ultrastructural models and microstructural models. Ultrastructural models of cortical tis-
sues have focused on the role of minerals and collagen fibers on the behavior of the tissues. 
Based on the arrangement of microstructural components, the micromechanical model 
can be further divided into (1) mineral-reinforced collagen matrix model,111,112 in which the 
anisotropy is due to the mineral, and (2) collagen-reinforced mineral matrix model,113,114 
in which collagen is treated as the anisotropy-forming material. Microstructural models 
derive the material properties by assuming the Haversian canal to be embedded in an iso-
tropic extracellular matrix or by assuming the secondary osteonal fibers to be embedded 
in a matrix of interstitial bone. Hierarchical models that synthesize ultrastructural and 
microstructural models have also been developed to perform multiscale modeling of corti-
cal bone.115,116 Determination of the mechanical properties of microstructural components 
and accurate modeling of microstructural interaction through micromechanical models 
would certainly improve our understanding of the structure–function–property relation-
ships and damage behavior of cortical bones.

The vast majority of the proposed micromechanical models for cortical bone and cor-
tical tissue have considered only tensile or shear loading and have modeled the corti-
cal material as a fiber-reinforced composite. However, cortical bone exhibits a number 
of phenomena that are not consistent with that class of composites. These phenom-
ena include higher strength in compression than tension (Table 1.1), marked perma-
nent volu metric strain upon unloading after the yield point has been exceeded,117,118 
and compressive failure patterns consisting of vertical splitting.117 Evidence that much 
of the mineral in cortical tissue resides outside the hole zones,111 essentially resulting 
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in a ceramic rather than polymeric matrix, may explain these discrepancies. A distinct 
class of micromechanical models may be needed to describe the compressive behavior 
of cortical bone and to form a comprehensive picture of the mechanical behavior across 
the multiple loading modes.

1.4.2 Mechanical Behavior of Trabecular Bone

Trabecular bone—also referred to as cancellous or spongy bone—can be viewed at the 
apparent level (i.e., the scale at which several trabeculae and intervening pores are simul-
taneously observable; typically ~5–10 mm) as a highly porous material with anisotropi c 
mechanical properties. Due to its high porosity as compared with cortical bone, the 
apparent-level mechanical properties of trabecular bone are primarily determined by the 
volume fraction (or, similarly, the apparent density). More minor, but still important, con-
tributions to the apparent-level behavior come from the architectural arrangement of the 
trabecular network and the tissue-level properties of the individual trabecula.

1.4.2.1 Basic Material Properties

As with cortical bone, the strength of trabecular bone is greater in compression than in 
tension and is lowest in shear, although these differences decrease with decreasing appar-
ent density.119,120 The stress–strain curve for trabecular bone does not exhibit a clear lin-
ear region nor a well-defined yield point (Figure 1.6). However, this tissue is nevertheless 
frequently treated as a linear elastic material, and once the modulus is calculated from a 
linear or polynomial curve fit117 to the initial portion of the curve, the yield point is defined 
by the 0.2% offset method.

1.4.2.2 Density-Dependence and Heterogeneity

Trabecular bone can display substantial spatial heterogeneity in both density and architec-
ture, even within a given anatomic site. For example, in the vertebrae, variations in density 
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and architecture have been observed along the superior–inferior as well as posterior–
anterior directions.121,122 These variations in density and architecture can then lead to 
heterogeneity in the apparent-level elastic and strength properties of trabecular bone. 
Approximately 70% to 90% of the variances in the modulus and strength of trabecular 
bone can be explained by volume fraction or apparent density.123–126 These dependen-
cies are typically described using linear or power-law relationships. Numerous stud-
ies have indicated that the power-law exponent for human trabecular bone is between 
2 and 3 for modulus124,126 and 2 for compressive strength23,127 (Figure 1.7). That these 
exponents are greater than 1 suggests that small decreases in density that occur in 
the course of the normal aging process have severe consequences for the load-bearing 
capacity of trabecular bone. However, these power-law relations are often obtained 
from sets of bone specimens that collectively span a wide range of densities and that 
are pooled from multiple sites. Within a single anatomic site, the modulus and strength 
relations seem to be linear because the range of apparent densities is less than an order 
of magnitude.23,126,128

In addition to spatial heterogeneity, the density, architecture, stiffness, and strength of 
trabecular bone vary with respect to age, disease status, loading direction, and loading 
mode. Both modulus and strength decrease with age, declining by approximately 10% per 
decade,127,129 and pathologies such as osteoporosis, osteoarthritis, and bone cancer have 
also been shown to affect mechanical properties.130,131 Variations can also occur within a 
given anatomic site. For example, Young’s modulus can vary by as much as 100-fold within 
a single epiphysis,132 and differences in strength of as much as fivefold have been observed 
within the proximal femur.133 Typically, the modulus of human trabecular bone ranges 
between 10 and 3000 MPa, whereas strength, which is linearly and strongly correlated 
with modulus,23,132,134 is generally two orders of magnitude smaller, in the range of 0.1 to 
30 MPa.
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1.4.2.3 Anisotropy

The anisotropy that trabecular bone exhibits in microstructure is also present in elasti c 
modulus127,134,135 and strength.127,136 Indeed, the principal directions of the mechanical 
anisotropy of trabecular bone have been found to be very closely aligned with the prin-
cipal directions of the fabric tensor.137 As such, trabecular bone typically exhibits ortho-
tropic symmetry,138,139 although in some cases, such as in the vertebrae, it can display 
transverse isotropy.137 The ratios of elastic modulus and strength in the superior–inferior 
direction to those in the transverse direction in human vertebral bone are 3.4 and 2.8, 
respectively.127 Similar ratios for elastic modulus have been found for other anatomic 
sites.134,140–142

The magnitude of the anisotropy in compressive strength seems to increase with 
age.127,143 Given that apparent density and volume fraction decrease with age, the age-
related increase in anisotropy may be a result of adaptive remodeling. As the total amount 
of bone tissue declines with age, a greater proportion of the remaining tissue remains ori-
ented in the principal direction, thus mitigating the concomitant decline in stiffness and 
strength along this direction (Figure 1.8).

1.4.2.4 Yield Strain

Yield strain is a notable exception to the abovementioned mechanical anisotropy and den-
sity dependence of trabecular bone. High-density trabecular bone, such as that from the 
human femoral neck and bovine proximal tibia, tends to have isotropic yield strains.144,145 
The compressive yield strains of human vertebral trabecular bone, which is of much lower 
density, are higher when the loading direction is 45° oblique to the principal direction 
as compared with when the loading is “on-axis,” but the difference is less than 10%.145 
Ultimate strains in trabecular bone also seem to be isotropic and are in the range of 1.0% to 
2.5%,144,146 whereas yield strains range from 0.70% to 0.77% in compression and from 0.65% 
to 0.71% in tension.23

Yield strains in trabecular bone also exhibit only a weak dependence on apparent density 
and volume fraction.23,127,128,147 Compressive yield strains increase slightly with increasing 
density for human vertebral trabecular bone and are not dependent on density for higher-
density trabecular bone. Overall, standard deviations of yield strains within a given ana-
tomic site are on the order of one-tenth of the mean, whereas significant differences in 
the means occur between sites, indicating that yield strains can be considered relatively 
constant within sites and heterogeneous across sites.23 Characterizing yield in trabecular 
bone in terms of strain rather than stress can, thus, provide a greatly simplified picture of 
failure in this tissue because a strain-based failure criterion may not need to account for 
interspecimen differences in apparent density.148

1.4.2.5 Viscoelasticity

The viscoelasticity of trabecular bone in vitro is minor in that both the compressive 
modulus and the compressive strength are proportional to the strain rate raised to the 
power of 0.06.124,149 Minor, strain-dependent effects in stress-relaxation experiments have 
been observed,150 indicating that trabecular bone is technically nonlinearly viscoelastic. 
Trabecular bone has similar creep characteristics as cortical bone and exhibits an initial 
rapid increase in strain followed by a steady-state regime with a constant creep rate and, 
finally, another rapid increase in strain just before creep fracture. Power-law relationships 



20 Orthopaedic Biomechanics

for creep strain rate and time to failure in creep have been proposed.151 High strain rates 
may also affect the contribution of the bone marrow to the mechanical behavior of tra-
becular bone. Although the stiffening effects of bone marrow are negligible except at high 
strain rates (10 strain/s), the confining effects of the cortical shell may allow hydraulic 
stiffening in vivo under dynamic loads, such as during burst fracture incidents.152,153

1.4.2.6 Post-Yield Behavior and Damage–Reload

Although trabecular bone yields at strains of approximately 0.7% in compression, it can 
sustain compressive strains of up to 50% while still maintaining a large fraction of its 
load-bearing capacity. If a specimen is compressed beyond yield (not exceeding 5% strain), 
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unloaded, and reloaded, permanent residual strains and a loss of stiffness (as quantified 
by a comparison of the slope of the unloading curve with the initial elastic modulus) occur 
(Figure 1.9).154 Upon reloading, the initial modulus is initially similar to the original elastic 
modulus but soon decreases to match the “perfect damage” modulus (a secant modu-
lus from the origin to the point of unloading). The reduced stiffness indicates damage 
whereas the accumulation of residual strain has the appearance of plasticity, although this 
residual deformation can result from various mechanisms, such as incomplete crack clo-
sure. The magnitudes of this stiffness loss and the amount of residual strain are highly 
correlated with the value of the applied strain just before unloading (r2 = 0.94 and 0.96, 
respectively). Also, modulus is reduced more severely than strength, the loss of which is 
a function of both applied strain and apparent density.154 These effects occur in trabecular 
samples and in the entire vertebral body,155 indicating that isolated overloads that do not 
cause overt fracture of the bone may cause subtle but cumulative permanent deformations 
that could lead to clinical fractures. The qualitative similarity of this damage–reload of 
trabecular bone to the behavior of cortical bone loaded in tension38,156 suggests that the 
dominant physical mechanisms for the damage behavior act at the nanometer scale of the 
hydroxyapatite and collagen.

1.4.2.7 Microdamage and Fracture

The large reductions in apparent modulus that occur with overloading (Figure 1.9) are 
the result of damage within the trabeculae, meaning that microscopic cracking occurs 
as opposed to overt fracture of individual trabecula.157,158 These cracks can occur at very 
small scales159 and seem to be related to the magnitudes of both apparent- and tissue-
level strains.160,161 Measurements of tissue-level deformations via digital image correlation 
applied to bending tests of single trabeculae indicate that microdamage initiation occurs at 
tissue-level strains of approximately 1.6% and differs in compression versus tension.162 It is 
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important to consider that, due to the porous, irregular structure of trabecular bone, some 
tissue-level strains can be high enough to induce local yielding and a concomitant decline 
in whole-specimen properties even for low magnitudes of applied stress,161,163 consistent 
with the consensus that the presence of microdamage in vivo in trabecular tissue is the 
norm rather than the exception.

Microdamage within trabecular bone can also be imaged and quantified using radio-
opaque contrast agents and microcomputed tomography.161,164 Such methods are able to 
differentiate and quantify diffuse and linear cracks along the trabecular struts. Diffuse 
cracks appear more frequently in plate-like trabeculae and are self-limiting in length, 
whereas linear cracks, which are more common in osteoporotic bone,165 are more often 
present in rod-like struts and tend to coalesce and initiate fracture.166 Under both pre-
yield and post-yield loading conditions, microdamage shows significant correlations with 
microarchitectural parameters and volume fraction, although an increase in the SMI—
indicating a predominance of trabecular rods—is the strongest predictor, accounting for 
40% of the variance in the amount of microdamage.167 In general, microdamage has been 
found to increase with age, similar to the case with cortical bone, and is associated with a 
low-density and rodlike trabecular architecture.167–169

The propagation of damage and yielding in trabecular bone is anisotropic. When loaded 
in on-axis compression, yielding in rodlike vertebral trabecular bone seems to progress 
along vertical trabeculae. In contrast, when loaded in the perpendicular direction, local 
high strains are the result of bending.170 In a recent study, failure modes were similar for 
platelike trabeculae in any loading orientation, whereas rodlike trabeculae oriented paral-
lel to the loading axis yielded in compression and rodlike trabeculae oriented perpendicu-
lar to loading yielded in bending and tension.171 Also, on-axis loading can be detrimental 
to the off-axis mechanical properties due to yielding of the platelike trabeculae in on-axis 
overloading.

The fracture toughness of trabecular bone has not been studied extensively but may 
yield insight into fracture etiology. For example, large stress fracture cracks that grow in 
between struts along the main trabecular direction have been observed in low-trauma 
fractures.172 As with many of the mechanical properties of trabecular bone, a strong depen-
dence on density has been found for fracture toughness.173

1.4.2.8 Fatigue

The cyclic compressive loading of trabecular bone can cause loss of stiffness and the accu-
mulation of residual strain even for low levels of applied load.174–176 This type of progressive 
failure at subcritical loads can lead to the loosening of implants.177 The rates at which modulus 
decreases and damage accumulation occurs in fatigue increase with increasing magnitudes 
of applied strain.174 The mechanisms of failure in fatigue, however, seem to occur at the ultra-
structural level, which means that they are not dependent on site-specific properties such 
as modulus and yield strain.178 Interestingly, creep was originally proposed as a dominant 
mechanism of fatigue failure,179 but more recent work180 has contradicted that earlier analy-
sis. Static and cyclic tests on human trabecular specimens under physiologic loads (750–1500 
microstrain) indicate that the time required for full recovery of residual deformation is more 
than 20 times longer than the duration of the applied loads.175 These results support the notion 
that nontraumatic fractures may be related to long-term creep effects.

Compressive fatigue life of trabecular bone is also a function of fabric—a measure of the 
directional density (or, equivalently, anisotropy) of the trabecular structure. A power-law 
relationship for the number of cycles to failure as a function of volume fraction, fabric, and 
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applied stress in human vertebral trabecular bone yields an excellent fit to experimental 
data (r2 = 0.95), and a significant contribution of the degree of anisotropy toward the pre-
diction of fatigue life has been noted.181 More recently, off-axis fatigue tests have been con-
ducted and have shown that the lifetime decreases drastically as compared with on-axis 
fatigue loading.182

1.4.2.9 Multiaxial Loading

Because complex loading conditions can exist in vivo, and nonhabitual events such as falls 
or accidents can induce off-axis loads, the development of multiaxial failure criteria for tra-
becular bone is of significant interest. This is particularly important for osteoporotic bone 
whose structure in whole bones, such as the vertebrae, may be more specifically adapted to 
habitual loads at the expense of load-bearing capacity in less common loading directions.183 
Early theoretical work on multiaxial failure in trabecular bone proposed fabric-based yield 
criteria.184,185 Experimental validation of these criteria was not carried out at the time because 
some of the necessary data, such as the tensile and compressive strengths of a given speci-
men, were not obtainable experimentally. This barrier was subsequently overcome using 
numerical simulation, as discussed later in this chapter. More recent works on multiaxial 
failure used large sets of data from mechanical tests that used uniaxial, biaxial, and triaxial 
loading of bovine186,187 and human188,189 trabecular bone. The results of these works indicate 
that the von Mises criterion does not work well for trabecular bone, that the Tsai–Wu crite-
rion is only a reasonable predictor of failure for this tissue when the yield envelope that this 
criterion predicts is modified to account for interspecimen variations in apparent density, 
and that fabric-based criteria can also provide moderately accurate predictions of failure 
under a subset of multiaxial loading conditions. A completely strain-based yield criterion 
has also been proposed that is independent of density and fabric, although this criterion 
has not yet been validated against experimental data.148 The development of these multiax-
ial criteria represents significant progress in improving constitutive models for numerical 
simulation of damage accumulation and failure of trabecular bone, whole bones, and bone 
implant structures.

1.4.2.10 Structure–Composition–Function Relationships

As illustrated in Figure 1.7, density accounts for much, but not all, of the variation in 
strength and stiffness of trabecular bone. The trabecular architecture also plays a sig-
nificant role. For example, Ulrich et al.190 found that the amount of variation in the elastic 
modulus for a set of specimens from multiple anatomic sites increased from between 37% 
and 67% when the regression model included only volume fraction to between 82% and 
92% if one or several architectural measures were also included. These types of multiple 
regression analyses often do not yield definitive results regarding the independent role 
of architecture because many of the architectural parameters are often highly correlated 
with measures of density. One exception is the degree of anisotropy, which has been found 
to be highly independent of volume fraction191 As will be discussed in the next section, the 
dependence of mechanical properties on the trabecular architecture has led to the formu-
lation of several analytical models for predicting mechanical properties from density and 
architectural characteristics.

The composition of the trabecular tissue also has a significant effect on apparent-level 
mechanical properties. Recent work by Chen and McKittrick,192 in which demineralized, 
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deproteinized, and untreated samples of bovine femoral trabecular bone and elk antler 
were tested in compression, showed a strong dependence on density for all three treat-
ments, but noted marked differences among treatments in the failure characteristics. 
Demineralized samples tended to fail in plastic buckling, whereas deproteinized sam-
ples failed by brittle crushing. Also, the elastic modulus and compressive strength of the 
untreated samples were much larger than the treated samples, indicating a synergistic 
effect between mineral and protein in trabecular bone tissue.

1.4.2.11 Analytical Modeling

Seminal work in the development of analytical models for the mechanical behavior of tra-
becular bone arose from treating this porous tissue as a cellular solid.125,193 Cellular-solid 
models idealize the microstructure as a periodic array of unit cells, and by accounting 
for volume fraction, mechanical properties of the material that comprises the cell walls 
(i.e., tissue-level properties), and the cell geometry, they can mimic the basic modes of 
failure: buckling, plastic yield, and brittle fracture. Asymmetric, open- and closed-cell 
models adequately describe the experimental data on trabecular bone; specifically, the 
dependence of Young’s modulus and compressive strength on apparent density raised to 
the second power125,192,194 and the dependence of fracture toughness on density raised to a 
power between one and two.173,194

The dependence of modulus on the square of density indicates bending-dominated lin-
ear elastic behavior, and the dependence of compressive strength on the square of density 
indicates failure by buckling.195 These analytical results are supported by the results of 
numerical simulations that suggest that bending is the dominant mode of linear elastic 
deformation in trabecular bone and that maximum tissue-level strains exist in rodlike 
elements aligned with the compression axis.196,197 Overall, the cellular-solid models have a 
substantially advanced mechanistic understanding of the potential modes of deformation 
and failure in trabecular bone.

A variety of efforts have been undertaken to incorporate less-idealized descriptions 
of trabecular architecture into analytical models that relate the trabecular structure to 
the apparent elastic properties. Hodgskinson and Currey198 correlated apparent density, 
mineral volume fraction, an alternative, scalar form of fabric, and connectivity to Young’s 
modulus. Apparent density and fabric were identified as the most significant explanatory 
variables. Cowin33 developed equations for relating the elastic constants of an orthotropic 
material to its porosity and fabric. These relations were further developed to uncouple 
volume fraction from fabric199 and to ensure positive definiteness of the elasticity tensor a 
priori.200 Zysset et al.139 formulated an alternative version of this model based on a differ-
ent representation of orthotropic elasticity201, modified to account for the relative extent of 
anisotropy (akin to the degree of anisotropy) by including the fabric eigenvalues.

A comparison of these models with Gibson’s isotropic, cellular-solid model202 revealed 
that the anisotropic power models (i.e., orthotropic Boehler and Zysset–Curnier) yielded 
the best results (r2 ≤ 0.95) and reduced the magnitudes of the prediction errors at low volume 
fractions. Also, recent work has indicated that the fabric–mechanical property  relation-
ships may depend on the anatomic site.191 The development of these analytical models for 
the prediction of apparent-level elastic properties from the morphological parameters of 
trabecular bone contributes to the ability to evaluate disease progression and bone stiff-
ness noninvasively in bone in a clinical setting, in addition to providing a foundation for 
the development of numerical models.
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1.4.2.12 Numerical Modeling

The advantages of analytical models in providing closed-form relationships for the mechani-
cal properties of trabecular bone must be balanced against the errors in the model predictions 
that arise from oversimplifications of the trabecular architecture and tissue-level material 
properties. For cases in which these errors are too great, numerical models that more closely 
approximate the irregularity of the trabecular architecture and the inhomogeneity in both 
architecture and tissue-level properties can be used. For example, Silva and Gibson203,204 used 
finite-element modeling to analyze a two-dimensional (2D), nonrepeating, Voronoi honey-
comb structure and reported higher strains in cell walls and lower apparent strength as com-
pared with the regular honeycomb structure. Yeh and Keaveny205 considered 3D, irregularly 
shaped lattices with varying trabecular rod thicknesses. Their results showed substantial 
reductions in apparent modulus when the variation in trabecular thickness was increased, 
even for a constant volume fraction. Although such models do not directly reflect the geom-
etry of trabecular specimens, they have proven useful for examining the effects of trabecular 
architecture on macroscopic material properties in a controlled manner.

The advent of μCT and ever-increasing amounts of computing power have enabled the 
creation of finite-element models of trabecular bone that resolve the individual trabeculae 
with the same, or nearly the same, level of anatomic detail as the μCT images themselves. 
These “high-resolution finite-element models,” or “micromechanical finite-element” 
(micro-FE) models,206 capture the complexity of the trabecular architecture implicitly and 
have become a standard tool in the study of trabecular bone mechanics. The basic strategy 
in these models is to avoid generating an isoparametric mesh of the trabecular architec-
ture by directly converting voxels from a digital image of a trabecular bone sample into 
elements of a finite-element mesh. A popular implementation is to directly map image 
voxels to hexahedral finite elements,206,207 although marching-tetrahedron methods have 
also been used. An excellent review of the issues surrounding meshing, convergence, and 
material property assignments in micro-FE models can be found in the work of Niebur 
and Keaveny.208 These micro-FE models have yielded significant progress in determining 
orthotropic elastic constants, strength characteristics, multiaxial failure criterion, and tra-
becular tissue properties.

To date, micro-FE analyses of trabecular bone have been used in two general areas of 
study. The first is in developing structure–function relationships. For this area, the abil-
ity to “test” each specimen multiple times, that is, along different loading directions or 
in different loading modes, is of great benefit. Although quantitative ultrasound (QUS) is 
a promising experimental approach for this type of nondestructive assessment,209,210 the 
accuracy and precision of that method have not yet matched the performance of the micro-
FE analyses for the elastic behavior of trabecular bone. Kabel et al.211 used micro-FE analy-
sis to estimate all nine orthotropic elastic constants of specimens of trabecular bone from 
multiple anatomic sites and used these data to determine that the fabric–elasticity rela-
tionships proposed earlier by Cowin33 could account for 97% of the variance in the elastic 
constants. These results confirmed the primary role of both volume fraction and architec-
tural anisotropy in determining apparent elastic properties. Similarly, the use of micro-FE 
models to simulate destructive (i.e., loading to or past the yield point) tests in different 
loading modes for any given specimen has aided the development of several promising 
multiaxial yield criteria.148,188 Combination of the micro-FE approach with digital topo-
logical analysis,212 a method of classifying the individual trabeculae within a specimen as 
rods or plates and of quantifying the orientation of each trabecula, has enabled the study 
of the way in which trabecular architecture modulates loading paths in trabecular bone. 
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In doing so, this combined approach has provided a direct bridge between the mechanistic 
approach of cellular-solid modeling and the anatomic fidelity of micro-FE analysis.

Micro-FE modeling has also made substantial contributions in estimating the distri-
butions of stress and strain within trabecular tissue in response to loads applied at the 
apparent level or applied to the whole bone. Studies have demonstrated that age- and 
d isease-related changes in density and architecture are predicted to have substantial 
effects on the tissue-level strain distributions, specifically in the spatial variations in these 
distributions.183,213 The implications of this spatial heterogeneity in the local mechani-
cal environment of trabecular tissue for microdamage accumulation,160,168 bone adapta-
tion,214,215 and bone failure170,171 have been active areas of recent research.

1.4.2.13 Mechanical Properties of Trabecular Tissue

Trabecular tissue, meaning the bony tissue that comprises individual trabeculae, is similar 
to cortical bone in both composition and material properties, although subtle differences 
exist. The difficulty of performing direct mechanical tests on individual trabeculae has 
prompted the development and application of a variety of techniques such as direct testing 
of machined microbeams, ultrasound, nanoindentation, and a combined FE–experimenta l 
approach. Early tensile and bending tests of individual trabeculae yielded moduli in the 
range of 1 to 10 GPa,98,216 as much as an order of magnitude lower than cortical bone. Later 
studies using ultrasonic,217,218 nanoindentation,103,104,219 and scanning acoustic microscopy220 
techniques revealed higher values of approximately 10 to 20 GPa. This discrepancy may be 
due to mechanical artifacts caused by the small dimensions and nonregular geometry of 
the trabeculae, in addition to oversimplifying assumptions such as homogeneity, isotropy, 
and regular geometry.

Elastic and strength properties have also been reported using a combined FE–
experimenta l approach. In these studies, the tissue modulus is determined from a ratio to 
apparent modulus calibrated against experiments.221–223 Results from this approach place the 
elastic modulus of human trabecular tissue at approximately 10% less, tensile yield strain at 
15% less, and the tissue strength at 25% greater than cortical bone.224 More recently, a com-
bined FE–experimental approach has been developed for bending tests of single trabeculae 
within the trabecular network, and initial results for sheep trabeculae are in the upper range 
of reported data.225 As for strength, trabecular tissue is similar to cortical bone in that it 
exhibits asymmetry in yield strains, with a tensile-compressive strength ratio of 6.2.224 As 
for the fatigue characteristics of trabecular tissue, some work has been reported,226 but much 
remains to be done. Correctly characterizing the mechanical properties of trabecular tissue 
can greatly improve the ability of finite-element models and other models to accurately pre-
dict apparent-level behavior, as well as the behavior of whole bones.

1.5 Mechanical Behavior of Whole Bones

Our discussion on bone mechanics has thus far been focused on the properties of tra-
becular and cortical bone as separate tissues and as determined from mechanical tests 
performed on excised specimens of these tissues. How these two different tissues are com-
bined to form a whole bone, such as the femur, dictates the overall mechanical behavior 
of that bone. In addition to the respective amounts of cortical and trabecular bone that are 
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each present, structural and geometric features, such as cortical thickness, the spatial dis-
tribution of trabecular bone, cross-sectional area, bone size, and bone shape, all influence 
the whole-bone mechanical properties and all change with age and disease. The study 
of  the mechanical behavior of whole bones can thus be substantially more complicated 
than the study of cortical or trabecular bone. However, investigations at the whole-bone 
level are arguably the ones most directly relevant to understanding the occurrence of frac-
tures, the biomechanics of healing of those fractures, and both the mechanical input for 
and the outcomes of bone adaptation. Moreover, for rodent models in bone mechanics, 
whole-bone tests are one of the most practical options for mechanical investigations, given 
the small size of the skeleton. Indeed, isolation of an apparent-level specimen of trabecular 
bone is not possible in most cases due to the small amounts of this tissue that are present 
in any given anatomic site.

1.5.1 Loading of Whole Bones In Vivo and In Vitro

The principal challenge in the design of laboratory tests that seek to characterize clinically 
relevant mechanical behavior of a whole bone is to identify loading conditions that are 
physiologically representative. These loading conditions have been estimated using gait 
analysis, instrumented prostheses, and, in some cases, direct measurement in tissues. Gait 
analysis, or more generally, inverse dynamics analysis applied to activities of daily liv-
ing227 and to falls,228,229 can estimate joint contact and muscle forces for a variety of physi-
ological motions. For example, these types of analyses have estimated that the magnitude 
of the force acting on the femoral head during the stance phase of walking is 234% of the 
body weight213,227 and that approximately 85% of the total impact force sustained from a 
sideways fall to the hip is delivered along a line of action that passes directly through the 
hip joint.229 For the spine, intradiscal pressure is a direct indicator of load transferred to 
the vertebral body via adjacent intervertebral discs. Measurements of intradiscal pressure 
have been conducted in vivo using either an implanted pressure transducer or a pressure 
transducer that is attached to a needle that is itself inserted in the nucleus pulposus.230–232 
These data have indicated that the pressure at the L4 to L5 disc is 0.1 MPa while stand-
ing.231 However, these pressure responses are just one aspect of vertebral loading in vivo, 
and biomechanical models that account for the complex muscular structure and muscular 
coactivity in the spine are lacking.233

Prostheses instrumented with load sensors that can transmit data remotely have also 
been designed and implanted in other anatomic sites such as the shoulder, hip, and 
knee.234–237 These instrumented implants have the same geometry and function as con-
ventional implants, and the force data that they provide have been invaluable for gauging 
the accuracy of the force estimates from gait analysis and for optimizing implant design. 
The data are also advantageous when used by physiotherapists to rehabilitate patients and 
assess the usefulness of aids such as braces.234

Despite many advances in the measurement techniques described above, biological 
variation and other uncertainties associated with measuring joint contact forces, muscle 
forces, and impact conditions in vivo238 still hinder accurate and precise estimates of the 
directions, magnitudes, and locations of the forces and moments that should be applied 
in vitro. Moreover, in vivo loading conditions can be sufficiently complex, involving mul-
tiple muscle groups and distributed loads across a joint surface, to present major difficul-
ties in recapitulating them in vitro. As such, researchers will often use simplified loading 
conditions, and it is important to note that many such experiments do produce fracture 
patterns that are commonly observed in the clinical setting. For example, for the proximal 
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femur, the loading angle is used to represent a fall on the hip rolled forward or backward, 
or to the side.239 Common diaphyseal fracture patterns have been categorized according 
to simple loading modes such as compression, torsion, and bending (Figure 1.10), and one 
or more of these loading modes are frequently used in laboratory tests in studies of bone 
adaptation240 and fracture healing.241–244 Colles’ fractures are simulated by applying com-
pressive forces to the distal radius at an angle that simulates a fall on an outstretched 
hand.245 For vertebrae, the common loading modes include compression (Figure 1.11) 
and compression combined with bending.155,246 The latter simulates anterior or posterior 
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FIGURE 1.10
(a) Fracture patterns in a cylindrical section of bone subjected to different loading configurations. (A) Pure 
tensile loading produces a transverse fracture. (B) Pure compressive loading produces an oblique fracture. 
(C) Torsional loading produces a spiral fracture. (D) Bending produces a transverse fracture with a small frag-
ment on the compressive side. (E) Bending superimposed with compression produces a transverse fracture 
with a larger fragment on the concave side. (From Morgan, E. F. et al., In Osteoporosis, edited by R. Marcus, D. 
Feldman, D. A. Nelson, and C. J. Rosen, pp. 3–25, 2008. With permission.) (b) Torque–twist curve for a rat tibia. 
The stiffness is defined as the slope of the initial, linear portion of the curve. Ultimate torque, a measure of tor-
sional strength, is defined as the maximum torque sustained by the specimen, and the corresponding amount 
of deformation is defined as the twist-to-failure. Toughness (area of the shaded region) is the amount of energy 
required to cause fracture.
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flexion. Both loading scenarios are simplified representations of the loads to which verte-
brae and motion segments are subjected in vivo, yet result in clinically observed fracture 
patterns, including endplate and wedge fractures.

1.5.2 Role of Geometry in Whole-Bone Mechanical Behavior

Principles of engineering mechanics stipulate that the axial stiffness, either in compres-
sion or tension, of a structure is proportional to the cross-sectional area, whereas the bend-
ing and torsional stiffnesses of beamlike structures (such as diaphyses) depend on how 
the material (tissue) is distributed around the axis of the bending or the twist (Figure 1.12). 
Two geometric properties, the areal moment of inertia (also known as the cross-sectional 
moment of inertia) and the polar moment of inertia, quantify this distribution in manners 
relevant for bending and torsion, respectively. For example, a cylindrical cross section of a 
diaphysis with the bone tissue located closer to the diaphyseal axis will have lower bend-
ing and torsional stiffnesses compared with another diaphysis with the same amount of 
bone tissue but with larger inner and outer diameters.

With the widespread availability of digital imaging in both the laboratory and clinical 
settings, the cross-sectional area and moments of inertia of a cross section of a whole bone 
can be readily calculated by summing the contribution of individual pixels based on pixel 
dimension and the relative position of the pixel from the center axis of the bone.241 Under 
the assumption of a homogeneous distribution of tissue modulus within that cross sec-
tion and of equal moduli in the cross sections of different bones that are being compared 
with one another, these cross-sectional properties represent relative differences among the 
bones in structural rigidity (axial, flexural, and torsional rigidities). More refined estimates 
of structural rigidity can be calculated by using the spatial variations in local intensities 
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FIGURE 1.11
Representative force–displacement curve for an isolated thoracic vertebra tested in axial compression. The stiff-
ness and ultimate force, a measure of vertebral strength, are marked on the curve.
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(gray values) within the image of the cross section as estimates of the spatial variations in 
tissue mineral density, and then using density–modulus relationships to avoid the assump-
tion of a homogeneous modulus distribution.247,248 This method has been shown to provide 
estimates of structural rigidity that are significantly correlated to vertebral strength and 
stiffness.249

Conversely, if one has measured the stiffness or rigidity of a whole bone, some estimates 
of the material properties of the bone tissue can be derived. If the bone is straight, pris-
matic (the cross-sectional geometry does not change along the length of the structure), and 
of uniform composition, it is straightforward to calculate the Young’s modulus or shear 
modulus from the value of stiffness obtained from the whole-bone test. However, none of 
these three descriptors are accurate for vertebral bodies, metaphyses, and diaphyses due 
to the irregular geometry and spatially heterogeneous composition of these bones. For the 
latter, one can calculate an effective elastic modulus of the tissue if the true cross-sectional 
geometry and its variation along the diaphyseal axis are included in the calculations. 
Without accounting for the true geometry, substantial errors in the calculated modulus 
could result.250

Cross-sectional geometry and other geometric features of whole bones vary greatly 
among individuals and exhibit marked changes with age. Multiple causes for these varia-
tions exist, including genetic differences, patterns of physical activity, gender, and pos-
sible compensation for alterations in tissue material properties,251–253 among a host of 
other factors. The general pattern of age-related change in the cross-sectional geometry 
of the diaphysis is continual apposition of bone at the periosteal surface, accompanied by 
resorption of bone at the endosteal surface. The net result is a thinner cortex and smaller 
cross-sectional area (despite the increase in periosteal diameter), but not necessarily in any 
decrease in the moments of inertia.254,255 The relatively small changes in moment of inertia 
with age serve to ameliorate the structural consequences of the age-related decline in the 
amount of bone present, although some controversy exists as to the magnitude of, and 
gender differences in, this benefit.253,256,257

For the vertebrae, an increase in the cross-sectional area with aging has been reported 
for both men and women,253 and one study found that this increase was three times 
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FIGURE 1.12
The bending stiffness of a structure, such as a long bone diaphysis, is proportional to the areal moment of iner-
tia. If the diaphyseal cross section is circular, then the torsional stiffness is proportional to the polar moment of 
inertia; otherwise, this proportionality is only approximate. These moments of inertia quantify how the tissue 
is distributed with respect to the axis of bending (shown here as the dotted line on the diaphyseal cross section) 
or the axis of torsion (the line that passes through point O and is directed out of the plane of the figure). (From 
Morgan, E. F. et al., In Osteoporosis, edited by R. Marcus, D. Feldman, D. A. Nelson, and C. J. Rosen, pp. 3–25, 
2008. With permission.)
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greater in men as compared with women.258 Thus, in a manner similar to diaphysis but in 
an anatomic site that has a large fraction of trabecular bone, age-related bone loss in the 
vertebral centrum is accompanied by an increase in the surface area carrying the load. 
Given the substantial mechanical importance of the cross-sectional area for the stiffness 
and strength of the vertebrae, these changes in area are highly noteworthy.

Differences in bone geometry have also been found between individuals with and with-
out fractures. For the proximal femur, features such as neck-shaft angle259,260 and periosteal 
and endosteal diameters257,259,261 are larger in subjects with fractures compared with control 
subjects. Whether these differences have any causal basis is not clear, although differences 
in the neck-shaft angle can affect the magnitude of the stresses and strains that the femo-
ral neck experiences under both gait and fall conditions. For the distal radius, Schneider 
et al.262 showed that there was significant difference in cortical bone area between fracture 
and nonfracture cohorts, but that trabecular mass and density provided better indicators 
of fracture risk. Regarding the axial skeletal, a comparison of fracture versus nonfracture 
cohorts found that the vertebral cross-sectional area was lower in the former.258 The role of 
other geometric features of the vertebrae, such as height and shell curvature, has not been 
studied extensively.263

1.5.3  Relative Roles of Cortical and Trabecular Bone in 
Mechanical Behavior of Whole Bones

Understanding the biomechanical repercussions of alterations in the material behav-
ior of cortical and trabecular bone requires a study of the respective contributions of 
these two tissues to whole-bone mechanical behavior. For the vertebrae and proximal 
femur, the strength of the whole bone is predicted well simply by the density of the 
trabecular bone and measures of the cross-sectional area of the bone.264–267 In addition, 
minor increases in bone density in certain relatively small areas of the proximal femur 
predicted improved strength, further suggesting the critical role of trabecular bone 
in whole-bone properties. However, research to date also suggests that the role of the 
cortical shell in the vertebrae is complex and varies with age. No strong consensus 
exists as to how much the cortical shell contributes to the stiffness and strength of 
the vertebrae.267–270 A micro-FE study estimated that the fraction of the applied com-
pressive load borne by the shell varies from 0.38 to 0.54 across vertebrae.268 Several 
finite-element studies have also indicated that the shell load fraction is maximal at the 
narrowest transverse cross section of the vertebrae268,271–273 and decreases to only ~15% 
near the endplates.268 Furthermore, the shell load fraction was found to increase as the 
density and modulus of the trabecular bone decrease271,274 and as disc degeneration 
advances.272

The relative roles of trabecular and cortical bone in the proximal femur seem to vary 
among subregions. Finite-element analyses have indicated that for both gait and sideways 
fall-loading conditions, the cortical bone bears approximately 30% of the load in the sub-
capital region, 50% at the midpoint of the femoral neck, 96% at the base of the femoral 
neck, and 80% in the intertrochanteric region.275 Comparisons of stress and strain distri-
butions in healthy versus osteoporotic femora indicate that although the distributions are 
similar, peak stresses and strains are elevated in the osteoporotic bones.213,275 Although the 
locations of the peak stresses and strains are not exclusively in the trabecular compart-
ment, results of other finite-element studies indicate that, for a variety of loading condi-
tions that simulate various types of falls, failure of the trabecular bone begins before or 
simultaneously with failure of the cortical shell.276–278 Consistent with these findings, a 
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more recent investigation used finite-element analysis to explore the mechanisms under-
lying the decrease in fracture risk in postmenopausal, osteoporotic women who are 
using anabolic and antiresorptive therapies and found that the estimated benefits to bone 
strength are largely due to treatment-induced increases in the strength of the trabecular 
compartment.279

1.5.4 In Vivo Predictions of Mechanical Behavior of Whole Bones

Many of the whole-bone, finite-element studies already cited in this chapter create the 
finite-element models from clinically available 3D imaging modalities such as QCT, 
high-resolution magnetic resonance imaging, and high-resolution pQCT (HR-pQCT). In 
contrast with micro-FE models, the QCT-based FE models are of coarser resolution such 
that they do not resolve the individual trabeculae. FE models created from HR-pQCT 
images can be classified as micro-FE models, but even with the best image resolution 
that is available currently (~80 μm/voxel), these models represent the trabecular bone as 
a notably less well-connected structure than exists in reality. However, the advantage of 
these CT-based FE models is that they can be incorporated into in vivo studies, whether 
retrospective or prospective, to provide estimates of bone strength that can in turn be 
used to evaluate fracture risk and the effects of various pharmacological treatments 
on that risk. Several such studies have been published recently, examining fracture 
load in the distal radius,280 the effects of glucocorticoid use, alendronate treatment and 
parathyroid hormone treatment on femoral strength,279 and the effects of testosterone 
treatment on bone stiffness in the proximal tibia.281 However, it should be noted that 
these studies have not demonstrated a clear predictive advantage to the FE-derived esti-
mates of bone strength over estimates obtained from the average bone mineral density 
(BMD) at the anatomic site of interest. Thus, although the FE simulations can provide 
rich insight into biomechanical mechanisms for observed differences in fracture rates 
among study cohorts, the role of this method for providing predictive capabilities for 
fracture outcome is not clear. Similarly, estimates of bone stiffness and strength cal-
culated from measurements of bone geometry and of regional bone density that are 
made using dual-energy X-ray absorptiometry282—a 2D X-ray imaging modality that is 
the standard clinical tool for quantifying (areal) bone density and estimating fracture 
risk—have provided a wealth of informative, biomechanical data in longitudinal stud-
ies of bone growth283,284 and bone fragility,285 but have not been identified as superior to 
BMD as a predictive tool.

1.5.5  Experimental Validation of Finite-Element Predictions 
of Whole-Bone Mechanical Behavior

In light of the frequent use of finite-element modeling to study the mechanical behav-
ior of whole bones, it is worthwhile to consider the many approaches that have been 
used to assess the accuracy of the estimates that result from these models. The various 
assumptions and idealizations regarding bone geometry, loading conditions, and tissue 
material properties can have severe effects on the results of the model. As a logical first 
step, the FE-computed values of bone stiffness and bone strength can be compared on a 
per specimen basis to experimentally measured values. The correlations that result from 
these comparisons are generally moderate to high (r2 = 0.82 to 0.86); however, differences 
between the FE and experimental values can differ by as much as twofold.286 Another 
approach is to compare the strains that develop within the trabecular compartment and 
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on the bone surface. For the latter, strain gauges and digital image correlation have been 
used as experimental techniques, and the results of the comparisons indicate good 
agreement in regions of the bone that are of relatively simple geometry (e.g., the diaphy-
sis) and poorer agreement in those with more irregular topology (e.g., the femoral neck). 
For comparisons of strains in the trabecular compartment, initial studies used only thick 
cross sections of the bone so that strains could be measured experimentally using stan-
dard 2D, noncontact measurement techniques.287–289 More recently, 3D volumetric meth-
ods of digital image correlation have been developed for applications in whole-bone 
mechanics such that strains within the trabecular compartment can be estimated for 
intact bones.290–292 Given the inherent drawbacks of the strain measurements performed 
on 2D cross sections and the preliminary status of the 3D work, the accuracy of FE pre-
dictions of deformation and failure patterns in whole bones has not yet been rigorously 
validated.

1.6 Conclusions

Bone biomechanics includes the study of the mechanical behavior of whole bones and of 
bone tissue, as well as a consideration of the bone geometry and the hierarchical struc-
ture and composition of bone tissue. Aging, disease, and changes in physical activity can 
alter a number of these factors, resulting in wide variations in mechanical properties and, 
oftentimes, in difficulties in identifying the dominant contributors to these variations. 
Differences among specimens in characteristics such as porosity, mineralization, and tra-
becular architecture can explain much of the heterogeneity in bone material properties 
and much of the age-related decline in these properties. However, more subtle changes in 
the collagenous phase of bone tissue and in bone geometry can also have profound effects 
on both the load-bearing capacity of bone and on the mechanisms of failure.

The past decade has witnessed tremendous advances in modeling of the elastic and yield 
behavior of bone tissue and whole bones, in microscale and nanoscale characterization of 
bone tissue, and in numerical modeling of bone at high levels of anatomic detail. These 
achievements have enabled significant progress in identifying mechanisms of yielding, 
damage, and fracture in bone tissue and in obtaining in vivo estimates of bone strength. 
Yet these recent data have also raised new questions. As the literature on microdamage 
and on in vivo modeling of bone strength illustrate, the relevant clinical data do not always 
match conclusions drawn in the laboratory.

Comprehensive constitutive models for bone tissue—models that account for both the 
elastic and post-yield behavior—remain elusive. These models now exist for the ortho-
tropic elastic behavior of trabecular bone, but micromechanical models of cortical and 
trabecular tissues are still limited in scope. Furthermore, the multiaxial yield criteria that 
have been proposed for cortical and trabecular bones have not yet been validated, and 
a dearth of both data and models exists for the post-yield behavior of bone tissue under 
multiaxial stress or strain states. As has been demonstrated for the elastic behavior of 
bone, using a combination of numerical and analytical modeling with targeted calibration 
and validation experiments may provide these much needed data on yield and post-yield 
behavior. Better descriptions of these properties should ultimately lead to improved pre-
dictions of the effects of aging, disease, and drug treatments on the biomechanical behav-
ior of bone.
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2
Tendon and Ligament Biomechanics

Stavros Thomopoulos and Guy M. Genin

2.1 Introduction

Tendons and ligaments are dense regular connective tissues that transmit muscle forces 
and stabilize joints, respectively. Injuries to these tissues result in significant disability 
and pain and often require surgical repair for the return of function. Clinical and experi-
mental studies have shown that these tissues heal poorly. Research efforts are therefore 
under way to enhance healing through rehabilitation, biological, and tissue engineering 
approaches. In all cases, return of function requires a recapitulation of the biomechan-
ics of the uninjured tendon or ligament. Therefore, an understanding of the mechanical 
behavior of these tissues is critical. This chapter will review the current understanding of 
tendon and ligament mechanics. Although strength, toughness, and constitutive response 
are all important mechanical properties of tendons and ligaments, the primary focus will 
lie on constitutive descriptions of these tissues. These are divided into two classes. The 
first class includes phenomenological approaches involving macroscopic frameworks that, 
when calibrated to tissue-level experiments, provide predictions for the responses of tis-
sues to loading regimes beyond those used in calibration experiments. The second class 
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includes microstructure-based models that predict constitutive behavior through multi-
scale structure–function relationships, incorporating nanoscopic and microscopic infor-
mation such as tissue composition and organization. Features of both classes of models 
include stress relaxation, energy dissipation, nonlinearity, and the need for careful calibra-
tion and validation.

Tendons and ligaments are critical for the biomechanical function of joints. Tendons con-
nect muscles to bones and allow for the transmission of forces between tissues, leading to 
joint motion. Ligaments connect bones to bones and serve to stabilize joints at the extremes 
of motion. The mechanical properties of tendons and ligaments derive largely from type 
I collagen fibers that are arranged in dense, parallel arrays.1,2 This arrangement results in 
a resilient tissue with high tensile stiffness in the direction of the fiber orientation.2 The 
hierarchical nature of this arrangement leads to toughening mechanisms across the many 
orders of magnitude of length scale, ranging all the way down to the nanometer level; 
this design maximizes strength while providing necessary energy dissipation, creating a 
robust material.3

Although these tissues are well suited for their mechanical function, this function also 
puts them at risk of injury. Some estimates indicate that 50% of sports injuries involve 
tendons or ligaments (or both).4 Tendinopathies also affect large portions of the aging 
population, leading to pain and disability.5 Many of these disorders lead to ruptures at 
the tendon/ligament midsubstance, tendon/ligament-to-bone attachment, and tendon/
muscle junction. These ruptures can occur after an acute injury (e.g., laceration and sports 
injury) or after chronic tendon degeneration (e.g., tendinosis and overuse). Disruption of 
tendon function will result in decreased ability to transmit forces from muscle to bone, 
reducing motion and debilitating joint function. Disruption of ligament function results in 
decreased joint stability, predisposing that joint to osteoarthritis in later years.6

The response to injury of tendons and ligaments varies widely, and engineered replace-
ments and assistive scaffolds are an important goal in the field. Tendons and ligaments in 
a synovial environment have a markedly reduced capacity to heal compared to tendons 
and ligaments in extrasynovial spaces.2,7,8 For example, lacerations to the intrasynovial 
tendons of the hand heal poorly due to the low cellularity in the tendon and the propen-
sity of adhesion formation between the tendon’s surface and its surrounding sheath.9–12 
The lack of extracellular matrix production at the repair site leads to poor strength or 
rupture of the repair. The formation of adhesions at the surface of the tendon leads to 
decreased tendon gliding and lack of digital function. Similarly, anterior cruciate liga-
ment injuries fail to heal, in large part, due to the harsh synovial environment within 
which they reside.13–15 In contrast, the extrasynovial Achilles tendon and medial collat-
eral ligament mount a robust, albeit scar-mediated, wound healing response upon being 
injured.16–18 The location of the injury also plays a role in the healing of tendons and lig-
aments. Repairs of midsubstance injuries have better outcomes compared with repairs 
of tendon/ligament to their bony insertions. This is likely due to the large discrepancy 
between the mechanical properties of tendon/ligament compared with bone.19,20 Large 
stress concentrations arise at bimaterial interfaces with large mismatches in the moduli 
of the tissues;21,22 in the case of tendon/ligament and bone, a two-orders-of-magnitude 
mismatch exists in their moduli.

In all these cases, the desired healing outcome is to restore pain-free mechanical func-
tion of the tendon or ligament. Indeed, the primary function of these tissues is to carry, 
transfer, and respond to load (muscle forces in the case of tendons and joint forces in 
the case of ligaments). The design of surgical repair strategies and implants thus requires 
knowledge of the behavior of tendons and ligaments in the settings of normal use, of how 



51Tendon and Ligament Biomechanics

mechanical loads lead to injury, and of how repairs or implanted scaffolds affect the way 
that these tissues respond to mechanical loads.

This chapter describes models of the constitutive response of the tendon and ligament 
midsubstance. The goals of such models are twofold. The first is to understand the normal 
physiologic mechanical response of tendon and ligament as a target for healing and for 
tissue engineered replacements. The second is as a foundation to understand and adapt 
the healthy and healing enthesis, the region of complicated material and stress variations 
that exists at the attachment of tendon and ligament to bone. Such attachments are injured 
with relative ease, heal poorly, and are not well understood. This chapter begins with a 
description of the tissues that exist in the midsubstance and then highlights the diversity 
of tissue that exists as tendon and ligament transition to bone by describing the makeup 
of the enthesis. The biomechanical response of tendon and ligament midsubstance is then 
described, followed by microstructural-based mathematical structure–function relation-
ships and phenomenological constitutive frameworks for these tissues. The chapter con-
cludes with descriptions of experimental testing frameworks and of challenges associated 
with implementing predictive models for tendon and ligament mechanics.

2.2 Structure and Composition

2.2.1 Tendon/Ligament Midsubstance

The organization of tendon and ligament is hierarchical in nature, from the molecular to 
the tissue scales (Figure 2.1).1 The widely cited Hodge and Petruska23 model for the molec-
ular arrangement of collagen describes triple helix type I collagen molecules (300 nm in 
length, 1.5 nm in diameter) packed together to form microfibrils. Microfibrils are typi-
cally defined as five collagen molecules, stacked in a quarter-stagger array. The collagen 
is stacked with a 36-nm gap between the N-terminus of one collagen molecule and the 

Fibril Fiber

Fibroblasts
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Microfibril
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Fascicular
membrane

FIGURE 2.1
Organization of tendon is hierarchical in nature, from the molecular (i.e., collagen molecule) to the tissue scale. 
(From Kastelic, J. et al., Conn. Tiss. Res., 6, 1, 11–23, 1978. With permission.)
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C-terminus of the succeeding molecule. The collagen molecules are staggered relative to 
each other by 67 nm (approximately one-fourth the length of a collagen molecule, hence 
the common description of “quarter-stagger”). This description of collagen arrangement 
has recently been modified by Orgel et al.24,25 X-ray diffraction studies demonstrate that 
collagen molecules are helically twisted and discontinuous along the length of the micro-
fibrils. Neighboring microfibrils interdigitate, imposing order on a mildly twisted lattice 
that forms the next-level structure, termed a fibril (50–200 nm in diameter). At the next 
level of structural hierarchy, fibrils are closely packed into larger structures to form fibers 
(3–7 μm in diameter). Fibers combine to form fascicles (with diameters on the order of 
micrometers); at this level, a characteristic “crimp” pattern can be seen histologically.1,26 
Finally, fascicles are bundled together through a fascicular membrane to form tendons 
(with a diameter on the order of millimeters or centimeters).

Approximately 70% to 80% of the dry weight of tendons and ligaments is composed 
of type I collagen and nearly 70% of the wet weight is water.2 The orientation distribu-
tion of collagen fibers is highly aligned in the direction of muscle force, with angular 
deviations on the order of 3°.19,21. Between 20% and 30% of the dry weight is made up of 
proteoglycans, glycosaminoglycans, minor collagens (e.g., type III and type XII), elas-
tin, and cellular material.27–30 These minor compositional constituents play important 
roles in the development of the tissue. For example, type V collagen and the proteogly-
cans biglycan and decorin regulate fibril diameter during collagen fibrillogenesis.31–34 
Mechanical roles for these minor components have also been proposed.35–37 Many of 
the fibril-associating collagens and the short-chain proteoglycans form physical cross-
bridges between adjacent collagen fibrils. Hypotheses have been proposed that these 
molecules prevent fiber-fiber sliding and enhance the shear modulus of tendons and 
ligaments.38–40 Because proteoglycans and water content have clear roles in the visco-
elastic behavior of articular cartilage,41,42 it has also been proposed that these elements 
influence the viscoelastic behavior in tendon and ligament as well. Experimental stud-
ies testing these hypotheses have produced conflicting results.35,43,44 Future studies are 
necessary to elucidate the mechanical role of minor compositional elements in adult 
tendons and ligaments.

2.2.2 Tendon/Ligament Enthesis (i.e., Bony Attachment)

The mechanical properties of tendon and ligament are dramatically different from those 
of bone.45,46 For example, the tensile modulus of tendon is on the order of 200 MPa in the 
direction of the applied muscle force.46 Bone, on the other hand, has a modulus of 20 
GPa in both tension and compression.45 Due to this disparity, large stress concentrations 
will arise at the attachment point of these two materials, and their connection will be 
at risk for failure. The tendon/ligament-to-bone insertion site overcomes this challenge 
via a number of strategies:22 (1) gradations in its composition and structure,20–22,47,48 (2) a 
shallow attachment angle at the insertion,21,22 (3) shaping of tissue morphology of the 
transitional tissue,22 and (4) interdigitation of the transitional tissue with bone.49 The 
variation in structure and composition along the insertion results in a unique grad-
ing of mechanical properties. A shallow angle of attachment prevents stress risers at 
the interface. Peak stresses are reduced through optimization of the gross shape of 
the insertion. Interlocking of the tissues through interdigitation increases the tough-
ness of the interface. The four mechanisms described above provide a nanomechani-
cal through macromechanical description of how a robust tendon-to-bone attachment 
is achieved.22,47 However, the complex composition, structure, and mechanical behavior 
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of the tendon/ligament-to-bone insertion results in a particularly difficult challenge for 
effective response to injury.

2.3 Phenomenology of the Tendon and Ligament Constitutive Response

This section qualitatively describes the responses of a tissue to mechanical loading; the 
goal of the mathematically constitutive models presented in the next sections is to pro-
vide predictions of these responses. A distinction must be made between “material” and 
“structural” responses. At the level of a mechanical test of a tissue, this is equivalent to 
the distinction between the stress–strain response of material within a specimen and the 
load-deformation response of the specimen as a whole. The focus here is on the former: 
constitutive properties normalized to tissue cross-sectional area (e.g., engineering stress = 
force / cross-sectional area) and length (e.g., linearized strain = change in length / original 
length), which describe the qualities of an effective continuum that represents the tissue 
within a region of a tendon or ligament. In contrast, mechanical properties not normalized 
to the amount of material present describe a tissue specimen’s structural response.

Our objective is to describe the degree to which tendon and ligament at the midsub-
stance strain in response to stressing for loads ranging up to a critical level beyond which 
the relationship between stress and strain changes irreversibly due to injury. The distinc-
tion between structural and material responses is an important consideration when put in 
the context of injury and repair. Scar tissue, made up of disorganized, immature, collagen 
fibers, forms after a tendon tear and has a lower rupture stress and a modulus that is one-
tenth that of normal tendon (i.e., the scar tissue is an inferior material for its mechanical 
role).17,50–52 However, due to the relatively large volume of scar tissue produced, the maxi-
mum force that the scar tissue can withstand before its rupture may reach two-thirds that 
of normal values. Therefore, whereas the quality of the scar tissue may be an order-of- 
magnitude lower than the native tendon or ligament, the structural integrity of the tissue 
as a whole may approach normal values in the long term.

The stress–strain responses of tendon and ligament present two features that compli-
cate their modeling: material nonlinearity and viscoelastic dissipation. Under uniaxial 
tension, the stress–strain relationship of tendons and ligaments is initially nonlinear (the 
“toe region”), then enters a linear region, and finally reduces in slope as the tissue yields 
and fails (Figure 2.2). These features are quantified by the standard measures of modulus 
(the slope of the linear region of the stress–strain curve), strength (the maximum stress 
of the stress–strain curve), and toughness (the area under the stress curve, often called 
“strain energy density”) (Figure 2.2). Fiber uncrimping has been proposed as a structural 
mechanism to explain the nonlinear stiffening of the tissue at low strains.26,48,53 Initially, 
collagen fibers are crimped in a wavy configuration, with stretching resisted primarily by 
the unbending of rope-like collagen fibers. Because the bending resistance of the collagen 
fibers is relatively small, this deformation mechanism results in low stresses for relatively 
high imposed strains. As the crimp is removed, more stretched fibers are recruited and 
become fully engaged against the mechanical load, and the tissue enters the linear portion 
of the stress–strain curve. At higher strains, fibers begin to break or dissociate, and the tis-
sue enters the yield region of the curve, after which it eventually fails (Figure 2.2).

The second feature of the constitutive response that bears special attention is viscous 
dissipation. Tendons and ligaments display viscoelastic behavior; namely, the material 
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response has characteristics of both elastic solids and viscous fluids. Therefore, the loading 
history and the time-varying behavior should be considered to fully describe the mechani-
cal properties of these tissues. Typical features of the viscoelastic behavior of tendons and 
ligaments include hysteresis, stress relaxation, and creep.

Hysteresis is a phenomenon that manifests itself in stress–strain curves for repeated 
loading cycles. Due to energy dissipation, the loading and unloading curves of tendons/
ligaments do not follow the same path. These “hysteresis” curves demonstrate the impor-
tance of stress and strain history when characterizing the mechanical properties of visco-
elastic materials. Additionally, stress–strain curves associated with subsequent loadings 
will appear more compliant than the first loading until the tissue has had adequate time 
to undergo “stress relaxation.” Until the material relaxes to its original state, the elastic 
modulus from the initial loading curve will likely be different than the elastic modulus 
from the tenth loading curve.2 To alleviate this concern, experimental protocols should 
include preconditioning cycles on the tendon or ligament to effectively give each tissue the 
same loading history and adequate time for relaxation.

To determine the viscoelastic properties of tendons and ligaments, the stress relax-
ation or creep behavior is typically examined (Figure 2.3). In both cases, the time-varying 
response of the tissue due to a particular input is determined. In the case of creep, a con-
stant stress is applied, and the change in strain is measured over time. This may be rele-
vant, for example, for anterior cruciate ligament reconstruction; after the graft is tensioned 
and implanted, creep will lead to loss of tension in the graft over time. In the case of stress 
relaxation, constant strain is applied, and the change in stress is measured over time. This 
has relevance to a tendon immediately after muscle activation; the stress in the tendon is 
initially high and relaxes over time as the force generated by muscle for joint motion is 
transferred to the bone. As described in the next section, these viscoelastic phenomena 
can be modeled using simple mechanical analogs (with springs representing the elastic, 
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FIGURE 2.2
Under uniaxial tension, the stress–strain relationship of tendons and ligaments is initially nonlinear (the “toe 
region”), then enters a linear region, and finally reduces in slope as the tissue yields and fails. Based on this 
behavior, the mechanical properties of modulus (the slope of the linear region of the stress–strain curve), 
strength (the maximum stress of the stress–strain curve), and toughness (the area under the stress curve, often 
called “strain energy density”) are calculated.
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solid-like behavior and dashpots representing the viscous, fluid-like behavior) as well as 
more complex theories.

2.4 Biomechanical Modeling

The simplest mechanical models of the rate-dependent behavior associated with tendon 
mechanics fall under the heading of linear viscoelasticity and involve modifications of the 
linear theory of elasticity to account for different types of rate dependence. We focus on 
constitutive relations that are adequate for characterizing the mechanics of tendon and 
ligament midsubstance, in which the stress state of interest is predominantly uniaxial, and 
therefore limit the discussion in this chapter primarily to uniaxial relationships. For mul-
tiaxial cases, as needed to characterize the relevant mechanics near an insertion site, we 
refer the reader to the free online solid mechanics text by Bower.54 We begin with the sim-
plest of these uniaxial models and show why they are often inadequate, and then progress 
on to models that improve upon linear viscoelasticity in three ways. The first improve-
ment involves nonlinear material behavior, the second involves nonlinear geometry, and 
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FIGURE 2.3
Stress relaxation and creep behavior can be used to describe the viscoelastic behavior of tendons and ligaments. 
The time-varying response of the tissue due to a particular input is determined. For creep, a constant stress is 
applied, and the change in strain is measured over time. For stress relaxation, constant strain is applied, and the 
change in stress is measured over time.
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the third involves models that build-up from specific information about tissue structure, 
rather than reduce down from general principles.

2.4.1 Phenomenological Approaches

2.4.1.1 Springs, Dashpots, and Linear Viscoelasticity

A simple way to represent the rate-dependent behavior of a material in one-dimension 
involves assembling groups of mechanical springs and dashpots (Figure 2.4). A linear 
spring can represent the elastic behavior, that is, engineering stress, σ, is linearly related to 
linearized strain, ϵ according to σ = Eε, where Young’s modulus E acts as a spring constant. 
A dashpot can represent the viscous behavior, that is, stress is linearly related to strain rate 
according to σ ηε( ) ( )t t= � , where η is the viscosity and �ε  is the time rate of change of strain 
at a time t.

Throughout this section, we discuss the response of viscoelastic materials to two types 
of loading that are particularly informative. In both cases, the material is assumed to be 
stress-free and in its reference configuration at time t = 0, and then to be loaded rapidly 
compared with any timescale over which relaxation occurs. The first test, called a relax-
ation test (Figure 2.3), involves an instantaneous stretching of the material to a prescribed, 
infinitesimal, uniaxial strain level, ε(t) = ϵo. In this case, the isometric stress required to 
hold the material in its deformed configuration will decrease over time from an initial 
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FIGURE 2.4
Rate-dependent behavior of a material in one dimension can be described using assemblages of mechanical 
springs and dashpots. A linear spring can represent the elastic behavior, and a dashpot can represent the vis-
cous behavior. The Maxwell model involves a spring and a dashpot connected in series and stretched at its end 
points. The Kelvin–Voigt model is a parallel combination of a spring and dashpot. A commonly used model 
that alleviates many of the issues with the Maxwell and Kelvin–Voigt models is the three-parameter solid or 
standard linear viscoelastic model; this model contains a linear spring in parallel with one Maxwell element.
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elastic level according to its relaxation function G(t): σ(t) = G(t) ϵ0. This function can be used 
to define more complicated material models. The second test, called a creep test, involves 
instantaneous application of an applied stress σ(t) = σ0 In this case, a linear viscoelastic 
material will stretch elastically and then elongate over time (Figure 2.3).

The first model to be considered is the Maxwell model, involving a spring and a dashpot 
connected in series and stretched at the end points (Figure 2.4). Simple analysis yields a 
constitutive relation for such an arrangement:

 � �ε σ
η
σ( ) ( ) ( )t

E
t t= +1 1

.  (2.1)

The responses of the model to the two loadings are as follows:

 creep response: ;σ σ ε σ σ
τ

( ) ( , ) ,t t
E

t= = +




00 0

1
1  (2.2)

 stress relaxation response: ε(t) = ε0; σ(ε0, t) = ε0G(t); G(t) = Ee –t/τ, (2.3)

where τ = η/E is the characteristic time constant of the material. This parameter is indica-
tive of the rate of creep or relaxation for the material and describes its viscoelastic nature 
(e.g., fluid-like or solid-like). These relaxation and creep behaviors fail to replicate some 
important mechanical responses of tendons and ligaments. Rather, they are more typical 
for a fluid: if stretched isometrically for a sufficiently long time interval, they will relax 
back to a stress-free state; if they are loaded isotonically, they will never stop stretching.

The next obvious choice is the Kelvin–Voigt model, a parallel combination of a spring 
and dashpot (Figure 2.4). Following a simple analysis of stress and strain, the constitutive 
equation for this model is

 σ ε ηε( ) ( ) ( )t E t t= + � .  (2.4)

The creep response and stress relaxation responses in creep and relaxation tests are as 
follows:

 creep response: ;σ σ ε σ σ τ( ) ( , ) /t t
E

e t= = −( )−
0 0 0

1
1 , (2.5)

 stress relaxation response: ε(t) = ε0; σ(ϵ0, t) = ε0(ηδ(t) + E), (2.6)

where the Dirac delta function, δ(t), is defined such that δ( )t dt
a

b

=
−
∫ 1  for all {a,b} > 0; δ(t) 

= 0 for t ≠ 0 and is unbounded for t = 0. Although the Kelvin model captures the fact that 
tendons and ligaments can sustain and arrest deformation after isotonic stress—neces-
sary because these in fact are pretensioned in physiologic settings—the unbounded stress 
response to a step strain input makes this model insufficient to describe typical viscoelas-
tic behavior.

A commonly used model that alleviates these issues is the generalized Maxwell model, 
which contains a linear spring in parallel with any number of Maxwell elements. For 
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the case of one Maxwell element in parallel with a spring, the model is called the three- 
parameter solid or standard linear viscoelastic model (Figure 2.4). The constitutive equa-
tion for this model is
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The creep and relaxation responses are given by
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 stress relaxation response: ε(t) = ε0; σ(ϵ0, t) = ε0G(t); G(t) = (E0 + Ee−t/τ), (2.9)

where the time constant is again τ η=
E

. These responses can approximate the experimen-

tally observed stress relaxation and creep behaviors of tendons and ligaments over pre-
scribed infinitesimal stretches and over short time intervals because the model overcomes 
the limitations of fluid-like behavior and infinite stiffness in response to a step stretch. 
Because relaxation in tendon occurs over multiple timescales, additional time constants 
can be required. The generalized Maxwell model is easily adapted because the contribu-
tions of additional Maxwell elements result in additions to the relaxation function G(t); the 
observation that the relaxation function in Equation 2.9 is simply that of Equation 2.2 plus 
a constant E0 associated with the spring is general, and the relaxation function for a gen-

eralized Maxwell solid with N Maxwell elements is G t E E ei
t

i

N

i( ) /= + −

=
∑0

1

τ , where Ei is the 

modulus of Maxwell element i, and τi = ηi/Ei is the associated time constant. For a continu-
ous spectrum of time constants, the summation in the relaxation function can be replaced 
by an integral. For any linear viscoelastic model for which the relaxation function exists, 
the response to a general, time-varying strain field can be written as a superposition, with 
the effects of the history of strain represented through the following hereditary integral:

 σ ξ
ξ

ξ( ) ( )t G t d
t

= − ∂
∂

−∞
∫ ε . (2.10)

This convolution integral can handle a very broad range of relaxation functions.
Why, then, are more advanced models needed? The three-parameter and generalized 

Maxwell models cannot replicate several basic attributes of tendon mechanics under larger 
stretches or repeated loading. Three problems are immediately obvious. The first is the 
shape of the stress–strain curve under simple elongation at a constant rate: a tendon or lig-
ament presents a stress–strain curve that is concave up (Figure 2.2), whereas the Maxwell 
model presents one that is concave down. The closest that the Maxwell model can come 
to becoming concave up is with η = ∞, which yields a straight line associated with linear 
elasticity; the governing equations are linear, and no superposition of these concave-down 
curves can create a curve that is concave up. The second problem is hysteresis, the ten-
dency of the stress–strain relationship to not follow the loading curve during unloading 
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due to energy dissipation during loading. The simple models show frequency-dependent 
hysteresis, but tendons and ligaments show frequency-independent hysteresis and thus 
show logarithmic relaxation in response to a step loading. Finally, the linear relationships 
associated with the mechanical elements are themselves invalid at large levels of strain.55 
In the following section, we describe phenomenological and micromechanical approaches 
to overcoming these limitations.

2.4.1.2 Quasilinear Viscoelasticity

Limitations of the Maxwell, Kelvin–Voigt, and three-parameter models have led investiga-
tors to formulate more complex nonlinear viscoelastic constitutive models; although the 
ability of the generalized Maxwell model to predict the temporal decay of stresses after 
a stretch is fully adequate, the linear elastic component is not. Fung,56 therefore, devel-
oped a “quasilinear” viscoelasticity (QLV) theory in which the stress relaxation response 
is assumed to be separable into a linear viscous relaxation portion and a nonlinear elas-
tic response. Mathematically, a QLV model can be defined generally as one that models 
loading history dependence by a linear convolution integral or a summation of these and 
which separates elastic nonlinearity from the linear viscous relaxation terms.

Fung’s QLV model is quasilinear in the sense that the dependence of response on load-
ing history can be obtained from a linear convolution integral, which preserves the ben-
efits of linearity for calibrating the model and simplifies model predictions. Nonlinearity 
enters the linear viscoelastic constitutive law by replacing strain with a nonlinear function 
of strain σe(ε), and the resultant model is linear with respect to this function instead of 
strain itself. The relaxation response of this model following a step strain of ϵ0, analogous 
to Equation 2.9, is

	 σ(ε0, t) = GR (t) σe(ε0), (2.11)

where GR(t) is the “reduced” relaxation function that is normalized by a modulus and 
is equal to σ(t)/σ(0) in a relaxation test. σe(ε) has the physical meaning of an elastic stress 
response and is generally nonlinear. Following the same steps needed to derive Equation 
2.10 from Equation 2.9 and using the chain rule, the stress response at time t can be obtained 
for a general strain history through
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To obtain a nominally uniform response over a broad range of time constants, the follow-
ing reduced relaxation function, GR(t), is used:
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where C, τ1, and τ2 are material parameters describing the relaxation characteristics of the 
material, and E1 is the exponential integral. The combination of the continuous relaxation 
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spectrum and generalized Maxwell formulation can be visualized as an infinite series of 
equally weighted Maxwell elements in parallel with a spring.

Fung followed a Kennedi-type exponential nonlinear elastic response for σe(ϵ):

	 σe(ε) = A(eBε − 1), (2.14)

where A and B are material coefficients describing the uniaxial elastic characteristics of 
the material. To solve for the typical experimental testing scenario [the case of an initially 
stress-free, fully relaxed specimen stretched at (noninfinite) strain rate �ε  over the time 
interval 0 < t ≤ t0 and then held isometrically], Equation 2.14 is substituted into Equation 
2.12:
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A least-squares fit with the experimental data can then be used to determine parameters 
A, B, C, τ1, and τ2.57–59

This formulation of the QLV model allows for a finite ramp phase, which occurs between 
t = 0 and t = t0. A simplified formulation of the model can be derived, which assumes 
an instantaneous ramp phase. However, an instantaneous ramp is impossible to achieve 
experimentally, and the assumption will result in an underestimation of the parameter C.

The effect of variation in the QLV parameters can be observed for stress relaxation 
(Figure 2.5). Differences in A have a substantial effect on peak and equilibrium stresses. 
This parameter is found in the elastic stress equation; it is, therefore, expected that it would 
have a direct and linear effect on the peak and equilibrium stresses of the stress relaxation 
response. A similar effect, albeit nonlinear, is seen for the effect of B. The parameter C has 
a profound effect on the relaxation behavior; an increase in C causes an increase in the 
relaxation rate. The parameters τ1 and τ2 influence the early and late relaxation behaviors, 
respectively. In summary, parameters A and B have the greatest effect on the peak and the 
equilibrium stresses of the tissue. These parameters describe the elastic behavior of the 
tissue. Parameter C has the greatest effect on the relaxation rate of the curve and describes 
the overall viscous nature of the tissue. The two time constants, τ1 and τ2, describe the 
“fast” and “slow” viscous behavior of the tissue, respectively.

Fung’s QLV model has been used extensively to determine the properties of a vari-
ety of soft tissues, including tendon, ligament, cartilage, vocal cord, muscle, and cardiac 
t issue.19,36,50,55,56,58,60–67 However, Fung’s QLV cannot always achieve reasonable predictions 
due to the limitation that all stress relaxation curves must follow a single reduced relax-
ation function. This has been observed to be inadequate for a range of relevant materi-
als including rat medial collateral ligaments62 and pure reconstituted collagen.68 Also, the 
model is cumbersome to fit because calibrating a QLV model involves calibrating con-
volved functions unless a perfect instantaneous step stretch relaxation experiment can be 
performed. In the following, we describe a simplified approach.
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2.4.1.3 Adaptive Quasilinear Viscoelasticty Model

Many extensions to QLV theory exist.62,68 We focus here on the adaptive QLV model,69 
which overcomes the difficulties described in the previous section by relating stress and 
strain through the viscoelastic strain function, V (ε)(t), in a hereditary linear convolution 
integral that is analogous to Equation 2.9:
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where GR (t) is the Fung reduced relaxation function described above, and k(ε) is a non-
linear function of strain that converts the viscoelastic strain to a stress by a simple mul-
tiplication, outside of the convolution integral. To overcome the Fung QLV limitation of 
proportional stress relaxations for different amplitudes of instantaneous strain, the model 
allows different nonlinear behavior for different time constants:
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FIGURE 2.5
Effect of variation in the QLV parameters is shown for stress relaxation. Parameters A and B have the greatest 
effect on the peak stress and the equilibrium stress of the tissue. These parameters describe the elastic behavior 
of the tissue. Parameter C has the greatest effect on the relaxation rate of the curve and describes the overall 
viscous nature of the tissue. The two time constants, τ1 and τ2, describe the “fast” and “slow” viscous behaviors 
of the tissue, respectively.
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Where σ0(ε) is the fully relaxed elastic response. The reduced, normalized relaxation func-
tions g ti

R( )  are general and need to satisfy only gR(0) = 1 and gR(∞) = 0. The choice of 
g t ei

R t i( ) /= − τ  enables direct analogy to a generalized Maxwell model. We will use this to 
derive Equation 2.18.

Consider, first, a generalized Maxwell model in which each hypothetical Maxwell ele-
ment is fully nonlinear and follows
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Maxwell elements is σ0 = σ0 (ε). The constraint of quasilinearity simplifies this model tre-
mendously. Requiring that each hypothetical Maxwell element follow the same arbitrary 
(nonzero) nonlinear function of strain ψi(ε) requires each time constant τi to be independent 
of strain:
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This results in a tremendous mathematical simplification because the nonlinear ordinary 
differential equation in Equation 2.19 becomes linear:
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which is the convolution integral in Equation 2.18 for the case of g t ei
t i( ) /= − τ . Simple, alge-

braic closed-form solutions exist for the viscoelastic strain V ti
( )( )ε  for many simple loadings, 

including uniaxial stretching at a constant rate, �ε, in which case V t ei i
t i( ) ( )/= − −�ετ τ1 , i = 

1, 2,…, which can be substituted directly into Equation 2.18. The fitting of the functions 
ki(ε(t)) and σ0(ε(t)) is then entirely algebraic and simple, with the result being a framework 
that is both more flexible and simpler to fit than the Fung QLV model.
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2.4.1.4 Extensions to Finite Strain

Both the Fung QLV and adaptive QLV models modify linear viscoelasticity to account for 
material nonlinearity in the behavior of tendons and ligaments. For example, these models 
permit modeling of a stress–strain curve that, like that of tendon or ligament, is concave 
up instead of concave down. As written previously, however, they are limited to very small 
strains because they do not account for the geometric nonlinearity that occurs at larger 
strains. A rule of thumb is that, for strains of below approximately 10%, linear theories 
provide a reasonable estimate of mechanical response;70 at this level of strain, the errors 
associated with applying a linear framework to large strain kinematics begin to become 
significant compared with uncertainty in material properties for tendon and ligament. The 
physiologic strain levels measured within tendon and ligament are on the order of 2% to 
8%71,72 and are well within this linear range, meaning that, in general, only material non-
linearity need be considered, and geometric nonlinearity can be ignored.

However, for loading at injurious levels of a tendon or ligament, much higher strains 
may occur. For this reason, we present here a highly condensed version of finite strain 
kinematics and a single constitutive law that has proven successful in some situations. The 
example shown is a full three-dimensional model rather than a one-dimensional model 
for two reasons. First, the locations within a tendon or ligament at which strains are pre-
dicted to be highest are near their bony insertions, and the stress states here are inherently 
multiaxial.19,21,22 Second, constitutive models involving finite strain are derived most sim-
ply from a general framework involving strain energy, dissipation, and invariants of the 
strain tensor, and these inherently account for multiaxial stress states.

We refer the reader to the text by Gurtin et al.73 for a thorough and modern treatment of 
finite deformation continuum mechanics and present here only a summary of notation to 
be used in describing one example of a finite strain theory. Measures of strain are based 
on the deformation gradient tensor, F(X,t), that maps at time t an infinitesimal vector dX at 
a material point X in the reference configuration (unstressed and undeformed state) of the 
body of interest to the corresponding infinitesimal vector dx at the corresponding point x 
in the deformed configuration. F(X,t) is calculated as the spatial gradient in the reference 
configuration of the function that maps material points X to deformed state points x. Many 
valid strain measures can be derived from F(X,t), all of which can be reduced to engineer-
ing strain for very small deformations and rigid body rotations. The deformation measure 
that we will use here is the left Cauchy–Green deformation tensors, B = FFT, where FT is 
the transpose of F.

The constitutive model presented here is the single integral finite strain model of Johnson 
et al.,55 which is an adaptation of the Pipkin–Rogers74 nonlinear viscoelastic model that 
reduces to the Fung QLV model at low strain levels. For a body that is initially free of stress 
and that is fully relaxed, the final form of this constitutive model is, at each point x in the 
deformed body at every time t,
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where P(t) = trace(T(t))/3 is the hydrostatic pressure, 1 is the identity tensor, C0 and C∞ 

serve the roles of instantaneous and relaxed elastic moduli, µ is the elastic constitutive 



64 Orthopaedic Biomechanics

parameter, I1(t) = trace(B(t)), G*(t) is a time rate of change of a relaxation function, and 
B*(s,t) = F(t)FT(s).

Salient features for the purpose of an introduction to a nonlinear viscoelastic consti-
tutive law follow. First, the form is analogous to that of Equation 2.10. The first line of 
Equation 2.22, combined with the step response of convolution integral in the second line, 
represents the elastic response of the material. This elastic response can be shown to be a 
rewriting of the Mooney–Rivlin constitutive law that is an extension of the neo-Hookean 
constitutive law. Second, the assumption is made that the material is so much more resis-
tant to volumetric deformation than it is to shear deformation that the former is assumed 
to be negligible. Third, the hereditary integral in Equation 2.22 is analogous to that of 
Equation 2.10 in that it includes a reduction over time of the effects of previous strain states 
of the material. The assumption is further made, as with the Fung QLV model, that this 
stress relaxation is independent of the degree of straining.

2.4.2 Micromechanical Approaches

The reconstitution of tendon and ligament mechanical properties from the basic struc-
ture and organization of the underlying protein and cellular networks represents a 
broad effort of a large community and is an area of ongoing research effort. The origi-
nal contributions to this body of work involve the application by Lanir75–77 of Flory-
type averaging to derive tendon and ligament tissue-level mechanical properties from 
the architecture of collagen fibers. Important contributions to this approach have been 
made through studies on planar collagenous tissues,78 the anterior cruciate ligament,79 
the tendon enthesis,21 and reconstituted collagen matrices.80–82 To rectify the observa-
tion that tendons and ligaments are composed of collagen fibers that, when stretched, 
exhibit a nominally linear response,3 this approach assumes that fibers switch gradu-
ally from a buckled, non-load-resisting state to a stretched, load-resisting state with 
increasing levels of tissue strain. The gradual uptake of mechanical load through the 
recruitment of buckled fibers accounts for the observed increase in mechanical resis-
tance with increasing stretch (i.e., the shift from a nonlinear “toe” region to a linear 
region; Figure 2.2). Typically, the tissue strain is mapped to the actual strain in a fiber 
using measured fiber orientation distributions along with the assumption of affine 
deformation (i.e., strain in each individual fiber is along the direction of the overall 
tissue strain).21,78

A recent model using this approach further explored the origin of nonlinearity in ten-
don and ligament.83 The authors developed a microstructural theory for tendon that was 
based on the viscoelastic properties of collagen fibers and their recruitment. The model 
applied QLV theory to describe the viscoelastic behavior of each fiber while maintain-
ing the assumption that fibers were wavy and could only bear load when straight. Fibers 
were recruited with increasing stretch as with previous, simpler models, but behaved as 
viscoelastic elements. The model was validated using experimental data and theoretical 
analysis; stress relaxation and creep data under multiple levels of stress and strain were 
accurately predicted with the theory. Importantly, this and other microstructural models 
are able to accurately describe tissue-level tendon and ligament mechanical behavior and 
to connect this behavior to physical processes at the microstructural level. A remarkable 
feature of this and other Lanir–Sacks type models is that the full complexity of tendon and 
ligament behavior can often be reconstituted from fundamental principles using fewer 
parameters than a phenomenological approach would require.
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2.5 Experimental Methods

2.5.1 Biomechanical Testing

Experimental determination of the mechanical properties of tendons and ligaments 
requires far more care than engineering materials. Care must be taken to accurately mea-
sure tissue geometry and local strain, to standardize the loading history, and to properly 
grip the tissue. Most experimental studies use engineering stress, that is, load divided by 
initial cross-sectional area, when describing stress–strain or stress relaxation behavior. 
Even the measurement of this elementary property requires care beyond that required for 
engineering materials: common contact-based methods to determine cross-sectional area 
measurement are inappropriate for tendons and ligaments, as the tissue will deform with 
the pressure that is applied during the measurement. Noncontact methods, including laser 
micrometers and image analysis, are preferred.84,85

Measurement of deformation is also a challenge. As tendons and ligaments are aniso-
tropic and have significant regional property variations from bony attachment to mid-
substance, it is important to determine strain locally. Recent approaches have focused on 
image-based techniques for determining local strain on a tendon or ligament surfaces.2,86,87 
Either lines or a texture-rich pattern is applied onto the surface of the tissue, and the defor-
mation is recorded during testing. Deformation is tracked by tracking patterns during 
the test. Local strain is then calculated from the deformation gradient. Of concern is how 
“local” is defined in the context of a tendon or ligament. Strain measurement techniques 
that track fluorescent beads and thereby allow for the measurement of deformation fields 
with subcellular resolution show that strain fields are heterogeneous even over the surface 
of an individual fibroblast.88 The question of an appropriate length scale for the application 
of a continuum theory arises in the modeling of many materials, especially “composite” 
materials with complicated and heterogeneous microstructures such as tendons and liga-
ments. The resolution of this issue involves the identification of a length scale sufficiently 
large that estimated strain fields are not sensitive to the fine details of the placement of 
measurement markers, and sufficiently small that structural effects can be delineated (e.g., 
spatial variations of material properties). For a tendon or ligament, the appropriate length 
scale for local strain fields corresponds to several measurements divided over a length 
scale associated with the width.

The viscous behavior of tendons and ligaments requires the design and application of 
specialized testing protocols. As discussed previously, the loading curves for tendons and 
ligaments do not follow the same path as the unloading curves. Furthermore, sequential 
loading-unloading curves do not overlap with each other. When determining the mechan-
ical properties of these tissues, careful consideration must be taken to ensure that an 
accurate and repeatable mechanical test is performed. Fortunately, the hysteresis curves 
overlap each other after a sufficient number of cycles.2,89 Therefore, it is critical that tendons 
and ligaments are preconditioned with multiple loading-unloading cycles before perform-
ing a test from which mechanical properties are determined.

Due to the relatively high tensile strength and stiffness of tendons, combined with the 
low friction and the typically short lengths of ligaments, it is often difficult to grip these 
tissues effectively for mechanical testing. A number of experimental solutions have been 
developed to address these concerns. For tendons, specialized clamps are often used to 
reduce slippage through rough/irregular surfaces or through freezing.90 When possible, 
gripping the bone by embedding it in a resin or cement is preferable. Although regional 
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variation in properties from tendon to bone must be considered in this case, this approach 
mitigates issues related to slipping of the tissue out of the group.

Numerous studies have shown that tendon and ligament mechanical properties are only 
marginally strain rate-sensitive.91–94 In one study, the strain rate was varied from 0.15%/s to 
222%/s for uniaxial tensile tests of rabbit medial collateral ligaments.91 Although the prop-
erties changed significantly with strain rate, the changes were small relative to the effects 
of other factors (e.g., age of the animal). Increasing the strain rate more than 1000-fold, 
for example, resulted in only a 31% increase in measured strength and an even smaller 
increase in modulus. Therefore, there exists a wide range of strain rates appropriate for the 
biomechanical testing of tendons and ligaments.

However, two challenges nevertheless exist relating to timescales. The first is balancing 
relaxation and preconditioning. All of the constitutive models discussed in this chapter 
assume that a specimen is in its reference configuration and is free of both stress and strain 
before the application of load used for calibration of mechanical properties. This requires 
that a specimen rest in an unstressed state for several times longer than the longest charac-
teristic timescale of the material being tested. If a material’s behavior is fit to a generalized 
Maxwell model, this means allowing the material to relax over an interval that is several 
times the largest value of the time constant τi associated with a significant amplitude (Ei). 
This can be determined through an initial relaxation test; the longest time constant of the 
material can be estimated from the time over which a steady baseline isometric force level 
is reached on a force–time plot. Tendons and ligaments, however, pose additional prob-
lems because they exhibit a broad spectrum of time constants, and a log-linear force–time 
plot will show decrease without end.62 A log-linear relation of this character is expected for 
any material that is well modeled by the Fung QLV model.95,96 Full relaxation of tendons 
and ligaments is often not possible, and the best strategy is, therefore, to allow for relax-
ation intervals that are long compared to physiologic loading cycles but short compared 
to timescales of hours associated with remodeling at the level of tissues,97–99 cells,100,101 and 
cellular cytoskeletons.102 A reasonable trade-off is to allow a relaxation on the order of 30 
minutes.

The second challenge related to timescales involves the characterization of material 
behavior at high strain rates. Although material properties such as modulus do not change 
significantly with strain rate in ligaments and tendons, the effects of wave propagation can 
be dramatic.91–94,103 Models exist to predict how wave effects appear in relaxation testing, 
and these are particularly important for testing in the nonlinear regime: here, nonlinear-
ity causes wave fronts to change in nonintuitive ways.103 In summary, meaningful testing 
of tendons and ligaments is possible over a very broad range of strain rates, but extra care 
must be taken when interpreting data from tests performed at very slow and very fast 
loading rates to avoid unwanted relaxation and wave effects.

2.5.2 Physiologic Considerations

A number of physiologic factors must be considered when determining the mechanical 
properties of tendons and ligaments. In particular, anatomic location, in vivo loading envi-
ronment, injury/healing status, and age all significantly influence the mechanical proper-
ties of the tissue.2 The properties of tendons and ligaments vary significantly depending 
on the anatomic location (and, hence, inherent function). For example, the mechanical 
requirements of hand flexor tendons differ from those of the shoulder rotator cuff ten-
dons.104,105 Due to the relatively long distances between the forearm muscles and the finger 
joints, the function of digital flexor tendons depends on gliding of the tendon within a 
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sheath and around pulleys. Therefore, when determining the properties of digital flexor 
tendons, the gliding properties are as important as the tensile properties.106–111 Gliding 
properties are less important for the function of rotator cuff tendons and the Achilles. In 
these tissues, the tensile properties are of greatest importance. Similarly, there are signifi-
cant differences in the properties of the tendon/ligament midsubstance compared with 
the tendon/ligament-to-bone attachment.19,48,112 As described previously, a localized mea-
sure of strain should be made to localize the properties of each region.

Tendons and ligaments are highly sensitive to their in vivo loading environments. 
Disuse leads to a catabolic environment and a rapid deterioration of the tissue mechani-
cal properties.113–115 Overuse leads to microdamage and often exacerbates inflammation, 
resulting in decreased mechanical properties.116–119 Homeostasis is maintained only under 
physiologic loading conditions. Therefore, when determining the mechanical properties 
of these tissues, consideration of the in vivo loading environment is critical for proper 
comparison.

Tendon and ligament healing is a complex process that is beyond the scope of this review 
chapter. Briefly, the healing process progresses through three phases: inflammation (on 
the order of days), followed by proliferation (on the order of weeks), followed by remodel-
ing (on the order of months).8,120 Accrual of mechanical properties is typically not evident 
until the tendon has reached the remodeling phase of healing. This time course must be 
considered when determining the mechanical properties of tendons and ligaments in an 
injury and repair setting.

Fetal development, growth and maturation, and aging significantly influence the prop-
erties of tendons and ligaments. During early development, tendons and ligaments are 
primarily cells with little extracellular matrix.121 As the tissue develops further, the cell 
to extracellular matrix ratio decreases, leading to increases in the mechanical proper-
ties. Postnatal growth and development result in further remodeling, with consequently 
increased mechanical properties.122,123 As the tendon/ligament-to-bone fully mineralizes 
and the growth plates fuse, the failure mode of the structure shifts from bony avulsion 
to midsubstance tear.124 Finally, aging leads to a gradual decrease in the properties of 
the tissues, as age-related conditions cause degeneration of the tissues.125 These temporal 
changes highlight the need for careful control of specimen selection and study design 
when examining tendon and ligament mechanical properties.

2.6 Conclusions

Tendons and ligaments are necessary for joint function but have a propensity for injury 
and a poor capacity to heal. To design treatment protocols and tissue engineering replace-
ments, a better understanding of the biomechanics of tendons and ligaments is necessary. 
This chapter reviewed constitutive descriptions of tendons and ligaments from the phe-
nomenologic and microstructural perspectives. Important features that must be consid-
ered in the biomechanical description of tendons and ligaments include stress relaxation, 
creep, energy dissipation, and nonlinearity. When determining the mechanical proper-
ties of tendons and ligaments, a number of experimental (e.g., strain measurement and 
tissue hydration) and physiologic factors (e.g., anatomic location and age) must be con-
sidered. Tissue should be tested in physiologically relevant conditions at the appropriate 
pH, hydration, and temperature. Strain and geometry should be measured locally using 
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noncontact methods. Results should be presented in the context of the particular anatomy 
and the history of the tissue.

Future efforts should continue to explore biomechanical models that can accurately 
predict constitutive behavior, especially through multiscale descriptions that incorporate 
the hierarchical nature of the tissues and define their structure–function relationships. 
Understanding the mechanisms by which tendons and ligaments function will allow 
engineers and clinicians to synthesize materials and use methods for enhanced healing. 
Tendon/ligament tissue engineering holds great promise for many applications, including 
rotator cuff repair and anterior cruciate ligament reconstruction, but only if the biome-
chanical requirements are recapitulated in the engineered grafts.
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3
Intervertebral Disc Cell Mechanics 
and Mechanobiology

Christopher L. Gilchrist, Li Cao, and Lori A. Setton

3.1 Introduction

The intervertebral disc (IVD) is a complex fibrocartilaginous tissue whose primary func-
tion is to resist mechanical loads in the spine. Cells embedded within the IVD extracellular 
matrix (ECM) are subjected to a variety of physical stimuli under physiologic loading that 
are known to provide important signals to cells, with the cells’ biological responses to 
their mechanical environment playing potentially critical roles in regulating the develop-
ment, maintenance, and repair of IVD tissues. Additionally, mechanical factors may play 
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key roles in the initiation and progression of IVD degeneration, with altered or injurious 
mechanical loading environments possibly contributing to substantial biological remodel-
ing or breakdown of IVD tissues. Understanding the mechanobiology of IVD cells requires 
answering several key questions. What is the mechanical environment of IVD cells? What 
physical stimuli do cells experience under physiologic loading conditions? How do IVD 
cells sense, interpret, and respond to these mechanical cues in their environment? What 
changes in mechanical environment and cell responses occur during IVD aging and 
degeneration, and how do these changes contribute to pathology? Significant progress 
has been made over the past two decades toward answering these questions, although 
much remains to be elucidated. This chapter reviews our current knowledge of IVD cell 
biomechanics, including IVD ECM and cellular mechanics, cell morphology, cell–matrix 
interactions, and micromechanical stimuli experienced by cells, toward the goal of assess-
ing micromechanical stimuli that are important for regulating the biological responses of 
IVD cells.

3.2 Background

The IVD is a heterogeneous, fibrocartilaginous tissue that provides load support, energy 
dissipation, and flexibility in the spine (Figure 3.1a). The IVD is situated between adjacent 
vertebral bodies and acts as the main joint of the spinal column, occupying approximately 
one-third of its total height.1,2 The disc consists of three anatomical zones (Figure 3.1b): 
the nucleus pulposus (NP), anulus fibrosus (AF), and cartilage endplates. These zones are 
compositionally, structurally, and mechanically distinct but are highly coupled and work 
together to meet the complex mechanical demands required of the tissue.

The NP region is a highly hydrated, viscoelastic gel3–5 that acts mechanically to resist 
and redistribute spinal compressive loads. The human NP is a dynamic tissue that under-
goes significant changes in structure, biochemical composition, and cell population dur-
ing maturation, during aging, and with degeneration. In the young, healthy human, the 
NP is composed primarily of water (70%–90% of wet weight), proteoglycans (65% of dry 
weight), and randomly oriented type II collagen (15%–20% dry weight).6–8 Proteoglycans 
found in the NP primarily contain chondroitin and keratan sulfate side chains and are 
typically freely dispersed, with only ~30% linked to hyaluronan in aggregates.9 The high 
concentration of proteoglycans in the NP gives the tissue a high negative fixed-charge 
density and associated swelling pressure, binding water and giving the tissue its fluid-
like behaviors. The NP resists spinal compressive loading through fluid pressurization, 
with the isotropic, gelatinous nature of the tissue allowing it to uniformly distribute loads 
radially to the surrounding AF. Other compositionally minor ECM components of the NP 
include elastin, small proteoglycans, and minor collagens (types III, VI, and IX)10–12 and 
laminins.13–15

The AF region of the IVD is a fibrocartilaginous structure that is highly organized into 
distinct lamellae. These lamellae are concentric rings of large, aligned collagen fiber bun-
dles, with 15 to 25 lamellae present in mature human IVDs.16 Fibers within a given lamella 
are oriented at approximately 28° to 43° to the transverse plane,17–20 with adjacent lamella 
alternating in fiber direction (~120° to each other). Lamellae are thicker anteriorly and thin-
ner posteriorly, inserting into the adjacent vertebral bodies above and below. The highly 
aligned matrix structure of the AF produces anisotropic material behaviors, with tensile 
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stiffness values that vary by orders of magnitude in the circumferential,21–24 axial,25 and 
radial directions.26 The AF experiences significant tensile loads under physiologic condi-
tions, acting to constrain the pressurized, fluid-like NP during axial spinal compression,27 
as well as directly resisting spinal torsion.28 Additionally, compression and outward pres-
sure from the NP give rise to significant annular bulging and outward deformations.27,29 
Compositionally, the ECM of the AF contains a high percentage of collagen (70% of dry 
weight), primarily type I collagen fibers in the outer AF, with the percentage of type II col-
lagen increasing radially toward the inner AF (with a corresponding decrease of type I col-
lagen).6 Aggrecan is also present in the AF,30 acting to maintain tissue hydration and resist 
compressive loading. Similar to the NP, compositionally minor ECM components include 
collagen types III, VI, IX, and XI,11 small proteoglycans (e.g., biglycan and decorin),10 as well 
as elastin fibers.12 Distinct from the adjacent NP, laminin isoforms are rarely distributed 
throughout either immature or mature AF tissues.
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FIGURE 3.1
(See color insert.) (a) Intervertebral disc (IVD) is situated between the vertebral bodies in the spinal column and 
supports loads, provides flexibility, and dissipates energy in the spine. (b) Disc is composed of distinct anatomic 
zones: the AF, NP, and cartilage endplates. The AF consists of concentric lamella of highly aligned collagen 
fibers, with cells typically aligned along the fiber direction. The NP is a gelatinous, highly hydrated tissue, with 
cells typically exhibiting rounded, unaligned morphologies.
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The IVD is separated from the vertebral bodies on the top and the bottom by the carti-
lage endplates, thin horizontal layers of hyaline cartilage that separate the disc from adja-
cent vertebral bodies. The endplates affect IVD mechanics by serving as critical regulators 
of fluid flow, with their permeability and porosity modulating IVD fluid pressurization 
while simultaneously providing a pathway for nutrient and waste transfer to and from the 
vascularized vertebral bodies.1,2 Together, these three components (NP, AF, and cartilage 
endplates) function as an integral mechanical unit that supports and resists the complex 
loading demands of the spine.

3.3 Changes with Intervertebral Disc Aging and Degeneration

Aging and degenerative changes in the IVD involve alterations in both ECM biochemical 
composition and structure. Compositionally, the most dramatic pathologic changes in the 
disc involve loss of proteoglycan content and changes in proteoglycan structure.30–32 These 
changes, in turn, result in decreased negative fixed-charge density, decreased water con-
tent, and a loss of swelling pressure,33,34 impairing the tissue’s ability to resist and redis-
tribute compressive loads. Corresponding with these compositional changes are structural 
alterations including loss of disc height and increased lamellar disorganization in the AF. 
Changes in ECM composition and structure may result in substantially altered mechanics 
and kinematics for the entire IVD motion segment, with decreased internal pressurization 
and disc height resulting in higher compressive loads transferred to the AF, compromis-
ing its structure and function (e.g., overload leading to clefts, buckling, or rupture). These 
changes may also result in nerve compression, spinal canal impingement, and altered spi-
nal loading configurations that can contribute to symptomatic back pain.35

The causes of IVD degeneration are complex and remain incompletely understood. 
Degeneration has been closely associated with inherited genetic factors,36–38 including 
defects in ECM genes (e.g., type IX, XI, and II collagens39–42) that may predispose the tissue 
to breakdown or mechanical failure. Additionally, environmental factors such as physical 
activity and mechanical loading may also play a role in degeneration,43,44 with mechanical 
impact, vibration exposure, heavy lifting, and muscle activation, as well as work and life-
style factors, including gait and posture, being linked to IVD degeneration or damage.45,46 
Thus, aging, predisposing genetic factors, and mechanical factors may (individually or in 
combination) play key roles in the progression of IVD degeneration through the regulation 
of biological and biochemical changes. The mechanical factors that may affect cell biologi-
cal responses in the IVD, and which may be important in both normal and degenerative 
states, are reviewed in detail in the following sections.

3.4 Intervertebral Disc Cells and Cellular Microenvironment

The cells embedded within the IVD’s ECM are responsible for the generation and main-
tenance of the tissue. Phenotypic behaviors of disc cells are thought to be modulated in 
part by biophysical stimuli experienced by the cell, with cell responses that may include 
alterations in gene expression and increases in matrix production and remodeling.47,48 IVD 
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cells experience a variety of physical stimuli during physiologic loading, including com-
pressive, tensile, and shear stresses and strains, fluid flows, hydrostatic and osmotic pres-
sures, as well as electrokinetic effects; these stimuli vary regionally within the disc. The 
IVD contains a heterogeneous cell population, with cell morphology, ECM microenviron-
ment, cell–matrix interactions, and phenotype varying regionally within the disc; each 
of these cellular and microenvironmental factors may affect how IVD cells experience 
and respond to mechanical stimuli in situ. Additionally, these factors may be altered with 
aging or degeneration, resulting in cellular responses that may further contribute to IVD 
pathology through changes in matrix composition, structure, and mechanical function.

3.4.1 Intervertebral Disc Cells

3.4.1.1 Nucleus Pulposus Cells

Cells within the developing and immature NP are derived from the embryonic noto-
chord49–51 and exhibit morphologic features that reflect this unique embryonic origin: 
notochordal NP cells have large diameters14,52,53 containing large intracellular vacuoles, 
are organized in interconnected cell clusters, and exhibit strong cell–cell interactions char-
acterized by gap junctions,52,53 cadherins,54,55 and desmosomal cell–cell adhesions.56,57 Cells 
with notochordal-like morphologic features are retained into adulthood or throughout 
life in some animal species,58,59 but in the human, many of these morphologic cell features 
are lost by early adulthood, with only a sparse population of rounded, chondrocyte-like 
cells remaining in the mature human NP. Mature human NP cells do, however, exhibit 
phenotypic characteristics distinct from chondrocytes,60,61 and recent evidence indicates 
that mature NP cells retain at least some phenotypic features of notochordal cells,55,62,63 
suggesting that the chondrocyte-like cells of the mature human NP may have notochordal 
origins. NP cell morphology in the mature human IVD has been described as rounded or 
ellipsoidal, with cell sizes and shapes similar to chondrocytes.51,64,65 Similarly, quantitative 
studies of in situ NP cell morphology in rat IVDs found NP cell shape to be nearly sphe-
roidal (Figure 3.2a), with cells exhibiting no preferred orientation within the tissue.66 NP 
cells may also extend cytoplasm-filled processes of varying length and number away from 
cell bodies.67

NP cells exhibit a well-developed cytoskeleton, with both immature and mature NP 
cells shown to express F-actin (distributed in a punctuate or cortical arrangement),68,69 
microtubules,69 and high levels of both vimentin and cytokeratin intermediate filament 
proteins.57,59,62,68–71 Quantitative analysis of regional variations in cytoskeletal protein 
expression in bovine IVDs indicates that NP cells express significantly higher levels of 
vimentin as compared with AF cells, with these filaments traversing from the NP cell’s 
plasma membrane to the nucleus.69 The intermediate filament cytoskeletal network is 
known to support cell shape and resist mechanical loads72,73 and has been shown to be 
associated with tissue regions that experience high levels of compressive loading.74,75 The 
observed intermediate filament expression patterns in the IVD seem to correspond with 
this notion.

3.4.1.2 Anulus Fibrosus Cells

Cells of the AF are derived from the axial mesenchyme that surrounds the notochord dur-
ing development.76 The AF is formed as cells condense in areas of future IVDs, align in an 
alternating circumferential pattern, and proceed to lay down the highly aligned collagen 



80 Orthopaedic Biomechanics

(a)

(b)

NP 1 cell

2 cells 3+ cells

AF 1 cell

2 cells 3+ cells

FIGURE 3.2
(See color insert.) (a) NP cell–PCM morphology. In rat IVD tissues, nearly all NP cells are associated with a 
PCM region that is rich in type VI collagen (green). A majority of cells (>80%) reside in a PCM containing two 
or more cells in the NP. Scale bar = 20 μm, red = cell nuclei. (b) AF cell–PCM morphology. In rat NP tissues, AF 
cells are also associated with a PCM region rich in type VI collagen (green). A majority of AF cells are found in 
the PCM containing one or two cells (>90%) in the inner AF region, whereas more than half of the cells resided 
in the PCM containing three or more cells in the outer AF region. Scale bar = 20 μm, red = cell nuclei.
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fibers that form the lamellar structure of the AF.56,76 Cells of the AF are generally character-
ized as fibrochondrocytes because they exhibit phenotypic and morphologic (Figure 3.2b) 
characteristics of both fibroblasts and chondrocytes, including the expression of both type 
I and II collagens, as well as aggregating proteoglycans.

AF cell morphology varies with radial position within the tissue, transitioning from 
elongated, fibroblast-like cells in the outer AF to more rounded or ellipsoidal chondrocyte-
like cells in the inner AF. A detailed morphological assessment of AF cells in bovine IVDs 
using fluorescent cytoskeletal labels77 identified outer AF cells with elongated, “cord-like” 
morphologies that were highly aligned along the collagen fiber direction. They further 
showed evidence of long and interconnected cell processes extending away from the cell 
body, as well as the expression of the gap junction protein, connexin 43, suggesting some 
intercellular communication between cells. A separate study of this same cell population 
in the rat outer AF66 identified the presence of multiple AF cells sharing a common pericel-
lular matrix (PCM; Figure 3.2b), suggesting that AF cells may interact not only through 
direct cell–cell communications but also through sharing of a proximal microenviron-
ment. Inner AF cells, in contrast, have been reported to be more spherical or elliptical and 
share a common PCM with fewer total cells (Figure 3.2b). The complexity of these mor-
phologies alone highlights the challenges in understanding the precise micromechanical 
stimuli experienced during loading and daily activities.

AF cells exhibit staining for actin, microtubule, and vimentin cytoskeletal networks,69,77 
with both actin and vimentin networks identified within cell processes that extend away 
from the cell body.67,70 Outer AF cells in bovine IVD tissues have been shown to express 
higher levels of β-actin mRNA and protein relative to NP cells.69 This finding may corre-
spond to the more tensile mechanical environment experienced by cells of the outer AF, 
in which a more developed contractile actin cytoskeleton may be involved in sensing or 
resisting tensile loads.

3.4.2 Intervertebral Disc Cell–Matrix Microenvironment

The interface between a cell and its immediate ECM microenvironment may be of par-
ticular importance in modulating responses to environmental stimuli, as both physical 
and chemical cues are transduced to the cell through this interface. The cells of the IVD 
reside within a PCM, a local matrix microenvironment that surrounds a cell or group of 
cells and is distinct from the greater ECM. Cellular interactions with the PCM may include 
receptor–ligand interactions (e.g., integrin-mediated adhesions), transduction of externally 
applied biophysical stimuli, and active cell sensing of the mechanical stiffness of the PCM, 
each of which is known to regulate cell behaviors including cell signaling, survival, phe-
notype, and organization.78

3.4.2.1 Pericellular Matrix Constituents

Similar to articular cartilage, the PCM of the IVD can be distinguished from the surround-
ing matrix by the unique presence of type VI collagen.11,64,66 In addition to type VI col-
lagen, various other PCM constituents have been identified in the IVD PCM, including 
collagen types I (mainly AF), II (mainly NP),11 III, IX, and XI,11,79 aggrecan,80,81 and fibro-
nectin.82,83 Recent evidence also indicates that some PCM constituents may vary regionally 
within the disc, with the cell-associated presence of several isoforms of the matrix protein 
laminin identified as being unique to the NP (identified primarily in immature tissues to 
date). These include the cell-adhesive laminins, LM-511/52113 and LM-332,84 as well as cell 
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surface receptors corresponding to these laminin ligands, which are described in detail 
below.

3.4.2.2 Pericellular Matrix Morphology

The three-dimensional (3D) morphology of the PCM and enclosed cells is similar to that 
reported for the chondrocyte that has been termed the “chondron” for articular cartilage. 
Because of the complexity of IVD cell–PCM units containing multiple cells in a common 
PCM, we refer to these structures as cell–matrix units (CMUs) for IVD cells. CMU mor-
phology has been quantified in both young (1 month) and old (12 month) rat IVDs using 
confocal microscopy and fluorescently labeled type VI to identify CMU boundaries,66 with 
findings of distinct regional differences in CMU shape, size, and cellular content across 
IVD regions (Figure 3.3). In the NP, CMUs were found to be spheroidal, with multiple 
cells encapsulated within one CMU in young rats (average of four cells per CMU), which 
corresponds with observed cell clustering in NP tissues.52,53 In older rats, however, the 
percentage of CMUs with multiple cells in the NP was found to decrease. For cells of the 
inner AF, CMUs were ellipsoidal with shapes similar to chondrons in articular cartilage,85 
with almost all cells (>90%) present in CMUs that contained only one to two cells. In the 
outer AF, CMUs also contained multiple cells and were highly aligned along the princi-
pal collagen fiber direction (Figure 3.3), corresponding with the elongated, aligned cell 
morphologies documented in the outer AF. Interestingly, the thickness and volume of the 
PCM were found to be similar across all IVD regions, suggesting that cells may carefully 
regulate this feature of the PCM, perhaps in an effort to regulate mechanical loading86,87 or 
to limit the maximum diffusive distance.

One cell Two cells More than three cells

A
F
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P

FIGURE 3.3
Three-dimensional in situ CMU morphologies for NP and AF cells reconstructed from serial confocal images. 
CMUs in the NP exhibit a more rounded shape than other regions, with no preferential spatial orientation. 
CMUs in the AF are often ellipsoidal and in alignment with the local collagen fiber direction of the AF.
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3.4.3 Intervertebral Disc Cell–Matrix Interactions

3.4.3.1 Cell Surface Receptors and Adhesion

The receptors that cells use to interact with their surrounding ECM play critical roles in 
modulating a variety of cell processes including sensing and responding to environmen-
tal stimuli, with specific receptor–ligand interactions known to elicit unique downstream 
cellular responses. Cell surface receptors that modulate cell–matrix interactions have been 
identified at various stages of IVD development, maturation, and degeneration. These recep-
tors consist primarily of the integrin class of cell–matrix receptors (Figure 3.4), which are 
known to play critical roles in cell adhesion, signaling, and mechanosensing in a variety of 
tissues.88,89 Integrins are heterodimeric proteins consisting of α and β subunits (18 α subunits 
and 8 β subunits that form 24 known heterodimers), with specific α–β pairings determin-
ing ligand-binding specificity. In the developing IVD, both the fibronectin-binding α5β182 
and the collagen-binding α11β190 integrins have been identified in aligned AF cells during 
anulus formation. These receptors are thought to be key players in cell-directed collagen 
fibrillogenesis.91 In immature and mature IVD tissues, integrins that bind collagens (α1, 
α2, and β1 subunits) and fibronectin (α5, αv, β3, and β5 subunits) continue to be expressed 
in both AF and NP regions of immature and mature IVD tissues.15 Corresponding with 
the unique region-specific expression of laminin identified in the immature NP, NP cells 
seem to uniquely express a number of laminin-binding integrins (α6 and β4)14,15,92 and non-
integrin (CD239 and CD151)13 cell surface receptors. Flow cytometric analyses of isolated 
IVD cells have confirmed this NP-specific expression of laminin receptors in immature NP 
cells,13,14 with differential expression between NP and AF cells maintained in vitro, suggest-
ing distinctly different roles for AF and NP cells in interacting with laminin proteins.

The involvement of integrins in IVD cell adhesion has been confirmed with in vitro exper-
iments utilizing function-inhibiting antibodies to determine the role of individual integrin 
subunits in attachment to specific matrix proteins. In those studies, both AF and NP cell 
adhesions to collagens were found to be mediated either entirely (on type II collagen) or 
in part (on type I collagen) by the α1β1 integrin,14 with evidence that the α2β1 integrin may 
also play a role in NP cell adhesion to type II collagen.93 IVD cell adhesion (both AF and 
NP cells) to fibronectin, another cell-adhesive ligand found in the disc,83 was found to be 
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FIGURE 3.4
IVD cell adhesion is mediated through integrin–matrix interactions. Integrin cell surface receptors mediate 
cell–matrix interactions in the IVD, with specific integrin heterodimers (α–β subunit pairings) determining 
ligand-binding specificity.
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mediated through the α5β1 integrin.14 Additionally, NP cell adhesion to laminin (isoform 
LM-111) was found to be mediated in part by the α6 and β1 integrin subunits.14

IVD cell adhesion behaviors have been examined on surfaces coated with specific ECM 
ligands, with results that further highlight the NP cells’ preference for laminins. NP cells 
were found to adhere to two laminin isoforms (LM-511 and LM-332) at twofold or greater 
numbers than on other ECM ligands (collagen, fibronectin, or LM-111; data not shown) 
and show significantly higher resistance to detachment forces on laminins as compared 
with other substrates (Figure 3.5a). NP cells also exhibited significantly higher levels of 
spreading on these ECM ligands (Figure 3.5b).14 Additionally, NP cells have been found 
to attach to these laminin ligands in significantly higher numbers as compared with AF 
cells,14,84 supporting the region-specific receptor and ligand expression differences identi-
fied between IVD regions.

3.4.4 Intervertebral Disc Cell Changes with Aging and Degeneration

Relatively little is known regarding changes in IVD cell morphologies, the microenviron-
ment, or cell–matrix interactions that may occur with aging or disc degeneration. One of 
the most dramatic age-related cellular changes in the human IVD is a significant decrease 
in cell density in both the NP and AF regions.94–96 Within the first two decades of life, 
an approximate 10-fold decrease in cell density occurs in both the NP and AF, with no 
further changes detected with increasing age or degenerative grade. The increased preva-
lence of cells with cytoplasmic projections and clusters of proliferating cells have also been 
reported.70,97,98 Another important cell-related change in the IVD is the increased presence 
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FIGURE 3.5
Adherent fraction of NP cells and cell spreading on ECM substrates. (a) Fraction of adherent cells remaining 
attached to ECM substrates after application of centrifugal detachment force (200 g). Higher numbers of NP cells 
resist detachment when adherent to laminin ligands (isoforms LM-332, LM-511, and LM-111), as compared with 
collagen and fibronectin ECM ligands (substrates not labeled with the same letter were statistically different, 
ANOVA; p < 0.05). (b) NP cell spreading dynamics on ECM substrates. NP cells on laminin isoforms LM-332 
and LM-511 spread rapidly and to a greater extent as compared with other matrix substrates (error bars omitted 
for clarity; significant effects of substrate and time were detected via two-way ANOVA, p < 0.01). (Adapted from 
Gilchrist, C. L. et al., Eur. Cell Mater., 21, 523–532, 2011.)
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of other cell types including nerve and Schwann cells, fibroblasts, and endothelial cells 
associated with increased vasculature.94,99 In the case of IVD degeneration or herniation, 
lymphocytes and macrophages increasingly infiltrate the IVD tissues with evidence of 
many molecular markers of activated monocytes and their related proinflammatory cyto-
kines.100–102 With regard to IVD cell–matrix interactions, a potentially critical change that 
correlates with IVD degeneration is the increased presence of fibronectin fragments.83 
These enzymatic degradation products of fibronectin have been shown to stimulate a 
matrix-degrading signaling pathway in IVD cells103,104 and initiate degenerative changes 
in an IVD animal model.105 This pathway is mediated by the α5β1 integrin and results in 
the upregulation of matrix metalloproteinases (MMP-9 and MMP-13) and downregula-
tion in the production of matrix molecules including collagens and aggrecan. Similarly, 
cells within herniated IVD tissue have also been shown to exhibit increased levels of both 
α5β1 integrin and fibronectin.106 Further studies are still necessary to evaluate changes in 
cell shape, cytoskeletal architecture, PCM microenvironment, or cell–matrix interactions, 
which may regulate or correlate with IVD aging or degeneration.

3.5 Intervertebral Disc Matrix and Cell Mechanics

The physical stimuli experienced by cells embedded within IVD tissue depend directly on 
the mechanical properties of the ECM, as well as on the properties of the cells themselves. 
In the IVD, tissue mechanics are extremely complex due to the highly organized lamellar 
structure, anisotropic and multiphasic material behaviors, and variations in biochemical 
composition with region and degeneration state. Cellular responses to mechanical load-
ing depend on the physical stimuli, which are transduced to the cell at the microscale, 
although these microscale stimuli cannot easily be directly measured in situ. However, 
using knowledge of tissue and cell mechanical properties, geometries, and boundary con-
ditions, the microscale stimuli experienced by the cell can be deduced via micromechani-
cal modeling, lending insight into the specific stimuli that may modulate IVD cell biology.

3.5.1 Anulus Fibrosus Tissue Mechanics

Tensile testing of AF tissue in isolated tensile configurations (i.e., uniaxial or biaxial ten-
sion) has determined the tissue’s equilibrium modulus to be highly dependent on col-
lagen fiber organization, with stiffnesses that are one to two orders of magnitude higher 
along the principal collagen fiber direction (~10 MPa) as compared with the transverse or 
radial direction (~0.1 MPa; Table 3.1).21–24,26,107–110 In contrast, the compressive properties of 
the AF matrix are significantly lower (~0.3 MPa)111–116 because the collagen fibers do not 
contribute significant resistance to compressive loading. AF tissue exhibits significant vis-
coelastic behaviors in a variety of loading configurations, including tension, compression, 
and shear. These viscoelastic responses are primarily due to poroelastic effects that result 
from interstitial fluid flow driven by loading. This flow-dependent viscoelastic behavior is 
described by the hydraulic permeability of the tissue, which has been found to vary sub-
stantially with tissue proteoglycan and water content.111,112,114–117 AF hydraulic permeability 
values range from 0.2 × 10−15 to 3.5 × 10−15 m4/N-s, as determined in direct permeation or 
compressive loading tests (Table 3.1). These values are approximately one order of magni-
tude lower than those measured in articular cartilage.
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Due to the negative charge of proteoglycans within the AF’s ECM, there exist a num-
ber of electrokinetic effects that modulate ion and water transport within the tissue, as 
well as affect cell signaling in response to mechanical load.113,118–120 Electrical (streaming) 
potentials within AF tissues have been measured in pressure- or deformation-induced 
fluid flow tests, with values (5–8 mV/MPa) that depend on the strain state of the tissue.117 
Additionally, the AF also exhibits electrical conductivity as a result of the hydrated, 
charged nature of the matrix, with measured conductivity values of 5 to 10 mS/cm that 
are dependent on tissue hydration and porosity.118 Together, these measured mechanical 
and electrical properties of the AF lend support to the modeling of tissue as a fluid- and 
electrolyte-filled, collagen fiber–reinforced material that exhibits both anisotropic and vis-
coelastic behaviors.

TABLE 3.1

Summary of Material Properties for ECM, PCM, and Cellular Subdomains of IVD

Young’s Modulus (MPa) Shear 
Modulus 

(MPa)
Permeability 

(m4/N-s) CitationsCircumferential Radial

ECM
AF (tension) 0.2–100 0.1–0.4 0.02–0.15 — 21–24, 26, 107–110, 

143, 144
AF (compression) 0.2–0.8 0.2–0.8 0.02–0.15 0.2–3.5 × 10−15 111, 112, 115–117
NP (compression) 0.1–1.0 — 0.0001–0.001 9 × 10−16 121, 122

PCMa

Young’s 
Modulus (MPa)

Poisson’s 
Ratio

Permeability 
(m4/N-s) Citations

AF/NP 0.03–0.1 0.2 — 7 × 10−17 126, 127

Cell

Young’s 
Modulus (kPa)

Poisson’s 
Ratio Citations

AF 0.3–0.6 0.4 — 4 × 10−15 68, new data for 
AFMNP 0.3–0.9 0.4 — 4 × 10−15

Sources: From Acaroglu, E. R. et al., Spine, 20, 24, 2690–2701, 1995; Ebara, S. et al. Spine, 21, 4, 452–461, 1996; 
Galante, J. O., Acta Orthop. Scand. Suppl., 100, 1–91, 1967; Skaggs, L. et al., Spine, 19, 12, 1310–1319, 1994; 
Wu, H. C. and Yao, R. F., J. Biomech., 9, 1, 1–7, 1976; Iatridis, J. C. et al., J. Orthop. Res., 17, 5, 732–737, 1999; 
Bass, E. C. et al., Ann. Biomed. Eng., 32, 9, 1231–1242, 2004; Elliott, D. M. and Setton, L. A., J. Biomech. Eng., 
123, 3, 256–263, 2001; Fujita, Y. et al., J. Orthop. Res., 15, 6, 814–819, 1997; Fujita, Y. et al., Med. Eng. Phys., 
22, 5, 349–357, 2000; O’Connell, G. D. et al., J. Biomech. Eng., 131, 11, 111007, 2009; Best, B. A. et al., Spine, 
19, 2, 212–221, 1994; Drost, M. R. et al., J. Biomech. Eng., 117, 4, 390–396, 1995; Gu, W. Y. et al., Spine, 24, 23, 
2449–2455, 1999; Iatridis, J. C. et al., J. Biomech., 31, 6, 535–544, 1998; Yao, H. et al., Ann. Biomed. Eng., 30, 
10, 1234–1241, 2002; Iatridis, J. C. et al., J. Orthop. Res., 15, 2, 318–322, 1997; Johannessen, W. and Elliott, 
D. M., Spine, 30, 24, E724–729, 2005; Alexopoulos, L. G. et al., J. Biomech. Eng., 125, 3, 323–333, 2003; 
Darling, E. M. et al., Biophys. J., 98, 12, 2848–2856, 2010; and Guilak, F. et al., Spine, 24, 23, 2475–2483, 1999.

Note: Ranges of values for properties of the ECM of AF and NP are summarized here for application to the mod-
eling of cell–matrix interactions. Property values for the ECM of the AF and NP have been widely studied 
in directions both along and transverse to the principal fiber direction. Properties given for cell mechanics 
are obtained from both micropipette and atomic force microscopy (AFM) testing of IVD cells.

a No experimental data are available for measurements of the PCM from any region of the IVD. Data given here 
are for the PCM of articular cartilage based on similarities to the compositional matrix of NP and AF.
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Both the mechanical and electrokinetic properties of the AF are known to vary con-
siderably with radial position (outer versus inner), reflecting the differing collagen fiber 
orientations, hydration states, and proteoglycan content between AF regions. Additionally, 
these properties may vary significantly with aging or degenerative state. Degenerative 
changes include increases in shear and compressive moduli,115 which are likely due to loss 
of matrix proteoglycans and changes in collagen structure. Permeability may be increased 
with degeneration in all directions except radially,117 again likely reflecting decreased pro-
teoglycan content in the tissue. AF tensile properties have not been shown to change dra-
matically with degeneration,21 although there is some evidence of stiffening in the radial 
direction.109 Finally, degenerative changes in electrokinetic properties (i.e., decreased 
streaming potentials) have also been documented and may be considerable due to their 
dependence on negative charge and hydration.113

3.5.2 Nucleus Pulposus Tissue Mechanics

The material properties of the NP have been primarily studied with tests of torsional 
shear because the tissue exhibits viscous, fluid-like behaviors in the healthy state.4,5 These 
shear behaviors are highly nonlinear, reflecting the tissue’s disperse polymer network that 
likely stiffens via physical entanglements or chemical interactions in response to applied 
loads. NP properties have also been measured in confined compression,121 with an effec-
tive aggregate modulus (~1 MPa) that is considerably (approximately twofold to threefold) 
higher than AF values (Table 3.1). Significant decreases in water and proteoglycan content 
occur in the nucleus with degeneration and aging, resulting in substantial increases in 
shear stiffness122 and permeability121 and decreases in aggregate modulus (50% decrease) 
and swelling stress.121

3.5.3 Intervertebral Disc Cell Mechanics

The mechanical properties of IVD cells were first studied via micropipette aspiration 
(Figure 3.6).68 Isolated cells from immature porcine IVD regions (NP, inner AF, and outer 
AF) were found to exhibit viscoelastic solid behaviors, with both outer and inner AF cells 
having properties (average shear modulus of 90 Pa) similar to articular chondrocytes (~130 
Pa)123 but lower than those measured for endothelial cells and fibroblasts.124,125 In contrast, 
NP cells were found to be considerably stiffer (550 Pa) than AF cells. This finding may be 
a result of the more developed, intermediate filament-rich cytoskeleton possessed by noto-
chordal cells from this immature cell population (see Section 3.4.1).

IVD cell mechanical properties have also recently been measured through atomic force 
microscopy (AFM) indentation (using a 5 μm spherical-tipped indenter), with findings that 
differ somewhat from micropipette studies. In AFM indentation testing, porcine NP cells 
were found to have an average elastic modulus of 345 Pa (Figure 3.7), which was signifi-
cantly lower than that of AF cells (620 Pa). Within the NP cell population, there was a fairly 
large range of moduli, varying from 49 to 825 Pa. Cell height was also measured via AFM, 
with NP cells found to be significantly taller (average of ~25 μm) than AF cells (~12 μm), 
again reflecting the large percentage of notochordal cells present in this cell population. 
There was a slight but statistically significant negative correlation between NP cell height 
and stiffness (p = 0.04, R2 = 0.137), with taller (i.e., larger) NP cells having lower elastic 
moduli, whereas there was no correlation detected between AF cell height and stiffness 
(p = 0.70). These findings are in contrast with micropipette experiments, in which porcine 
NP cells were found to have an instantaneous modulus of ~800 Pa and were stiffer than 
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AF cells. These discrepancies may be a result of the different testing methods used, with 
micropipette aspiration and cell indentation applying different types of loading (tensile 
and compressive, respectively) to the cell. Despite different testing methods, IVD cell stiff-
ness (elastic or instantaneous moduli) in both studies fell in the range between 350 and 
800 Pa. These findings indicate that AF cells may be softer than their surrounding ECM 

AF

NP

t = 0

t = 0

t = 300 s

t = 300 s

FIGURE 3.6
Micropipette aspiration of AF and NP cells. Initial (t = 0) and equilibrium (t = 300 s) cell displacements in micro-
pipette aspiration tests of porcine AF and NP cells. NP cells exhibit smaller equilibrium displacements and lon-
ger creep times. Tests shown were performed at an aspiration pressure of ~250 Pa. Scale bars = 5 μm. (Adapted 
from Guilak, F. et al., Spine, 24, 23, 2475–2483, 1999.)
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FIGURE 3.7
AFM testing of IVD cells. IVD cell elastic moduli were measured via AFM indentation using a 5 μm diameter 
spherical probe tip. (a) Schematic illustrating AFM indentation testing configuration. The stiffness of a cell is 
calculated via the Hertz spherical indentation model using the measured indentation depth (δ). (b) Mean elastic 
modulus (±standard deviation) for freshly isolated porcine AF (n = 28) and NP (n = 30) cells. The stiffness of NP 
cells was found to be significantly less than that of AF cells (*p < 0.0001).
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environment; however, NP cells may have mechanical properties that more closely match 
their surroundings. Future work is necessary to determine the properties of mature IVD 
cell populations and to assess whether changes in cell stiffness occur with maturation or 
degeneration.

3.5.4 Intervertebral Disc Pericellular Matrix Mechanics

As detailed in Section 3.4.2, both AF and NP cells are surrounded by a PCM that is com-
positionally and structurally distinct from the surrounding ECM. This pericellular layer 
may play an important role in modulating the cellular mechanics and physical stimuli 
experienced by the cell, potentially acting to isolate cells from, or to amplify, gradients in 
stress, strain, deformation, or flow. In articular cartilage, the stiffness of the PCM has been 
determined to be considerably greater than that of the cell (~30–100 kPa)126,127 and may act 
to either shield or amplify matrix deformations depending on the mechanical properties 
of the surrounding ECM.86,87 No direct measurements of PCM material properties have 
been made in the IVD, although the similarities in PCM constituents (as detailed in Section 
3.4.2) between articular cartilage and the IVD imply that they may have similar material 
properties (Table 3.1). The mechanical implications of this pericellular layer in the IVD 
have been examined in micromechanical models128,129 described below.

3.5.5 Modeling of Intervertebral Disc Cell–Pericellular Matrix Micromechanics

Many cell types, including IVD cells, are known to respond biologically to micromechani-
cal factors transduced to the cell during mechanical loading, such as cell deformations and 
strains, stresses and pressures, fluid flows, and electrokinetic effects.47,48,130 To understand 
how these factors affect IVD cell behavior, there is a need to first understand the types and 
levels of micromechanical stimuli that are experienced by the cell during tissue loading. 
Direct measurement of these factors within IVD tissues poses significant challenges due 
to the complex, inhomogeneous, and hierarchical nature of the tissue and the small scale 
of the cell.

Initial studies of macroscale IVD tissue mechanics measured deformations on the sur-
face of the tissue in response to torsion and compressive loads, with surface strains along 
the principal collagen fiber direction found to be generally tensile and lower than 5%.131 
Additionally, displacements within the tissue at the macroscale (orders of magnitude 
greater than the size of a cell) have been measured by using image analysis to track the 
movement of fiducial markers132,133 placed within the tissue or noninvasively using tis-
sue image texture patterns to measure intratissue strains.29,134 These studies indicate that 
under compressive loading, the inner and outer anulus displace outward and exhibit a 
characteristic “bulging” behavior, with evidence of high shear strains near the interface 
between the outer AF and cartilage endplates.29 Changes in macroscale deformation pat-
terns have also been identified with degeneration, with both compressive axial and tensile 
radial strains shown to increase. Additionally, the loss of nucleus pressurization (occur-
ring with disc herniation or degeneration) may alter tissue deformation patterns, with the 
inner AF displacing inward while the outer AF continues to displace outward, potentially 
disrupting annular structure.132,133,135

More recently, studies have also examined deformation behaviors in the AF at scales 
closer to that of individual cells by tracking fluorescently labeled fiduciary markers and 
cell nuclei via confocal microscopy.136–139 These studies have revealed complex microscale 
deformation patterns, including collagen fiber sliding in response to applied tensile loads, 
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which result in nonuniform strains at scales similar to individual cells. As a result of col-
lagen fiber sliding, cells positioned along or within fibers potentially experience levels of 
tensile strains that are lower than overall (macroscale) tissue strains138 and may expose 
cells situated between collagen fibers or lamella to high shear environments.137 Studies 
of direct strain measurement around cells in other collagen-reinforced connective tissues 
(meniscus) suggest that despite these local variations in strain magnitudes between cells 
and lamella, the principal strains experienced by cells are very similar to those experienced 
by the matrix at many distances away from the cells.140 Overall, these studies highlight the 
complexity of AF microscale mechanics and indicate that additional studies are needed to 
determine the magnitudes of strain experienced by cells in the AF.

3.5.5.1 Anulus Fibrosus Cell Microenvironment

Although highly informative, measurements of ECM mechanics at the macroscale or even 
at the microscale are currently not sufficiently resolved to fully understand the stress, 
strain, and fluid flow environments at the scale of IVD cells. The mechanical environ-
ment at the cellular level may be quite different than that of the adjacent ECM because the 
cell and its PCM each may have material properties that differ significantly from the sur-
rounding matrix. To better understand the physical stimuli that are present at the scale of 
the cell, several theoretical models have been developed to predict the detailed mechani-
cal environment of IVD cells under various loading conditions.128,129,141,142 Axisymmetrical 
finite-element models (FEM) were initially developed to model single AF cells embedded 
within a collagen fiber–reinforced lamella, using measured values for cell geometries and 
the material properties of the cell and ECM. More recently, FEMs have been constructed 
from the fully 3D morphology of AF cells and their surrounding PCM measured in situ128 
to more accurately characterize the mechanical interactions between AF cells, their PCM, 
and ECM (Figure 3.8a). In these studies, average cellular volumetric strains [tr(ε), where ε 
is the infinitesimal strain tensor] were found to be significantly amplified relative to the 
surrounding PCM and ECM (Figure 3.8b), and the PCM was found to significantly atten-
uate instantaneous fluid pressurization of the cell. That study also examined the influ-
ence of multiple cells embedded within one contiguous PCM,66 with the finding that cells 
within these multicell units experience higher strains and more sustained pressurization 
in response to loading. These findings suggest that strain may be a dominant signal regu-
lating many AF biological responses and suggest the need for studies of AF cell responses 
to well-controlled strain stimuli. Because these multicell units have been documented to 
decrease with IVD age, age-related alterations in micromechanical stimuli are likely expe-
rienced by these cells. Together, the findings of these FEMs identify specific stimuli expe-
rienced by AF cells and highlight important roles for cell shape and PCM in modulating 
physical stimuli at the cellular level.

3.5.5.2 Nucleus Pulposus Cell Microenvironment

Similar 3D FEMs have also been used to investigate the micromechanical environment 
of NP cells129 (Figure 3.8a) using in situ morphologies of PCM and cells measured from 
3D confocal microscopic reconstructions. In such models, behaviors of single, paired, or 
multiple cells in a contiguous PCM in response to applied compression were examined. 
Both key differences and similarities were identified between the micromechanical envi-
ronments of NP and AF cells. NP cells were found to experience complex, temporally 
varying volumetric strains that were significantly greater than far-field ECM strains, with 



91Intervertebral Disc Cell Mechanics and Mechanobiology

(b)

(a) NP: Unconfined compression

AF: Uniaxial tension

O
A

F
IA

F

0

0.1

0.2

z
y x

One cell Two cells More than three cells

FIGURE 3.8
(See color insert.) (a) Three-dimensional FEM of NP and AF cells in representative CMUs. FEM geometry mod-
els of CMUs in tetrahedron element meshes. For clarity, only meshes of the PCM and cell surfaces are shown 
above (not to scale). CMUs in the NP were subjected to an unconfined compression with 5% compressive strain 
along the principal axis of the CMU. CMUs in the AF were subjected to a uniaxial tension with 5% tensile strain 
along the principal axis of the CMU. All surfaces of the ECM are assumed to be free-draining. (b) Model predic-
tions of volumetric strain in the AF cell and surrounding PCM after application of a tensile load. Volumetric 
strain for AF cells in the inner (IAF) and outer (OAF) regions at equilibrium under uniaxial tension. Strain 
amplification was seen from the extracellular to the pericellular and cellular scales. The strain amplification 
ratio was the highest in the CMUs with three or more cells and lowest in the CMUs with just one cell.
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strain amplification ratios ranging from ~2 to 4. Similar to findings in the AF, the PCM 
was found to shield cells from acute increases in fluid pressure, and multiple cells within 
a continuous PCM (corresponding to cell clustering documented in immature NP tissues) 
experienced increased strain amplification and greater peak fluid pressures as compared 
to single cells. In contrast to AF cell micromechanics, deviatoric (shape-altering) strains 
were attenuated in the cell and PCM relative to the ECM, and significantly longer fluid 
pressurization periods were predicted after loading. These predictions suggest that fluid 
pressurization and volume change may be key stimuli involved in NP cell mechanotrans-
duction, whereas AF cells may experience greater overall levels of deformation.

Overall, predictions from these micromechanical models emphasize significant dif-
ferences between ECM level and cellular level stimuli, with strains and fluid pressures 
at the cell that were often several-fold higher (or lower) than the immediately adjacent 
ECM. Such models also illustrate the sensitivity of cell microenvironmental stimuli to cell 
geometry, cell mechanical properties, and ECM structure, including a potentially critical 
mechanical role for the PCM in both AF and NP regions. Similar to findings in articular 
cartilage,86,126 the PCM has been found to significantly affect transduction of stimuli to the 
cell, amplifying strains and attenuating peak fluid pressures. Finally, mechanical models 
highlight possible regional differences in IVD cell microenvironments, with AF cells pre-
dicted to experience large kinematic deformations, whereas in the NP, pressure or volume 
changes may be the dominant stimuli.

3.6 Summary

Significant progress has been made in recent years toward understanding the mechano-
biology of the IVD, with studies providing detailed knowledge of disc tissue mechanics 
at the macroscale and microscale, as well as information on IVD cell morphology, cell 
mechanics, and microenvironment. This chapter has highlighted a number of key findings 
from these studies. The IVD is a heterogeneous tissue, with the centrally located NP and 
the surrounding AF exhibiting distinct differences in ECM composition and structure, 
and correspondingly unique tissue mechanical behaviors. IVD cells exhibit region-specific 
characteristics that reflect differences in embryonic origin, tissue structure, ECM composi-
tion, and mechanical environment. These include key differences in cell shape, cytoskele-
tal composition and architecture, cell–matrix interactions, and cell mechanical properties, 
each of which may affect how cells experience, sense, and respond to mechanical stimuli. 
IVD cells are surrounded by a PCM that is compositionally and structurally distinct from 
the surrounding ECM and may play a key role in transducing mechanical stimuli to IVD 
cells. Multiple cells may reside within a contiguous PCM (or CMU), with PCM geometries 
varying with tissue region. Lastly, detailed mechanical models of IVD cellular microen-
vironments (incorporating measured cell and tissue properties) have been developed to 
better understand mechanical stimuli at the cellular level. These models suggest that the 
mechanical stimuli experienced by IVD cells are highly sensitive to differences in cell and 
tissue geometry, as well as mechanical properties. In the AF region, high levels of tissue 
strain may be a dominant stimuli experienced by cells, whereas cells in the NP may expe-
rience fluid pressurization and volume change as primary stimuli.

Despite the detailed information provided by these studies and models, there remain 
a number of limitations to our current knowledge of IVD cell micromechanics. Most 
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significantly, there is currently limited information on how micromechanical factors 
change with IVD aging and degeneration. This information can likely provide key insights 
into possible pathological changes in IVD mechanobiology. Additionally, how complex 
cell–matrix interactions may affect mechanical factors at the cell level, including cellu-
lar, cytoskeletal, and nuclear strains, also remains to be elucidated. AF cells may possess 
long cellular processes that extend along, or between, collagen fibers and that have been 
hypothesized to act as mechanosensors;67,77 however, how these structures affect micro-
mechanical stimuli experienced by the cell is not understood. Finally, micromechanical 
models that incorporate osmotic pressure and electrokinetic effects,118,120 as well as the 
morphologies and properties of mature human IVD cells, are necessary to assess how 
degenerative changes in the human may alter the micromechanical environment of IVD 
cells. Further knowledge in these areas will provide a more complete understanding of 
how IVD cells experience, sense, and respond to mechanical loading and more completely 
define the role of mechanical stimuli in normal and pathologic IVD biology.
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4
A Multiscale Perspective on Structure, 
Mechanics, and Function of Skeletal Muscle

Silvia S. Blemker and Katherine R. Saul

4.1 Introduction

Skeletal muscles are the motors for all voluntary movements of the body, from walking, 
to typing, to smiling. Although their functions are highly varied, all skeletal muscles 
have the same hierarchical structure (Figure 4.1). The fundamental force-generating 
unit of all skeletal muscles is the sarcomere, which combines the actions of myosin and 
actin motor proteins. Sarcomeres are arranged in series to form myofibrils. Myofibrils 
are arranged in parallel to form fibers (or muscle cells). Muscle fibers are encased in con-
nective tissue called endomysium and are arranged in parallel to form fascicles. Muscle 
fascicles are encased in connective tissue called perimysium to form a whole muscle. 
Each muscle is encased in connective tissue called an epimysium and is attached to 
tendon. In the limb/joint systems, tendons transmit forces to bones, and several muscle-
tendon units are arranged at each joint to generate torques to rotate joints and pro-
duce movement. In nonlimb systems (such as facial, speech, or eye muscles), muscle 
forces are transmitted via connective tissues and act to deform bodies to the appropriate 
configuration.

To produce such a variety of movements, each of the more than 650 skeletal muscles 
in the human body is tuned to perform a specific function. Over the last century, many 
researchers have observed that this tuning is achieved through structural variations in 
features at all levels of the above-described hierarchy, and all these variations affect mus-
cle mechanics and function. For example, the molecular structure of the myosin head 
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affects the speed at which a sarcomere can contract. The structure of the giant molecule 
called “titin” affects the passive properties of sarcomeres. The lengths and geometric 
arrangement of fibers influence the muscle’s force-generating capacity. The connective 
tissues within muscle affect the muscle force transmission to tendons. The morphology 
and properties of tendons influence the dynamics of muscle behavior during movement. 
The discoveries of these relationships have aided in the understanding and appreciation 
of the complex function of muscles, and they have provided scientific underpinnings 
to the management and treatment of a variety of neuromuscular and musculoskeletal 
disorders.

The goals of this chapter are to (1) provide an overview of the mechanics and struc-
ture of muscle, (2) summarize the most recent understanding on structure–function 
relationships at all levels of the muscle hierarchy, (3) describe example diseases and 
clinical problems that are exhibited at each hierarchical level, and (4) point to future 
research that will help integrate knowledge and discoveries at all hierarchical levels. 
This chapter is arranged in subsections, each of which corresponds to a hierarchical 
level in muscle.
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(See color insert.) Structure and function of muscle across several length scales. Muscle has a unique hierarchi-
cal structure that allows the actions of molecular motors that each generate pico-Newtons of force to be coor-
dinated to generate up to 103 N of force in a whole muscle. Structural variations at each level of this hierarchy 
allow muscles to be tuned to their specific shape, size, and function. Similarly, muscle pathologies could arise 
at any level of this hierarchy and result in muscle dysfunction. (“Contractile proteins” image from Rayment, I., 
Rypniewski, W. R., Schmidt-Base, K., Smith, R., Tomchick, D. R., Benning, M. M. et al. 1993. Three-dimensional 
structure of myosin subfragment-1: A molecular motor. Science 261(5117):50–58. Reprinted with permission of 
AAAS. “Muscle tissue” image reprinted from J. Biomech., 43, 16, Sharafi, B. and Blemker, S. S., A micromechani-
cal model of skeletal muscle to explore the effects of fiber and fascicle geometry, 3207–3213, Copyright 2010, 
with permission from Elsevier. “Musculoskeletal system” image reprinted with kind permission from Springer 
Science+Business Media: Ann. Biomed. Eng., A model of the upper extremity for simulating musculoskeletal 
surgery and analyzing neuromuscular control, 33, 6, 2005, 829–840, Holzbaur, K. R., Murray, W. M., Delp, S. L.)
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4.2 Hierarchical Structure of Muscle

4.2.1 Contractile and Noncontractile Proteins

The fundamental motor that produces muscle contraction is a protein, or “molecular 
motor,” called myosin II (Figure 4.2). Each myosin II molecule has two arms (also called 
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“heavy chains”), which are roughly 2000 amino acids long.1 Each heavy chain consists of 
two domains: a head and a tail. The head domain is the region of the protein that interacts 
with actin to produce force, whereas the tail is the region that provides the anchor. The 
tails have a coiled-coil structure that holds the two heavy chains together, such that each 
myosin has a strong tail that anchors two heads. Each of the heads also has an intermedi-
ate neck domain at the interface between the heads and the tails. This neck domain serves 
effectively as a “joint” about which the head can rotate and undergo a power stroke to 
generate force.

Myosin generates force by attaching to the thin filament, undergoing a power stroke, 
detaching from actin, then reattaching, and so on. Thin filaments are long coiled strands 
primarily made up of the protein actin. The thin filaments have specific myosin binding 
sites. When muscles are relaxed, these binding sites are blocked by tropomyosin, but when 
the muscle contracts, these binding sites are unblocked (regulated by calcium), which 
opens up this site and allows myosin to bind to actin. A common method to assess the 
contractile behavior of myosins is an “in vitro motility” assay,2 in which myosin tails are 
bound to a flat underlying substrate, with their heads pointing upward and allowed to 
move. When actin filaments are placed in the medium (also in the presence of adenosine 
triphosphate (ATP) and calcium), the myosins interact with the actin filaments, causing 
the actin filaments to move around on the substrate. By measuring the displacement and 
velocity of the actin filaments, one can characterize the contractile properties of myosin.

In vitro motility assays demonstrate that myosin has a characteristic speed, which is 
determined by the rate at which myosins can attach to actin, hydrolyze ATP, undergo 
a conformational change, and detach from actin. This means that there is a maximum 
velocity at which myosin can slide past actin while still generating force. This maximum 
velocity is determined by the structure of the myosin molecule itself and has a profound 
effect on the overall function of muscle. This effect is called the muscle force–velocity 
property, a phenomenon that was first observed by Hill3 in isolated muscle preparations. 
Hill observed that the amount of active force generated by a muscle was related to the 
velocity of muscle shortening, and as shortening velocity increases, force decreases hyper-
bolically. The velocity of shortening of the muscle when it is resisted by no load is called 
the “maximum contraction velocity” (Vmax); this is equivalent to the experiment described 
above for the in vitro motility assay.

There are variations, or isoforms, in the myosin protein structure, which result in dif-
ferences in the velocity characteristics of the myosin IIs. These isoforms vary in how ATP 
is hydrolyzed, which ultimately affects the attachment and detachment rate of the myo-
sin molecule. This is functionally significant because it affects a muscle fiber’s Vmax, force, 
and power production. As an aside, although myosin is perhaps the most conventional 
or commonly known contractile protein, there are myosins and other molecular motors 
(other myosins, kinesins, and dyneins) throughout the body, which perform a vast num-
ber of functions ranging from vesicle transport to cell division.4 The commonality of these 
molecular motors is that they all convert chemical energy into mechanical movement by 
hydrolyzing ATP, move unidirectionally along tracks of protein polymers (actin or micro-
tubules), and progress in discrete steps along a track.

Although the in vitro motility assay provides the ability to measure the speed of con-
traction, it does not provide a measure of the force generated by myosin molecules; thus, 
it can measure only Vmax and not the behavior of myosin when resisted by a load. The 
need to study myosin forces led muscle biochemists to begin using optical tweezers to 
study the force-generating behavior of myosin II.5 Optical tweezers use a highly focused 
laser beam to provide a force to physically hold and move microscopic dielectric objects. 



105A Multiscale Perspective on Structure, Mechanics, and Function of Skeletal Muscle

These systems are capable of applying forces in the pico-Newton (pN) range and measur-
ing displacements in the nanometer range. Based on these measurements, investigators 
have determined that one double-headed myosin is capable of generating roughly 1.4 pN 
of force.6 So, considering that some large muscles generate more than 1000 N of force, this 
means that there are roughly 1015 (a “quadrillion”) myosins acting effectively in parallel to 
generate that maximum level of force. Thus, it seems necessary that muscle would have a 
specialized hierarchical arrangement such that the actions of all these molecular motors 
can be coordinated.

There are several other noncontractile proteins that are involved in the regulation of 
muscle contraction. These will be discussed in the next section on the sarcomere. However, 
it is important to point out one other major protein called titin.7,8 This is the largest pro-
tein in the body; it is 35,000 amino acid units long, with a molecular weight of more than 
3 MDa. Titin’s chemical name is also large; it is the longest word in the English language 
with more than 189,000 letters. Titin is composed of 244 domains connected by peptides, 
and the unfolding and folding of these domains provide the passive elasticity in skeletal 
muscle. There are also titin isoforms; different structures of titin are found in different 
muscles of the body, suggesting that passive elasticity in muscle may be regulated by titin’s 
molecular structure.

4.2.2 The Sarcomere

The fundamental force-producing structure within a skeletal muscle is the sarcomere. 
Because there are roughly 10,000 myosin molecules in a sarcomere, these proteins need 
to be arranged in a regular and specialized manner to allow myosin to interact efficiently 
with actin, direct the force in myosin in a specific direction, allow for shortening and 
lengthening, and preserve the structural integrity of the system. The sarcomere structure 
provides all these features (Figure 4.2). The sarcomere arranges thin and thick filaments 
such that they are able to slide past each other. The thick filament is composed of the 
myosin molecules, with the tails of all the myosins coiled together to form a thick filament 
backbone from which the heads emanate. The thin filament is composed of actin, tropo-
myosin, and troponin, providing binding sites for myosin roughly every 30 nm. The thick 
and thin filaments form a hexagonal array, allowing each thick filament to interact with 
six thin filaments. The z-disk separates sarcomeres serially. Several important proteins 
provide the structural integrity of the z-disk, including the desmin protein.

The sliding filament theory—first proposed by Gordon et al.9—provides an understand-
ing of how the arrangements of actin and myosin filaments influence the length–tension 
relationship of muscle. As the thick and thin filaments slide past each other, the amount 
of overlap of myosin heads with actin varies, which influences the force-generating ability 
of the sarcomere. There is a range of lengths over which maximum overlap between actin 
and myosin heads within a sarcomere is achieved; this length is often referred to as the 
“optimal sarcomere” length, which is roughly 2.7 μm in mammalian muscle.10 This length 
varies slightly across vertebrates but mostly is within the 2.2 to 2.7 μm range. Based on the 
sliding filament theory, the optimal sarcomere length can be calculated from the dimen-
sions of the thick and thin filaments.11 The sarcomere is capable of generating maximum 
isometric force at this optimal sarcomere length. When the sarcomeres are shorter, active 
isometric force decreases due to interference and loss of overlap between actin and myo-
sin. At longer lengths, active isometric force also decreases due to less overlap between 
actin and myosin. Beyond the optimal sarcomere length, passive resistance in the sarco-
mere increases due to stretching in titin and in other proteins. One note of caution: the 
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sliding filament theory provides an explanation of the dependence of isometric force on 
length, but it does not completely capture the force behavior of a sarcomere when it is 
stretched dynamically.

The specialized structures and arrangements of the sarcomeric proteins allow concerted 
and effective muscle force generation. As such, disruption of the structure of these pro-
teins through genetic disorders therefore disrupts sarcomere function. Several muscle dis-
eases are a result of genetic mutations or deletions in the genes that encode sarcomeric 
proteins, including myosin,11 actin,12 titin,13 and desmin proteins.14 These diseases manifest 
in major muscle dysfunction, weakness, and progressive wasting.

4.2.3 The Fiber

The fundamental biological unit of muscle is the fiber, which is equivalent to a muscle cell. 
These are unique cells in that they can be on the order of tens of centimeters long. As such, 
they are multinucleated cells. The fiber includes all the basic cellular machinery, including 
the sarcolemma, or the specialized cell membrane of muscle fibers that dips into the inte-
rior of the cell to form a t-tubule system of membranous fingers into the cytoplasm. These 
t-tubule extensions of the sarcolemma extend between myofibrils along the entire length 
of the fiber. The machinery also includes the sarcoplasmic reticulum (SR), an organelle net-
work of tubules and cisternae, including the terminal cisterna that stores calcium and is 
located adjacent to the t-tubule system. The muscle cell has important features that provide 
the ability to receive signals from the central nervous system (CNS) and to quickly react to 
those signals. Each fiber has a neuromuscular junction, which provides an interface with 
the CNS. An excitatory signal from the CNS results in a transfer of acetylcholine across the 
neuromuscular junction, which acts to depolarize the cell. Because the cells are so long, 
it is important that the depolarization propagates quickly across the entire length; this 
propagation is made possible by the t-tubule system that extends along the length of the 
fiber. As the entire cell depolarizes via the t-tubule system, the terminal cisternae release 
calcium, which initiates the contraction process. Then, as described above, calcium binds 
to troponin, which changes the conformation of tropomyosin, exposing the binding site on 
actin and allowing myosin to bind to actin and generate force. When the excitatory signal 
from the CNS is terminated, the process of reuptake of calcium begins. This process is 
generally slower than the release process because it requires active ion-pumping channels 
in the SR to bring the calcium back into the SR.

Fibers are on the order of 50 μm in diameter, and thus, they contain roughly 103 myofi-
brils in parallel. In human limb muscles, each myofibril can have roughly 104 sarcomeres 
in series; thus, each fiber has roughly 107 total sarcomeres. It is quite tempting—and thus 
common practice—to simply scale up the sliding filament theory, along with the force–
velocity relation, to predict the force–length–velocity property of a fiber, assuming that 
all the sarcomeres within a fiber behave uniformly. Impressively, this does work for many 
situations. However, there are some complexities in sarcomere behavior that should be 
considered. This is particularly relevant for the descending limb of the length–tension 
curve, in which the isometric behavior can be considered to be unstable (i.e., a negative 
slope of the length–tension relationship). When myofibrils lengthen beyond the plateau of 
the force–length curve, some weak sarcomeres may “pop” to a long length, whereas other 
sarcomeres shorten.15 This “popping sarcomere hypothesis” describes behaviors such as 
force enhancement after stretch and strain injury during lengthening contractions. The 
study of nonuniform behaviors of sarcomeres remains a current and highly debated topic 
in the literature.
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The concept of “specific tension” is introduced at the fiber level. This value defines the 
maximum isometric force per unit area of the fiber. Using specific tension as a parameter 
of interest allows one to compare the force-generating characteristics across fibers that 
have different diameters and cross-sectional areas. Theoretically, specific tension can be 
determined from the force generated in each myosin head, the number of myosin heads 
that are acting within each sarcomere, the number of sarcomeres that are in parallel within 
the fiber, and the area of the fiber. One might think of this as an intrinsic property of 
muscle fibers, and so it should be constant across all fibers. However, there are some struc-
tural variations that may increase or decrease specific tension, including myosin isoform 
and sarcomere lattice (i.e., arrangements of myosin and actin filaments). Different lattice 
arrangements of myosin and actin can result in different densities of contractile proteins. 
Indeed, specific tension measurements are variable across the literature; however, it is not 
clear how much of that variability is due to differences in the intrinsic fiber properties and 
how much is simply due to differences in experimental approach. This issue also comes 
up when considering the larger scales, because when specific tension is estimated based 
on measurements at the whole muscle and whole joint levels, the values do not align with 
those measured at the fiber level.

The number of sarcomeres in series of a given fiber will affect the range over which this 
muscle can generate force, both in terms of length and velocity. In this regard, it is useful 
to define something called the “optimal fiber length,” which is equal to the number of 
sarcomeres multiplied by the optimal sarcomere length. The optimal fiber length is the 
length at which the sarcomeres within that fiber generate maximum force, that is, when 
the fiber generates maximum force. Another consequence of longer fibers is a larger range 
of lengths over which the fiber can generate force. Similarly, longer-fibered muscles have 
higher maximum contraction velocities. As such, when reporting the Vmax for a particular 
muscle, this value is commonly defined in terms of optimal fiber lengths per second.

Fibers all have a particular “type” that affects this contraction velocity. The most com-
mon ways of referring to the primary fiber types are as “slow twitch” and “fast twitch.” 
Slow twitch fibers have slower myosin isoforms, whereas fast twitch fibers have faster 
myosin isoforms. The Vmax of fast fibers is roughly three times greater than that of slow 
fibers. The speed of the fibers, however, is not the only distinguishing factor among fibers. 
Another important factor is the manner in which the cell creates ATP—either aerobically 
or anaerobically. Fibers that create ATP aerobically (i.e., using oxidative metabolism) are 
more resistant to fatigue, whereas fibers that create ATP anaerobically (i.e., using anaerobic 
metabolism) fatigue very easily. Generally, fast fibers are “fatigable,” whereas slow fibers 
are more “fatigue resistant,” but there are many fibers that exhibit characteristics between 
these two extremes. The three most commonly found fiber types include “type I” (slow, 
fatigue resistant), “type IIb” (fast, fatigable), and “type IIa” (moderately fast, moderately 
fatigue resistant). However, there are a variety of fiber types that are found in human 
muscle, and more than one characteristic is used to distinguish them.

It is important to note that the fiber membrane (or cell membrane) is an important struc-
ture that provides the mechanical connection between the muscle fiber and the surround-
ing extracellular matrix.16 The membrane is composed of many important proteins, for 
example, the dystroglycan complex. Mechanically, this complex links the sarcomeric pro-
teins to the extracellular matrix, which is thought to protect fibers and the membrane 
from contraction-induced injury.17–19 The proteins associated with the membrane are also 
involved in cell signaling and control of the permeability of the membrane. Genetic disor-
ders that involve mutations in these cell membrane proteins—for example, Duchenne mus-
cular dystrophy (which involves mutations in the genes that encode dystrophin)—result in 



108 Orthopaedic Biomechanics

significant muscle pathology, susceptibility to contraction-induced injury, and progressive 
muscle wasting.20

4.2.4 Muscle Tissue

Individual muscle fibers are organized into bundles, called fascicles (Figure 4.3). Fascicles 
are composed of muscle fibers, as well as extracellular matrix proteins secreted by the 
muscle fibers. Extracellular matrix includes proteoglycans, collagens, and glycoproteins, 
which make up the endomysium and perimysium sheaths that surround the fibers and 
fascicles, respectively. Collagen types I and III are the predominant types within skeletal 
muscle and contribute to the tensile integrity of muscle tissue matrix. Proteoglycans are 
negatively charged compounds formed from a core protein with attached glycosaminogly-
cans, with several varieties common to muscle extracellular matrix (including chondroitin 
sulfate, dermatan sulfate, and keratin sulfate).21 The extracellular matrix plays a role in 
cell signal transduction, ultimately contributing to the regulation of matrix organization, 
growth factor activity, and cell growth and differentiation. For example, the degree of 
collagen cross-linking affects the mechanical properties of muscle in response to tensile 
loading. Studies in mice have demonstrated that the proteoglycan decorin, which binds 
to collagen, plays a critical role in the formation and organization of the collagen matrix.22 
Other studies have shown that heparan sulfate proteoglycans are necessary for fibroblast 
growth factor activity and thus proper skeletal muscle development.23

Muscles are innervated by α and γ motor neurons. α motor neurons innervate extrafusal 
muscle fibers and are primarily responsible for muscle contraction, whereas γ motor neu-
rons innervate the intrafusal muscle fibers found within length-sensitive sensory organs 
in muscles called muscle spindles. An individual muscle is innervated by many α motor 
neurons. Each α motor neuron from the ventral horn of the spinal cord innervates multiple 
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muscle fibers distributed throughout the muscle, activating all associated muscle fibers 
simultaneously. A neuron and its associated muscle fibers are referred to as a “motor unit.” 
Each motor unit is composed of muscle fibers of the same metabolic type (type I, IIa, or 
IIb). The number of muscle fibers innervated by a single nerve varies according to its func-
tion and metabolic type and is referred to as the innervation ratio. This ratio varies from 
ten to thousands of fibers per motor unit across different types of muscles. In general, 
small motor units innervating fewer muscle fibers are composed of smaller-diameter, slow 
twitch (type I) fibers. In contrast, larger motor units may be composed of many larger-
diameter, fast twitch (type IIa or IIb) fibers capable of generating high forces.

Modulation of muscle force by the nervous system is primarily achieved by controlling 
the number of muscle fibers that are activated at once by recruiting the motor units within 
the muscle. With an orderly recruitment of motor units, force output can be precisely con-
trolled and fatigue can be reduced. Orderly recruitment is also known as Henneman’s size 
principle.24 Small motor units are recruited first, providing small increments of force con-
trol and fatigue resistance. As larger forces are required, larger motor units that provide 
high forces with reduced fatigue resistance are recruited. In contrast to the physiological 
recruitment of muscle motor units, externally applied electrical stimulation, which may be 
used therapeutically, recruits motor units in a manner opposite to orderly recruitment—
recruiting large motor units first. Recent experiments have demonstrated that orderly 
recruitment can be achieved using optical control to activate motor neurons that have 
had light-activatable proteins inserted, as indicated by several measures of motor unit 
recruitment.25

Muscle composition and function at the tissue level can be altered by injury or disease. 
Damage to the motor neurons innervating the muscle tissue can affect the organization 
and composition of the extracellular matrix and muscle motor proteins. Direct injury to 
the neural system at the spinal cord (e.g., spinal cord injury) or peripheral nerves (e.g., 
brachial plexus palsy), as well as altered nerve signals due to conditions such as stroke, 
cerebral palsy, or traumatic brain injury, can result in a loss of motor drive to the muscles.26 
In response to a loss of motor drive, atrophy—or an overall loss of muscle mass—is seen 
as a result of the catabolism of the fibrils within the muscle fibers. With time, degenerative 
changes to the muscle fibers and fascicles are seen, with muscle being replaced by fibrous 
and fatty tissues. This process is variously known as fibrofatty infiltration or fatty atro-
phy. Degenerative changes at this stage, which may occur over several months or years of 
denervation, are typically not reversible even if innervation to the muscle is restored.

4.2.5 Muscle-Tendon Unit

Muscle tissue does not produce force in isolation; rather, it transmits force to the skeletal 
system through a tendon, a connective tissue composed largely of parallel collagen fibers. 
Tendon is approximately 86% collagen (primarily type I) by dry mass, with the remain-
der being elastin, proteoglycans, and inorganic compounds. As in muscle, proteoglycans 
contribute to the formation of links among collagen fibrils and maintain space among 
fibrils to withstand deformation. The way in which muscle and tendon are arranged in a 
single muscle-tendon unit plays an important role in the force produced and differs across 
muscles in the body with different functions. The specific arrangement of muscle fascicles 
and internal tendons is referred to as muscle architecture (Figure 4.4).

Several parameters can be used to describe the architecture of a muscle-tendon unit. 
Typically, these include the optimal fiber length of muscle fascicles within the mus-
cle, the physiological cross-sectional area (PCSA) of the whole muscle, the angle of the 
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muscle fascicles relative to the line of action of the muscle, and the length of the external 
and internal tendons attached to the muscle tissue. As described previously, the force a 
muscle produces depends on the length of the sarcomeres and the overlap of the actin 
and myosin proteins. When expanded to the level of the whole muscle, the force a mus-
cle produces depends, in part, on the length of the fascicles that compose the muscle, 
specifically, the number of sarcomeres in series within muscle fascicles, and the length 
of those sarcomeres. Optimal fiber length is the length of the fiber for which the sarco-
meres are at optimal sarcomere length. For a given muscle, this value can be determined 
through fascicle dissection and microscopic or laser diffraction to evaluate sarcomere 
length.

Force developed by a muscle-tendon unit also depends on the number of muscle fibers 
that can produce force in parallel. The peak isometric fiber force is related to the PCSA of 
an individual muscle-tendon unit:

 Fo o
fiber fiberPCSA= ⋅σ . (4.1)

PCSA refers to the cross section of muscle taken perpendicularly to the muscle fibers 
when the fibers are at optimal fiber length. This value can be determined by measuring 
the volume of a muscle via water displacement, scale, or medical imaging and divid-
ing by the optimal fiber length of a muscle. The peak stress, or specific tension σo

fiber	of 
muscle, is the isometric force per area produced by muscle fibers at optimal length and 
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full activation. Specific tension has been measured experimentally using single fibers 
obtained from animal models as well as calculated based on in vivo measurements of 
muscle cross section and joint torques in humans. Reported values range from ~15 to 
60 N/cm2.27–32

Fascicles within a muscle can be arranged in different ways. In some muscles, fascicles 
are arranged parallel to each other and to the tendon. In others, the fascicles are at an angle 
to the tendon. The pennation angle α	refers to the angle between the muscle fascicles and 
the line of action of the tendon. Pennate fascicle arrangements can take many different 
forms. Some muscles have a fanned arrangement of fascicles, whereas others may have a 
feathered (or bipennate) organization. Pennate muscles typically feature an internal ten-
don, or aponeurosis, to which the angled fascicles can attach. The angle of pennation alters 
the force transmitted to the tendon by the muscle fascicles. Only the component of muscle 
force that is parallel to the line of action of the tendon is considered to be transferred to the 
tendon. Thus, the force in the tendon may be calculated as

 F tendon = F fascicle ∙ cos α = PCSA ∙ σ fascicle ∙ cos α. (4.2)

The length of the tendon or the aponeurosis in a muscle-tendon unit also affects the 
force that is produced. Consider an isometric contraction of a muscle-tendon unit. When 
a muscle contracts, the tendon that is in series with the muscle stretches in response to 
the tension imposed on it, even as the total muscle-tendon length remains constant. The 
stretch in the tendon will result in an overall shortening of the muscle fascicles. Due to the 
force–length property of muscle, this change in length of muscle naturally affects the force 
produced. If this stretch in the tendon is not considered, then the force attributed to muscle 
at a given length will not be correctly ascertained. For muscles with very short tendons, 
this effect may be small, but for muscles with very long tendons, the stretch in the tendon 
may be significant. The length of the tendon at which it just begins to develop force when 
stretched, known as the tendon slack length, is a common way of representing the amount 
of tendon in a muscle-tendon unit. Strain is defined relative to tendon slack length. The 
strain in a tendon for a given force is typically assumed to be 3.3% when the muscle is gen-
erating optimal muscle force, with an associated stress of 32 MPa,33 based on experimental 
measures of tendon stiffness.34,35

Representative muscle architectural parameters have been determined for many human 
muscle-tendon units. Largely, these parameters have been determined from cadaveric 
experiments in which lengths and volumes of muscle and tendon are directly measured.36–39 
However, muscles change in size and composition with age,40,41 fixation of cadaveric mus-
cle can alter muscle volume,42 and architectural parameters vary among individuals. Thus, 
there have been efforts to characterize these values in vivo. Magnetic resonance imaging 
is one widely used approach for assessing muscle volumes and lengths noninvasively.43–45 
Ultrasound imaging can be used to characterize pennation angle, muscle length, and vol-
ume.46,47 Although sarcomere length and, ultimately, optimal muscle fascicle length can 
be difficult to measure in vivo, these lengths have been assessed intraoperatively during 
clinical surgical interventions.48 In addition, recent advances in optical microendoscopy 
assessment have demonstrated that sarcomere lengths can be measured during active 
shortening and lengthening of muscle.49

Mathematical models that capture the force-generating implications of differ-
ent architectural arrangements of muscle fascicles and tendon have been developed. 
The Hill-type muscle model, based on a collection of seminal works by Hill, captures 
the force–length and force–velocity properties of muscle via contractile and parallel 
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elastic components. Modern descriptions of this model approach typically represent 
the mechanical properties of muscle and tendon using dimensionless curves that are 
generic to all muscle-tendon units, and then scale them to specific muscle-tendon units 
using peak isometric force (proportional to PCSA), optimal fiber length, pennation 
angle, and tendon slack length as scaling parameters.33 Hill-type models are powerful 
and capture many of the features of muscle-tendon units that are important to under-
standing force-generating behavior. However, it does have limitations with regard to 
some properties that are not included, such as the history-dependent behavior of mus-
cle and interactions among units. In addition, Hill-type models simplify the complex 
arrangement of fascicles and aponeurosis to pennation angle and tendon slack length. 
More complex models are needed to understand the role that the three-dimensional 
arrangements of fascicles and aponeurosis may have on the inhomogeneities of stress 
and strain within a muscle. To that end, finite-element modeling of muscle-tendon units 
that seek to represent this complex muscle-tendon architecture has been developed to 
explore this interplay.50–52

The muscle-tendon unit contains proprioceptive sensory receptors that detect the force 
being generated and participate in the reflex control of the musculoskeletal system. Golgi 
tendon organs are composed of a collagen network that connects to muscle fibers at one end 
and terminates in the tendon. Afferent type Ib sensory nerves are integrated into the col-
lagen network and detect force through the compression of the sensory fiber. Golgi tendon 
organs generate an inhibitory reflex signal to the muscle when high forces are detected. 
Inhibitory signals are also received by agonists (muscles that have the same action), whereas 
excitatory signals are received by antagonists (muscles with opposite actions).

There are several clinical concerns that could present themselves at the level of the 
 muscle-tendon unit. Similar to the tissue level, neuromuscular impairment or altered neu-
ral signals to the muscle-tendon unit can result in changes to the structure of the muscle. 
Specifically, disuse or reduced neural excitation can result in atrophy or lessening of muscle 
volume. In contrast, increased neural signal or increased use, due to exercise for example, 
can result in hypertrophy or increased muscle volume through the addition of myofibrils. 
Neuromuscular disorders, such as stroke, spinal cord injury, or cerebral palsy, can also be 
associated with changes in muscle length. Contractures, or overall shortening of the mus-
cle that prevents the full range of motions in the joints, could be observed, implying a loss 
of sarcomeres in series and a reduction in optimal fiber length. Also, tearing or complete 
rupture of the tendon may occur, causing pain and impairing force transmission of the 
muscle-tendon unit to the bone. Degeneration of the mechanical properties of the tendons 
is thought to occur with age,53,54 leading to increased incidence of rupture.55 Traumatic 
injuries to the tendons can also occur and result in tears or ruptures. Tendon injuries may 
be allowed to heal without intervention or could be repaired surgically. Clinical interven-
tions can also occur at the level of the muscle-tendon unit. For example, muscle-tendon 
contractures may be treated by surgically lengthening the tendon to reduce the passive 
force of the overall muscle-tendon unit.

4.3 Musculoskeletal Systems

Muscle-tendon units do not act in isolation, but instead act in concert within the mus-
culoskeletal system. The specific configuration of a muscle-tendon unit relative to the 
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underlying bones and joints plays an important role in the function of the muscle at a joint. 
The distance of a muscle-tendon unit from the center of rotation of a joint that it crosses 
contributes to the amount of moment that that unit can generate at that joint. This distance 
can be characterized by the moment arm of the muscle, which can be quantified in a num-
ber of ways. Most simply, the moment arm of a muscle is the perpendicular distance from 
the line of action of the muscle to the center of rotation of the joint for a given degree of 
freedom. However, given the complexity of some joint movements and nonlinear muscle 
paths, a muscle’s moment arm can vary with joint posture and can be difficult to assess 
in such a simple way. Therefore, other methods have been used to characterize muscle 
moment arms mathematically. A commonly used method is the partial velocity method,56 
derived from the principle of virtual work, in which the moment arm can be calculated for 
a particular degree of freedom using

 r l= ∂
∂θ  (4.3)

where r represents the moment arm, l represents the length of the muscle-tendon unit, 
and θ represents the degree of freedom of interest in radians. This method can be used 
experimentally to assess the moment arm over the range of a rotational movement by mea-
suring the change in length of a muscle-tendon unit associated with small changes in the 
rotational position. These types of experiments can be performed in cadaveric specimens 
with direct measurement of muscle-tendon length over a range of postures. In addition, 
assessments using this approach have been made in vivo using magnetic resonance imag-
ing approaches in which the displacements of voxels within a muscle were tracked and 
velocities calculated over a range of postures.57

The moment arm of a muscle can influence the muscle’s moment about a joint in sev-
eral ways. Moment is a product of moment arm and muscle force. Thus, the moment arm 
of a muscle has a direct influence on the magnitude of the moment that is produced. In 
addition, because of the interplay of the change in length of a muscle and moment arm, a 
larger moment arm results in larger changes in length and higher velocities of a muscle. 
Of course, the force that a muscle produces depends on its length and shortening velocity. 
Therefore, the moment arm of a muscle also influences the force produced by the muscle 
itself, which contributes to the moment produced.

Because muscles produce pulling and not pushing forces, each rotational joint must 
have at least two muscles actuating it, with one on each side of a joint (agonist and antago-
nist muscle). Because many joints have more than one degree of freedom associated with 
them, they may require actuators in several planes of action. Multiple muscles may cross a 
single joint, and so the moment about a rotational axis produced at a particular joint is the 
net result of all agonist and antagonist muscles acting at a single joint about that axis. In 
addition, many muscles do cross more than one joint, so the length and velocities of multi-
articular muscles are dependent on the postures and velocities of all the joints they cross. 
Thus, it is often important to consider multijoint systems as a whole to properly evaluate 
muscle function.

Movement of a multijoint system (Figure 4.5) depends not only on the mechanical prop-
erties of the muscles and musculoskeletal geometry (e.g., moment arms) but also on the 
coordination of the muscles, the inertial properties of the limb segments, the joint degrees 
of freedom, additional passive joint moments that may be associated with ligaments or 
joint capsules, and any external loads that may be present. The coordination of the muscles 
requires not only the reflex responses that have been previously discussed in this chapter 
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but also the higher level controls from the motor cortex of the brain. Smooth movement 
also benefits from sensory information from the proprioceptive receptors, skin and joint 
free nerve ending receptors, and vestibular and ocular inputs, all of which are integrated 
by the CNS to allow adjustments to movements in response to all available information. 
Information regarding motor control of muscle can be assessed using fine-wire or surface 
electromyographic electrodes that receive electrical signals from motor neurons associated 
with muscle activation. These signals provide limited information as to which individual 
muscles are activated during a task and to what degree.

Muscles in a musculoskeletal system may not act independently from one another. There 
is some evidence that synergies exist whereby certain muscles with complementary func-
tions may be preferentially coactivated during tasks.58 Additionally, there is evidence that 
force may be transmitted between adjacent muscles due to the close association of connec-
tive tissue in musculoskeletal systems.59–61,62 These are active areas of current research, and 
analyses that consider muscles as acting independently neglect some of these potential 
interactions.

Computational approaches to the analysis of multijoint movement frequently consider 
muscles as acting independently. The force-generating characteristics of muscle must 
be considered, whether muscle-tendon units are represented with Hill-type or finite-
element representations (or any other approach). Inertial properties of segments and 
degrees of freedom must be defined to characterize the dynamic properties of the sys-
tem. Finally, information about the activation of muscles, either from electromyography  
measurements, computationally derived calculations (e.g., optimization approaches), or 
experimentally relevant assumptions (e.g., assumed maximal activation), is needed. In 
combination, these inputs permit the analysis of movement and the roles of muscles in 
producing movement.

Joint
kinematics

Muscle
architecture

Muscle
paths

Functional outcome

Muscle
activations

 

(a) (c)(b)

M(θ,act) =  F rm m
i i(θ,act) (θ)

FIGURE 4.5
Multiple muscle systems. Characterization of muscle function necessitates the consideration of how all the 
muscles are arranged with regard to underlying joints (a) and how these muscles are coordinated to produce 
movement. Musculoskeletal models (b and c) that characterize joint kinematics, muscle architecture, muscle 
paths, and muscle activations allow for the prediction and examination of how the structure of muscles influ-
ences movement. (Part (a) reprinted from J. Biomech., 40, 4, Holzbaur, K. R., Murray, W. M., Gold, G. E., and Delp 
S. L. Upper limb muscle volumes in adult subjects, 742–749, 2007, with permission from Elsevier. Part (c) adapted 
from Springer Science+Business Media: Ann. Biomed. Eng., A model of the upper extremity for simulating mus-
culoskeletal surgery and analyzing neuromuscular control, 33, 6, 2005, 829–840, Holzbaur, K. R., Murray, W. M., 
Delp, S. L.) 
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At the level of the musculoskeletal system, there are a number of clinical issues that 
should be considered. Because bone geometry remodels in response to the forces acting on 
it, it is clear that abnormal forces generated by injured or diseased muscles will naturally 
affect the bones as well. Bony deformities associated with spastic, paralyzed, or contracted 
muscles are common and may require surgical intervention, such as osteotomy, to restore 
the normal bone geometry. Conversely, because deformities of the skeletal system will 
alter the paths of the muscles attached to the bones, the moment arms of the muscles will 
be altered and so too will muscle function be affected. Combined surgical interventions 
to alter bone and muscle geometries simultaneously are common in these types of clinical 
cases, for example, in cerebral palsy. Finally, disorders of the CNS may cause abnormal 
activations of the muscles or abnormal integration of sensory and motor information. In 
addition to the effects this may have at the tissue level in muscles, abnormal coordination 
of muscles will directly influence movement production, even in the absence of altered 
muscle tissue.

4.4 Summary

The complexity of the mechanics of muscle is clear, and the striking ability of the muscles 
to tune their properties and functions at scales ranging from nanometers to meters is laud-
able. The discovery of the structure and function of muscle has accelerated tremendously 
in the last few decades, particularly at the levels of the contractile proteins and sarcomeres. 
However, the remaining grand challenge in this field is the integration of these discoveries 
in the context of the larger length scales and overall movement. Without this integration, 
the relevance of these discoveries to function remains limited. Similarly, the development 
of a conceptual, mathematical, experimental, computational, or other framework that inte-
grates structure–function discoveries at all length scales would open the doors for many 
new discoveries and the solution of several important clinical problems. For example, the 
aging process of muscle manifests itself at all the length scales presented here—from the 
myosin isoform to motor control of movement. Clearly, muscle impairment with aging 
cannot be isolated to one particular scale, and the integration of scales would allow for 
a more holistic perspective on how the aging process affects mobility. Examples like this 
will hopefully drive the general field of muscle mechanics to integrate knowledge across 
scales.
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Skull Biomechanics

Andre M. Loyd, Chris Van Ee, Matthew B. Panzer, 
Barry S. Myers, and Cameron R. Bass

5.1  Introduction

Knowledge of the biomechanics of the skull, the primary structural protector of the brain, is 
important owing to the severe consequences of brain injury. Traumatic brain injury (TBI) is a 
common injury in the United States with approximately 1.4 million people receiving medical 
treatment for TBI each year. Of these 1.4 million cases, 235,000 involved hospitalization of the 
patient while 50,000 of the cases resulted in patient death.1 The most common causes of TBI 
are motor vehicle crashes (20% of cases), blunt impacts from falls (28% of cases), and being 
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struck by an object (19% of cases).1 Children are especially vulnerable to head injury involving 
the skull. Child head injuries are responsible for 2700 deaths per year—30% of all childhood 
deaths in the United States.2,3 Furthermore, recent military conflicts have produced numerous 
cases of TBI owing to high-rate blunt impact with vehicle interiors and deforming helmets 
under ballistic loading and direct blast shock exposure to the head.1,4

This chapter outlines the current understanding of skull biomechanics, including gross 
and detailed anatomy, local skull material characterization with rate dependency and fail-
ure properties, and basic research involving testing of the head including simple skull 
fracture injury assessment models and injury reference values. This chapter concludes 
with the state of the art in rapidly developing finite-element (FE) modeling of the skull and 
future research directions.

5.2  Anatomy

5.2.1  Developmental Gross Anatomy of Skull and Suture

The skull is composed of two major sections: the neurocranium and the viscerocranium.5 
The neurocranium, also called the calvarium or cranial vault, is the superior portion of the 
head and contains the seven bone plates that protect the brain. These plates from the ante-
rior to the posterior are the left and right frontal bones, the left and right parietal bones, and 
in the posterior, one occipital bone (Figure 5.1). The temporal bone and the sphenoid bone 
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FIGURE 5.1
Views of the newborn skull showing cranial plates, sutures, and fontanelles. The anterior view (top left) and 
posterior view (top right) are shown, as well as superior view (bottom picture). Circled areas are anterior and 
posterior fontanelles.
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form the base of the skull and parts of the lateral walls encapsulating the brain (Figure 5.2).5 
The temporal bone is a “compound structure,” meaning that it is composed of multiple sec-
tions: the squama temporalis, the mastoid portion, the petrous portion, and the tympanic 
portion.5 The viscerocranium refers to the anterior portion of the head and contains the 
face, the base of the skull, and the mandible.

In the newborn, the plates of the neurocranium are loosely connected by fibrous inter-
sections. These intersections are termed sutures when they join only two bones and are 
“fontanelles” when they join three or more bones (Figure 5.1).6 The sutures and fontanelles 
allow the head to mold and to deform during childbirth and ensure safe passage through 
the birth canal without damage to the mother. For the adult, the plates are completely 
fused, and the skull acts like a rigid body that is designed to encase and protect the brain.

5.2.2  Skull Anatomy and Growth

At birth, much of the skull is composed of intramembranous bone with a single layer struc-
ture (Figure 5.3a).7,8 As the brain develops, the periosteal tissues expand and the bones of 
the cranium move apart, straining the sutures and simultaneously creating space for, and 
signaling for, the growth of new bone. This is the primary location of bone growth in the 
pediatric skull and the outer layer of the skull.9 The bone also transitions from the single 
layer structure observed in early childhood to the trilayer structure present in adults, 
which is composed of a cortical table on both the ectocranial (outer table) and endocra-
nial (inner table) surfaces separated by a porous trabecular layer (diploë) with an internal 
vasculature (Figure 5.3c). This occurs by the simultaneous deposition of new bone on both 
the ectocranial and the endocranial surfaces and resorption of the inner layer.9 These two 
modes of growth, resulting in the nonuniform development of the pediatric skull, may 

FIGURE 5.2
(See color insert.) Diagram of the skull showing the location of temporal (red) and sphenoid (yellow) bones. 
Sphenoid and temporal bone form portions of the base of skull (right) and lateral walls (left) of the cranial cap. 
(From Gray’s Anatomy, courtesy of Wikimedia Commons.)
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create regional variation in the mechanical properties of the skull. In a 6-year-old, Davis 
et al. found regional variation in skull structure differentiated into regions of mostly corti-
cal shell (Figure 5.3a), transition (Figure 5.3b), suture (Figure 5.4), and trilayer bone (Figure 
5.3c). This trilayer or “diploic” structure is typical of the adult skull; the suture area contin-
ues to be a growth region until subsequent bony interdigitation and closing of the sutures 
by adulthood. Teleologically, this type of structure is well suited for providing rigidity in 
bending while maintaining a minimal weight.

5.2.2.1  Pediatric Cranial Fontanelles

The largest regions of soft tissue of the neonate skull are the anterior and posterior fonta-
nelles. The anterior fontanelle is located in the anterior of the pediatric head and intersects 
both anterior corners of the parietal bones and the superior corners of the two frontal 
bones (Figure 5.1).11 Additionally, the anterior of the sagittal suture and the top of the two 
coronal and metopic sutures terminate at the anterior fontanelle. The posterior fontanelle 
is the junction of the upper apex of the occipital bone and the posterior corners of the pari-
etal bones as well as the lambdoid and sagittal sutures.11 Additional fontanelles include 
the posterolateral and anterolateral fontanelles that are present in the lower segments of 
the pediatric head.5 The posterior and anterior fontanelles are typically totally fused and 
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obliterated by 2 months of age for the posterior fontanelle and by 13.8 months of age for 
the anterior fontanelle.9,12

5.2.2.2  Suture

There are several different anatomical definitions of “suture.” Weprin and Rengachary13 
described the suture as “syndesmoses of the cranial vault, in which fibrous tissue is inter-
posed between bony surfaces.” Pritchard et al.14 defined suture as the “entire complex of 
cellular and fibrous tissues intervening between, and surrounding, the definitive bone 
edges.” Generally, suture is the soft tissue that lies “between two approaching osseous ter-
ritories, the embryonal dura mater and the pericranial membrane.”15 The suture is separate 
from the pericranium and the dura mater.15–20 The suture of the neonate head is in an open 
or “soft” state, which evolves to a closed state composed of solid bone in the adult. This dif-
ferentiation is important because the suture’s properties, behavior, and age differ greatly 
from when the suture is open to when the suture is closed.

There are four sutures in the cranial cap: the coronal, lambdoid, metopic, and sagittal 
sutures. The coronal sutures run vertically between the frontal bone and the parietal bone 
on both sides of the head. Likewise, the lambdoid suture connects the posterior edges of 
the parietal bones to the upper edges of the occipital bone on each side of the head.11 Bones 

Sagittal suture

Right parietal

Left parietal

FIGURE 5.4
CT image of the cross section of the intact skull showing the distribution of trilayer and unilayer bone. The 
oblique coronal view of the left and right parietal regions shown indicates that the bone is thickest and most 
mature in the area surrounding the sagittal suture. The bone nearer the sides and the apices are composed of 
only cortical bone.



126 Orthopaedic Biomechanics

of these sutures do not meet end-to-end but overlap each other. For this reason, both of 
these sutures are referred to as overlapping or beveled sutures.9

The metopic suture connects the two frontal bones and is located in the center of the 
forehead. The sagittal suture runs in the sagittal plane at the top of the pediatric head and 
links the right and left parietal bones. Both the metopic and sagittal sutures are midline 
sutures and end-to-end sutures, meaning that the bones that they adjoin meet at their 
ends.9 Additional sutures include squamosal sutures that are present in the lower seg-
ments of the pediatric head.5

The detailed morphology of the suture changes with age and affects skull biomechanics. 
Suture fiber alignment within the coronal suture increases with age in early life. Adamski 
et al.21 found that the qualitative and quantitative morphology and fiber structure changes 
dramatically with age within the first 18 months of life (Figure 5.5). In neonate sutures 
(Figure 5.6a), the suture mesenchyme is disorderly, with the fibers arranged in a net-like 
pattern. Only the border regions between the mesenchyme and the dura mater, or pericra-
nium, show substantial alignment in the neonate samples. The suture fibers become more 
aligned in 9- and 11-month-old specimens from the innermost portion of the mesenchyme, 
with increasing alignment outward. In the 9-month-old suture (Figure 5.6b), the fibers at 
the center of the suture are more densely arranged and begin to align as compared with 
the mesenchyme directly next to the bone interface. The 11-month-old suture (Figure 5.6c) 
is similar to that of the 9-month-old, with increased alignment in the center of the suture 
and disorder at the bone front. Finally, in the 18-month-old specimen (Figure 5.6d), the 
suture contains locally aligned fibers throughout the entire mesenchyme, although the 
overall orientation varies with respect to the bone. Suture fibers at the bone edge connect 
at an angle roughly between 45° and 90° to the bone face. In the 18-month-old suture, there 
are distinct anchor points at which the collagen fibers connect the bone and the suture 
mesenchyme. The suture is also narrower than at earlier ages due to the encroaching bone 
fronts, and there is an increase in bony interdigitation. This process of alignment contin-
ues until adulthood, at which point sutures are rigidly connected by interdigitated bone 
(obliterated) or the local suture interfaces are resorbed, leaving no suture paths.22–24 It has 
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127Skull Biomechanics

been hypothesized that the increased local fiber alignment that develops with age adds 
strength to the human sutures. Herring25 hypothesized that the alignment of fibers con-
necting the two bone faces helps the fibers resist tensile strain,26 whereas tension within 
the suture joints has been presumed to induce bone growth and to increase bony inter-
digitation.27 Generally, collagen fiber alignment increases the elastic modulus of the bone-
suture-bone interface.28

5.2.3  Comparative Anatomy of Infants and Adults

The infant skull has approximately 25% the volume of the adult skull,29 and the infant head 
mass is ~1 kg, whereas the 50th percentile adult male head mass is ~4.5 kg.29,30 However, 
the pediatric skull is not simply an adult skull scaled by body mass; the skulls of adults and 
infants have substantial morphometric and anatomical differences. The cranial cap, and 
the brain that it encapsulates, is proportionally larger in the infant head than in the adult 
head (Figure 5.7). Overall, the head height makes up 25% of the neonate’s total body height 
compared with 14% for the adult.29,31 Owing to differences in overall size, the bone plates 

(a) (b)

(c) (d)

200 µm

200 µm
200 µm

100 µm

FIGURE 5.6
(See color insert.) Suture samples (Masson’s trichrome under transmitted light microscopy). Bone edges 
are outlined with dashed lines. (a) Neonate, showing the net-like arrangement of fibers in the mesenchyme. 
(b) The 9-month-old, displaying an increase in arranged fibers although still lacking order at the bone interface. 
(c) The 11-month-old, similar to the 9-month-old, showing increase in arranged fibers specifically in the bottom 
portion of the suture. (d) The 18-month-old, suture space narrows and is more clearly defined by bone edge and 
fibers are more aligned with the bone faces.
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show more curvature in the infant head.32,33 These differences in face and basicranial size, 
along with bone curvature, make the human skull more spherical as an infant, progressing 
to a more oval shape as an adult.34 In addition, the temporal and sphenoid bones are more 
prominent in the cranial cap in the adult head. These two bones comprise a larger percent-
age area of the calvarium in the adult when compared with the infant head.5,32

Anatomically, the pediatric and adult heads differ in the way in which the bones are 
structured and in the manner by which the bone plates are connected. The infant head has 
soft spots due to the sutures and fontanelles, making the head pliable as described previ-
ously. The sutures between the bones are made of flexible collagen fibers, and the bone 
itself is just one thin (~1 mm thick) cortical table.35

In contrast, the adult head has suture joints that are rigidly connected by interdigitated 
bone, which makes the skull essentially a solid continuum and not easily deformable.9,12 
The sutures move beyond being simply connected to being highly interdigitated, becom-
ing increasingly interdigitated over time. There are two types of sutural interdigitation: 
one in which the collagen fibers are perpendicular to the suture and the suture has a 
capsular space and one in which the collagen fibers are parallel and there is not a cap-
sular space.9 Interdigitation of the cranial vault sutures stops between the ages of 22 and 
26 years.9 It is currently unknown how the interdigitation stops and what the differences 
are in the types of sutural interdigitation. It has been hypothesized that the sutures may 
act as dampers for blunt impact forces, although adult human sutures have not been 
tested.25,26,36 The fontanelle is absent with no identifiable trace in the adult.9,33

The adult skull bone is also different from the pediatric skull bone. The adult skull bone 
is thick (>5 mm) with a multilayered structure containing both an inner and an outer 
table,37 whereas the pediatric cranial bone ranges from a single layer of cortical bone at 
early ages to multiple types of bone at later ages. Peterson and Dechow38 found that the 
outer table is significantly thicker and denser than the inner table. Furthermore, the dip-
loë is generally homogeneous in young adulthood but may become locally resorbed with 

FIGURE 5.7
Neonate head (left) and the adult head (right) shown on the same scale for comparison.
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age,39 leaving only fluid between the inner and outer tables. These properties make the 
adult head structurally stiffer than the infant’s head.10,29,40–42

5.3  Material Characterization of the Skull

5.3.1  Pediatric Skull Material Properties and Failure

Although extensive cranial growth occurs between birth and 18 years of age, the details of 
the effect that this growth has on the mechanical properties of the pediatric skull during 
this period remain largely unstudied. Despite more recent efforts to investigate pediatric 
responses, most of the studies focus on neonates and infants.8,43–45 Coats and Margulies43 
analyzed the properties’ dependence on strain rate, region, and age using three-point 
bending tests for a collection of specimens ranging from 21 weeks of gestation to 13 months 
old.  Baumer et al.46 reported properties obtained via four-point bending of infant por-
cine parietal bone to propose a correlation to human tissue. Those studies found that the 
constitutive properties of cranial bone are age-sensitive but not strain rate–dependent for 
pediatric specimens under the loading rates considered.

An elastic modulus of 7.1 GPa has been reported for one 6-year-old subject, and a range 
of moduli spanning from 1.7 GPa for preterm bone to 3.9 GPa for term bone have been 
reported, although the structures of the bones tested were not presented.44,45 Margulies and 
Thibault47 reported the elastic modulus of a range of pediatric specimens from 19 days to 
13 months old in the markedly lower range of 0.3 to 1.3 GPa. Coats and Margulies43 aggre-
gated results from previous research and reported that, for young pediatric specimens, 
the ultimate strain varied significantly over a wide range of strain rates from 0.000001 to 
100 s−1.

Davis et al.7 tested samples of a 6-year-old human cranium to failure under four-point 
bending to study the effects of strain rate and the structure of skull bone on the modulus 
of elasticity and failure properties for both cranial bone and suture. Loading rate did not 
have a statistically significant effect on the mechanical properties of the 6-year-old skull 
over the range of loading rates studied, but these properties were found to depend on the 
growth patterns and morphology of the skull. The structure of the bone was found to vary 
with thickness and skull bone type. Davis et al.7 found the effective modulus of elasticity 
and strength to failure to vary widely intracranially among cortical bone samples (E = 
9.87 GPa, σult = 185 MPa). However, the mean elastic modulus from Davis et al. was similar 
to the adult cortical skull modulus of 12 GPa.48 The trilayer bone had a statistically signifi-
cantly lower elastic modulus than did the cortical shell (E = 3.69 GPa, σult = 82.9 MPa) and 
the modulus was even lower in sutures (E = 1.10 GPa, σult = 27.18 MPa) in the 6-year-old 
skull. Yet, ultimate strain was not significantly different among the cortical, sandwich, and 
suture structures (Figure 5.8).

Davis et al.7 also showed that skull morphology has a direct and significant effect on the 
mechanical properties of the skull tissue. The structural rigidity was found to be high-
est for the trilayer specimens, which is consistent with the teleological intuition that the 
human cranium grows in such a way that the stiffness of the skull increases as the bone 
matures. As the bone gets thicker, it also gets stronger, and as the bone morphs from a sin-
gle layer to a trilayer, it also gets stronger. In addition, the sutures are bounded by trilayer 
bone that is more than three times as stiff as the suture, but with a similar thickness.7 This 
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also shows that the differences in morphology and structure directly affect the mechani-
cal properties of the skull bone. Direct comparisons between skull cortical, sandwich, and 
suture structure types are shown in Figure 5.9 and are compared with pediatric and adult 
skull elastic moduli.

5.3.2  Adult Skull Material Properties and Failure

The mechanical properties of adult bone have been obtained using a variety of methods.10,48–50 
Estimates of the elastic modulus of the adult sandwich structure range from 5 GPa to more 
than 12 GPa for the cortical component.10,48 Several studies have shown that these mechanical 
properties vary weakly with strain rate for adult bone.40,48,51 For adults, there is experimental 
evidence that ultimate stress is rate-dependent and that the modulus of elasticity of adult 
bone increases with loading rate (Figure 5.10).40,48,51 Although there are no direct experiments 
on the strain rate dependence of the adult skull’s fracture strength the fracture strength of 
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cortical bone has been shown to be a function of the loading rate and the apparent density of 
the bone.51 The empirical relations determined for these relationships are

 S = 68 0 06 2�ε ρ.  (5.1)

 E = 3790 0 06 3�ε ρ. , (5.2)

where S is the compressive strength (MPa), E is the Young’s modulus (MPa), dε/dt is the 
strain rate (s−1), and ρ is the apparent density (g/cm3). These results correlate well with 
those of McElhaney.40 So, the mechanical properties of bone change by only about 4% for 
the doubling or halving of the strain rate, which is consistent with the measurements of 
Lakes et al.52 on the effect of viscoelasticity on the properties of cortical bone over eight 
decades of strain rate.

The potentially anisotropic material characterization of the isolated adult inner table 
and outer table of the human parietal and frontal bones has been studied53–55 based on the 
observation that the outer table bears direct loading from the nuchal and masticatory mus-
culature.38,56,57 Peterson and Dechow57 found that the stiffness of the outer table of the skull 
was anisotropic in-plane using adult skull samples from the outer table obtained from 
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multiple sites of the skull including the frontal, occipital, parietal, temporal, and zygomatic 
bones. They also found that skull thickness and density were not significantly correlated, 
similar to the findings of Davis et al.7 in pediatric bone. The values of elastic and shear 
moduli were both greatest in-plane. The mean elastic modulus in the through-thickness 
direction was found to vary between 11.7 and 15 GPa, whereas the in-plane minimum 
moduli varied from 10.5 to 17.7 GPa and from 17.9 to 27.3 GPa for the in-plane minimum 
and maximum directions. In-plane anisotropy was significantly different between bones 
and within bones. Peterson and Dechow57 attributed this to differences between muscle 
bearing and nonmuscle bearing sites. In-plane anisotropy was found to be 0.66 ± 0.19 for 
muscle bearing bone and 0.75 ± 0.16 for nonmuscle bearing bone.

5.3.3  Pediatric Suture Material Characterization

Coats and Margulies43 performed the first experiments to determine the mechanical prop-
erties of human pediatric sutures. Their data were limited by small sample size, and they 
found no direct correlation between age and elastic modulus, although there was a signifi-
cant interaction between strain rate and age on elastic modulus.43 Davis et al.7 found that 
the Young’s modulus in a suture from a 6-year-old was 1.10 ± 0.53 GPa.

It is believed that through development, cranial sutures increase in complexity as they 
grow and interdigitate.25,26 Jaslow58 first presented an interdigitation index measurement 
(calculated by dividing the jagged suture path by the straight distance) using goat cra-
nial sutures, measuring the value along the skull surface and finding a positive correla-
tion between interdigitation index and energy absorbed, or the total energy sustained by 
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the suture before failure. Jaslow hypothesized that an increase in interdigitation provides 
an increase in the surface area at the suture interface and, therefore, an increase in pos-
sible anchor points for the collagen fibers of the suture, contributing to the strength of 
the suture. Rafferty and Herring27 adapted the interdigitation measurement so that it was 
measured from the ectocranial to the endocranial surface using histological slides of the 
cross section of porcine sutures. Their work compared suture morphology to in vivo strain. 
Adamski et al.21 found, however, the interdigitation index as formulated by Jaslow not to 
be a reliable indicator of three-dimensional (3D) interdigitation. Furthermore, when the 3D 
structures were included in the calculation of interdigitation, mechanical properties such 
as the yield stress, yield strain, ultimate stress, Young’s modulus, and energy absorbed 
were not significantly correlated with the interdigitation (Figure 5.11).

5.4  Overall Skull Response to Impact

5.4.1  Skull Fractures

Skull fractures are classified based on the integrity of the overlying scalp, the location of 
the fracture, and the type of fracture. Open or compound fractures are indicated by a full-
thickness laceration of the overlying scalp associated with the fracture. In the absence of a 
full-thickness laceration associated with the fracture, the fracture is identified as a closed 
fracture. Fractures can be further classified as vault or basilar skull fractures based on the 
overall location of the fracture. If the fracture is located in the anterior or posterior skull base, 
then it is termed a basilar skull fracture. Owing to potentially complicated fracture patterns, 
there is no existing consensus set of definitions of the skull fracture types in the literature. 
However, general definitions for skull fracture types are given as follows (Figure 5.12).59,60

 (1) Linear fracture: A single straight fracture that may or may not be restricted to one 
skull bone (Figure 5.12b). Linear skull fractures are the most common type of skull 

(c)
(a)

(b)

FIGURE 5.11
(See color insert.) Pediatric skull bone images used to measure surface area interdigitation index. (a) Using 
Avizo 6.0 imaging software, a three-dimensional mesh was created from micro-CT scans of bone–suture–bone 
strips. (b) Two bones outlining the suture were separated to observe the suture interface. (c) Using LS-DYNA, the 
surface area was measured from both bone segments and excluded the top, bottom, and sides of the bone strip.
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fracture.61 These fractures generally occur at weaker portions of the bone, away 
from the point of impact.62 A linear fracture could have a “straight, zigzagged, or 
angled configuration.”60 A hairline fracture is a subset of a linear fracture. Linear 
fractures are also reported with the degree of displacement or movement between 
the two sides of the fracture.
•	 Hairline linear fracture: A small linear fracture with no displacement
•	 Linear fracture with separation: A fracture wherein the bone separates into two 

parts with at least 3 mm of separation
 (2) Complex fracture: A fracture that has “multiple fracture lines and interconnecting 

fractures.”59 Depressed, multiple linear, comminuted, and stellate fractures are all 
types of complex fractures.
•	 Multiple linear fractures: Two or more linear fractures that intersect
•	 Stellate fracture: A fracture that has a star shape and wherein the fracture has 

an indentation from which multiple fractures originate63
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FIGURE 5.12
Different types of skull fractures. (a) Diastatic fracture (arrows) indicated in a pediatric cadaver after blunt 
impact. (b) Linear fracture indicated in a pediatric cadaver after blunt impact. (c) Large depressed skull fracture 
in an adult cadaver after blunt impact.
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•	 Comminuted fracture: A fracture in which a portion of the skull bone has broken 
into fragments

•	 Depressed fracture: A fracture in which the bone caves inward and a section of 
the skull moves toward the brain or when the outer table of the skull collapses 
into the inner table of the skull (Figure 5.12c)

 (3) Diastatic fracture: A fracture that runs along one of the cranial sutures (Figure 
5.12a).

The area over which the contact force is applied has been associated with the type of 
fracture that is produced.64 A distributed contact produces less injury to the scalp and 
is more likely to result in linear fractures, some of which could be adjacent to the impact 
point and others more remote from the site of contact. A contact area of approximately 
13 cm2 represents the transition from distributed loading to localized loading and localized 
failure for blunt loading at fall and automobile rates. Under more localized loading sce-
narios, depressed fractures become more common. Focal impacts of surface areas of 5 cm2 
or less can result in punch-through style fractures in which the edges of the fracture match 
the geometry of the opposing object.

Skull injury data have been classified and correlated using several well-known systems. 
These include the Abbreviated Injury Scale (AIS) from the Association for the Advancement 
of Automotive Medicine, which uses a general severity scale ranging from minor injuries 
at AIS = 1 to untreatable, fatal injuries at AIS = 6 (Table 5.1).65 AIS levels of 3, 4, and 5 are 
usually considered significant traumatic injuries. Other descriptive classification systems 
include the International Classification of Diseases, Ninth Revision (ICD-9), developed by 
the World Health Organization. ICD-9 codes describing skull fracture range from 800 to 
804.66

5.4.2  Pediatric Blunt Impact

A large portion of the available literature on the biomechanics of pediatric skull fracture 
has been necessarily speculative due to limited quantitative data.56,60,67–69 As a result, much 
of the impact responses for pediatric heads are estimates from scaling rules.70–73 One major 
controversy in pediatric blunt impact biomechanics is the association of skull injury with 
child abuse, which has been debated in medical literature since Kempe et al.74 discussed 
the battered-child syndrome. Because of this dearth of viable information, the association 
between the two is still largely unresolved.

TABLE 5.1

Example Skull Injuries for Each Code of Abbreviated Injury Scale

AIS Code Description Example Skull/Head Injury

1 Minor Scalp abrasion or contusion
2 Moderate Simple vault fracture, undisplaced vault fracture (diastatic, linear)
3 Serious Comminuted vault fracture (open, but intact dura; depressed <2 cm)
4 Severe Massively depressed vault fracture (large areas >2 cm)
5 Critical Major skull penetration (>2 cm beneath entrance)
6 Maximum Massive destruction of both skull and brain
9 Unknown Used when detailed information is lacking
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For the pediatric head, many case reports assert that minor falls (from the height of a 
bed, chair, or couch) rarely result in serious head injury or skull fracture, and when care-
takers suggest that a child has sustained serious injuries from such a fall, abuse should be 
suspected.56,60,67 Some of the factors linked to nonaccidental injury are diastatic, branching, 
depressed, bilateral, or multiple fractures, although there is no consensus as to which of 
these fracture types suggest that abuse occurred.56,60,67–69 A recent review of the existing lit-
erature determined features that “differentiate fractures resulting from abuse from those 
sustained from other causes.”74 That review identified two major problems in the existing 
studies: (1) the difficulty in defining and establishing abuse and (2) the inconsistency in the 
allegations of which, if any, fracture patterns suggest abuse.

Because the human skull continues to develop into adulthood, with changing structural 
and material properties, the results of adult skull fracture studies have limited applicabil-
ity to pediatric head injury.43,47,63,75–77 One of the few experimental studies using pediatric 
cadavers to investigate skull fracture patterns was reported by Weber.78,79 Using 50 post-
mortem human infant skulls younger than 10 months, Weber analyzed skull fractures 
from impact heights of 820 mm onto five different types of surfaces: stone, carpet, foam, 
and camel hair blanket. This height was considered to be a reasonable height for a child to 
fall from a diaper-changing table. Weber found that all of the skulls fractured for impacts 
onto stone tile, carpet, and linoleum; 3 of the 15 had fractures that crossed the suture lines.78 
Weber79 also observed that 1 out of 10 skulls fractured with impacting a 2-cm-thick foam 
mat and 4 out of 25 fractured when impacting an 8-cm-thick folded camel hair blanket.

In drop tests with 13 pediatric heads, Loyd8 found that 7 pediatric skulls between 34 weeks 
of gestation and 24 days did not fracture when dropped from 150 and 300 mm onto a hard 
flat plate, whereas 5-, 11-, and 22-month-old skulls fractured during 150 or 300 mm drops. 
Furthermore, 9-month-old, 9-year-old, and 16-year-old cadavers did not sustain any frac-
tures from the 150 to 300 mm drop height, but all fractured during a subsequent 2 m drop 
test. Three of the four of the specimens in the 5- to 22-month age range experienced dia-
static or linear fractures, but the 9- and 16-year-old skulls had no fractures. These results 
suggest that there may be an age during which fontanelle closure and subsequent bone 
and suture development without the full bone and suture strength found in adults makes 
children vulnerable to diastatic and linear skull fractures at drop heights as low as 150 mm.

5.4.3  Adult Blunt Impact

Since the late 1950s, a number of investigators have studied skull fractures to determine 
the associated bioengineering variables such as force, deformation, stiffness, and energy 
and to correlate the trauma with these parameters. Allsop80 gives an overview of the previ-
ous studies on skull fracture forces and stiffness. Several different impactors were used to 
impose the fracture force to the skull, and the energy of the impactors was provided with 
either gravity (drop tests) or electrohydraulic actuators. These impact tolerance values, 
based on average impactor pressures, are summarized in Figure 5.13. From these studies, 
the weakest area of the human cranium was the temporoparietal area, and the strongest 
was the frontal area. The parietal skull has an impact tolerance that is approximately the 
average of the frontal and temporoparietal areas.

Christmann et al.81 conducted static compression tests on 40 human skulls, with the soft 
tissue intact, to determine the maximum stress upon fracture, strain, elongation, elastic-
ity module, and elasticity coefficient. The compressions were performed at five locations 
along the medial sagittal part of the calotte. Christmann et al. concluded that the skull, like 
the cortical bones, is largely elastic.



137Skull Biomechanics

Travis et al.82 conducted a series of tests examining temporal bone fracture produced in 
cadavers subjected to realistic automotive impact situations. A portion of that study used 
piston impacts to the frontal and parietal regions of the skull to impart ipsilateral and con-
tralateral fractures. The impact velocities varied from 7.74 to 10.15 m/s, and the impactor 
head was a 15.2 cm diameter rigid disc with a total mass of 5.6 and 20.8 kg. They found 
peak fracture forces of 6650 to 10,700 N for peak accelerations of 340 to 960 g.

A recent study performed by Yoganandan and Pintar83 gives a relatively complete set of 
biomechanical data on skull fracture (force, deflection, stiffness, and energy) in quasistatic 
and low-rate dynamic loading conditions. They performed tests, including failure tests, on 
12 unembalmed human cadavers using an electrohydraulic testing device. Vertex, parietal, 
temporal, frontal, and occipital regions were selected as the loading sites. The specimens 
were isolated at the spine in the Occiput–C1–C2 junction, keeping the intracranial contents 
intact. The tests used a hemispherical anvil with a radius of 48 mm. The overall mean 
values for failure loads, deflections, stiffness, and energies were 6.4 ± 1.1 kN, 12.0 ± 1.6 mm, 
812 ± 139 N/mm, and 33.5 ± 8.5 J for quasistatic loads and 11.9 ± 0.9 kN, 5.8 ± 1.0 mm,  
4023 ± 541 N/mm, and 28.0 ± 5.1 J for dynamic loads, respectively. Pathologic alterations 
were determined by pretest and posttest plane film radiography, close-up computed 
tomography images, macroscopic evaluation, and defleshing techniques. Although imag-
ing identified the fracture, the precise direction and location of the impact on the skull 
were not apparent with these techniques. Fracture widths were consistently wider at sites 
remote from the loading region. In the clinical context, these results emphasize potential 
difficulties in determining underlying brain injuries from skull fracture imaging alone.84

5.4.4  Ballistic Loading

Although much of the historical skull fracture research has concentrated on relatively low-
speed impacts with objects of similar or greater mass than the head, these impacts typi-
cally result from transportation- and fall-related head injury scenarios. Recently, however, 
there has been a research thrust to study skull fracture tolerance from impact with high-
velocity, low-mass projectiles such as less-lethal kinetic energy munitions85–87 and behind 
armor blunt trauma (BABT).4,88
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Zygomatic
arch
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FIGURE 5.13
Approximate average pressure injury tolerances of the adult skull. (Adapted from Springer Science+Business 
Media:  Accidental Injury: Biomechanics and Prevention, Skull and facial bone trauma: Experimental aspects, 1993, 
Allsop, D. L., edited by A. M. Nahum and J. W. Melvin.)
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Viano et al.87 reported no skull fractures for direct ballistic impacts on the forehead 
using 37 mm diameter projectiles ranging from 25 to 35 g with impact speeds of 42 ± 
10 m/s resulting in peak impact forces of 3.5 ± 0.9 kN. More recently, Crawford et al.85 
reported the results for ballistic forehead impacts using a 38 mm diameter projectile of 
103 g mass. Skull fractures were produced in four of the tests, and fracture forces ranged 
from 4413 to 9438 N. Raymond et al.86 reported peak fracture forces of 5633 ± 2095 N for 
ballistic impacts to the side of the skull in the temporoparietal region. Fractures from both 
the studies of Crawford et al. and Raymond et al. ranged from local linear fractures to 
comminuted/depressed fractures.

Several recent studies have investigated the skull fracture risk from BABT, which is 
the impact of the backface of a helmet deforming under ballistic impact.89 Prather et al.89 
recommended a 0.5-inch (1.25-cm) standoff as the threshold for skull fractures with the 
helmet materials used in their study. The conclusions of that study may be significantly 
different when considering helmets constructed with modern composite materials with 
significant backface deformation and yielding behavior that is substantially different than 
that seen in typical metals.

Bass et al.4 developed an injury risk assessment for skull fracture owing to high-rate bal-
listic impact behind ballistic protective helmets using human cadavers based on cadaveric 
peak impact pressures (Figure 5.14). Helmets were constructed using resin-impregnated 
enhanced deformation ultrahigh molecular weight polyethylene, with 9 mm incoming 
projectile velocities between 400 and 460 m/s. For such impacts, the material of protection 
and the distance between the helmet and the skull were found to be directly related to the 
levels of injury.4,88 Using the injury risk function of Bass et al., there is a 50% risk of skull 
fracture for a peak impact pressure of 51,200 kPa as measured by local force/strain instru-
mentation. Skull fractures ranged from simple linear fractures to complex combinations 
of linear fractures and a depressed fracture underneath the helmet impact onto the head 
(Figure 5.15).
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FIGURE 5.14
Injury risk for ballistic behind military helmet impact into the head/skull by 9 mm test bullets from 400 to 
460 m/s in terms of local cadaver peak impact pressure. (Reprinted from Bass, C. R. et al., Helmet behind armor 
blunt trauma. Paper presented at NATO Specialist Conference on Human Factors in Medicine, Koblenz, Germany, 
2003.)
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5.5  Skull Fracture Injury Reference Values and Risk Assessment Tools

5.5.1  Blunt Impact

The relationships between head kinematics and the occurrence of skull fracture have been 
the subject of many investigations. Modern sensor technology has recently allowed inves-
tigators to accurately measure head dynamics during short-duration injury-producing 
impacts. An important series of experiments were performed at Wayne State University 
beginning in the 1940s and into the 1960s.49,63,90–92 In 1960, Lissner et al.93 plotted the peak 
head acceleration versus pulse duration for forehead impacts of six embalmed cadaver 
tests resulting in linear fracture in an early effort to quantify the relationship between 
acceleration magnitude, exposure, and the occurrence of fracture. These data points 
ranged in pulse duration from approximately 1 to 7 ms. Using these data along with addi-
tional data from cadaver studies, animal studies, and human volunteer studies, the range 
of pulse durations was dramatically expanded to include longer pulse durations; the result 
was the Wayne State Tolerance Curve.94 To account for different pulse shapes, which may 
have similar peaks and pulse durations but different injury outcomes, Gadd95 considered 
the full impact time history. After plotting the acceleration–impact duration curve on a 
log–log plot, Gadd approximated a straight-line fit through the data with a slope of −2.5 
resulting in the equation for the severity index (SI):

 SI d= ∫ a t
t

2 5.

∆

. (5.3)

Gadd also proposed an injury threshold for threat to life of an SI ≥ 1000, based on several 
sources of data available at that time for analysis. For short-duration events, the SI was an 
effective discriminator of injury from noninjury cases; however, for long-duration events 
(such as 1 g for 1000 s), the SI was not useful. Recognizing this limitation, Versace96 further 
built on the work of Gadd and proposed weighting the acceleration time pulse by the 
total length of the effective pulse. The resulting equation, later modified by the National 
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FIGURE 5.15
Ballistic backface skull fracture indicated by arrows. (a) Center of impact is shown with a star. (b) Cross-
sectional CT image showing one of the fractures. (Reprinted from Bass, C. R. et al., Helmet behind armor blunt 
trauma. Paper presented at NATO Specialist Conference on Human Factors in Medicine, Koblenz, Germany, 2003.)
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Highway Traffic Safety Administration, became known as the head injury criterion (HIC) 
and is given by

 HIC d=
−
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where t1 and t2 are time points during the acceleration pulse chosen to produce the maxi-
mal HIC value. Today, the HIC is probably the most widely used method to predict head 
injury, but its use is not without controversy.30,97,98 In most cases, the calculation of the HIC 
is limited to a 15-ms time period (HIC15) to avoid the possibility of obtaining high HIC 
values for pulses of relatively low acceleration with long durations, which have not been 
shown to result in injury, although a 36-s duration has been used (HIC36).68,71 Mertz et al.71 
defined injury risk curves for skull fracture within the population with respect to both 
HIC and peak head acceleration (Figure 5.16). To identify skull fracture injury risk assess-
ment values for other populations, Mertz et al.68 used scaling techniques based on the rela-
tive head size and tissue strengths. The scale factors for acceleration and HIC can be used 
to scale the skull fracture risk curve shown above (Table 5.2).

More recently, Van Ee et al.99 analyzed the Weber78,79 pediatric cadaver drop experiments 
and reconstructed them using a Child Restraint Air Bag Interaction 6-year-old (CRABI-6) 
anthropomorphic test device (ATD) to further refine the HIC for the pediatric population. 
Based on the Van Ee et al. reconstruction, injury risk curves for the prediction of skull 
fracture using the CRABI-6 ATD were defined. The 5%, 25%, 50%, 75%, and 95% risk for 
skull fracture correlated with a CRABI-6 peak linear head acceleration of 50, 70, 82, 94, and 
114 g and a HIC36 of 87, 214, 290, 366, and 493, respectively. These results were in general 
agreement with Melvin’s initially proposed injury assessment reference value (IARV for 
the CRABI-6 of 390 HIC and a maximum head acceleration of 50 g indicating a 5% risk 
of injury.70 The results were also similar to the findings of Klinich et al.100 who suggested 
provisional CRABI-6 IARV’s with their estimated 50% chance of skull fracture at 85 g and 
a 220 HIC based on accident reconstructions of pediatric airbag injuries.

For ballistic impacts, Bass et al.4 found that the HIC was a poor predictor of cadaveric head/
skull injury from the backface deformation of military helmets. Indeed, for all fracture tests, 
the calculated HIC was well below the HIC injury reference values (Figure 5.17). The HIC 
values measured in the cadavers for both the fracture and the nonfracture cases were below 
the typical HIC tolerance values. Owing to the need to stop the projectile before fracturing 
the skull, skull fracture from ballistic backface deformation of a military helmet is an intrin-
sically high-rate event. So much of the high-frequency content in the ballistic response sig-
nal is filtered using the typical filtering conventions used with HIC. Furthermore, energy is 
deposited locally, and local skull deformations may be relatively large and may further have 
limited association with acceleration measurements taken remote from the impact. Use of HIC 
requires essentially rigid body motion of the head at a relatively low rate compared with bal-
listic events, so HIC is generally inappropriate for such events.

In addition to acceleration-based injury criteria, other injury criteria have also been pro-
posed. The blunt criterion (BC) is an energy-based design criterion that is defined by the 
following equation:

 BC = ln
/

mV
M TD

2

1 32
, (5.5)
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where m is the mass of the projectile, V is the velocity of the projectile, M is the mass 
of the struck individual, T is the combined thickness of the soft tissue and skull at the 
impact location, and D is the diameter of the projectile. Raymond et al.86 found the BC to 
be the best predictor of skull fracture occurrence for ballistic impacts to the temporopa-
rietal region of the skull. Interestingly, both Raymond et al. and Crawford et al. reported 
challenges in accurately quantifying global head acceleration for ballistic tests using skull-
mounted accelerometers similar to those used by Bass et al.,4 indicating that relying on the 
assumption of head rigid body motion for these short-duration events is likely erroneous 
due to the excitation of higher modes of skull vibration.
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Adult head injury risk curves for skull fracture as a function of HIC and peak head acceleration.
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TABLE 5.2

HIC and Acceleration Scaling Factors for Various Anthropometric Sizes

Scale Factor Injury Assessment Reference Value

Acceleration HIC Peak Acceleration (g) HIC

Infant: 6 months
Infant: 12 months
Infant: 18 months

0.865
0.887
0.889

0.539
0.555
0.628

156
154
160

377
389
440

Child: 3 years old
Child: 6 years old
Child: 10 years old

0.970
1.505
1.053

0.812
1.033
1.058

175
189
190

568
723
741

Adult: small female
Adult: mid male
Adult: large male

1.074
  1
0.971

1.113
1

0.957
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FIGURE 5.17
HIC data from ballistic behind military helmet impact into the head/skull by 9 mm test bullets from 400 to 
460 m/s compared with two versions of the Wayne State Tolerance Curve, the current U.S. Army helicopter 
helmet impact standard and the U.S. government motorcycle helmet impact standard. (Data from Patrick, L. M. 
et al., Survival by design—Head protection. Stapp Car Crash Conference Proceedings SAE Paper 1963-12-0036, 
1963; McEntire, B. J., U.S. Army aircrew helmets: Head injury mitigation technology. Presented at the AGARD 
AMP Specialists’ Meeting on Impact Head Injury: Responses, Mechanisms, Tolerance, Treatment, and Countermeasures, 
Almagordo, NM, 1996; U.S. Department of Transportation,  2011,  Standard No. 218: Motorcycle Helmets, Code of 
Federal Regulations, Title 49, Part 571, FMVSS 218. Washington: United States Government Publishing Office.)
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5.6  Skull Finite-Element Models

Historically, the development of FE models of the skull has been driven by the develop-
ment of FE models of head and brain injury. As the complexity of FE head models has 
increased, so too has the complexity of the corresponding skull models. The skull is partic-
ularly important in head models that have focused on the brain’s response to blunt impact 
because the biofidelity of the skull drives the loading and response of the underlying brain 
tissues. This section outlines the current issues in the development of a biofidelic FE skull 
model, including skull composition, skull thickness, and material properties.

5.6.1  Skull Composition

The skull is often modeled in a manner similar to engineered sandwich structures as a 
structural composite of three continuous layers: a layer of cancellous bone (the diploë) 
sandwiched between two layers of cortical bone (the inner and outer tables). The approach 
to constructing an FE skull has varied from model to model, in which a two-dimensional 
shell or three-dimensional solid elements have been used to represent the composition of 
the skull. Shell elements are computationally cheaper than solid elements, but their accu-
racy can be limited to thin materials because they are typically based on a plane-stress 
formulation in which through-thickness stress is not considered.

The simplest skull models have been constructed using a single layer of elements rep-
resenting the combined properties of the tables and diploë using shell elements101,102 and 
solid elements.103–105 A three-layered shell model based on composite theory has been used 
to model the skull by representing the three main constituents of the sandwich struc-
ture.102,106 Finally, the three main constituents of the skull have been modeled as separate 
materials using a solid layer of cancellous bone surrounded by either two shell layers of 
cortical bone107,108 or two solid layers of cortical bone.109,110

Horgan and Gilchrist111 compared the brain’s response to head impact using skull mod-
els with either the three-layered shell, the three-layered solid, or the three-layered shell–
solid–shell compositions. Although they found differences in the pressure and stress 
responses of the brain during impact between the skull composition types, the head mass 
of each model was not kept constant and likely influenced their results. The limitation of 
shell elements is particularly important in direct load transmission such as that which 
occurs with a high-rate blast shock.112 Being plane-stress elements, dilatational waves 
(pressure) are not propagated through the surface of the shell material, so the through-
thickness bulk properties would only be based on the solid material that the shell elements 
cover. This becomes a significant issue when the materials that are present have a strong 
acoustic transmission mismatch across an interface (e.g., bone and soft tissue) or in the 
skull where acoustic loss is dominated by the diploë layer.113

5.6.2  Skull Thickness for Finite-Element Models

The adult human skull varies in thickness within the cranium, with the frontal and occipi-
tal regions being thicker than the parietal regions.114 Although skull thickness may not be 
an important consideration for simulations when the kinematics of the head imparts the 
loading to the brain (a rigid skull would likely be adequate), the biofidelity of the skull 
thickness may have a major effect on the brain during direct impact simulations or in 
modeling local force transmission or deformations.115 Ruan and Prasad116 modified their 
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original FE head model to create four new models with a constant skull thickness ranging 
from 4.6 to 9.6 mm, based on their measurements of cadaveric frontal bones. From their 
cylinder impact simulations, they found that as the skull thickness increased, the skull 
absorbed less energy during impact and that head impact forces were higher. However, 
thicker skulls resulted in lower skull deformation, lower impact side pressure, and lower 
stress in the brain.

5.6.3  Material Properties for Finite-Element Models

Current skull models use material properties that are typically based on isotropic, lin-
ear elastic constitutive models.107,109,110 In models that represent the cortical and cancellous 
bones as separate skull constituents, cortical bone stiffness ranges between 6 and 15 GPa, 
whereas cancellous bone stiffness ranges from 0.5 to 4.6 GPa (Table 5.3). For models that 
have combined the skull into a single material, the stiffness ranges from 1.6 to 8 GPa for the 
adult skull models and from 0.5 to 4.7 GPa for the pediatric models (Table 5.4).

Bone damage and failure have been introduced into skull models using simplistic elastic–
plastic models.101,102,106–108,117 Failure properties used in various models vary greatly, ranging 
from 5 to 145 MPa for cortical bone yield stress (yield or ultimate) and from 5 to 30 MPa for 
cancellous bone (Table 5.5). Material failure or damage in FE analysis is often dependent 

TABLE 5.3

Material Properties for Cortical and Cancellous Bone in Skull FE Models

Cortical Bone Properties Diploë Properties Reference

G = 5000 MPa
ν = 0.22
ρ = 3000 kg/m3

G = 2320 MPa
ν = 0.24

ρ = 1750 kg/m3

110

E = 12,200 MPa
ν = 0.22
ρ = 2120 kg/m3

E = 1300 MPa
ν = 0.22

ρ = 990 kg/m3

109

E = 15,000 MPa
ν = 0.22
ρ = 2000 kg/m3

E = 1000 MPa
ν = 0.24

ρ = 1300 kg/m3

107,111

E = 6000 MPa
ν = 0.25
ρ = 2100 kg/m3

E = 560 MPa
ν = 0.30

ρ = 1000 kg/m3

108

E = 15,000 MPa
ν = 0.21
ρ = 1900 kg/m3

E = 4600 MPa
ν = 0.05

ρ = 1500 kg/m3

106

E = 12,300 MPa
ν = 0.22
ρ = 2000 kg/m3

E = 2400 MPa
ν = 0.19

ρ = 1300 kg/m3

112

Sources: Ruan, J. S. et al., Finite element modeling of direct head impact. Stapp Car Crash Conf. Proc. 
SAE. Paper 933114, 1993; Al-Bsharat, A. S. et al., Stapp Car Crash J., 43, 321–332, 1999; 
Horgan, T. J. and Gilchrist, M. D., Int. J. Crashworthiness, 84, 353–366, 2003; Kleiven, S. and 
von Holst, H., Consequences of brain size following impact prediction of subdural hema-
toma evaluated with numerical techniques. Paper presented at the International Conference 
on the Biomechanics of Impacts, Isle of Man, UK, 2001; Panzer, M. B. et al., Numerical study on 
the role of helmet protection in blast brain injury, Paper presented at the Personal Armor 
Systems Symposium, Quebec City, Canada, 2010; Willinger, R. et al., Ann. Biomed. Eng., 27, 3, 
403–410, 1999; Zhang, L. et al., Stapp Car Crash J., 45, 369–394, 2001.
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TABLE 5.4

Material Properties for Combined Skull Bone in Skull FE 
Models

Combined Skull Bone Properties Reference

E = 8000 MPa 105
E = 6000 MPa
ν = 0.21
ρ = 2100 kg/m3

102

E = 1600 MPa
ν = 0.21

101

E = 4700 MPa*
ν = 0.22
ρ = 2150 kg/m3

103

E = 500 MPa*
ν = 0.22
ρ = 2150 kg/m3

104

Sources: Zhou, C. et al., A new model comparing impact responses of 
the homogeneous and inhomogeneous human brain. Stapp 
Car Crash Conference Proceedings SAE Paper 952714, 1995; 
Willinger, R. et al., Ann. Biomed. Eng., 27, 3, 403–410, 1999; 
Roth, S. et al., Comput. Methods Programs Biomed., 93, 1, 32–45, 
2009; Roth, S. et al., Comput. Methods Programs Biomed., 99, 1, 
25–33, 2010; Autuori, B. K. et al., IEEE Trans. Biomed. Eng., 53, 
7, 1225–1232, 2006.

* Denotes pediatric skull model.

TABLE 5.5

Failure Properties for Skull Bone FE Models

Composite Skull Bone Properties Reference

Cortical bone: σultimate = 4.5 MPa
Cancellous bone: σultimate = 4.9 MPa

108

Cortical bone: σultimate = 90 MPa (tension)
Cortical bone: σultimate = 145 MPa (compression)
Cancellous bone: σultimate = 35 MPa (tension)
Cancellous bone: σultimate = 28 MPa (compression)

102,106

Composite bone: σyield = 5 MPa
Composite bone: Etan = 1400 MPa

101

Cortical bone: σyield = 90 MPa
Cancellous bone: σyield = 30 MPa

107,117

Sources: Autuori, B. K. et al., IEEE Trans. Biomed. Eng., 53, 7, 1225–1232, 2006; Kleiven, S. 
and von Holst, H., Consequences of brain size following impact prediction of 
subdural hematoma evaluated with numerical techniques. Paper presented at 
the International Conference on the Biomechanics of Impacts, Isle of Man, UK, 2001; 
Kleiven, S., A parametric study of energy absorbing foams for head injury pre-
vention. Paper presented at the 20th Enhanced Safety of Vehicles Conference, Lyons, 
France, 2007; Willinger, R. et al., Ann. Biomed. Eng., 27, 3, 403–410, 1999; Willinger, 
R. and Baumgartner, D., Int. J. Crashworthiness, 8, 605–617, 2003; Zhang, L. et al., 
Stapp Car Crash J., 45, 369–394, 2001.
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on mesh size, particularly if failure is being simulated using element removal. Therefore, 
failure parameters that have been calibrated for one model may not necessarily be accurate 
for another.

5.7  Conclusions and Gaps in Current Understanding

Because the skull is responsible for containing and protecting the brain, consideration 
of the biomechanics of the skull will always be important, especially for fundamental 
injury biomechanics and in assessing potential clinical consequences of head injuries. 
Information on skull biomechanics feeds the development of biofidelic injury biomechan-
ics models to assess injury; to design automobiles, other vehicles, and equipment; and to 
assess injury countermeasures. Owing to substantial work on skull biomechanics, includ-
ing studies considering both children and adults, there is an increasing appreciation of 
the intricacies of the necessary skull anatomical features, and the material and failure 
properties.

In a clinical context, there are still several conundrums. For example, skull fractures 
may be difficult to diagnose during acute clinical presentation, especially in young chil-
dren. Also, it is uncertain whether the occurrence of skull fractures may protect the brain 
in some impact scenarios. Improved assessment techniques for such skull fractures may 
allow inferences on the presence of associated brain injuries and improved treatment.

Of intense interest is the use of clinical or biomechanical data to identify victims of 
physical abuse, often in young children. Criteria for such identifications in the medical 
literature are not consistent and have the potential for leading to the misidentification 
of both abusers and the innocent. It is important to solidify the biomechanical and bio-
medical understanding of potential abuse scenarios and to provide appropriate and robust 
guidance for such criminal–medical identifications.

The frontiers of skull biomechanics include age- and region-dependent pediatric skull 
properties, geriatric properties, and high rate properties. The high rate properties are espe-
cially important for blast rate impacts, which may be the source of many mild traumatic 
brain injuries. These frontiers of skull biomechanics also extend to the incorporation of 
probabilistic aspects in material models, not solely a mean value nor a mean and a stan-
dard deviation. One key gap in skull biomechanics is the lack of postfailure material char-
acterizations. In many injury scenarios, initial failure leads to more serious and potentially 
life-threatening postfailure behavior. It is not clear if the heuristic models currently used 
in these situations, such as the assumption of elastic–plastic behavior, or the use of FE 
model deletion without a theoretical or experimental basis, are appropriate. Such studies 
represent the far frontiers of human skull biomechanics.
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6
Temporomandibular Joint: Structure, 
Function, and Current Perspectives

Regina F. MacBarb, Meghan K. Murphy, and Kyriacos A. Athanasiou

6.1 Introduction

In the particularly active and continually aging society of the United States, injuries and 
deterioration of the joints are commonplace. Whether they are sports related or result from 
diseases such as osteoarthritis, the impact on individuals, and on society as a whole, can 
be overwhelming. Most commonly, injuries or diseases affecting the knee, hip, ankle, and 
shoulder joints can severely limit an individual’s ability to perform daily tasks. Although 
many methods exist to aid in the recovery of such joints, such as physical therapy, drug 
treatment, or surgical intervention, little is known about the joints affected by other com-
mon activities, such as talking and chewing. These routine actions can become severely 
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compromised due to the impairment of one of the least understood and under-researched 
joints of the body: the temporomandibular joint (TMJ). This joint, which is responsible for 
the hinging motion of the jaw, is essential for properly aligning the upper and lower teeth 
upon closing of the mouth, known as occlusion.

Proper occlusion is necessary for efficient mastication or chewing. Unfortunately, there 
are many afflictions that can negatively impact the TMJ, including accidents that disfigure 
the face as well as a variety of pathologies that all fall under the umbrella of TMJ disorders 
(TMDs).

Characteristic of intra-articular positional or structural abnormalities, TMD can be bro-
ken down into four main categories: pain dysfunction syndrome, internal derangement, 
arthritis, and traumas.1 TMD affects 20% to 25% of the population, with only 3% to 4% of 
patients seeking treatment.2,3 Although the symptoms associated with TMD may initially 
be more of a discomfort rather than a hindrance, if left untreated, even the least problem-
atic cases run the risk of becoming severely debilitating. With very few clinically available 
treatment options for severe TMD, patients have little hope for full recovery once man-
dibular function has become compromised.

Current clinical interventions for TMD range from physical therapy to highly invasive sur-
gery, depending on the severity of joint damage. In the more nominal cases of TMD, con-
servative measures are usually taken, including physical therapy, pain management via 
medication, and occlusal splint therapy.4–6 When such conservative methods fail to alleviate 
symptoms associated with TMD, more invasive measures must be taken to counteract the 
severe pain associated with loss of normal mandibular function. The amount of joint deterio-
ration will indicate the degree of therapeutic invasiveness necessary for mediating the dam-
aged tissue. Less invasive options include arthrocentesis, arthroscopy, or TMJ discectomy.7–9 
In the most severe cases of TMD, wherein both the disc and the articulating surfaces have 
undergone advanced degenerative changes, a partial or total joint replacement may be the 
only option. Discal degeneration most commonly presents as deterioration around the outer 
edge of the disc or as perforations in the disc’s center, whereas degeneration of the articulat-
ing surfaces is consistent with osteoarthritic changes commonly observed in the knee or hip. 
Many attempts have been made to create a suitable implant to replace severely damaged 
features of the TMJ. Only three of such joint replacements are currently approved by the U.S. 
Food and Drug Administration (FDA): the TMJ concept implant, the Biomet/Lorenz implant, 
and the TMJ implant total and partial joint replacements.10

The lack of suitable FDA-approved clinical options may be correlated with the complex 
nature of this joint and its associated pathologies. After a discectomy, for example, the 
articulating surfaces of the joint become highly susceptible to degradation. To address 
this, many attempts have been made to create replacement discs out of alloplastic or syn-
thetic materials. Unfortunately, these materials lack the ability to withstand the high loads 
that are characteristic of the TMJ, resulting in breakdown and eventual rejection of the 
implant.8 With the main masticatory muscle capable of producing large forces, it is cru-
cial that implant materials be able to withstand such force magnitudes.11 Increased suc-
cess has been found with partial and total joint replacements, as exemplified by the three 
devices currently approved by the FDA; however, they still exhibit a vast array of prob-
lems. The most notable issue is that the current joint replacements are unable to withstand 
the mechanically demanding environment of the jaw for the lifetime of a patient, which 
can be anywhere from 20 to 60 years, depending on when joint replacement occurs. To 
date, the longest lifetime of a joint replacement has been found to be in the range of 10 to 
15 years, demonstrating that much work needs to be done to make sure such devices can 
maintain their integrity for the lifetime of patients.8,10
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A newly explored option for sufferers of severe TMD comes from the promise of engi-
neered replacement tissues. Tissue-engineered replacements offer a unique advantage 
over metallic or alloplastic implants in that they are created from native materials and 
therefore can more closely match the mechanical and biochemical properties of the native 
tissue. Such biological constructs can be engineered to have the appropriate structure–
function relationship, which is crucial in that it will allow the tissue-engineered replace-
ments to adapt to and integrate with their environment and, ultimately, become part of the 
biologically active joint. Regardless of the approach taken to develop effective treatments 
or therapies for TMD, it is absolutely crucial to first fully understand the design criteria 
surrounding such an endeavor. This includes not only a thorough understanding of both 
the biochemical and biomechanical properties of the TMJ and its associated tissues but 
also how these properties collaborate with one another to maintain the mechanical and 
biological activity of the joint. Such an understanding will provide clinicians, scientists, 
and bioengineers with the necessary tools to identify ways to research, prevent, and treat 
TMD. Currently, much information exists regarding the biochemical makeup of the TMJ 
tissues, although more characterization is needed to develop consensus in several areas. 
Standardized information is also lacking with regard to the biomechanical properties of 
the TMJ as a whole, as well as its individual components. Although many efforts are cur-
rently under way to fill this void in our understanding of the TMJ, there is still much to 
learn. Understanding the biomechanics of healthy, as well as diseased, tissues is key to 
developing the appropriate therapies for TMD.

6.2 Anatomical Structure–Function Relationships

The efficiency of talking and chewing comes from the jaw’s ability to produce fine-tuned 
and intricate, yet powerful motions. As a result of these motions, the TMJ experiences an 
extremely complex loading regimen, necessitating its ability to withstand both static and 
dynamic stress–strain fields on a daily basis. Either static or quasistatic loading conditions 
can occur during activities such as clenching and grinding. Dynamic loading conditions, 
on the other hand, occur as the joint undergoes translational, rotational, and slight lateral 
motion during mastication and speech.12 Under normal loading conditions, these motions 
subject the TMJ to a combination of compressive, tensile, and shear stresses, with hydro-
static pressures existing during all positions of occlusion, owing to the extremely complex 
mechanical environment of the TMJ.

To fully appreciate the mechanical complexity of the TMJ, it is necessary to have a detailed 
understanding of its anatomical and biochemical makeup, as well as its biomechanical 
properties, from both macroscopic and microscopic views. Here, the various structures of 
TMJ are described and their functionality reviewed, culminating in an understanding of 
how the components of this joint work in unison to meet the functional demands of the 
jaw.

The anatomical features of the TMJ (Figure 6.1) demonstrate the mechanical complexity 
of the overall joint. The TMJ connects the lower jaw, or mandible, to the glenoid fossa and 
articular eminence of the skull. The bilateral condyles of the mandible move in unison 
as the TMJ functions. This joint can be further characterized as a ginglymo-diarthrodial 
joint, which reflects the hinging–sliding motion of the TMJ.1 To protect the major articulat-
ing features of the joint from the high loads that occur during hinging–sliding motions, a 
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thin layer of dense, fibrous, cartilage-like tissue unique to the TMJ covers their surfaces. 
It is important to note that these cartilage layers are neither vascularized nor innervated, 
allowing the articulating surfaces to withstand the highly dynamic loading regime found 
in the TMJ.13 To further enhance the distribution of the load and to provide shock absorp-
tion, a fibrocartilaginous disc separates the superior and inferior articulating surfaces 
(Figure 6.1). The disc itself is surrounded by a series of ligaments that form the joint cap-
sule, dividing the joint space of the TMJ into superior and inferior compartments. Even 
from a more macroscopic perspective, it is clear that the TMJ undergoes a complex array of 
mechanical forces on a daily basis.

6.2.1 Osseous and Articular Features

Looking at the individual components of the TMJ in more detail provides even more 
insight into the great mechanical demands of this joint. The ability of the TMJ to withstand 
high loads is attributed to the unique way in which the osseous, or bony, components are 
situated within the joint. The configuration of the two major osseous features of the TMJ, 
along with their unique cartilaginous linings, allows them to act as the articulating sur-
faces of the joint.

The two major articulating surfaces of the TMJ are located in the superior and inferior 
regions of the joint. The superior articulating surface of the TMJ is composed of the articu-
lar eminence and glenoid fossa, both of which are located in the temporal bone of the skull 
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FIGURE 6.1
(See color insert.) Overall anatomy of the TMJ, including the major muscles of mastication, the main ligaments, 
as well as an enlargement of the joint itself, highlighting its major components. The closed mouth position of the 
TMJ is shown in solid blue; the open mouth position is shown in dashed red.
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(Figure 6.1). Bordered posteriorly by the tympanic plate of the temporal bone, the glenoid 
fossa forms a small, inverted bowl-type structure. Located anterior to the fossa is the con-
vex articular eminence. This structure forms a bony ridge in the anteroposterior direction 
of the temporal bone.14 The inferior articulating surface of the TMJ, the condyle, is located 
at the superior ends of the mandible. Although the fossa and eminence remain station-
ary because they are part of the skull, the semicylindrical condylar head both rotates and 
translates with the mandible of the jaw.15 To distribute loading in the joint, as well as to 
provide a smooth surface for its articulation, a thin coating of specialized cartilage covers 
the condyle. This cartilage has been characterized as having four distinct zones, starting 
as a fibrous cartilage near the articulating surface and then transitioning to a prolifera-
tive zone, followed by a mature zone, and, finally, into a hypertrophic zone just above the 
underlying subchondral bone. Although this general designation applies to the TMJ, there 
is debate among different researchers about the appropriate names for each zone as well 
as how to define the different zones.15–17 The zonal variability in the condylar cartilage, as 
well as the incongruence between the superior and inferior articulating surfaces, supports 
the varied mechanical demands and loading patterns placed on the osseous features of 
the TMJ.

6.2.2 Fibrocartilaginous Disc

To allow the highly incongruent nature of the articulating surfaces of the TMJ to mesh 
in a physiologically and mechanically efficient manner, a fibrocartilaginous disc is situ-
ated between the condylar head and the fossa–eminence unit, segmenting the joint space 
into inferior and superior regions (Figure 6.1). By adapting and filling the void between 
the articulating surfaces, the TMJ disc is able to efficiently distribute the high peak forces 
that would otherwise occur in a discless joint.12 A consequence of the disc’s adaptability 
is that the forces and loading patterns experienced by this structure constantly change 
as the joint undergoes various loading regimens.12 With such mechanical demands, it is 
necessary for the disc to be held securely in place. Accomplishing this task, an intercon-
nected system of ligaments completely surrounds the disc and attaches it to the condyle 
and fossa–eminence unit, forming a synovial fluid–filled joint capsule. The synovial fluid 
in the joint capsule helps the disc fill in the disparities between the articulating surfaces, 
further attenuating the loads.

The TMJ disc is most commonly viewed as having three distinct zones: an intermediate 
zone surrounded by a posterior and an anterior band. From a sagittal view, the TMJ disc 
is thinnest in its intermediate zone with thicker anterior and posterior banding, giving it a 
biconcave shape. Of the bands, the posterior band is slightly thicker than its anterior coun-
terpart.1 A more recent view of the TMJ disc is to look at it as a trampoline-type structure 
composed of two distinct as opposed to three distinct zones (Figure 6.2). In this scheme, 
the entire periphery is considered one segment of the disc, whereas the center portion is 
considered a separate segment, reminiscent of a trampoline.18,19 Viewing the disc in this 
manner may be more recapitulative of the physiological stress fields, with the outer por-
tion acting as more of a support, load-bearing system and the center region acting as a 
shock absorber. In this sense, the ligaments attached to the outer region of the disc create 
tension within its central portion, in particular, in the anteroposterior direction. With this 
tension in place, the central portion of the disc is able to effectively resist compressive 
forces; without such tension, the disc would lack the necessary mechanical strength to do 
so. Considering the TMJ disc as a trampoline may more correctly represent the way forces 
are sustained and distributed by this very important structure.
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6.2.3 Major Temporomandibular Joint Ligaments

Viewing the disc in a trampoline-type configuration may also better fit in with the way it is 
secured in the joint space. Three main ligaments secure the TMJ: the capsular, collateral, and 
temporomandibular ligaments (Figure 6.1). The entire periphery of the disc is attached to both 
the condyle and the fossa–eminence unit of the temporal bone via an array of fibrous connec-
tive tissue, creating the joint capsule. This capsule is composed of the capsular ligament, which 
separates the synovial fluid into two discrete compartments. Unlike the cartilage-like layer 
covering the articulating surfaces of the TMJ or the fibrocartilage comprising the disc, the joint 
capsule, which is lined by the synovial membrane, is highly innervated and vascularized. The 
capsular ligament is fused with the anterior portion of the disc, whereas its posterior portion, 
known as the bilaminar zone, attaches to the retrodiscal tissue. As the mouth opens and closes, 
the joint capsule is displaced, causing a redistribution of synovial fluid. As a result, the capsule 
can be viewed as an important contributor to ensuring proper hydration, nourishment, and 
lubrication of the TMJ soft tissues.13

This joint capsule is connected medially and laterally to the condyle via stiff collage-
nous connective tissue fibers known as the collateral, or discal, ligaments. These ligaments 
ensure that the major motion of the joint is in the anteroposterior direction as opposed to 
the mediolateral direction. Aiding this preferential motion, the disc is more firmly attached 
to the condyle, allowing it to translate passively with the condyle as the jaw moves.13,20 The 
superior portion of the attachments further accommodates this motion by having more 
slack, allowing the disc to move with the condyle. Furthermore, this configuration allows 
for rotational motion in the inferior portion of the joint, whereas the superior portion is 
more prone to translatory motion.1

The third major ligament is known as the TMJ ligament. This tough, fibrous ligament 
helps to support the lateral side of the joint as well as to constrain the rotational opening 
of the jaw.20 This ligament is divided into two regions: the outer oblique and the inner 
horizontal portions. By connecting the articular eminence to the neck of the condyle, the 
outer oblique component limits the motion of the condyle, therefore controlling how far 
the mouth can open. The inner horizontal component, on the other hand, connects the 
articular eminence to the side of the condylar head, limiting the ability of the condyle to 
translate posteriorly. Overall, the three major ligaments of the TMJ act as taut springs in a 
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FIGURE 6.2
(See color insert.) Superior view of the three-zone model and the trampoline model representations of the TMJ 
disc. In the trampoline model, trampoline springs represent the tension-generating function of the ligaments.
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trampoline-like support frame for the disc, providing the disc with the necessary means 
to function in the mechanically complex environment of the TMJ.

6.2.4 Muscles of Mastication

To facilitate thorough chewing motions, the jaw must be able to move in a variety of direc-
tions and produce forces strong enough to break up a food bolus. There are four main muscles 
that produce the intricate motions necessary for chewing: the masseter, temporalis, medial 
pterygoid, and lateral pterygoid muscles.21 The masseter muscle extends from the mandibular 
angle to the zygomatic arch, or cheekbone, of the temporal bone. It is composed of two parts: 
the superficial portion, which has vertically aligned fibers, and the deep portion, which has 
obliquely aligned fibers. The main function of the masseter is to produce the powerful forces 
required to break apart tough foods. This muscle, which has been found through bite force 
analysis to produce forces of up to 480 N, is considered the strongest muscle in our body per its 
weight, giving an idea of the high forces experienced in the TMJ on a daily basis.22

Geometrically, the largest muscle found in the TMJ is the temporalis muscle (Figure 6.1). 
This muscle originates as a tight bundle of fibers in the ramus of the mandible and fans out to 
form a broad connection with the temporal fossa of the cranium. In the anterior portion of the 
temporalis muscle, the fibers run vertically, switching to a more oblique orientation in the mid 
region of the muscle and finally culminating in a horizontal orientation in the posterior region 
of the muscle. This muscle is capable of directing the jaw to produce many intricate, extremely 
fine motions, as exemplified by the complexity of the muscle fiber orientation.

Located between the mandibular angle and the pterygoid fossa of the sphenoid, the medial 
pterygoid muscle follows a similar path as the masseter muscle. Having nearly vertical muscle 
fibers, the medial pterygoid’s main function is to elevate the mandible. The fourth and small-
est muscle responsible for controlling motion in the TMJ is the lateral pterygoid muscle. This 
muscle is composed of both an inferior and superior portion. Although both portions exhibit 
horizontal muscle fiber alignment, they each have substantially different roles. The inferior 
portion arises from the lateral pterygoid plate of the sphenoid bone and culminates at the 
condylar neck. It is mainly associated with protruding and lowering motions of the mandible 
with respect to the articular eminence as well as lateral movements, making it responsible for 
translation and rotation of the mandible. Originating from the infratemporal surface of the 
alisphenoid, or greater sphenoid wing, the superior portion of the pterygoid muscle terminates 
at the anterior portion of the joint capsule as well as the upper portion of the condylar neck.20,21 
This portion of the pterygoid muscle is responsible for forceful closing and resistance building 
in the jaw, creating the power stroke motion crucial in generating the forces necessary to chew. 
A view of the musculature of the TMJ reveals the variety and magnitude of forces generated 
in this joint as well as the complex array of motions the TMJ must handle daily. With an under-
standing of the gross structure and function of the ligaments, osseous features, and soft tissues 
of the joint, we may begin to appreciate the complex loading environment that only results 
from their cooperative function.

6.3 Biochemical Structure–Function Relationships

Although the overall anatomy can provide much insight into the biomechanical function-
ing of the TMJ, it is imperative to further consider the biochemical composition of the 
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joint’s load-bearing structures. These biochemical constituents are the microscopic build-
ing blocks of the anatomical features of the TMJ, enabling them to withstand the highly 
dynamic loads of this joint.

6.3.1 Temporomandibular Joint Disc

The TMJ disc has received more attention from researchers than any of the other soft tis-
sues of the TMJ. As a result, the biochemical composition of this tissue is well character-
ized. The cell density of the TMJ disc has been found to be 681 ± 197 cells/mm2, of which 
two distinct cell populations exist. Approximately 70% of the cells are fibroblast-like cells, 
which are found in greater proportion in the bands of the disc. The non-fibroblast-like 
cells, having chondrocyte-like characteristics, are found in greater proportion in the disc’s 
intermediate zone.11 The overall density of these two cell types varies by region in the disc. 
In the mediolateral direction, more cells are found in the medial and lateral portions com-
pared with the central region, whereas in the anteroposterior direction, the intermediate 
zone and posterior band have been found to have significantly more cells than the anterior 
band.11

As with all other types of cartilage, the TMJ disc is mainly composed of water, which 
has been shown to make up 70% to 75% of the disc’s weight.23,24 The remainder of the disc 
is composed of a dense, fibrous extracellular matrix (ECM) whose main function is to rein-
force this tissue so it can function in the mechanically complex environment of the TMJ. 
Of the various components comprising the disc’s ECM, the main constituent is collagen, 
which has been found in various studies to make up 30% of the wet weight and 83% to 96% 
of the dry weight of the disc.25,26 Several types of collagen have been found to comprise the 
disc, for example, types II, III, VI, IX, and XII; however, the overwhelming majority of the 
disc’s collagen has been established to be collagen type I.26–30

Collagen is arguably the most important ECM component for providing and maintain-
ing the mechanical integrity of the TMJ disc. With an average fibril diameter of 44 nm, 
polarized light microscopy has found collagen to have, on average, thinner fibers in the 
middle of the disc, whereas the outer ring has been found to have thicker collagen fibers.31,32 
Furthermore, the distribution in diameters has been found to be more uniform in the outer 
ring than in the middle portion of the disc.31,32 Although less uniform in terms of diameter, 
the central region of the disc has been found to exhibit an overall more organized col-
lagen alignment in the anteroposterior direction, compared with fibers running in mul-
tiple directions around the periphery of the disc.23,30,33 This peripheral ring organization is 
reminiscent of the supporting outer edge of a trampoline, providing further rationale for 
the trampoline model of the disc (Figure 6.2). This strong outer ring, secured tightly by the 
surrounding ligaments, provides the necessary support for the center of the disc to act as 
a shock absorber. The fibers in this outer ring structure have been further characterized 
as organizing primarily in a transverse orientation, whereas the central region of the disc 
has been shown to exhibit collagen in sagittal, transverse, and oblique orientations.30 As 
can be seen, the collagen fibers exhibit an anisotropic organization within the different 
regions of the TMJ disc.

Similar to the organization of the collagen, the collagen density also varies by region. 
The relative distribution of total collagen was measured in several regions of the disc, 
which showed that, in the anteroposterior direction, the intermediate zone contained 
higher levels of collagen than the anterior or posterior bands.34 Greater collagen content 
was further observed in the medial and central regions in the mediolateral direction of the 
disc compared with the lateral region. Crimping has also been observed in the collagen of 
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the TMJ disc. With a mean periodicity of 8 to 23 μm, crimping has been seen most read-
ily in the fibers running anteroposteriorly in the central region of the disc, as well as in 
those that run between the disc’s superior and inferior surfaces.1,32 Other studies on ten-
dons have found a direct correlation between the periodicity of crimping in collagen fibers 
and their ability to withstand tensile forces, indicating that the TMJ disc is specifically, 
but not exclusively, formed to be able to withstand tensile loading regimens.35 Again, the 
overall collagen organization and distribution fit in the trampoline-like model described 
previously, with a ring of collagen existing around the periphery of the disc supporting 
the fibers aligned in the central region, allowing them to handle anteroposterior tensile 
loading.

Aside from collagen, elastin has been found to make up 3% to 7% of the dry weight of 
the disc. Elastin fibers have been found to be distributed throughout the entirety of the 
porcine disc, with a more dense concentration in the posterior band.23,36 In a study on 
the human TMJ disc, 61% of elastin was found in the posterior attachments of the disc 
comprising the bilaminar zone, 10% was found in the posterior band, and 26% was found 
in the anterior band.37 With such a low percentage compared with collagen, elastin most 
likely aids in discal tissue recovery after a mechanical deformation, making the disc more 
resilient to peak stresses.38

Making up the remainder of the ECM are the proteoglycans, which are composed of 
a core protein and their associated negatively charged glycosaminoglycan (GAG) side 
chains. Because of their ability to impede the flow of water throughout the disc, the large 
proteoglycans, such as aggrecan, are thought to enhance this tissue’s compressive proper-
ties through a buildup of fluid pressure in the matrix of tissue.19 The smaller proteogly-
cans, such as decorin, on the other hand, are thought to promote collagen fibril alignment 
and orientation.1,39 The GAG side chains of the proteoglycans have been found to comprise 
anywhere from 1% to 10% of the dry weight of the disc, although 5% or less of the dry 
weight is the most common amount reported in the literature.23,24,26,34,40 Of the many types 
of GAGs, chondroitin-6-sulfate, chondroitin-4-sulfate, and dermatan and keratin sulfate 
are the most common forms found in the TMJ disc. Part of the aggrecan proteoglycans, 
chondroitin sulfate, makes up about 74% of the total GAG concentration, with the remain-
der being dominated by dermatan over keratin sulfates.23

The GAG distribution, like collagen, follows a heterogeneous distribution, with the 
majority of chondroitin sulfate existing in the intermediate zone, anterior band, and medial 
side of the porcine TMJ disc.23 Corroborating this, more GAG has been found in the inter-
mediate zone and anterior band than the posterior band in the anteroposterior direction 
of the porcine disc.34 Furthermore, in the mediolateral direction, more GAG was found in 
the medial as opposed to the central or lateral regions of the disc. In a separate study on 
the bovine TMJ disc, total GAG was found to exist in higher concentrations in the central 
region.24 This was also the result found for the GAG distribution in a study on human TMJ 
discs.41 As can be seen, there is little consensus on the distribution of GAG in the TMJ disc. 
In an attempt to settle this controversy, Kalpakci et al.40 performed a comparative study 
on the biochemical properties of the TMJ disc across species. In general, the intermediate 
zone of the disc was found to have higher levels of GAG than the anterior or posterior 
bands across all species tested, which included rabbit, goat, human, pig, and cow. The 
anterior band of the human TMJ disc had significantly less GAG than the other regions 
tested. GAG levels in the anterior band of the remaining species, however, were compa-
rable across all regions of the disc. As evidenced by this interspecies study, although the 
GAG distribution follows similar regional patterns between species, the amount of GAG 
differs, which may reflect the variation in masticatory patterns expressed among species.
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6.3.2 Mandibular Condylar Cartilage

Although the TMJ disc is fibrocartilaginous in nature, the cartilage lining the mandibular 
condyle is more similar to hyaline articular cartilage. As previously mentioned, however, 
the cartilage of the mandibular condyle is unique to this part of the body. Chondrocytes, 
the main cell type of this unique cartilage layer, are surrounded by an ECM composed 
mainly of proteoglycans, GAGs, and several types of collagen. Cell phenotype is specific to 
each of the four zones of the condylar cartilage. In the fibrous zone, the cells are most simi-
lar to the fibroblast-like cells found in the TMJ disc. The proliferative phase is composed of 
prechondrocyte cells arranged in a heterogeneous manner, whereas mature chondrocytes 
are arranged within the mature and hypertrophic zones.15

Similar to the TMJ disc, the main ECM component of the condylar cartilage is collagen. 
Total collagen levels have been found to be 2.2 μg/mg wet weight by a hydroxyproline 
assay.1 These collagen fibers have been characterized to have a diameter of 30 to 180 nm.42,43 
The main types of collagen in the condylar cartilage are II, IX, and XI.15,44 Collagen type 
I, the main collagen of the TMJ disc, has also been found to exist rather extensively in the 
fibrous zone of this tissue, but only in relatively small amounts in the hypertrophic and 
mature zones, where the predominant collagen is type II.43,45,46

The cartilage lining the condylar head displays an anisotropic alignment of collagen. Within 
each zone of the condylar cartilage, collagen fibers have been observed to organize in a spe-
cific manner. In the fibrous zone, collagen fibers organize in transversely oriented sheet-like 
structures that run parallel to the surface of the cartilage.43,47 It has recently been found that 
collagen fibers are predominantly orientated in the anteroposterior direction throughout the 
central region of the fibrous zone of the condylar cartilage surface, with a ring-like orientation 
around the periphery. This finding is extremely similar to the collagen orientation observed in 
TMJ discs, suggesting that the mechanical properties between these contacting surfaces mesh 
in a physiologically meaningful way.48 The prolific, mature, and hypertrophic zones, on the 
other hand, have been found to exhibit a highly variable collagen network that is perhaps bet-
ter suited to withstand bulk mechanical changes, such as compressive loads on the condylar 
head during mastication.42,43 Crimping has also been established to exist in the collagen of the 
condylar cartilage, with a mean periodicity of 19.4 μm.34 This further indicates a role for tensile 
resistance by this cartilage because collagen crimping periodicity has been correlated with the 
ability of the tendon to withstand tensile loading.36

Data on the other main ECM constituents of the mandibular cartilage are limited. 
Elastin fibers, having a mean diameter of 350 nm, are observed in all regions of this tis-
sue. Although they have been shown to orient in several directions throughout the layers 
of this cartilage, regional variations remain uncharacterized.49 Proteoglycans and GAGs, 
on the other hand, have been more extensively characterized in the literature. In a study 
on rat mandibular cartilage, it was found that GAG makes up approximately 6.6 μg/mg of 
the wet weight.45 The primary GAG found in the mandibular cartilage is hyaluronic acid, 
but chondroitin and keratin sulfates have also been identified.15 The main proteoglycan 
of mandibular cartilage—aggrecan—has been found to localize in the hypertrophic and 
mature zones of both rat and porcine tissue. The fibrous and proliferative zones, how-
ever, exhibit a greater proportion of other chondroitin sulfate–rich proteoglycans.44,50,51 In 
a primate study, on the other hand, chondroitin and keratin sulfate were found to reside 
mainly in the hypertrophic and mature zones.29 Compared with the biochemical data 
available on the TMJ disc, it is clear that a scarcity of information exists for the condylar 
cartilage. Furthermore, the small amount of information that is available is highly variable 
between studies, necessitating further characterization of this soft tissue of the TMJ.
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6.3.3 Glenoid Fossa–Articular Eminence Cartilage

Biochemical characterization of the superior articulating surface of the TMJ is scarcely 
found in the literature. In one study, Kim et al.52 observed the surface of the temporal 
fossa to be covered in a dense, fibrous tissue, although this tissue has yet to be biochemi-
cally described. This dense tissue is most likely composed mainly of collagen, which is 
supported by the finding of collagen-like crimping in the cartilage layer covering this 
articulating structure. This crimping has a periodicity of 20.4 μm on average, with larger 
crimping observed in the cartilage covering the eminence compared with the fossa.33 The 
dearth of biochemical characterization of the cartilage lining the fossa–eminence unit is 
even greater than that for the other TMJ soft tissues. To fully understand the etiology 
of TMD, a comprehensive description of the anatomical, biochemical, and biomechanical 
structure–function relationships in all of the tissues comprising the TMJ is required for 
both healthy and diseased states. Without such knowledge, effective cures for TMD will 
remain unattainable.

6.4 Biomechanical Properties of the Temporomandibular Joint

Although a thorough understanding of the anatomical and biochemical makeup of the 
TMJ provides an introduction to the mechanical functionality of this joint, a review of 
the biomechanical properties of the TMJ is necessary to fully reveal its true mechanical 
complexity. Fitting the biomechanical properties within the anatomical and biochemi-
cal framework will emphasize how the individual structures of the TMJ work together 
to create a mechanically functional joint. As outlined previously, a major contribution to 
this mechanical complexity is the incongruence between the articulating surfaces of the 
TMJ. As a result, the fibrocartilaginous disc is subjected to nonuniform loading during 
the opening and closing of the mandible.1 During mastication, these forces are further 
influenced by the size, consistency, and geometry of the food bolus that is present. This 
variability means that the duration, magnitude, and location of force application are con-
stantly changing in the TMJ, even within a chewing event.12,53 To grasp the biomechanical 
complexity of the TMJ, it is imperative to understand the types of mechanical forces it 
experiences on a day-to-day basis. Together, consideration of in vivo loading patterns, in 
vitro mechanical characterization, and computational modeling can yield a comprehensive 
understanding of the mechanical functions of the TMJ.

6.4.1 In Vivo Loading

Several studies have focused on characterizing the in vivo loading of the TMJ to define 
the full range of forces this tissue is subjected to. Using a monkey model, the articulat-
ing surfaces of the TMJ were found to experience a compressive force in response to the 
masticatory power stroke. It was further observed that during this action, the subcondylar 
region of the mandible experiences a tensile stress.54 In a study on the TMJ of miniature 
pigs, strain gauges placed on the lateral surfaces of the condylar neck and squamosal bone 
revealed the peak strains on the articulating surfaces of the joint to be mainly compressive, 
ranging from 223 to 578 με. The tensile strains across the joint, however, were found to be 
much smaller, ranging from 152 to 364 με. Although the condyle was found to be subjected 
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to greater compressive forces, this study found the opposite to be true in the lateral region of 
the articular eminence. Here, greater tensile, rather than compressive, forces were recorded, 
with an average tensile strain of 212 με.55 These strains are about an order of magnitude lower 
than those measured just below the lateral surface of the femoral neck of the hip under physio-
logical loading, which has been recorded at approximately 1500 με.56 In a separate in vivo study, 
the condyles of baboons were replaced with an instrumented prosthesis to measure the axial 
compressive loading on this surface during mastication. Loads on the condylar head reached 
compressive forces of up to 31 N as the baboons ate.57 It was also shown that more force was 
exerted on the contralateral rather than the ipsilateral side of the TMJ during mastication.8 
Together, these studies show that the TMJ is subjected to both compressive and tensile forces, 
the ratio of which changes depending on the location inside the joint. As evidenced by the 
wide range of stresses and strains during everyday activities, it is clear that the TMJ operates 
under a highly complex loading environment.

The above studies have revealed the multitude of forces generated nonhomogeneously 
in the TMJ milieu. These forces also seem to be modulated by opening and closing of the 
jaw. However, the forces between the articulating surfaces of the TMJ during the trans-
latory motion associated with opening and closing of the mouth have been difficult to 
quantify. One study examined jaw motion in 20 subjects and found the kinematic center of 
the condyle–disc complex to be closer to the articular eminence during the opening of the 
jaw.58 This study, therefore, suggests that greater force exertion may actually exist during 
opening, as opposed to closing, of the jaw.

In addition to stresses and strains, significant pressures are also established in the 
functioning of the TMJ. For example, the intra-articular pressure of the human TMJ was 
recorded using a needle, transducer, and recording system in patients undergoing arthro-
centesis. Pressure levels were found to drop to 53.82 ± 34.40 mmHg (7.18 ± 4.60 kPa) dur-
ing maximal opening of the mouth.59 Clenching, however, caused this pressure level to 
increase to 63.90 ± 52.25 mmHg (8.52 ± 6.97 kPa). Interestingly, these authors noted a sig-
nificant difference in the pressure forces generated by women during clenching compared 
with men. On average, females were found to generate pressures of 73.70 ± 61.06 mmHg 
(9.83 ± 8.14 kPa), whereas males averaged 31.42 ± 11.47 mmHg (4.19 ± 1.53 kPa). This finding 
may help explain the gender paradox found in TMD, as the ratio of female-to-male patients 
has been found to be as great as 8:1.3,60

Vital information regarding the overall biomechanics of the TMJ has been found through 
in vivo examination of this joint, as exemplified by the results from the studies presented 
in this section. Unfortunately, such studies have proven quite difficult to carry out and 
are limited by the fact that it is extremely complicated to perturb the TMJ without causing 
extensive damage. A biomechanical characterization of the individual joint components 
has been more readily obtained through in vitro testing.

6.4.2 In Vitro Testing/Tissue Biomechanics

Several methods to test the in vitro biomechanical properties of the TMJ soft tissues can be 
found throughout the literature, many of which use tissue samples of varying geometry, 
age, and species. As a result of this discontinuity between studies, there is an abundance 
of conflicting data describing the biomechanical response and loading environment of 
the TMJ. Although such inherent differences may exist between studies, one crucial com-
monality is that they all take the well-established viscoelastic nature of such tissues into 
consideration.8,12 Taking on both fluid- and solid-like properties, a viscoelastic material 
is characteristic of a stress–strain relationship exhibiting time dependency. As a result, 
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creep-indentation and stress-relaxation tests are necessary to determine TMJ soft tissue 
properties.61 To characterize the viscoelastic response of the TMJ disc under unconfined 
compression, this tissue has been modeled as a Kelvin solid.19 Such a model can be viewed 
as a mechanical circuit that combines a Maxwell viscoelastic element with an elastic ele-
ment in parallel. The Maxwell element is composed of a spring and a dashpot, represent-
ing the elastic nature of a solid and the viscous nature of a fluid. The main parameters 
that can be obtained from the Kelvin viscoelastic model include the relaxation modulus 
(Er), the stress-relaxation time constant (τε), and the creep time constant (τσ), which can be 
combined to find the instantaneous modulus (Ei) and the coefficient of viscosity (μ; Figure 
6.3). Such a model has become well established in the field for determining the response of 
the soft tissues composing the TMJ to various loading regimens.17,19,40,62–65

6.4.2.1 Temporomandibular Joint Disc

Of all the soft tissues of the TMJ, the biomechanical properties of the disc are the most 
thoroughly characterized. The importance of understanding the biomechanics of the disc 
cannot be overemphasized: most cases of TMD have been highly correlated with a per-
turbation to the disc, with subsequent breakdown of the surrounding tissues. Therefore, 
correcting or replacing a damaged disc may help stop the progression of TMD in the many 
patients whose etiology follows this path. Such an endeavor requires a thorough biome-
chanical characterization of the TMJ disc.

6.4.2.1.1 Tensile Properties

The tensile properties of the TMJ disc exhibit a distinct anisotropy that correlates with the 
architecture of the ECM. Beatty et al.66 tested the tensile stiffness of the porcine TMJ disc 
using a uniaxial testing machine. In the mediolateral direction, the results showed that the 
Young’s modulus was 3.2 MPa in the central region of the disc, whereas it was found to be 
76.4 MPa in the anteroposterior direction. The ultimate tensile strength was found to be 
1.6 MPa in the mediolateral direction and 37.4 MPa in the anteroposterior direction of the 
central portion of the disc. Using a similar testing method, the regional variation of the 
tensile properties of the TMJ disc was examined, and the Young’s moduli of the anterior, 
intermediate, and posterior bands in the mediolateral direction of the porcine TMJ disc 
were found to be 9.48, 0.58, and 23.4 MPa, respectively. In the anteroposterior direction, 
values in the medial, central, and lateral region were found to be 14.3, 18.5, and 10.6 MPa, 
respectively.67 Much like the anisotropy defined using biochemical analysis, these two 
biochemical studies shed light on the anisotropic nature of the tensile properties of the 
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FIGURE 6.3
Kelvin solid represented as a mechanical circuit with accompanying equations to model viscoelastic tissue. The 
symbols in this figure represent the relaxation modulus (Er), stress relaxation time constant (τε), and creep time 
constant (τσ), which can be combined to find the instantaneous modulus (Ei) and the coefficient of viscosity (μ).
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disc. The direction and location of the highest measured tensile properties were found to 
correlate with the preferential direction of collagen alignment and the highest amounts of 
collagen in the disc found via biochemical analysis. Therefore, these studies provide fur-
ther evidence that tensile properties can be directly correlated to the variation in collagen 
alignment throughout the disc.

The anisotropy that exists in the tensile properties within the TMJ disc is also species-
dependent. In the interspecies study by Kalpakci et al.,40 the tensile strength of the central 
portion of the disc in the mediolateral direction was significantly lower than other regions 
that were tested, regardless of the testing direction; this was true in all species tested, 
including rabbit, goat, human, pig, and cow. The peak and relaxed Young’s modulus of 
the human TMJ disc was found to be the largest of the five species in the anteroposterior 
direction with values of 51.7 and 34.4 MPa, respectively. These values were most similar to 
those measured in the porcine disc, suggesting that the pig model was the closest to mir-
roring human tissue. The cow, on the other hand, was found to have the lowest TMJ disc 
tensile properties. These differences, just like those found biochemically, are most likely 
attributed to the specific masticatory patterns seen in each of the species, implying that the 
human and pig share the most similar chewing styles.

To understand and characterize disc perforations often observed in TMD, the fracture 
toughness of the disc was explored.68 This critical fracture energy analysis was performed by 
introducing flaws in the anteroposterior direction of the intermediate zone of porcine discs 
before subjecting them to tensile and shear stresses. Mode I and mode III regimens were used 
to analyze the resulting crack propagation via tensile and shear stresses, respectively. A mode I 
regimen causes crack propagation via a tensile stress normal to the plane of the crack, whereas 
mode III does so through a shear stress parallel to both the plane and front of the crack. By 
comparing discs receiving an impulsive preload to those not receiving one, the study found 
discs with damaged collagen networks after preloading to have a 2.3-fold higher fracture 
toughness under tensile, rather than shear, loading; yet, no such difference was seen in pris-
tine, untouched discs. This finding led to the conclusion that damaged discs require higher 
energy levels for tensile-induced crack propagation compared with a flawless disc. Although 
these results seem paradoxical, as a flawed disc would be expected to be more susceptible 
to stresses, this study found that a damaged collagen network actually stiffens under tensile 
loading.68 One possible explanation given in this study was that impulsive loading creates a 
more permeable ECM. As fluid escapes the network after the impulsive load, the remaining 
intact collagen accommodates this loss by supporting higher stresses. This result is similar to 
the response of trabecular bone to compressive loads, in which void spaces within the bone 
collapse when the bone becomes denser and its capacity to maintain a load increases.69 Perhaps 
the collagen fibers actually compact as opposed to breaking apart after an impulsive preload, 
forming a denser tissue that can withstand higher stresses before failure. Overall, that study 
highlights how much remains to be defined about the differences in the microenvironment of 
diseased and healthy discs.70

6.4.2.1.2 Compressive Properties

The anisotropy of the tensile properties of the TMJ disc is also observed in its compres-
sive properties, with the disc exhibiting direction-dependent responses to compressive 
loads. Using an unconfined compression incremental stress relaxation modality, the disc 
was found to have an overall instantaneous modulus and relaxation modulus of approxi-
mately 500 and 80 kPa, respectively. The overall viscosity was also found to be 3.5 MPa/s.19 
A comparison between different regions of the disc, however, revealed the instantaneous 
modulus to be highest in the anterior and posterior regions of the porcine disc, whereas 
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the relaxation modulus was found to be largest in the inferior-medial portion of the disc.18 
These results indicated that the regional variability in compressive properties was similar 
to that seen with the tensile properties of the TMJ disc.

The compressive properties of the TMJ disc, similar to the tensile properties, are species-
dependent. Uniaxial confined compression testing was used to measure the viscoelastic 
properties of the human TMJ disc by determining the aggregate modulus and hydraulic 
permeability. It was found that the aggregate moduli of the anterior and posterior bands, 
at 20 and 25 kPa, respectively, were about one-third of the stiffness of the medial, inter-
mediate, and lateral regions of the disc, at 60, 75, and 75 kPa, respectively.64 The hydraulic 
permeability in both the anterior and posterior bands was approximately 8.5 × 10−15 m4/Ns 
and was approximately 40% more permeable than the mediolateral portions of the disc.64 
These findings suggest that the TMJ disc is subjected to the highest compressive loading 
regimen in the mediolateral direction, with the anterior and posterior bands being much 
softer and more permeable. In contrast with these results, a study that used a nanoindenta-
tion approach to measure the viscoelastic compressive properties of the porcine disc found 
it to be approximately 10 times softer in the mediolateral compared with the anteroposte-
rior direction,65 suggesting the anteroposterior direction to have the highest compressive 
properties. This discrepancy could be a result of interspecies differences, the use of differ-
ent testing protocols, or a combination of both.

Testing the differences in compressive properties across species using unconfined com-
pression showed that the cow, goat, and rabbit exhibited significantly higher overall instan-
taneous and relaxation moduli compared with human and pig.40 Interestingly, although 
the cow was found to exhibit the lowest tensile properties in this interspecies study, it 
demonstrated the highest relaxation modulus (at 120 kPa) in compression. The human and 
porcine TMJ discs, on the other hand, which were found to have the highest tensile prop-
erties, exhibited the lowest compressive properties, with a relaxation modulus between 
20 and 30 kPa. This study corroborated the compressive results reported by Yuya et al.,65 
who found that the anteroposterior bands exhibited overall higher compressive stiffness 
than the mediolateral regions. Therefore, these conflicting results may be due to Yao et al. 
using a confined compression testing procedure. Although a general consensus has been 
achieved regarding trends observed in the tensile properties of the TMJ disc regardless of 
species and testing methods, trends in the compressive properties remain more ambigu-
ous, necessitating additional endeavors to elucidate the compressive properties of the disc.

In addition to clarifying the effects of testing methods and interspecies differences, 
another area requiring examination relates to how the main biochemical constituents con-
tribute to the compressive properties in the disc. Many studies correlate the compressive 
properties to proteoglycan levels.23,26,29,34 The general belief is that more proteoglycans will 
cause increased resistance to fluid flow in certain regions, causing a local increase in com-
pressive stiffness. Recent studies, however, have been unable to identify such a correla-
tion, finding the anteroposterior regions, which are more often found to have the highest 
compressive properties, to have lower GAG content than the mediolateral regions. Thus, 
it has been suggested that the density of the collagen network may be more indicative of 
compressive properties.40,67 Future studies on the viscoelastic and biochemical properties 
of this tissue and their correlation will clarify this issue.

6.4.2.2 Mandibular Condylar Cartilage

The mandibular condylar cartilage has received much attention because it can undergo 
extensive degradation after disc displacement in TMD. The cartilage covering the condyle 
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is unlike any other cartilage in the body, necessitating studies to fully explore its mechani-
cal properties.

6.4.2.2.1 Shear/Tensile Properties

The close contact that exists between the TMJ disc and the condylar cartilage suggests that 
these two tissues experience similar loading regimens and, therefore, will exhibit parallel 
trends in their tensile properties. Although limited studies have been conducted on the 
tensile and shear properties of the condylar cartilage, a few recent publications in this 
area provide insight into how this tissue responds under such loads. Two studies focused 
on determining the shear behavior of the condylar cartilage. Osteochondral plugs were 
derived from porcine condylar heads and sheared on a dynamic viscoelastometer. The 
dynamic shear modulus was found to be 1.5 to 2.0 MPa in the anteroposterior direction, 
which was 33% higher than the value determined in the mediolateral direction at 0.3 to 0.5 
MPa. Comparing these results with those of the TMJ disc, the dynamic shear modulus of 
condylar cartilage was found to be 1.2 to 1.4 times that of the disc.71,72

Porcine osteochondral plugs were tested using a uniaxial testing apparatus to define 
the condylar cartilage’s tensile properties. The Young’s modulus was found to be 24.0 MPa 
in the anteroposterior direction and 10.1 MPa in the mediolateral direction.48 Supporting 
these results, a separate study using a similar testing procedure found the Young’s modu-
lus of porcine osteochondral plugs to also be higher when tested anteroposteriorly com-
pared with mediolaterally, with values of 9.04 and 6.55 MPa, respectively.73 Overall, the 
tensile and shear studies exemplify the anisotropy of the condylar cartilage and suggest 
the predominant loading direction to be anteroposterior. As the TMJ disc is firmly attached 
to the condylar head, similar tensile loading regimes in both tissues, as well as similar col-
lagen alignment and organization, further exemplify the mechanical congruence existing 
between the condyle and TMJ disc.

6.4.2.2.2 Compressive Properties

Similar trends in the compressive properties of the condylar cartilage compared with the 
TMJ disc should also be expected due to their close proximity and articulation within the 
joint. As with tensile testing of the condylar cartilage, osteochondral plugs were used in 
all studies carried out to determine the viscoelastic compressive properties of the condylar 
cartilage. Two studies have used the porcine model, whereas an additional two studies have 
used the rabbit model. Kuboki et al.63 found the condylar cartilage to undergo increased 
deformation when subjected to constant, as opposed to intermittent, loads. It was further 
observed that the material became stiffer at higher loads. These results revealed the highly 
viscoelastic nature of the condylar cartilage, and the authors suggested that this tissue 
was less stiff than that of the TMJ disc. In a separate study, dynamic nanoindentation via 
atomic force microscopy was used to measure the elastic modulus and the Poisson’s ratio 
of the condylar cartilage in skeletally mature rabbits. The highest values were found in the 
anterior portion of the central region of the condyle, with an elastic modulus of 2.34 MPa 
and a Poisson’s ratio of 0.46. Furthermore, it was found that the anterior portion of the 
condylar cartilage, as a whole, had higher values for these two viscoelastic parameters 
than the posterior region.62 In a similar study on neonatal rabbit tissue, similar trends, but 
decreased values, were measured. This suggested that the viscoelastic heterogeneity of the 
condylar cartilage varies with age.74 A more recent study testing porcine samples with a 
dynamic viscoelastometer found the dynamic complex modulus, storage, and loss modu-
lus to be higher in the anterior region of the central portion of the condylar cartilage, with 
values of 1.40, 1.36, and 0.34 MPa, respectively. These trends, which are similar to those 
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of Hu et al.,62 were found to be linearly proportional to frequency.75 As seen with the TMJ 
disc, correlations between GAG distribution and compressive properties were not found. 
Instead, the highest compressive properties of the condylar cartilage correlate with the 
regions of highest collagen density, further verifying collagen density to be more indica-
tive of compressive strength than GAG in the soft tissues of the TMJ.

6.4.2.3 Glenoid Fossa Unit

The glenoid fossa is by far the least studied of the soft tissue components of the TMJ. The 
mechanical properties of the cartilage lining the superior articulating surface of the gle-
noid fossa still remain largely unknown. Currently, no studies characterizing the tensile 
properties of this tissue exist; however, one compressive characterization study has been 
performed. Kim et al.52 determined the aggregate modulus, the Poisson’s ratio, and the 
permeability of the articular cartilage lining the temporal fossa. It is important to note that 
the tissue’s material properties were found using the linear biphasic theory as opposed to 
modeling it as a Kelvin solid. This model, which was originally created to model articular 
cartilage, was developed to take into consideration both the elastic, permeable, porous 
ECM and the incompressible, synovial fluid.76,77 Using an indentation apparatus, the 
aggregate modulus was found to be lowest in the anterior, central, and lateral regions, 
all at approximately 35 kPa, and highest in the medial and posterior regions, at 42.6 and 
58.9 kPa, respectively. The Poisson’s ratio was found to be lowest in the anterior and medial 
regions, both at 0.02, and again highest in the posterior region at 0.13. In terms of perme-
ability, the anterior and medial regions were the lowest at about 9 × 1015 m4/Ns and highest 
in the posterior region at 67.3 × 1015 m4/Ns. The one major conclusion that can be drawn 
from this study is that like the other soft tissues of the TMJ, the cartilage of the fossa–emi-
nence unit also displays regionally dependent compressive properties.52 An understand-
ing of how this cartilage fits into the overall functionality of the TMJ cannot be determined 
until more studies are carried out to further define its mechanical properties.

6.4.3 Modeling of Temporomandibular Joint

Although much information has been gained about the biomechanical nature of the TMJ 
and its components through in vivo and in vitro studies, computational modeling offers a 
unique advantage: modeling allows for the quantification of the forces within tissues dur-
ing simulated function. Furthermore, a computational model allows select parameters to 
be isolated so their functionality, alone or in conjunction with other parameters, can be 
better understood. Such parameters, which can be extremely difficult to alter in biological 
tissues, can be readily changed in a modeled system. Finally, when the theoretical predic-
tions used to model a system, such as the TMJ, match the experimental and clinical results, 
modeling can provide an additional means to confirm or validate a hypothesis.

Although several advantages are offered by finite-element analysis, the information 
achieved through such modeling can be severely limited in poorly characterized tissues. 
Due to the lack of characterization data on the tissues of the TMJ, most models are currently 
oversimplified. The information provided by these simplified models, however, can still be 
quite important. Two-dimensional (2D) finite-element models, developed from magnetic 
resonance images, provide information on the stress field resulting from 2D motion.78 To 
capture the true dimensionality and bilateral nature of the TMJ, however, most model-
ing studies have focused on creating three-dimensional (3D) models.53,79–81 In one of the 
more advanced 3D studies, the bilateral joint was modeled to include the two TMJ discs, 
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the major ligaments attaching the discs into the joint spaces, as well as the superior and 
inferior articulating surfaces. Using this model, it was observed that during bruxism, or 
grinding motions, compressive stresses are higher in the lateral regions of the disc. The 
authors postulate that during grinding, the two sides of the mandible are subjected to dif-
ferent force fields.82

In the study by Tuijt et al.,83 a biomechanical model of the human masticatory system 
was used to simulate the forces experienced by the TMJ during opening and closing of 
the jaw. Their results indicated that the TMJ is subjected to a greater load during open-
ing, rather than closing, of the jaw. This model confirmed the noninvasive clinical study 
described earlier by Yatabe et al.,58 which found the kinematic center of the condyle–disc 
unit to be closer to the articular eminence during opening as opposed to closing, sug-
gesting higher forces during opening. As can be seen from these examples, finite-element 
modeling of the TMJ provides important information about the biomechanical nature of 
this joint under realistic loading regimes that cannot be achieved through experimental 
means alone. A goal for TMJ research should be to continue to characterize the biome-
chanical nature of the soft tissues of the TMJ through in vitro characterization studies and 
the overall biomechanics of the joint through in vivo analysis. Once these characterizations 
are complete, they can be brought together in computational models to validate findings 
and provide a working theoretical model for how the whole joint functions under different 
physiological loading environments. Such models, along with the healthy and diseased 
tissue characterizations, will provide scientists, engineers, and clinicians with the neces-
sary tools to develop effective treatments for TMD.

6.5 Current Perspectives on Temporomandibular Joint

6.5.1 Tissue Engineering

As previously mentioned, one of the most promising avenues for effective treatment of 
TMD is engineered replacement tissues. A typical tissue engineering paradigm is shown 
in Figure 6.4, which illustrates the many approaches that can be taken to engineer tis-
sues to replace those damaged by TMD. The first step in any tissue engineering endeavor 
is to choose the appropriate cell source. Autologous or allogeneic stem cells, including 
human embryonic stem cells, mesenchymal stem cells, and induced pluripotent stem cells, 
are unique in that they provide an undifferentiated, blank slate that, with the appropri-
ate stimuli, can be differentiated into the appropriate cells for creating TMJ tissues with 
the appropriate stimuli. Unfortunately, we are currently quite far from fully differenti-
ating stem cells that can restore the full TMJ environment. Fully differentiated primary 
cells, on the other hand, can be isolated from mature tissue.1,84–86 These cells can either be 
obtained directly from the source, in this case from the TMJ soft tissues, or from alterna-
tive locations, such as the costochondral cells lining the ends of ribs. TMJ disc cells are 
quite difficult to isolate, resulting in an insufficient cell population for tissue engineering 
applications.87 Autologous primary cells from other similar tissues found in the body pres-
ent a more appropriate option; however, they are associated with donor site morbidity or 
tissue overgrowth when placed in the TMJ.88 To avoid these issues, allogeneic or xenoge-
neic sources may be considered. A major drawback of cells derived from these sources is 
that they are, in many cases, associated with harmful immunological responses.
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Once a cell source is selected and either isolated or differentiated, the cells can be seeded 
onto a scaffold or self-assembled in a scaffold-free system to promote tissue formation. The 
benefit of a scaffold-free, self-assembly system is that the issues associated with scaffold-
ing, including biocompatibility, biodegradability, stress shielding, and hindrance of cell-
to-cell communication, may be avoided. Once the cells have been seeded in the desired 
system, the resulting newly formed constructs can be subjected to a vast array of bioactive 
stimuli with the end goal of forming tissue that is biochemically and mechanically equiva-
lent to the native tissue it is replacing.

Although many aspects of the TMJ soft tissue properties remain to be uncovered, sev-
eral promising strides have been made toward engineering effective TMJ replacement tis-
sues with mechanical and biochemical properties approaching those of native tissue. In 
the past decade, most tissue engineering efforts in this area have focused on the TMJ disc, 
with a more recent interest in the mandibular cartilage and osteochondral components. A 
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comprehensive overview of the current state of TMJ disc tissue engineering can be found 
in the textbook by Athanasiou,1 whereas a review of the advances relevant to mandibular 
cartilage tissue engineering can be found in the article by Wang and Detamore.89 Thus 
far, no efforts have been made on tissue-engineering the cartilage covering the superior 
articulating surfaces or the discal attachments, demonstrating a major void in this area. 
Overall, a full comprehension of the structure–function relationships and the loading 
schemes of both healthy and diseased joints is necessary to create effective replacement 
tissues to repair or replace pathologic joint components.

6.5.2 Concluding Remarks

By integrating the anatomical, biochemical, and biomechanical properties of the TMJ, we 
may begin to understand the structure–function relationships among the joint’s individ-
ual components. Filling the many voids in the current knowledge of the TMJ tissues will 
elucidate how they unite to form the biologically and mechanically active joint. In terms 
of biochemical properties, the TMJ disc is well characterized, although some controversy 
remains on the GAG distribution and whether GAGs play a significant role in the com-
pressive properties of the disc. Recent trends in the literature suggest that compressive 
properties may be better reflected by the density and organization of the collagen fibrils 
and not GAGs. More research is needed on the distribution of the different types of col-
lagens as well as on the respective roles of the fibroblast-like and chondrocyte-like cells in 
the disc. Although the cartilage layer covering the mandibular condyle is also quite well 
characterized biochemically, similar controversies as with the disc, such as the GAG dis-
tribution, the role of GAG, and the role/quantities of the different cells, still remain. This 
necessitates future studies in these areas. It is also important that efforts to identify the 
biochemical properties of the cartilage lining the superior articulating surfaces be initi-
ated. As these identified voids are filled, we will be able to use this enhanced understand-
ing of the biochemical makeup of the TMJ soft tissues to begin assembling a complete 
picture of the changes associated with the disorders of the TMJ and how they lead to a loss 
of its structure and function.

In terms of biomechanical properties, the most work has again been conducted on the 
disc, with some literature available on the condylar cartilage; the cartilage lining the fossa–
eminence unit, however, is currently lacking such characterization. The most prominent 
overall drawback in the literature surrounding the biomechanical properties of these tissues 
is the incongruity among studies. Discontinuities, such as those existing on the relative ten-
sile, shear, and compressive strength of the various tissues, as well as the regional variation 
associated with each, may only be overcome by standardizing testing methods. This will be 
a difficult obstacle considering the variations in tissue properties that result from differences 
in species, age, size, orientation, and location of the tissue source. Most significantly, we must 
further advance our understanding of the biomechanical nature of the TMJ by developing 
more physiologically significant testing methods, as this will allow for the measurement of 
the response of tissues to the stresses and strains they experience in the active joint.

Through carrying out more physiologically relevant in vitro and in vivo studies, an under-
standing of the necessary design criteria for replacement tissues and more valid compu-
tational models will be achieved. This work must reach beyond the three main TMJ soft 
tissues described in this chapter because it is imperative that we also reveal the biochemi-
cal and biomechanical nature of the discal attachments. Once this information, along with 
that of the other tissues, has been collected and compiled, finite-element models may be 
created to truly capture the dynamic nature of this joint, enhancing our abilities to better 
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understand the TMJ in both the normal and pathologic cases. This will, in turn, aid scien-
tists and clinicians in fully understanding the etiology of TMD and influence the direction 
taken by tissue engineers to develop biological replacement tissues with the integrity to 
withstand the dynamic loads of the TMJ for the lifetime of patients. These advances will 
only be possible if leaders from the clinical, biological, and engineering worlds work hand 
in hand, which will be greatly aided by continued cross-disciplinary conferences, such 
as in the TMJ Bioengineering Conference.90 Having specialists from these three distinct 
backgrounds working together will put us in the best position to form an understanding 
of the pathologic mechanisms governing TMD. This will provide us with the necessary 
tools to reverse-engineer such mechanisms and ultimately identify the most appropriate 
and effective therapeutic means to bring diseased joints back to a healthy, functional state.
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7
Spine Biomechanics

Chad Cole, Christopher Wolfla, Frank A. Pintar, and Narayan Yoganandan

7.1 Introduction

The human spinal column is anatomically defined by the vertebrae, intervertebral discs, 
adjacent muscles and ligaments, and the nervous system that disseminates between and 
within the spinal tissues.1 Biomechanically, the spine is defined by posture, load history, 
disc degeneration, and muscle fatigue. Both the anatomic and biomechanical properties 
of the spine must be understood at the functional segment level, within the spinal region 
(i.e., cervical, thoracic, or lumbar), and for the entire spine as a whole. The integration of 
all these factors allows for the definition of abnormalities and the identification of optimal 
treatments that ameliorate pain or dysfunction. Here, we review the relevant anatomy and 
kinematics of the different spinal regions. We then review basic biomechanics as it applies 
to the spine. Following this foundation, we then present relevant issues in spinal instru-
mentation for the clinical management of spine conditions.
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7.2 Vertebral Column—Anatomy and Kinematics

The human spinal column consists of 33 vertebrae that are interconnected by interverte-
bral discs, facet capsules, and other ligaments. There are 7 cervical (C1–C7), 12 thoracic (T1–
T12), 5 lumbar (L1–L5), 5 fused sacral (S1–S5), and 4 separate coccygeal bones (Figure 7.1). 
The normal adult vertebral column has four curvatures: the cervical and lumbar regions 
are lordotic, whereas the thoracic and lumbosacral regions are kyphotic (Figure 7.2). The 
lordotic curvature is convex ventrally, and the kyphotic curvature is concave ventrally. 
The thoracic and lumbosacral kyphotic curvatures exist in utero and are called the primary 
curvatures. The cervical and lumbar lordotic curvatures develop with the raising of the 
head postnatally and the assumption of the erect posture. The cervical curvature is shal-
low; it begins at the dens of the second cervical vertebra (C2) and terminates at the second 
thoracic vertebra (T2) (Figure 7.2). The lumbar lordosis develops due to the upright position 
of the trunk. The sacral curvature is relatively smooth and concave. Variations in the disc 
and vertebral body dimensions develop to maintain these curvatures, often modified by 
age-related changes of the vertebra, osteophyte development, trauma, congenital malfor-
mations, neurologic disorders, and imbalances of the paraspinal muscles. The center of 
gravity of the spinal column generally passes from C2 through the vertebra to the promon-
tory of the first sacral vertebra. The center of gravity of the body is located just ventral to the 
sacral promontory (Figure 7.2). The vertebral column has different types of articulations: 

FIGURE 7.1
Schematic of head and spine bone anatomy from antero-oblique and postero-oblique views.
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fibrocartilagenous discs between the vertebral bodies, facet joints between the vertebral 
arches, and unique articulations such as those found at the craniovertebral junction.

Each vertebra consists of a cylindrically shaped body in the ventral column and a bony 
arch that comprises the dorsal part, which collectively encase the spinal cord and exit-
ing nerve roots. The outer shell of the vertebral body consists of a thin layer of relatively 
rigid compact cortical bone. The inner core of each vertebra is made up of soft and porous 
cancellous bone containing bone marrow. The structure of the cortical bone is aligned in 
vertical lamellae to resist the compressive forces. The trabeculae of the cancellous bone are 
ordered like columns, and they resist a variety of loads. The rostral and caudal surfaces 
of the vertebral body are generally concave and are separated and bound together by the 
fibrocartilaginous discs. The dorsal arch is composed of the laminae, pedicles, spinous 
processes, and facet joints. Pedicles are stout bars of bone extending dorsolaterally from 
the rostral aspect of the vertebral body. The laminae extend dorsally, immediately from the 
pars interarticularis. They fuse in the midline to form the dorsal wall of the spinal canal. 
The laminae are oblong plates with a sloping surface. The spinous process arises from the 
junction of the laminae. The specific orientation of the spinous process varies with the 
regions of the spine. The cervical transverse processes arise from each side of the vertebral 
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FIGURE 7.2
Lateral view of the spine demonstrating cervical and lumbar lordotic curvature and thoracic kyphotic curva-
ture. The body line of gravity with respect to the spinal axis is also shown.
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body near the junction of the pedicle and vertebral body. The thoracic and lumbar trans-
verse processes arise from the junction of the pars interarticularis and pedicle. The trans-
verse and spinous processes serve as attachments for muscles and ligaments. The articular 
processes arise from the pars interarticularis, interposed between the pedicles, laminae, 
and facet joints. Generally, superior articular processes project cranially with the articu-
lating surface of the facet on the dorsal surface. Typically, the inferior articular processes 
project caudally with the articular surface facing ventrally. A thin layer of hyaline cartilage 
lines the surface of each facet, which is a synovial joint surrounded by a capsule.

7.2.1 Cervical Spine

The craniovertebral junction includes the occipital bone and condyles, the atlas (C1), and 
the axis (C2). The bony anatomy, joint shapes, and articulations of this region are unique 
and allow for rotation, flexion, extension, and, to a lesser degree, lateral bending.2 This not 
only allows for the complex movements between the head and neck but also establishes 
stability without compromising the traversing neural and vascular tissues.3

The primary movement at the occipital–C1 joint is flexion and extension, often termed 
more specifically as capital flexion-extension.4 The primary mobility of this joint averages 23° 
to 24.5°.4,5 Flexion is limited by contact of the tip of the dens of C2 on the foramen magnum, 
whereas extension is limited by the tectorial membrane.4,5 Both lateral bending (average 
3.4°–5.5° each side) and axial rotation (2.4°–7.2° each side) are limited by the articulation 
of the occipital condyle with the lateral mass of the C1, as well as by the alar ligaments.6,7 
There is minimal coronal and sagittal translation of the occiput–C1 joint under normal 
conditions, which is constrained by the bony anatomy, tectorial membrane, alar ligaments, 
and apical ligaments.4,5

Axial rotation at the atlanto-occipital joint is further limited by the bony anatomy. The 
paired occipital condyles are proportionally large and in turn articulate with the lateral 
mass of the atlas, which are also proportionately large.5 An oblique joint is created as the 
distance between the condyle tapers from back to front, with mean intracondylar distances 
of 41.6 and 21.0 mm, respectively, which imposes a further limitation to rotation.8 This 
occurs because the superior articular surfaces of the atlas point caudally from lateral to 
medial (average angle 129.4°), whereas the inferior articular surfaces angle cranially from 
lateral to medial (average angle 130°–136°).9

In contrast with the occipital–C1 joint, the mechanical stability of C1 to C2 is primarily 
due to ligamentous elements.5 As such, the atlantoaxial (C1–C2) joint allows for consider-
able motion to occur in axial rotation, flexion-extension, and lateral bending.10 Studies 
using both cadavers and finite-element models demonstrate axial rotation for the atlantoax-
ial joint to be 23.3° to 38.9° for each side.11,10 Axial rotation of the atlantoaxial segment is con-
strained by the joints themselves (capsular ligaments), the ipsilateral transverse ligament, 
and the contralateral alar ligaments.2,12 In addition, axial rotation at C1 to C2 is negatively 
coupled to the axial rotation at the occiput–C1 joint; increasing the axial rotation at C1 to 
C2 induces axial rotation in the opposite direction (of lesser magnitude) at the occiput–C1.5

Flexion and extension at C1 to C2 range from 10.1° to 22.4°, which is comparable to the 
primary movement at the atlanto-occipital joint (23°–25°).6,7,13 Of note, C1 to C2 flexion is 
resisted by the transverse ligament, whereas extension is limited by the tectorial mem-
brane and joint anatomy.14,15 Lateral bending is limited by the alar ligaments to approxi-
mately 6.7°.7,16 In the normal C1 to C2 joint, translation, distraction, and compression at C1 
to C2 are minimal.4 Anterior translation is primarily limited by the transverse ligament, 
and secondary stabilizers include the alar and capsular ligaments; translation is usually 
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restricted to 3 mm or less in adults.16,17 Posterior translation is limited by the dens on the 
ventral arch of C1.5 The tectorial membrane prevents the dens from abutting the ventral 
spinal cord.18

The remaining levels of the cervical spine (C3–C7) consist of cylindrically shaped ver-
tebral bodies ventrally and a vertebral arch dorsally. The vertebral bodies throughout the 
spine are cylindrically shaped with a wider transverse width than the anteroposterior 
width. The size gradually increases from C3 to C7, but still remains considerably smaller 
than in the thoracic and lumbar regions. Paired pedicles, articular facets, laminae, and a 
spinous process form the posterior arch. Each pars interarticularis, also termed the lat-
eral mass, contains a cephalad and caudal articular facet oriented approximately 45° with 
respect to the horizontal that aids in limiting anteroposterior stability. The transverse pro-
cess is unique because it protrudes from the lateral mass and contains a transverse fora-
men (from C1 to C6) through which the vertebral arteries traverse.

The osseous elements of the cervical spine are connected by a variety of soft tissue 
structures, which include the intervertebral discs, zygapophysial joints, and ligaments. 
Intervertebral discs are arranged with an outer collagenous annulus fibrosus that primar-
ily resists tension, shear, and torsion, along with an inner proteoglycan nucleus that pri-
marily withstands compression loads.19,20 Such compression loading is generated within 
the C2 to T1 discs during normal physiologic conditions. This is not a pure perpendicular 
load because the head is approximately three times the weight of the neck and is posi-
tioned eccentric to the perpendicular plane midway through the discs.21 The compressive 
load is also subject to the nature and magnitude of the loading, extremes of which are 
found during flexion and extension.22 As a consequence, the intervertebral discs experi-
ence compressive forces with multiple load vectors that are associated with a moment.23 
This creates disproportionate internal load sharing within the disc as well as the annulus. 
Furthermore, the anatomy of the nucleus pulposus is not central and, as a result, creates 
disparate anterior and posterior annulus internal load sharing.20 Thus, during physiologic 
and traumatic load applications, the cervical intervertebral discs respond to a variety of 
load vectors, including compression, bending, and tension.20

Like the intervertebral disc, the zygapophysial joints respond to a variety of load vec-
tors.20 As with the intervertebral discs, the contribution to the compressive force resistance 
by the zygapophysial joints depends on the orientation of the joint and the eccentricity of 
the external compressive force.24 The zygapophysial joints provide a complementary role 
to the discs, but the specific amount changes according to the degeneration of the joint, 
disc, and vertebral body.20 The oblique orientation of the facet processes allows the zyg-
apophysial joints to resist both normal and anteroposterior shear forces.25 Zygapophysial 
joints also limit the torsion of the disc, although not to the extent as in the thoracolumbar 
spine.26 The effectiveness of the zygapophysial joint depends on the integrity of the cap-
sular ligament.27

The limitations to lateral bending and axial rotation of the lower cervical spine depend 
on the resistance of the intervertebral discs along with the obliquely oriented zygapophy-
sial joints. Uncovertebral joints, on the other hand, enable the disc to accommodate to 
the coupling of lateral bending and axial rotation that is primarily governed by the zyg-
apophysial joints. Uncovertebral joints are located in the vertebral body–disc–vertebral 
body complex and begin to form late in childhood and develop in size with advancing 
age.28 Clefts are formed between the uncinate process of the lower vertebral body and the 
saddle contour of the caudolateral aspect of the upper vertebral body.20 Posteriorly, in the 
region of the uncinate processes, the connection is interrupted where the annulus is dis-
rupted by the transverse cleft, which has traditionally been attributed to the formation of 
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uncovertebral joints. The uncovertebral joints do not constitute “true” joints incorporating 
a joint capsule or synovial fluid, but allow for a large degree of axial rotation between the 
vertebral bodies and through the intervertebral disc, as mentioned previously.29 This bony 
formation is met with a limitation because osteophyte formation and projection into the 
disc space or intervertebral foramina compress nerve roots.

In contrast to the intervertebral discs and zygapophysial joints, ligaments are uniaxial 
structures that resist only tensile or distractive forces.23 Ligaments of various types con-
nect vertebral bodies and their posterior elements spanning either one or more levels.20 For 
instance, the anterior longitudinal ligament is most effective under an extension bending 
moment,30 whereas the interspinous ligaments resist a flexion moment.31 Internal forces 
resisted by various ligaments differ depending on the magnitude and application of the 
load vector and their position relative to the force.20 From this point of view, the resistance 
to flexion-extension is greater for the anterior longitudinal ligament and interspinous liga-
ments than the posterior longitudinal ligament, which lies closer to the center of rotation.30

Finally, the range of motion (ROM) for the healthy subaxial cervical spine differs across 
the segments of the cervical spine. It has been reported that the motion segments from C4 
to C7 have the highest amount of flexion-extension ROM.7 For lateral bending, the motion 
segments from C2 to C5 tend to have the greatest degrees of motion. In contrast, in axial 
rotation, the greatest degree of movement tends to exist at C4 to C5. The importance of 
these motions at specific functional units along the cervical spine can be of significant 
clinical consequence.32

7.2.2 Thoracic Spine

As with other regions and subregions of the spine, the specific anatomy of the thoracic 
spine dictates its response to mechanical stresses compared with the other more mobile 
regions of the spine.33 The thoracic spine is the largest segment of the spine and incor-
porates a kyphotic curvature. This is in part due to the disparity in heights between the 
anterior and posterior regions of the vertebral body; the height of the anterior surface is 
18 to 22 mm and is normally 1 to 2 mm less than the dorsal surface.19 In addition, the 
vertebral bodies are primarily load-bearing, which is facilitated by the gradual increase in 
the anteroposterior diameter from T1 to T12.33 The vertebral bodies become the primary 
load-bearing entity within the thoracic spine, and their compressive strength is directly 
related to bone density.34 As such, even minor changes in bone porosity can cause major 
changes in compressive strength.19 This is significant clinically as most osseous injuries 
occur within the thoracic spine due to flexion and axial loading.35

The most distinctive anatomic and biomechanical characteristic of the thoracic spine is 
the presence of ribs and their articulations with the transverse processes and vertebrae. 
The fixed ribs, along with the sternum, add stiffness and limit flexion-extension from T1 to 
T9. A study of the effects of the biomechanics of the rib cage on spinal motion has revealed 
that all physiologic movements of the ligamentous spine are decreased by the presence 
of the rib cage.36 This finding was most significant for extension, which was reduced by 
70%.36 Additionally, the compression tolerance of the thoracic spine increases by a factor of 
four in the presence of the rib cage.36

Resistance to translation in the thoracic spine depends on and is affected by the ori-
entation of the facets.31,37 Their coronal orientation between T1 and T8 serves to provide 
stability primarily against anterior translation.19 Once the facets transition toward a more 
sagittal orientation, typically at the level of T9 to T10, a greater degree of anterior transla-
tion may occur.19 This is offset by the ability of facets in the lower thoracic spine to limit 
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axial rotation.19 Importantly, attention needs to be paid to the levels of abrupt change in 
orientation of the facets (T1 and T11) because these levels are more likely susceptible to 
dislocation.19

As in other regions of the spine, thoracic discs mainly function to support bending and 
to absorb compression loads. Thoracic intervertebral discs carry the majority of the com-
pressive load placed on the trunk.38 The annulus fibrosus of thoracic discs is thicker than 
in other spinal regions.19 Compared with the cervical and lumbar regions, disc height is 
lower. These two anatomic characteristics may be effective in compensating for the lack of 
rotation resistance imposed by the coronally oriented upper thoracic facets.19 Despite this, 
torsion and bending loads remain the primary cause of disc failure in the thoracic spine.

Similar to the cervical spine, ligaments of the thoracic spine experience only tensile forces 
during spine motions. The anterior longitudinal ligament functions, therefore, to prevent 
hyperextension and overdistraction. The posterior longitudinal ligament, although closely 
adhering to the posterior aspect of the disc annulus, has only a marginal attachment to the 
vertebral body and primarily limits hyperflexion. The ligamentum flavum allows flexion 
of the spine and separation of the laminae for eccentric anteriorly applied loads and facili-
tates the return of the laminae back to their normal position upon the release of load.19

Given the biomechanical anatomic properties of the thoracic spine as discussed previ-
ously, the full range of flexion and extension approximates 65° to 80° (in the horizontal 
plane).19 Although the upper thoracic region (T1–T5) averages 3° per level,7,39 values increase 
slightly in the midthoracic region (T5–T10) and reach a maximum in the lower thoracic 
spine (T11–T12).23 Axial rotation can be as much as 10° per level in the upper and middle 
thoracic regions. Maximum bending rotations are from T4 to T9, reflecting the anatomy of 
the facets in those regions, as discussed earlier.40 Obviously, in the lower thoracic region, 
where the facets are more sagittally oriented, axial rotation is dramatically limited.19

On the other hand, lateral bending remains fairly consistent at approximately 4° to 5° 
per level throughout the upper and middle thoracic spine.19 This increases substantially 
below the fixed rib cage–sternum complex to 5° to 10° per level.19 These motions are not 
completely independent because there is a substantial degree of coupling between lat-
eral bending and axial rotation. During such coupled motion, the spinous process rotates 
toward the convexity of the curvature of the thoracic spine.19 The extent of this coupling 
is variable along the thoracic spine, with the strongest associations occurring in the upper 
thoracic spine and becoming reversed from T5 to T10.

7.2.3 Lumbar Spine

The kinematics of the lumbar spine, like the subaxial cervical spine, are determined 
largely by the bony structures, discs, and ligaments. In addition to being the region most 
commonly affected by symptomatic degenerative processes, it is also commonly injured, 
particularly at the vulnerable thoracolumbar junction.

The lumbar spine consists of the largest bony and ligamentous elements of the spine. 
These elements are oriented to create a lordotic posture of 20° to 45°,41 helping to make 
this region relatively resistant to failure. The vertebral body diameter increases caudally, 
whereas the transverse width remains greater than the anterior–posterior width. The fifth 
lumbar vertebra has a greater height in the ventral aspect than the other lumbar levels, 
which contributes to the lumbosacral angle and constitutes a transition from the lumbar to 
the sacral spine.42 Given the lordotic curve of the lumbar spine, the “compressive force” or 
force acting perpendicular to the plane midway through the intervertebral disc occurs at 
the apex of this curve, usually at L3 to L4, when standing upright.1 In addition, the facets 
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of the lumbar spine have a progressive sagittal plane orientation that has limited resis-
tance to flexion or translational movements; however, this creates a greater resistance to 
rotation.42 In a healthy spine, the limitation to rotation is only 1° to 3° to each side at each 
lumbar level.43 In addition to the lordotic posture, prior long-term (“creep”) loading44 and 
pathologic disc narrowing45 increase compressive load-bearing of the lumbar spine.

Cadaveric testing has shown that compressive loads within the neutral lumbar spine are 
mainly carried by the intervertebral discs with little, if any, supported by the neural arch.46 
Sustained compressive loading has been shown to decrease cadaveric disc height by 20%.1 
Such an effect has also been reported during the normal in vivo diurnal variation.47 During 
this process, the water content of the nucleus pulposus and inner annulus decreases by 20% to 
30%; however, an equal degree of water expulsion does not occur at the outer annulus.1 This 
differential water loss decreases the hydrostatic resistance to compression within the nucleus 
but increases the radial, outward pressure at the annulus.48 This mechanism of water redistri-
bution results in the loss of disc height. The hydration of the nucleus pulposus not only affects 
the disc height but also the ability of the disc to resist postural loads, as well as herniation. 
Highly hydrated discs act more like “hydraulic cushions” and are less sensitive to changes 
in posture.1 On the other hand, as degenerative discs become more dehydrated, they tend to 
be more sensitive to small changes with flexion and extension,1 thereby increasing compres-
sive stresses at the anterior and posterior annuli, respectively.1,49 Consequently, the annulus is 
more likely to resist bending when the disc is swollen with water (i.e., early in the morning).1 
Subsequently, when discs are more hydrated, severe bending or acute compressive loading is 
more likely to cause disc prolapse1,50 when compared with those discs that have been creep-
loaded.51 This concept is emphasized by the fact that in the laboratory setting, cadaveric degen-
erated discs with a fibrous nucleus cannot be induced to prolapse.51 Studies have shown that 
the highest compressive stress lies within the annulus of dehydrated discs rather than in the 
nucleus.1 Degenerated discs have a progressively smaller hydrostatic region when compared 
with younger (<30 years) highly hydrated discs.1 The annulus is therefore required to support a 
larger degree of the compressive stresses creating an increased propensity for disc herniation.

As reviewed previously, the intervertebral disc resists much of the compressive force. 
As such, discs in the upper lumbar spine tend to resist backward bending more than the 
wedged discs in the lower spine, but all seem to be well protected by the neural arch51; the 
resistance of the neural arch is then primarily supplemented by the facet joints.1,51 Similar 
to the biomechanical behavior of the disc, the compressive stress acting on the zygapophy-
sial joints is similarly affected by changes in posture and disc height.1,45 Cadaveric studies 
demonstrate that the flat articular surfaces of the zygapophysial joints resist most of the 
compressive force.45 As the zygapophysial joints are inclined at a substantial angle to verti-
cal in the lower lumbar spine, the location of maximum stress on these surfaces varies with 
posture, particularly with lordotic postures, changing the angle at which adjacent verte-
brae are pressed together.1 The effects of posture become exaggerated when disc height is 
reduced, either by pathological changes or by sustained loading. Because the vertical spac-
ings of adjacent vertebrae are small compared with their lengths and widths, small angles 
of flexion or extension lead to large changes in the distribution of stress. Sustained small 
(2°) angles in extension will load the zygapophysial joints (resist 16% of applied compres-
sive force), whereas flexion by the same amount completely unloads the joints.1

Given that the transverse width of the lumbar vertebrae spine is greater than the ante-
rior–posterior width, intervertebral discs have a 50% greater transverse size. Although 
comparatively little is known about the lumbar spine’s resistance to lateral bending, it 
seems to be primarily a consequence of the increased transverse disc mass.52 Even more 
difficult to define has been the role of the disc in resisting axial rotation (torsion). Because 
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the instantaneous axis of rotation is within the posterior annulus,43 the anterior annulus 
becomes stretched with rotation. This movement is limited by the ipsilateral, sagittally 
oriented facet,43 though if it is compromised, gross failure occurs at angles between 10° 
and 20°.53 Despite the long lever arm of the posterior longitudinal ligament and the strong 
tensile strength of the ligament flavum, these ligaments provide little resistance against 
motion given their close proximity to the fulcrum of flexion-extension.42 Conversely, the 
short capsular ligaments that are farther away from this fulcrum play a larger role in the 
maintenance of spinal stability, although somewhat weaker in tensile strength.54

7.2.4 Sacrum and Pelvis

Although the structure of the sacrum is somewhat variable, the triangular-shaped sacrum 
is most commonly formed by the vertical fusion of five vertebrae (Figure 7.1). This creates 
a rigid structure that consists of two superior articular processes that articulate with the 
fifth vertebrae: a cornua that articulates inferiorly with the coccyx, and alae that articu-
late bilaterally with the pelvis. The fifth lumbar vertebra transmits the axial compressive 
load to the sacrum. The sacrum, in turn, transitions this vertical compressive load into 
a horizontal trajectory toward the hips through the large surface area of the alae.55 The 
sacrum, then, forms the final transition between the axial and appendicular skeletons. 
This junction is associated with significant stress given its terminal position. The biome-
chanics of load-bearing, along with the ROM at the L5–S1 junction, depends on its unique 
structure. The angulation of the L5–S1 junction is highly variable, further complicating the 
biomechanics of this joint.55 The degree of angulation at this junction creates a shear force 
and tendency of L5 to shift anteriorly relative to the sacrum.56 The propensity for anterior 
spondylolisthesis needs to be considered when one analyzes the spine in terms of balance 
and alignment, as this is intimately intertwined with the pelvis and lower extremities.57

The anatomy of the lumbosacral junction is further complicated by the high degree of 
anatomic variability within this region. The lumbosacral junction may be marked by an 
anatomic transformation of the first sacral segment toward a lumbar configuration (lum-
barization) or the fusion between the body of the fifth lumbar vertebra and the sacrum, 
known as sacralization. Lumbarization occurs in approximately 5% of the population, 
whereas sacralization is observed in 7.5%.58 As a result of the biomechanical alterations 
incurred by sacralization, there is an increased association of disc pathologies.59 The rela-
tive hypermobility reported immediately above the sacralized L5 and probably the altered 
load distribution at these junctions are attributed to this association.

7.2.5 Muscles of Spine

The superficial musculature of the rostral thoracic region and dorsal neck originates from 
thoracic spinous processes and inserts laterally on the scapula. They are attached medially 
to the ligamentum nuchae, which is a fibrous intermuscular septum. The sternocleidomas-
toid muscles arise from the sternum and the clavicle and insert into the mastoid process of 
the occipital bone. In the lower thoracic and lumbar spines, several muscles comprise the 
superficial layer, with the most prominent muscle being the latissimus dorsi. This muscle 
arises from the spinous process of the lower thoracic vertebrae and extends as a sheet 
across to the ventral axillae. Both the intercostal muscles and serratus posterior muscles 
arise from the ribs in different directions. Muscles encircling the abdominal region include 
the external and internal obliques and the transversus abdominis. The rectus abdominis 
muscle is located in the ventral abdominal wall.
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In the cervical spine, deeper muscles anterior to the vertebral column are less prominent 
than dorsal or lateral muscles. In this region, the anteriorly located longus coli muscle 
passes from the atlas to the transverse processes of C3 to C6. Deep lateral muscles include 
the anterior scalenus, the longus capitis, and the intertransverse muscles. They also attach 
to the transverse processes. With regard to the deep dorsal musculature, the splenius capi-
tis muscle arises from the lower ligamentum nuchae and the cervical and upper six tho-
racic transverse processes to attach to the occiput. The narrowest muscle, the splenius 
cervicis, originates only from the upper six thoracic spinous processes to insert on the 
posterior tubercles of C1 to C3. The adjacent deeper layer includes the semispinalis capi-
tis and semispinalis cervicis muscles. The more medial semispinalis cervicis arises from 
the transverse and articular processes of the upper thoracic vertebrae inserting into the 
spinous process of the cervical spine. The lateral muscle originates from the transverse 
processes of C3 to C6 and inserts on the occipital bone of the head. The deepest muscles 
of this group include the iliocostalis and longissimus cervicis, which arise from the upper 
thoracic ribs and transverse processes, respectively, to end on the transverse processes 
and facets of C4 to C7. Other deep muscles include the rectus capitis and capitis obliques, 
which serve as head extensors.

In the thoracic region, the anteriorly located longus coli muscle extends over only a few 
segments. In the lower thoracic and upper lumbar region, however, the lateral muscle 
groups are prominent, especially the psoas, intertransverse, and quadratus lumborum 
muscles. The iliopsoas muscles originate from the lateral aspects of the vertebral bodies 
and extend to the femur. As in the rest of the spine, the intertransverse muscles extend 
between the transverse processes. The quadratus lumborum also originates from the 
transverse processes and runs obliquely to the lateral ileum.

In the deep thoracic and lumbar regions, the dorsally located erector spinae muscle 
group lies in the vertebrocostal groove directly under the thoracolumbar fascia. This mus-
cle group begins as a tendon attached broadly to the dorsocaudal sacrum and iliac crest 
and extends the entire length of the spine. Its columns are composed of shorter fascicles. 
The lateral column represents the iliocostalis muscles, the intermediate column represents 
the longissimus muscles, and the middle column represents the semispinalis muscles.

The iliocostalis muscles arise from the iliac crest and insert on the angles of each of the ribs 
(iliocostalis lumborum and thoracis) as well as the cervical transverse processes. The longis-
simus represents the largest contributing musculature. It arises from the transverse process at 
the lowest spinal levels and inserts into the transverse processes rostrally with the most rostral 
fibers inserting onto the mastoid process of the skull. The narrow spinalis muscle arises from 
the spinous processes of the sacrum and inserts into the spinous processes above it.

Deep to the erector spinae muscle lie the paravertebral or transverse spinal muscles. 
These muscles, including the semispinalis, have their origins primarily from the vertebral 
transverse process and insert into the spinous process. The semispinalis group is continu-
ous in the cervical and thoracic regions. The multifidus muscle is different in the cervical 
and lumbar areas, where the attachments are to the articular joint; however, in the thoracic 
region, the attachments are to the transverse processes. This muscle is thickest in the lum-
bar region.

7.2.6 Spinal Cord

The spinal cord and nerve roots traverse the spinal canal. The spinal cord is approximately 40 
to 45 cm long in the adult and usually terminates at L1 to L2 (Figure 7.3). The rostral cord at the 
level of the foramen magnum is continuous with the medulla oblongata. The dura mater, pia 
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mater, and arachnoid are the three membranes that cover the spinal cord. The spinal cord is 
suspended in the spinal canal by dentate ligaments. These arise from the pia and are attached 
to the dura. The cauda equina consists of the nerve roots below the conus or caudal termina-
tion of the spinal cord, and contains the roots that have not yet exited through their neural 
foramina (Figure 7.3). Spinal nerve roots are composed of a dorsal sensory root and a ventral 
motor root. With the exception of the C1 and C2 contributions to the spinal accessory nerve, 
nerve roots leave the spinal canal via the neural foramina. Anatomically, the spinal cord is 
divided into sections: 8 cervical, 12 thoracic, 5 lumbar, 5 sacral, and 1 coccygeal (Figure 7.3). The 
tracts within the spinal cord in the cervical and thoracic regions and nerve roots in the lum-
bar region are somatotopically oriented. The cortical spinal motor tracts are somatotopically 
arranged so that hand function is located more medially, whereas the foot function is located 
laterally. The sensory spinothalamic tract is arranged so that hand sensation is located most 
medially and ventrally, and sacral sensation is located most dorsally and laterally. The sensory 
posterior columns are similarly arranged in a somatotopic manner. In the lumbar region, the 
nerve roots are arranged so that the lower sacral segments are located most medially and the 
exiting upper lumbar regions most laterally (Figure 7.4).

In a normal spine, spinal canal dimensions and hence the subarachnoid space are gen-
erous except in the midthoracic region (Figures 7.5 and 7.6). This is important during 
procedures for spinal instrumentation that might impinge on the neural elements (e.g., 
sublaminar wire or hook placement). The lumbar spinal canal spacing does not change 
significantly from the upper to the lower lumbar regions; however, its width increases 
(Figure 7.5). The lumbar and sacral spinal canal cross-sectional areas are also more gen-
erous than in other areas of the spine. These regions contain the cauda equina, which is 
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relatively resistant to traumatic insults. For these reasons, posttraumatic neural element 
injury in the lumbar region is less severe than that associated with comparable deforma-
tion in the other regions of the spinal column, particularly in the midthoracic area.

7.3 Fundamental Biomechanics Concepts for the Spine

Clinical biomechanics of the spine refers to the understanding of the normal and patho-
logic functions of the human vertebral column due to normal loading or the application of 
a mechanical insult. The insult could be in the form of traumatic dynamic forces, deforma-
tions, or slowly applied loads to the spine.60 Here, several terms are explained to facilitate 
a better understanding of clinical spinal biomechanics.

The right-handed Cartesian system of reference is commonly adopted in spine biome-
chanics (Figure 7.7). The system consists of three axes: x, y, and z. Rotational and trans-
lational movements can occur along and about these axes. Translational movements are 
considered positive if the movements occur along the positive direction of the axis; it is 
considered negative if the moments are in the negative direction. Similarly, a clockwise 
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FIGURE 7.7
Right-handed Cartesian coordinate system of reference with the z axis oriented along the inferior-to-superior 
direction, the x axis along the dorsal-to-ventral direction, and the y axis along the right-to-left direction. For the 
right-handed system, this results in a positive flexion moment, positive left-to-right lateral bending moment, 
and positive right-to-left axial twisting moment.



192 Orthopaedic Biomechanics

rotation around an axis looking from the origin of the coordinate system toward the posi-
tive direction of the axis is termed positive rotation, whereas the counterclockwise rota-
tion is termed negative. The right-handed Cartesian coordinate system of reference is used 
for the spine with the z axis oriented along the caudal-to-rostral direction, the x axis along 
the dorsal-to-ventral direction, and the y axis along the right-to-left direction (Figure 7.7). 
For the right-handed system, this results in a positive flexion moment (extension being 
negative), positive moment left-to-right lateral bending (right-to-left lateral bending is a 
negative moment), and positive twisting right axial rotation moment (left axial rotation is 
a negative moment). This reference system has been adopted by the American Standard 
for Testing Materials.61 Once the coordinate system of reference is chosen, the applied force 
can be divided into its components along or about each axis. Deformation along those axes 
is translational; it can also be rotational about the axes. Translational deformation results 
in a change in the length. Rotational deformation results in a change in the angle of the 
body. Deformations can result in strain, which is defined as the change in unit length (lin-
ear) or change in unit angle (shear).

Because of the deformable characteristics of the spine, application of an external force or 
a load vector results in deformation. Energy is frequently used to relate force and deforma-
tion; it represents the amount of work done by a force on a body. It is defined as the area 
under the force-deformation curve. In contrast, stiffness is defined as the ratio of force to 
deformation. Because the force-deformation characteristics of a spinal structure are not 
always linear, the most linear portion of the curve is often selected for obtaining the maxi-
mum stiffness of the structure. The typical force-deflection characteristic of a spinal struc-
ture (example of a functional unit) is nonlinear; that is, force does not increase linearly 
with a linear application of deformation. Within the principles of structural mechanics, 
this biomechanical load-deflection response has been classified into the physiologic load-
ing phase, the traumatic loading phase, and the failure (or posttraumatic) loading phase. 
The stiffness response of the structure has been used to derive these biomechanical clas-
sifications. This system has been used to design a schema to evaluate the onset of spinal 
injury due to external loads. This may help define the mechanism of spinal disorders.

In the physiologic loading phase, the spinal structure acts as an integral unit, and 
the stiffness increases gradually to a maximum value. During this phase, the structure 
obtains its highest stiffness; consequently, its resistance increases with externally applied 
loads. This region represents the highest mechanical efficiency domain in the structural 
response. Trauma does not occur during this region of loading. With the increase in the 
application of load, yielding of the structures of the spine occurs. This is identified bio-
mechanically by the onset of the first decrease in stiffness during the loading process. 
Previous studies have demonstrated microfailures during this phase of loading.62 The end 
of this traumatic range is characterized by changes in the stiffness that correspond to the 
ultimate load-carrying capacity of the structure. After reaching its peak during the physi-
ologic loading phase, stiffness gradually decreases to zero at the end of the traumatic load-
ing phase, indicating that the structure has reached its ultimate load-carrying capacity. In 
the subsequent phase (i.e., the posttraumatic loading phase), the structure responds with 
negative resistance; that is, an increase in the deformation results in a decrease in the load. 
Trauma has been identified on radiographs when the structure has been loaded to this 
degree. Based on the simple fundamental force-deformation response and using the stiff-
ness as a mechanics-based criterion, studies have indicated that microtrauma may initiate 
the loss of a local component before the structure has reached its ultimate load-carrying 
capacity.63,64 In other words, even under subfailure loading, the structure may exhibit signs 
of weakness or microfailure.
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7.3.1 Flexibility, Range of Motion, and Coupling

Flexibility is defined as the inverse of stiffness (i.e., ratio of the deformation to an applied 
load). Flexibility and stiffness are inversely interchangeable in spinal biomechanics. 
Another quantity, the ROM, is frequently used in spinal biomechanics, referring to the 
deformation from one extreme to the other extreme under the physiologic range of transla-
tion or rotation of an intervertebral joint. Because of the three-dimensional nature of the 
spinal structure, motions are coupled. Coupling is defined as the capacity of the spine to 
move in translation or rotation (or both) in association with the principal motion. In other 
words, it represents obligatory movements of the spine that always accompany a primary 
motion. Both principal and coupled motions exist in the spine.65 Principal motion can be 
defined as the motion associated with the direction or the plane of application of the exter-
nal force. Any out-of-plane motion therefore is the coupled motion. For example, axial 
rotation of the upper cervical spine is usually coupled with lateral bending.66 Similarly, in 
the lower cervical spine, axial rotation and lateral bending of the vertebra in the opposite 
direction are usually coupled.66

7.3.2 Spinal Instability

The term spinal instability refers to “the loss of the ability of the spine under physiologic 
loads to maintain relationships between vertebrae in such a way that there is neither dam-
age nor subsequent irritation to the spinal cord or nerve roots and, in addition, there is no 
development of incapacitating deformity or pain due to structural changes.”23 This oft-
quoted definition is entirely clinical.

Flexion-extension radiographs, although occasionally useful, may also be misleading, 
particularly after acute trauma. If pathology is observed and iatrogenic injury via the act 
of flexion and extension is not incurred, they are useful.60 They are, however, not with-
out risk if spinal instability is present. A “normal” flexion-extension radiograph may not 
always indicate stability. Incomplete patient cooperation and “guarding” against excessive 
spinal movement due to underlying acute pathology can also disguise an injury that, if not 
treated properly, may lead to further pathology.

Because of these limitations, numerous authors have attempted to quantify the degree or 
extent of acute instability by a point system approach incorporating both radiographic and 
clinical criteria. White and Panjabi23 themselves described a region-specific point system 
in which an accumulation of five or more points indicates an unstable spine. The system 
emphasizes the differences between the cervical, thoracic, and thoracolumbar and lumbar 
regions. The primary purpose of a stability determination is to delineate the most appro-
priate management scheme for patient care. Recently, Benzel60 has presented the quantifi-
cation of acute instability in subaxial cervical, thoracic, and lumbar regions based on the 
point system previously suggested by White and Panjabi. In principle, the earlier classifica-
tion was combined in such a way that regional differences were eliminated, providing a 
point system that was independent of spinal region.

The definition of stability in clinical practice must address the integrity of each spinal 
component; each component must be subsequently analyzed to reach a clinical decision. 
Despite the power of classification systems such as those described above, clinical cases 
frequently possess characteristics that defy such classification. Examination of a burst 
fracture, for example, should lend itself to additional questions, such as the nature and 
extent of vertebral body compression and the number of ligaments in the posterior column 
that may be stretched beyond their elastic limits or even torn. These questions deal with 
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component-related problems. Understanding of the biomechanical characteristics and an 
interrelationship among spinal components is limited. Additional research that relates 
component attributes to acute and chronic instability is needed. The clinician should have 
a detailed understanding of the biomechanical properties of the individual components 
(discs, ligaments, facet joints, and vertebra) and the relationship of their integrity to the 
overall stability and load-carrying capacity of the spine.

7.3.3 Spinal Soft Tissue Biomechanics

The integrity of the soft tissues is vital to maintaining spinal stability and physiologic 
function. Physiologic dysfunction in the form of pain or headache occurs due to motor 
vehicle rear impacts, and these injuries do not often result in osseous damage. These inju-
ries, often, are soft tissue–related.67 Studies conducted by Yoganandan et al.68 have helped 
in delineating some of the mechanisms of headache and neck pain, the two most common 
complaints of patients with whiplash. Biomechanical tests documented soft tissue inju-
ries in the form of ligament and facet joint compromise secondary to single rear impact 
acceleration using intact whole-body postmortem human subjects.68 Cusick and coworkers 
discussed the formation of a reverse curve of the cervical spine during the earlier stages 
of the rear impact acceleration wherein the spine attains a nonphysiologic curvature, that 
is, upper cervical spine flexion associated with lower cervical spine extension.13,68–74 Using 
kinematic analysis as a biomechanical basis, these studies indicated that flexion at the 
upper segment may stretch the posterior suboccipital structures, creating tensile forces, 
which may affect the related neural structures and be responsible for suboccipital head-
aches. Local lower cervical spinal extension studies showed that the facet joint slides from 
the anterior to the posterior direction and the joint stretches ventrally while compress-
ing dorsally, indicating a pinching mechanism.69,70 The sliding and the pinching mecha-
nism result in a stretching of the joint itself. This local stretching of the lower cervical 
spine facet joint may be responsible for neck pain in patients with whiplash (Figure 7.8). 
Differences have been reported between men and women with regard to cervical spine 
motions during rear impact, in particular, during the time of formation of the nonphysi-
ologic S curve.71,75 Specifically, female intervertebral joints have been shown to undergo a 

FIGURE 7.8
Diagrammatic representation of the facet joint pinching and sliding mechanisms resulting in a stretch of the 
facet joint.
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higher degree of motion than male joints at the lower cervical spine levels. Those studies 
seem to support the clinical and epidemiologic finding that females are more susceptible 
to soft tissue–related injuries than males.76

7.4 Additional Gender Effects

The human spine exhibits anatomic and biomechanical differences between genders. It is 
well known that the rate of maturation process is earlier in women than in men. Men have 
larger vertebral dimensions than women.77–79 Lumbar vertebral body heights and cross-
sectional areas are greater in men than in women.80 Additionally, lumbar vertebral body 
sizes in adult and pediatric women are smaller than in men, after accounting for age, stat-
ure, and total body mass.81–83 Widths of the lumbar vertebrae are also smaller in women.84 
In the adult cervical spine, sizes of vertebrae are also greater in men than in women, and 
in particular, vertebral bodies are longer along the midsagittal plane, and the canal-to-
body ratios are greater.78,79,81 Lumbar ligaments in women have decreased collagen and 
increased elastin.85 In a quantitated computed tomography (QCT) study of 98 adult healthy 
human volunteers from the North American population between the ages of 18 and 40 
years, Yoganandan et al.86,87 showed that the trabecular bone densities of cervical vertebrae 
are greater than those of lumbar vertebrae and that the bone density increases caudally 
in the cervical region. Also, lumbar spine density was the best predictor of cervical verte-
bral density. Using the same group of 98 volunteers, and size-matching based on sitting 
height and circumference, several parameters were extracted.88 Vertebral width (distance 
between the lateral-most extents of the right and left articular masses), disc-to-facet depth 
(distance between the anterior-most vertebral body extent and the posterior-most articular 
mass extent), and segmental support area (triangular area formed by the interfacet width 
and disc to facet depth) were significantly greater in men than in women.84

Regions of cervical vertebrae with specific relevance to posterior surgical procedures 
were evaluated for gender dependence using the QCT study on 98 human volunteers.88 
Pedicle width, height, length, axis length, and medial and sagittal offsets and transverse 
and sagittal angulations significantly depended on gender and vertebral level.89 Although 
showing gender and level bias, all six linear parameters were larger in men than women. 
In particular, mean pedicle width and height were 19% and 18% greater in men than in 
women, respectively; in addition, angular parameters were also gender-dependent.84 
These findings are consistent with the results of a study involving the Japanese population; 
pedicle width and height data were 5% and 19% greater in men, respectively.90 Variations 
in pedicle dimensions and angulations may be important in presurgical planning. Further 
evaluations of the mean lateral mass width and bicortical screw lengths for two common 
surgical techniques also indicated greater dimensions in men than in women in the subax-
ial cervical column, although these parameters showed level dependence.91 Additionally, 
using unembalmed human cadaver cervical spinal columns coupled with cryomicrotomy, 
facet joint width, cartilage thickness, and cartilage gap were extracted from occiput to T1 
levels.92 The cartilage gap in the dorsal region was greater in women than in men, and 
the overall mean facet cartilage thickness was lower in men than in women. The lack of 
adequate cartilage in females may expose the underlying adjacent subchondral bone to 
direct stresses during normal physiologic and traumatic loads.
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7.5 Issues Relevant to Spinal Instrumentation

The primary rationale for fusion of many types of human joints is relief from pain, 
although the correction of a deformity or restoration of normal force transmission (or both) 
may affect such a decision. In the spine, decompression and protection of neural structures 
are also of paramount importance. Damage to either the anterior or posterior elements of 
the spine may result in misalignment, failure to articulate, or a general inability to support 
axial, torsional, or shear forces.93 The choice of surgical approach, therefore, involves an 
understanding of the underlying pathophysiology along with the regional biomechanics. 
Spinal instrumentation is most frequently used as an adjunct to fusion to provide immedi-
ate stability as well as to increase the likelihood of fusion success.

Although a complete discussion of spinal instrumentation techniques is beyond the scope 
of this chapter, a number of general principles apply. Restoration of normal force transmission 
in the case of degenerative, traumatic, or iatrogenic instability requires careful preoperative 
consideration of biomechanical weaknesses in the segments to be instrumented. Theoretically, 
by increasing the number of fixation points and choosing specific points along a segment, 
one can increase the segmental distribution of the loads and reduce motion at the kinemati-
cally most active motion segments.32 This includes a global consideration of construct design, 
which takes into account the forces and moments acting on the instrumented segments and 
resisted by the applied instrumentation and remaining anatomic structures. Ideally, this strat-
egy would result in decreased intersegmental ROM32 and promotion of fusion, although the 
optimal decrease in ROM to promote spinal fusion is not currently known. The choice of fixa-
tion points is also a consideration because biomechanical considerations often favor one type 
over another, whereas anatomic constraints may limit the available options. Finally, the biome-
chanical properties of the instrumentation systems themselves remain relevant.

7.6 Summary

This chapter focused on spinal biomechanics with an emphasis on clinical concepts for opti-
mizing patient treatment. A summary of the functional anatomy of the spinal column, includ-
ing the vertebrae, intervertebral discs, ligaments, and muscles, was provided. The importance 
of protecting the integrity of the spinal cord cannot be overemphasized. Fundamental kine-
matic and load-bearing differences between the cervical, thoracic, lumbar, and sacral regions 
demonstrate practical knowledge for the clinical specialist. Newer data demonstrating funda-
mental differences between genders were also discussed with respect to size, shape, and min-
eral density of the spine and its tissue components. Clinical biomechanics concepts, including 
defining the stability of the column and understanding the basics of spinal instrumentation, 
were briefly discussed to provide context for managing this structure.
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8.1 Introduction

The shoulder is one of the human body’s most complex joints. Motion of the shoulder girdle 
occurs through the highly coordinated interaction of four joints, at least ten ligaments, and 
close to twenty muscles. Our shoulders provide us with the strength and motion neces-
sary to accomplish our activities of daily living, whether that involves throwing a 100-mph 
fastball or simply placing an item on the top shelf of a refrigerator. When these activities 
are accomplished with little or no pain, the shoulder can indeed be viewed as being the 
“perfect compromise between mobility and stability.”1 However, shoulder injuries, such 
as rotator cuff tears and joint dislocations, are common. These injuries are painful, impair 
activity levels, and decrease quality of life. Although the etiology of injury is often not 
well understood, it is generally accepted that many shoulder injuries are associated with 
altered motion and forces (i.e., the principal variables in the field of engineering mechan-
ics). Altered joint mechanics may contribute to an injury or may occur in response to an 
injury. The purpose of this chapter is to provide an overview of shoulder biomechanics. 
The specific objectives are to provide an overview of human shoulder anatomy, review 
the anatomical structures that contribute to glenohumeral joint stability, describe the joint 
mechanics of the normal, healthy shoulder, and present the associations between shoulder 
mechanics and two common shoulder disorders: rotator cuff tears and glenohumeral joint 
instability.

8.2 Anatomy of the Shoulder

The human shoulder complex consists of three bones (humerus, scapula, and clavicle) and 
four joints (glenohumeral, scapulothoracic, acromioclavicular, and sternoclavicular joints; 
Figure 8.1). Shoulder motion occurs primarily at the glenohumeral and scapulothoracic 
joints. The glenohumeral joint is sometimes referred to as a ball-and-socket joint, although 

C
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FIGURE 8.1
Bony anatomy of the shoulder includes the humerus (H), scapula (S), and clavicle (C). Glenohumeral joint liga-
ments consist of the superior glenohumeral ligament (SGHL), middle glenohumeral ligament (MGHL), and 
the inferior glenohumeral ligament (IGHL). Prominent thickenings of the IGHL complex include the anterior 
(IGHL-A) and posterior (IGHL-P) bands of the IGHL. (From Copeland, S. et al., Interactive Shoulder [Software] 
20072011. Available from www.primalpictures.com, 2011. With permission.)
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the glenoid (i.e., the articulating surface of the scapula) is a particularly shallow socket. 
The depth of the socket is increased by the labrum, a fibrous ring of connective tissue 
located along the perimeter of the glenoid. The glenohumeral joint is passively stabilized 
by four ligaments—the superior glenohumeral ligament (SGHL), the middle glenohumeral 
ligament (MGHL), the inferior glenohumeral ligament (IGHL), and the coracohumeral lig-
ament (CHL)—and the joint capsule (Figure 8.1). The ligaments are not distinct structures 
but rather are continuous with the joint capsule tissue. Glenohumeral joint motion and 
dynamic stability are provided by the rotator cuff (a group of four muscles originating on 
the scapula and inserting into the lateral aspect of the humeral head; Figure 8.2), the del-
toid muscle group, and the biceps long head. Scapulothoracic motion and dynamic stabil-
ity are provided primarily by the serratus anterior, trapezius, rhomboids, pectoralis minor, 
levator scapulae, and subclavius muscles.

8.3 Glenohumeral Joint Stability

The mobility of the shoulder is primarily achieved through glenohumeral joint motion, 
and the stability of the glenohumeral joint is accomplished through a complex interaction 
of static structures (i.e., articulating geometry, labrum, and ligaments) that passively sta-
bilize the joint and dynamic structures (i.e., muscles) that actively stabilize the joint. The 
objective of this section is to provide a brief review of the structures involved in providing 
static and dynamic glenohumeral joint stability.

As a brief aside, the description of shoulder motion can be confusing. For example, pre-
vious research has described the elevation of the shoulder in the plane of the scapula as 
scapular-plane abduction, abduction, elevation, or scaption. Multiple descriptions of the 
same motion can certainly lead to confusion. The International Society of Biomechanics 
has promoted an approach for describing glenohumeral joint motion in terms of the plane 
of elevation, the amount of elevation, and the amount of internal/external rotation of the 
humerus.2 This approach can also be used to describe the position of the arm relative to the 

Anterior Posterior

Supraspinatus

Subscapularis
Infraspinatus

Teres
minor

FIGURE 8.2
Rotator cuff muscles include the supraspinatus, infraspinatus, teres minor, and subscapularis. (Reprinted 
from Atlas of Human Anatomy, Netter, F. H., Novartis, East Hanover, NJ, Copyright 1989, with permission from 
Elsevier.)
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torso, and, in the interest of consistency, all shoulder positions and motions in this chapter 
will be described using this system.

8.3.1 Static Stabilizers

8.3.1.1 Articulating Geometry

It is generally understood that the geometry of the glenoid provides relatively little stabil-
ity to the glenohumeral joint. One reason for this is because the glenoid is very shallow 
relative to the size of the humeral head. Specifically, it has been reported that the aver-
age depth of the glenoid in the anterior/posterior direction is approximately 2.5 mm.3 
In contrast, the average depth of the glenoid in the superior/inferior direction has been 
reported to be approximately 9.0 mm.3,4 With less inherent conformity in the glenoid’s 
anterior/posterior direction, there exists the possibility of greater humeral translation in 
the anterior/posterior direction than in the superior/inferior direction.5 Another factor 
that has been suggested as contributing to the glenohumeral joint’s inherent lack of stabil-
ity is that the glenoid and humeral head do not have equal radii of curvature.6 However, 
this finding is based on the geometry of the subchondral bone surfaces. When the radii of 
curvature are determined from the cartilage surfaces, the glenohumeral joint is reported 
to be highly congruent.7 Consequently, Soslowsky et al.7 conclude that the lack of stability 
of the glenohumeral joint is not due to the mismatch in the radii of curvature between the 
humeral head and glenoid, but due to the small surface area of the glenoid that does not 
fully enclose the humeral head. This theory is supported by cadaveric studies8 indicating 
that the articular surface area of the humerus is 21 to 22 cm2, whereas the glenoid articu-
lar surface area is only 8 to 9 cm2. Moreover, it has been reported6 that the maximum 
contact area between the two articular surfaces is only 4 to 5 cm2. Therefore, only 25% to 
30% of the humeral head articular surface area is engaged by the glenoid at any one time.9

8.3.1.2 Soft Tissue Structures

The soft tissues surrounding the glenohumeral joint help increase joint stability. For exam-
ple, the glenoid labrum adds approximately 50% more depth to the glenoid cavity,3 thereby 
increasing joint congruity. Injuries to the labrum (i.e., SLAP lesions)10 have the potential to 
decrease glenohumeral joint stability by approximately 20%.11 Thus, the labrum is believed 
to play an important role in maintaining glenohumeral joint stability.

The glenohumeral ligaments (i.e., SGHL, MGHL, IGHL, and CHL) and the joint capsule 
provide stability at the end ranges of glenohumeral joint motion.4,12 Burkart and Debski12 
reported that the SGHL and CHL were important inferior stabilizers (i.e., these ligaments 
resist inferior translation of the humerus), whereas the MGHL provides anterior stabil-
ity when the shoulder is elevated in the frontal plane. It was also noted that the IGHL—
perhaps the most frequently injured of the glenohumeral ligaments—is an important 
stabilizer against anterior dislocation when the shoulder is in a position of frontal-plane 
elevation and external rotation. Although previous research has identified the primary 
stabilizing function(s) of each ligament (Table 8.1), it is important to recognize that these 
ligaments are continuous with the joint capsule and are not distinct structures like the 
anterior cruciate ligament of the knee. Consequently, the mechanical function of these 
ligaments (or regions of these ligaments) has been shown to be highly complex,13,14 and 
passive glenohumeral joint stability occurs through interaction of the various ligaments in 
a manner that is still not fully understood.
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8.3.1.3 Passive Muscle Tension

Passive muscle tension also contributes to the static stability of the glenohumeral joint. 
For example, the passive tension of the subscapularis muscle can function as a barrier to 
anterior humeral head translation,15 whereas the passive muscle tension of both the supra-
spinatus and teres minor increases stability in the posterior direction.16

8.3.2 Dynamic Stabilizers

The muscles crossing the glenohumeral joint—in particular, the rotator cuff muscles and 
the biceps long head—provide dynamic stability in the midranges of motion when gle-
nohumeral ligaments are lax. These muscles direct joint reaction forces into the glenoid, 
thereby keeping the joint at its most stable configuration. The contribution of individual 
muscles to joint stability varies with arm position and motion, so it is difficult to precisely 
characterize the in vivo contribution of each muscle to overall glenohumeral stability.17 
This section provides a brief overview of the contribution of individual shoulder muscles 
to dynamic joint stability.

8.3.2.1 Rotator Cuff

The scapulohumeral muscle group (supraspinatus, infraspinatus, teres minor, subscapu-
laris, and deltoid) plays the most significant role in dynamic stabilization of the glenohu-
meral joint. In addition to contributing to overall shoulder strength, these muscles actively 
compress the humeral head into the glenoid cavity. The conventional approach for assess-
ing the role of individual muscles to glenohumeral joint stability has been through cadaver 
experiments in which individual muscle forces can be systematically varied while quanti-
fying their contribution to joint stability. For example, Blasier et al.18 investigated the effect 
of the rotator cuff muscles on posterior stability by measuring the force required to sublux 
the humeral head in a cadaveric model. Although the subscapularis provided the greatest 
contribution to posterior stability, it was reported that forces applied to any of the rotator 
cuff muscles had a significant effect on posterior stability. This finding—that load applied 
through any of the rotator cuff tendons had a significant contribution to joint stability—
was also reported in a similar study on anterior joint stability.19 Superior translation of the 
humerus has been reported to be resisted by the supraspinatus, subscapularis, and infra-
spinatus, depending on the arm’s position. These cadaveric experiments strongly suggest 

TABLE 8.1

Glenohumeral Ligaments and Their Primary Stabilizing Function

Glenohumeral Ligament Primary Stabilizing Function

SGHL Inferior stability with the arm in neutral rotation
MGHL Anterior stability with the arm at 0°–45° of frontal-plane 

elevation
IGHL Anterior band: anteroinferior stability during frontal-plane 

elevation and external rotation
Posterior band: posterior stability during sagittal-plane 
elevation and internal rotation

CHL Posterior and inferior stability with the arm adducted

Source: Adapted from Lugo, R. et al., Eur. J. Radiol., 68, 1, 16–24, 2008.



208 Orthopaedic Biomechanics

that forces generated by the rotator cuff muscles play a significant role in maintaining 
dynamic glenohumeral joint stability.

The contribution of the supraspinatus and infraspinatus to glenohumeral joint stabil-
ity has also been investigated under in vivo conditions. Specifically, glenohumeral joint 
position has been assessed using radiography20 or magnetic resonance imaging (MRI)21 
after administering a suprascapular nerve block to human volunteers. Howell and Kraft20 
found that paralysis of the supraspinatus and infraspinatus muscles resulted in abnormal 
anterior translation of the humerus in only 2 of 13 patients tested. Similarly, Werner et al.21 
reported that the humerus always remained centered on the glenoid during frontal-plane 
elevation after a suprascapular nerve block. Because these nerve block studies assessed 
glenohumeral joint positioning with static imaging techniques, the extent to which the 
findings are representative of dynamic muscle function is not clear. However, the findings 
from these in vivo nerve block studies are in stark contrast with the cadaver experiments 
and suggest that the contribution of individual rotator cuff muscles to glenohumeral joint 
stability under in vivo conditions is still not well understood.

8.3.2.2 Biceps Long Head

Previous research has identified the biceps long head as a significant contributor to dynamic 
glenohumeral joint stability. For example, Itoi et al.22 measured the effect of biceps load-
ing on humeral head translations in cadaveric shoulder specimens and reported that the 
biceps contributed significantly to anterior, inferior, and posterior joint stability. Pagnani 
et al.23 reported that the biceps’ effectiveness as a stabilizer was most apparent with the 
shoulder in external, but not internal, rotation. Malicky et al.19 and Itoi et al.24 also con-
cluded from cadaveric studies that the biceps was important for anterior stability during 
frontal-plane elevation. Itoi et al.24 concluded that, as a stabilizer, the biceps was as efficient 
as the supraspinatus and infraspinatus, noting that its role becomes more important than 
that of the cuff muscles with an unstable shoulder.

8.3.2.3 Relationship between Static and Dynamic Stabilizers

It is generally understood that dynamic stabilizers of the glenohumeral joint (e.g., the rotator 
cuff muscles) are more important in the midranges of motion when the glenohumeral liga-
ments are lax, whereas the static stabilizers (e.g., glenohumeral ligaments) are most important 
at the end ranges of motion.25 However, it is likely that there is significant coordination between 
the static and dynamic stabilizers throughout the entire range of shoulder motion.4,25,26 For 
example, the subscapularis contributes to anterior stability along with the MGHL in the mid-
range of scapular-plane or frontal-plane elevation.4,27 Similarly, Labriola et al.26 demonstrated 
in a cadaveric model that increases in simulated muscle forces increased glenohumeral joint 
stability at the end ranges of motion. Thus, static and dynamic stabilizers work synergistically 
to maintain glenohumeral joint stability throughout the shoulder’s entire range of motion.

8.4 Joint Mechanics of the Normal, Healthy Shoulder

Significant research efforts have sought to understand the function of the normal, healthy 
shoulder through a variety of experimental and computational approaches. Using 
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examples from representative research studies, the objective of this section is to provide a 
brief overview of how normal shoulder function has been characterized in terms of joint 
motions, muscle function, and joint forces.

8.4.1 Resting Posture

The resting posture of the scapula and humerus can vary significantly among individu-
als, but it is generally accepted that the scapula is orientated approximately 30° anteriorly 
and 20° forward with respect to the frontal plane and about 3° upward with respect to the 
sagittal plane (Figure 8.3). There exists approximately 30° of retroversion of the articular 
surface of the humeral head relative to the shaft of the humerus. This 30° of humeral retro-
version complements the 30° of anterior rotation of the scapula relative to the torso.

8.4.2 Glenohumeral Joint Motion

Alterations in glenohumeral joint motion are often associated with pathologic shoulder 
conditions. Consequently, accurately characterizing glenohumeral joint motion under 
both normal and pathologic conditions is essential for understanding the etiology and 
treatment of various shoulder conditions. Previous research has relied on a wide variety of 
experimental approaches for measuring glenohumeral joint motion, including cadaveric 
simulations,28 two-dimensional (2D) imaging,5 static three-dimensional (3D) imaging,29 
conventional video-based motion measurement systems,30 bone pins,31 2D fluoroscopy 
combined with shape matching,32,33 and biplane X-ray imaging.34 Using these techniques, 
motions at the glenohumeral joint are typically characterized in terms of both rotations 
and translations of the humerus with respect to the glenoid.2 Rotation of the humerus is 
the predominant motion at the glenohumeral joint, and internal/external rotations of the 
humerus around its long axis are particularly important for normal shoulder function. 
For example, Flatow et al.35 showed that external rotation of the humerus during scapular-
plane elevation allows for clearance of the greater tuberosity under the coracoacromial 
arch.

(a) (b)

30 degrees

3 degrees

FIGURE 8.3
Normal resting posture of the scapula is approximately (a) 3° upwardly rotated relative to the spine and 
(b)  30°  anterior to the frontal plane. (Adapted from Kuhn, J. E., In Disorders of the Shoulder: Diagnosis & 
Management, edited by J. P. Iannotti and G. R. Williams, Lippincott Williams & Wilkins, Philadelphia, PA, 2006.)
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Although humeral rotation is the primary motion at the glenohumeral joint, translations 
of the humerus do indeed occur during normal shoulder motion. Under normal condi-
tions, glenohumeral joint translations are likely small—typically on the order of several 
millimeters5,36—and therefore may be below the level of in vivo accuracy for some mea-
surement techniques. In a radiographic study of 2D glenohumeral joint motion, Poppen 
and Walker5 demonstrated that the humerus can translate approximately 3 to 4 mm in the 
superior/inferior direction during scapular-plane elevation. This range of translation is 
consistent with the 2 to 3 mm superior/inferior translation range reported by Bey et al.34 
using biplane X-ray analysis and the 1 to 2 mm range reported by Graichen et al.37,38 using 
MRI-based techniques. In the anterior/posterior direction, glenohumeral translations 
are also reported to be in the range of several millimeters. For example, previous stud-
ies have reported that the humerus translates approximately 1 to 2 mm in the anterior/
posterior direction during external shoulder rotation.34,39 Howell et al.36 used radiographic 
techniques to report approximately 4 mm of posterior translation when the arm is in the 
cocked position of throwing. In some cases, previous studies have reported glenohumeral 
translations that are significantly larger than the range of values described here. Although 
it is certainly conceivable that much larger humeral translations may exist under certain 
pathologic conditions, it is also important to recognize that not all measurement tech-
niques will have the accuracy necessary to measure the glenohumeral joint motions that 
occur under in vivo conditions.

8.4.3 Scapulothoracic Motion

The motion of the scapula relative to the torso is complex. Extensive research efforts have 
focused on characterizing scapulothoracic motion in healthy shoulders,40–42 as well as 
understanding how scapulothoracic motion is affected by factors such as fatigue,43 pathol-
ogy,44–46 and treatment.47 Scapulothoracic motion is typically expressed in terms of ante-
rior/posterior tilt, upward/downward rotation, and internal/external rotation (Figure 8.4).
Previously reported values for scapulothoracic motion often vary considerably between 
research studies, but it is generally understood that upward/downward rotation is the 
scapula’s predominant motion, with approximately 50° of upward rotation in healthy 
shoulders during scapular-plane elevation.42 McClure et al.42 have also reported that scap-
ular motion involves approximately 30° of posterior tilt and 24° of external rotation during 
scapular-plane elevation in healthy subjects.

8.4.4 Relationship between Glenohumeral Joint Motion and Scapulothoracic Motion

Glenohumeral joint motion and scapulothoracic motion are not independent, and their 
relationship during overall shoulder motion is typically referred to as scapulohumeral 
rhythm (SHR). It is generally accepted that the SHR—defined as the ratio of glenohumeral 
joint motion to scapulothoracic motion—in healthy shoulders is approximately 2:1. This 
ratio indicates that for every 2° of glenohumeral motion, there is 1° of scapulothoracic 
motion contributing to overall shoulder elevation.48 However, this SHR of 2:1 should be 
used as only a general guideline because SHR has been shown to be influenced by fac-
tors such as pathology,44 activity, the resting posture of the scapula, and the method used 
to measure humeral motion.42 For example, McClure et al.42 reported that subjects with 
healthy shoulders had an SHR of 1.7:1 during scapular-plane elevation and 2:1 during 
f rontal-plane elevation. Values reported in other studies have ranged from 1.25:1 to 3.2:1 
under similar conditions.5,49
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8.4.5 Muscle Function during Shoulder Motion

As with any joint, the shoulder muscles function synergistically and are highly redun-
dant. Hurov9 compiled a review of electromyography studies during eight distinct shoul-
der motions and concluded that the deltoid muscle group was the “true workhorse” of 
the shoulder. This is not surprising, given that the deltoid muscle has the largest cross-
sectiona l area of all the shoulder muscles.50 The rotator cuff muscles are important to 
shoulder function, providing dynamic glenohumeral joint stability and contributing sig-
nificantly to overall shoulder strength. The posterior rotator cuff muscles (i.e., infraspina-
tus and teres minor) are the most efficient external rotators of the humerus with the arm 
at the side.50,51 Specifically, Gerber et al.52 reported in a suprascapular nerve block study 
that the infraspinatus contributes approximately 70% of external rotation strength. The 
anterior rotator cuff muscle (i.e., subscapularis) contributes significantly to internal rota-
tion of the humerus.50,51 The supraspinatus muscle is most active during sagittal-plane and 
frontal-plane elevation,9,50,51 and it has been reported that the supraspinatus and infraspi-
natus together contribute approximately 80% of scapular-plane elevation strength.52

Previous electromyographic studies have indicated that the long head of the biceps is 
active during frontal-plane elevation, external rotation, and sagittal-plane elevation.53,54 
Although elbow flexion is likely the primary function of the biceps long head, muscle 
activity during frontal-plane elevation, rotation, and sagittal-plane elevation suggests that 
the biceps long head may also play a significant role in maintaining dynamic glenohu-
meral joint stability. Indeed, cadaveric experiments suggest that simulated biceps forces 
can have a significant effect on glenohumeral joint motions.55,56

The scapulothoracic muscles (e.g., serratus anterior, rhomboidei, and trapezius) are 
important contributors to shoulder motion and strength. The serratus anterior and rhom-
boidei are believed to stabilize the scapula against the torso, thus providing a stable base 
of support necessary for facilitating glenohumeral joint motion and generating large 
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FIGURE 8.4
Three-dimensional motion of the scapula is typically expressed in terms of upward/downward rotation, ante-
rior/posterior tilting, and internal/external rotation relative to the torso. (Reprinted from Karduna, A. R. et al., 
J. Shoulder Elbow Surg., 14, 4, 393–399, 2005, with permission from Elsevier.)
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shoulder forces.1 In addition, the serratus anterior is the main torque generator during 
scapular-plane elevation57 and contributes substantially to posterior tilting of the scap-
ula during elevation. The trapezius is primarily responsible for upward rotation of the 
scapula.58 However, the upper trapezius also attaches to the clavicle and has been shown 
to be involved in elevation and retraction of the clavicle as well.59 The lower trapezius is 
attached only to the scapula (in particular, the scapular spine) and is therefore more effec-
tive in upward rotation of the scapula.

8.4.6 Glenohumeral Joint Forces

It is generally accepted that glenohumeral joint forces vary with arm position and the mag-
nitude of muscle forces, but there are relatively little data available on actual glenohumeral 
joint forces that occur under in vivo conditions. Computational models of the shoulder 
have estimated that glenohumeral joint contact forces range from 130% to 240% of body 
weight.60 In recent years, several studies have directly measured glenohumeral joint forces 
through the use of custom-instrumented implants in patients undergoing total shoulder 
arthroplasty (Table 8.2).61–63 Westerhoff et al.63 reported that activities such as lifting a cof-
fee pot or a 2 kg weight from a board to head height resulted in forces of approximately 
100% to 150% of the body weight. The force while passively holding a 10 kg weight with 
the arm at the side was only 12% of the body weight, but increased to 92% of the body 
weight as the weight was raised to belt height. A follow-up study in the same patient popu-
lation measured forces during sagittal-plane and frontal-plane elevation of the straight 

TABLE 8.2

In Vivo Glenohumeral Joint Forces during Various Activities of Daily Living

Activity Peak Force (% Body Weight)

Wheelchair propulsion, 1% incline (3 km/h)144 45
Wheelchair propulsion, 2% incline (3 km/h)144 50
Forward flexion to 90° without weight, fast speed62 59
Wheelchair propulsion, 3% incline (3 km/h)144 61
Wheelchair propulsion, 4% incline (3 km/h)144 62
Coronal-plane abduction to 90° without weight, fast speed62 65
Steering with two hands63 74 (range, 40–89)
Forward flexion to 90° without weight, slow speed62 73 (range, 55–87)
Combing63 76 (range, 59–105)
Coronal-plane abduction to 90° without weight, slow speed62 81 (range, 46–115)
Lifting a 2 kg weight onto table at belt height63 87 (range, 54–133)
Lifting a 2 kg weight onto table at head height63 98 (range, 93–104)
Nailing63 98 (range, 80–117)
Forward flexion to 90° with 2 kg weight, fast speed62 101
Coronal-plane abduction to 90° with 2 kg weight, fast speed62 101
Lifting a 1.5 kg coffee pot63 105 (range, 90–125)
Forward flexion to 90° with 2 kg weight, slow speed62 122
Steering with one hand63 122 (range, 106–137)
Setting down a 1.5 kg coffee pot63 123 (range, 105–153)
Coronal-plane abduction to 90° with 2 kg weight, slow speed62 129

Source: Data from Bergmann, G. et al. J. Biomech., 44, 8, 1543–1552, 2011; Westerhoff, P. et al., 
J. Biomech., 42, 12, 1840–1849, 2009; Westerhoff, P. et al., Clin. Biomech. (Bristol, Avon), 2011.

Note: The activities are listed in order of ascending joint force.
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arm holding a 2 kg weight.62 Joint forces ranged from 70% to 238% of the body weight 
and increased with elevation angle.62 It is not known if the forces recorded in patients 
who have undergone total shoulder arthroplasty are representative of healthy shoulders. 
Nonetheless, these data clearly demonstrate that high joint forces concentrated over a rela-
tively small load-bearing area (i.e., the articulating area of the glenoid) could contribute to 
the development of pathologic conditions (e.g., labral tears, glenohumeral joint arthritis) as 
a result of a subtle change in glenohumeral joint motion.

8.5 Rotator Cuff Pathology

8.5.1 Clinical Presentation and Examination

Rotator cuff pathology is a common condition that occurs most often in individuals older 
than 40 years and includes the diagnoses of subacromial impingement and rotator cuff 
tears.64 Patients with rotator cuff pathology will present to their clinician with complaints 
of pain, weakness, and oftentimes stiffness. Proper questioning can lead to valuable infor-
mation that can distinguish isolated subacromial impingement from full-thickness rotator 
cuff tears. Pain can be present in both conditions and is localized over the deltoid region 
or posterior acromial area. Pain with activity, as well as at times of rest, can also be appar-
ent. Individuals with full-thickness rotator cuff tears will complain of significant shoulder 
weakness, which is not typically associated with subacromial impingement.

The physical examination begins with an inspection of the shoulder, with particular 
focus on the bony anatomy and muscular definition of the posterior shoulder. Patients 
with a chronic rotator cuff tear often demonstrate significant posterior shoulder atrophy. 
Active and passive ranges of motion are next examined and can be limited in patients with 
both rotator cuff tears and isolated subacromial impingement. The Neer exam is a specific 
subacromial impingement test that involves passively elevating the shoulder in the sagit-
tal plane while stabilizing the scapula.65 A positive Neer test, indicating impingement, 
is one in which the patient experiences pain at the end range of shoulder elevation. The 
Hawkins test is a provocative test for isolated subacromial impingement and is performed 
by internally rotating the humerus with the shoulder positioned at 90° of the sagittal-plane 
elevation and 90° of elbow flexion.66,67 Pain during this maneuver indicates subacromial 
impingement. When a rotator cuff tear is suspected, the degree of active motion restriction 
reported by the patient can predict the size of the tear. Patients with shoulder weakness, 
but well-maintained active motion, typically have a smaller single-tendon tear, whereas 
patients with weakness and a lack of active motion are more likely to have a multitendon 
tear.

Manual shoulder strength testing is often performed as part of the physical exam to 
assess the condition of the individual rotator cuff muscle–tendon units. The Jobe test, 
which is believed to isolate the supraspinatus, is performed by first positioning the shoul-
der at a 90° sagittal-plane elevation, 30° frontal-plane elevation, and full internal rotation.68 
With the shoulder in this position, strength is qualitatively assessed as the patient resists a 
downward force applied to the shoulder. Patients with a supraspinatus cuff tear will have 
considerable weakness when comparing this test between their involved and uninvolved 
shoulders. The infraspinatus can be tested by having patients externally rotate against 
resistance with their arm and elbow at their side. The subscapularis can be assessed with 
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a belly-press test or lift-off test. The belly-press test is a simple maneuver in which patients 
place their hand on their abdomen and attempt to push inward without rotating their 
shoulder. Similarly, the lift-off test is a maneuver in which the patients internally rotate 
their shoulder behind their back and attempt to lift their hand off the lower lumbar area. 
Patients who are unable to stabilize their elbow or shoulder during the belly-press test, 
or who are unable to perform the lift-off test, likely have a subscapularis tear. For all the 
aforementioned tests, it is important to compare the findings from the involved shoulder 
with, ideally, the uninvolved contralateral shoulder.

Medical imaging is frequently used in the diagnosis of rotator cuff pathology. 
Conventional radiographs allow for the assessment of bony pathology, such as a curved or 
hooked acromion.69 Advanced imaging (i.e., ultrasound imaging or MRI) can also aid in 
the diagnosis when a rotator cuff tear is suspected. The benefits of ultrasound imaging are 
its lower cost and dynamic examination potential, although results are generally believed 
to be operator dependent. MRI is beneficial in identifying tear size, tear location, tendon 
retraction, and the extent to which muscular atrophy or fatty degeneration has occurred in 
conjunction with the rotator cuff pathology.

8.5.2 Rotator Cuff Pathology and Glenohumeral Joint Motion

Glenohumeral joint motion has been shown to be altered in the presence of a rotator 
cuff tear. Perhaps the most common approach to assess the effects of a rotator cuff tear 
on glenohumeral joint motion has been through cadaveric experiments in which joint 
motion can be accurately measured while imposing individual muscle forces and ten-
don conditions (e.g., intact versus simulated tear). Although many cadaver studies follow 
qualitatively similar testing protocols, these cadaver studies have sometimes shown con-
tradictory findings regarding the effects of simulated rotator cuff tears on glenohumeral 
joint motion. For example, Yu et al.70 used cadaveric shoulder specimens to study the effect 
of preexisting rotator cuff tears, simulated complete tears, and simulated surgical repair 
on humeral translations. They reported that the humerus translated inferiorly relative to 
the scapula with a simulated tear when compared with the repaired state at 60° of frontal-
plane elevation. In addition, this study reported an inferior shift in humeral head position 
with the simulated complete tear when compared with the pathologic condition (i.e., an 
existing small tear) at all joint positions tested.70 Kedgley et al.71 performed a similar cadav-
eric experiment in which glenohumeral joint motion was measured in response to three 
increasingly larger cuts to the rotator cuff tendons. However, this study failed to detect any 
differences in superior/inferior humeral translation after any of the rotator cuff tendon 
cuts. In contrast to these studies by Yu et al. and Kedgley et al., a cadaveric study by Mura 
et al.72 reported that simulated rotator cuff tears resulted in superior translation of the 
humerus. Moreover, the authors reported that not only did superior translation increase 
with the number of tendons torn but also that superior translation increased significantly 
and progressively with each incremental cut in the infraspinatus tendon. These contradic-
tory findings—which may be explained due to experimental differences in experimental 
protocol (e.g., magnitude and direction of applied forces, joint positions/motions tested), 
sample sizes, or measurement technique accuracy—also highlight challenges associated 
with performing cadaveric experiments. Specifically, cadaveric studies are unable to accu-
rately replicate in vivo conditions because the muscle forces and joint forces that occur in 
vivo are largely unknown.

It has been hypothesized that glenohumeral joint motion is also influenced by the integ-
rity of the transverse force couple formed by the anterior (subscapularis) and posterior 
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(infraspinatus) rotator cuff muscles. According to this theory, the glenohumeral joint is 
able to maintain normal joint mechanics when this force couple is intact (Figure 8.5).73 The 
specific clinical implication of this theory is that isolated tears of the supraspinatus tendon 
may not necessarily lead to altered glenohumeral joint mechanics if the remaining rotator 
cuff muscles are able to adequately stabilize the joint.74 If the rotator cuff tear involved the 
infraspinatus or subscapularis tendons in addition to the supraspinatus tendon, then this 
force couple would be disrupted and abnormal joint mechanics would result. Despite a 
recent anatomical study indicating that “small” rotator cuff tears that were traditionally 
believed to involve only the supraspinatus tendon may actually involve both the supraspi-
natus and infraspinatus tendons,75 the force couple concept has been supported by several 
cadaveric experiments.72,74 For example, Parsons et al.74 reported that the direction of joint 
reaction forces was not altered with an incomplete or complete supraspinatus tear com-
pared with the intact condition, but that direction did change with the involvement of the 
infraspinatus or subscapularis.74 Other cadaveric experiments have shown that superior 
humeral translation does not necessarily occur with an isolated supraspinatus tear, but 
that extending the tear to include the infraspinatus does indeed result in superior humeral 
translation.72

Human in vivo studies have demonstrated that rotator cuff tears are often associated 
with superior translation of the humerus. For example, Keener et al.76 used radiographic 
analysis to estimate the static position of the humerus relative to the glenoid and reported 
that superior migration of the humerus was positively correlated with tear size. Similarly, 
Ludewig and Cook44 have reported increased superior translation of the humerus in 
patients diagnosed with subacromial impingement. These in vivo studies, along with 
cadaveric studies such as the one reported by Mura et al., all tend to suggest that rotator 
cuff pathology is associated with superior translation of the humerus. More specifically, 
clinical reports have supported the notion that superior migration of the humerus is an 
important factor in the development of rotator cuff pathology.65,77 However, it is important 
to recognize that it is still unclear if abnormal glenohumeral joint motion contributes to 
the development of rotator cuff pathology, if rotator cuff pathology leads to abnormal gle-
nohumeral joint motion, or if both scenarios may exist.

Infraspinatus

Subscapularis

FIGURE 8.5
Transverse force couple is formed by anterior (subscapularis) and posterior (infraspinatus, teres minor) muscle 
groups. It has been hypothesized that this force couple may be sufficient to maintain normal glenohumeral 
joint mechanics by overcoming the superiorly directed forces imparted by the deltoid muscle group, even if the 
supraspinatus muscle–tendon complex has been compromised by a rotator cuff tear. (Adapted from Burkhart, 
S. S., Clin. Orthop., 267, 45–56, 1991.)
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8.5.3 Rotator Cuff Pathology and Scapulothoracic Motion

Abnormal scapulothoracic motion has been shown to exist in patients diagnosed with 
subacromial impingement. Specifically, human in vivo studies have shown that patients 
diagnosed with subacromial impingement have less posterior tilting, more upward rota-
tion, and greater internal rotation of the scapula relative to the thorax than subjects with 
normal, healthy shoulder function.44,78 It has been hypothesized that these alterations in 
scapulothoracic motion decrease the subacromial space and increase the likelihood of 
impingement, but this is speculative because studies that rely on skin-mounted markers 
or sensors are currently unable to accurately measure the distance between the humerus 
and coracoacromial arch.

Scapulothoracic motion has also been shown to be altered in the presence of rotator 
cuff tears. For example, a study by Mell et al.79 measured scapulothoracic motion with 
electromagnetic sensors during sagittal-plane elevation and scapular-plane elevation in 
three groups of subjects: (1) patients with a rotator cuff tear, (2) patients with a rotator 
cuff tendinopathy, and (3) healthy control subjects. That study found that the scapula 
of patients with a rotator cuff tear was more upwardly rotated in the initial two-thirds 
of elevation than in patients with tendinopathy and control subjects. McCully et al.80 
measured scapulothoracic motion in subjects after a suprascapular nerve block, used as 
a model for dysfunction of the supraspinatus and infraspinatus. They found no changes 
in posterior tilting of the scapula but did report increases in scapular external rotation 
and upward rotation. Although the supraspinatus and infraspinatus muscles are not 
believed to be directly involved in controlling scapular motion, the authors suggested 
that dysfunction of these muscles does seem to result in compensatory changes in scapu-
lothoracic motion.

Pain may also contribute to alterations in scapulothoracic motion. Scibek et al.81 mea-
sured scapulothoracic motion during shoulder elevation in patients with rotator cuff 
tears before and after injecting the subacromial space with lidocaine to alleviate pain. 
The study reported changes in SHR, with glenohumeral rotation increasing while 
upward/downward rotation of the scapula decreased. As a follow-up study, that same 
research team reported that pain and tear size were associated with increased reliance 
on scapular motion during shoulder elevation, but that pain was the primary predic-
tor of SHR.82 Taken together, these studies lend support to the notion that alterations in 
scapulothoracic motion may be in response to pain associated with rotator cuff tears or 
impingement.

8.5.4 Rotator Cuff Pathology and Joint Forces

Previous research has demonstrated that the magnitude and direction of glenohumeral 
joint forces can also be modified in the presence of rotator cuff pathology. For example, Yu 
et al.70 demonstrated with a cadaver study that a simulated complete rotator cuff tear was 
associated with a more inferiorly directed joint reaction force, suggesting that increased 
inferior force could contribute to joint instability. Parsons et al.74 performed a similar cadav-
eric experiment by investigating the effects of five different rotator cuff conditions (from 
an intact rotator cuff to a three-tendon rotator cuff tear) on glenohumeral joint reaction 
forces. The study reported that significant changes in glenohumeral joint forces occurred 
only when the simulated rotator cuff tear extended into the infraspinatus tendon, lending 
further support to the concept that an intact force couple may be sufficient to maintain 
glenohumeral joint mechanics.
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8.5.5 Nonoperative Treatment of Rotator Cuff Pathology

Nonoperative treatment for rotator cuff pathology focuses primarily on improving flexibil-
ity and strengthening the rotator cuff muscles. Flexibility exercises often include anterior 
shoulder stretching and posterior shoulder stretching through cross-body adduction.83 
Rotator cuff strengthening exercises are frequently performed using an elastic band and 
include internal and external rotation with the arm at the patient’s side and scapular-plane 
elevation if there is no pain.83 Other important factors that are often addressed during non-
operative treatment include the function of the scapular-stabilizing muscles,84,85 tightness 
of the posterior capsule or posterior rotator cuff, and posture of the spine.47 Kibler et al.85 
advocate that the muscles responsible for stabilizing the scapula are often weak in patients 
with rotator cuff pathology, and, therefore, strengthening scapular-stabilizing muscles 
should be an important component of any physical therapy protocol.

Research aimed at assessing the effectiveness of nonoperative treatments for rotator 
cuff pathology has largely relied on outcome measures such as pain, range of motion, 
and subjective patient-based assessments of function. Although it is difficult to make 
direct comparisons between previously published studies due to significant differences 
in physical therapy protocols, pain relief is commonly reported in response to physical 
therapy. However, there are conflicting findings regarding shoulder function after physi-
cal therapy. For example, Baydar et al.86 report that range of motion, pain, and shoulder 
strength were significantly improved in patients with full-thickness rotator cuff tears after 
six months of physical therapy. In contrast, it has been reported that even though patients 
often report less pain and improved shoulder function after physical therapy, deficits 
in range of motion and strength frequently persist,83 and most patients do not return to 
healthy levels of shoulder function.47

It is possible that physical therapy relieves pain by restoring normal glenohumeral joint 
motion and increasing the subacromial space, but accurately measuring the subacromial 
space under in vivo conditions is difficult. The subacromial space is approximately 2 to 
7 mm wide, depending on the position of the arm,87 so a 1-mm superior translation of the 
humerus (corresponding to a 14%–50% decrease in the subacromial space) may be clini-
cally significant. However, few studies have investigated the effects of physical therapy on 
3D joint motion before and after therapy using techniques that are sufficiently accurate to 
detect these subtle changes in joint motion. Consequently, the effects of physical therapy 
on both altered glenohumeral joint motion and scapulothoracic motion are not yet fully 
understood.

8.5.6 Operative Treatment of Rotator Cuff Pathology

The effects of human rotator cuff repair on shoulder function have been investigated 
extensively through clinical studies. Clinical assessments of shoulder function are typi-
cally reported with objective measures of strength and motion (i.e., range of motion and 
stability) or subjective measures of pain and function (i.e., pain scores and standardized 
questionnaires). Previous research indicates that rotator cuff repair may provide short-
term to medium-term pain relief and patient satisfaction, but that long-term shoulder 
function may be poor. For example, normal shoulder strength is rarely restored after rota-
tor cuff repair.88–94 In a study of long-term (16–25 years) outcomes after rotator cuff repair, 
Borgmastars et al.95 found that only 37% of patients had relief of persistent pain and 43% 
had impaired activities of daily living due to shoulder complaints. The authors recom-
mended that patients be warned “to expect less than permanent relief” after surgical 
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rotator cuff repair.95 Furthermore, despite improvements in the understanding of rotator 
cuff pathology, and advances in surgical treatment options, repairs of large, chronic rota-
tor cuff tears have been reported to fail to heal in 20% to 95% of cases.96–98

Cadaveric studies have been used extensively to investigate specific aspects of rotator 
cuff repair. Previous studies have focused on specific surgical techniques—single-row 
repair versus double-row repair99 or the extent of subacromial decompression100,101—and 
have quantified outcomes in terms of glenohumeral joint kinematics, glenohumeral joint 
contact forces and pressures, glenohumeral joint contact area, tendon–bone interface con-
tact pressure, and rotator cuff pressure.55,70,99–101 The primary benefits of cadaveric experi-
ments are the ability to precisely and systematically evaluate factors that may be difficult 
to control under in vivo conditions (e.g., rotator cuff tear size) and report highly accurate 
measurements that may be difficult (or currently impossible) to acquire under in vivo con-
ditions. Unfortunately, the extent to which cadaveric experiments simulate in vivo con-
ditions is not known because the complex forces and motions that occur under in vivo 
conditions are largely unknown. Furthermore, cadaveric studies are unable to model the 
long-term biological events that are associated with the development or treatment of rota-
tor cuff pathology.

Recently, biplane X-ray and dual-fluoroscopy systems have been developed and used 
to evaluate in vivo shoulder motion.32,34,87,102–104 For example, Bey et al. used biplane X-ray 
imaging to study dynamic 3D glenohumeral joint motion after rotator cuff repair. Their 
study reported that pain decreased significantly after surgery, but that abnormal gleno-
humeral joint motion and deficits in shoulder strength persisted two years post-surgery.105 
These in vivo data suggest that current rotator cuff repair techniques may not adequately 
restore normal glenohumeral joint biomechanics. However, additional research is needed 
to fully understand the effects of rotator cuff pathology, nonoperative treatment, and sur-
gical repair on glenohumeral joint mechanics and long-term shoulder function.

8.6 Glenohumeral Joint Instability

8.6.1 Clinical Presentation, Examination and Management

The glenohumeral joint is stabilized by a number of anatomical structures that prevent 
subluxation or dislocation of the humeral head (i.e., labrum, joint capsule, and ligaments).
Injury to any of these structures can lead to an increased risk of dislocation or subluxation; 
shoulder instability is commonly classified by the direction of subluxation or dislocation. 
Anterior instability is by far the most common type of instability, and the mechanism of 
injury typically involves a large force applied to the anterior capsulolabral complex with 
the shoulder in a vulnerable position (e.g., 90° of frontal-plane elevation and external rota-
tion). This causes the humeral head to translate anteriorly relative to the glenoid. Posterior 
instability can result from a large posteriorly directed force with the shoulder in various 
positions such as 90° of sagittal-plane elevation (i.e., as would occur during falling on an 
outstretched arm) or adduction with internal rotation. Traumatic posterior dislocation can 
also occur from a violent muscle contracture, electrical shock, or seizure.106–108 Posterior 
dislocations are difficult to diagnose and have been reported to be missed in almost 80% 
of cases.109 Inferior dislocations are extremely rare and are believed to occur as a result of 
a hyperabduction force. The humeral head is often locked below the glenoid, a condition 
termed “luxatio erecta.”
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Traumatic instability typically presents in one of two ways. First, a patient can sustain an 
injury in which the humeral head shifts slightly out of the glenoid socket but is relocated 
to its proper anatomical position with relatively little effort. This is termed a “subluxation 
event.” Second, the patient can present with an injury in which the humeral head is dis-
placed outside of the glenoid socket. This dislocation event requires a formal reduction 
of the humeral head back to its articulation with the glenoid. Both groups of patients will 
present with a reduced glenohumeral joint when examined clinically, will complain of 
pain and looseness, and will report difficulties in reaching. Patients who have had a frank 
dislocation that has been reduced tend to have a stiffer and more painful shoulder com-
pared with patients who have had a subluxation event. The shoulder position in which 
the patient reports feelings of giving way can often predict both the type and the severity 
of instability. The number of reported episodes of dislocation/subluxation can also lend 
insight into the patient’s baseline level of joint laxity.

In contrast to the instability that occurs in response to a traumatic event, multidirec-
tional instability is a condition that is apparent without any obvious trauma. The patient 
presents with capsular laxity that allows for the humeral head to subluxate or dislocate 
with relatively little effort. The traditional approach to managing multidirectional insta-
bility involves exercises designed to strengthen the secondary stabilizers (i.e., rotator cuff 
and other surrounding muscles). If episodes of dislocation/subluxation persist after non-
operative therapies, then surgical repair is indicated. However, surgical solutions are diffi-
cult because there is typically no single lesion in patients diagnosed with multidirectional 
instability.

Physical examination of the patient with complaints of instability should begin with 
inspection and palpation of the shoulder. Next, active range of motion is measured and, if 
possible, compared with the uninvolved shoulder. If limitations in active range of motion 
are observed, then passive range of motion should be gently evaluated in sagittal-plane 
elevation, frontal-plane elevation, external rotation, and internal rotation. Provocative test-
ing for instability begins with the apprehension test, with the patient lying supine and his 
or her shoulder elevated to 90° in the frontal plane. The clinician progressively externally 
rotates the patient’s shoulder, and a positive exam is indicated if the patient feels anxi-
ety with this maneuver.110 The Jobe relocation test can also be performed in conjunction 
with the apprehension test. The examiner places his or her hand on the anterior shoul-
der and manually applies a posteriorly directed force while externally rotating the shoul-
der. Patients with anterior instability report that their anxiety level is relieved with the 
placement of this posteriorly directed force.111 Translational tests can also be performed to 
assess for anterior, posterior, or multidirectional instability. Anterior and posterior drawer 
tests allow the examiner to subjectively assess the amount of humeral translation that 
results from anteriorly directed or posteriorly directed forces.112 Load-shift testing can be 
performed with the patient in the seated position, with the scapula stabilized by one hand 
and the opposite hand used to translate the humeral head.113 For example, applying an 
inferiorly directed force to the patient’s adducted arm can cause the humerus to translate 
inferiorly and produce a sulcus sign, that is, subacromial dimpling indicating inferior or 
multidirectional instability.114

Imaging for glenohumeral joint instability primarily involves radiographs, with scapu-
lar “Y” and axillary views being particularly important (Figure 8.6). The axillary view can 
clearly show the direction of instability if the shoulder is dislocated, as well as any bony 
deformity to the glenoid or humeral head when the joint is reduced. If further imaging is 
needed to assess for soft tissue injuries (e.g., labral tear), a computed tomography arthro-
gram, MRI, or MRI arthrogram can all be helpful in identifying soft tissue injuries.
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8.6.2 Joint Instability and Glenohumeral Joint Motion

Previous research has reported glenohumeral joint translations in patients diagnosed with 
joint instability using a variety of measurement techniques. For example, Hawkins et al.115 
used conventional radiography to measure 2D glenohumeral joint translations in subjects 
under anesthesia. The study demonstrated that patients with instability had greater gle-
nohumeral joint translations than control subjects, with anterior translations reported to 
be 17%, 29%, and 28% of glenoid width in healthy control subjects, patients with anterior 
instability, and patients with multidirectional instability, respectively. Glenoid width has 
previously been reported to be approximately 29 mm,116 so these reported translations are 
estimated to range from approximately 5 to 8 mm. More recently, Graichen et al.29,37,38,117 
quantified 3D glenohumeral joint motion using advanced MRI-based techniques, with von 
Eisenhart-Rothe et al.39 reporting glenohumeral translations of the involved shoulder in 
patients with traumatic instability to be 1 to 2 mm greater than those of the contralateral 
shoulder.

Although imaging-based techniques (like those mentioned previously) are perhaps the 
most common approaches to quantify glenohumeral joint translations under in vivo condi-
tions, other measurement techniques have been used. For example, Jorgensen and Bak118 
used a knee laxity testing device to measure anterior/posterior translations in response to 
an applied load. The data were reported in terms of side-to-side differences, and patients 
with unilateral shoulder instability were found to have significantly greater translations in 
the affected shoulder. Ogston and Ludewig46 used an electromagnetic tracking system to 
assess glenohumeral and scapulothoracic motion during frontal-plane and scapular-plane 
elevation in control subjects with normal shoulder function and patients diagnosed with 
multidirectional instability. No significant differences in glenohumeral joint translations 
were reported. However, those results may have been influenced by the testing of activities 
that did not directly load the glenohumeral joint in a manner similar to a clinical exami-
nation of shoulder instability. Magit et al.119 also used an electromagnetic tracking system 
to measure the total anterior/posterior translation while manually applying anterior and 

(a) (b)

FIGURE 8.6
Radiographic imaging is often used for diagnosing glenohumeral joint instability. Scapular “Y” views (a) and 
axillary views (b) of the humerus and scapula are particularly important.
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posterior forces to the shoulder of patients diagnosed with anterior instability. In contrast 
to the relatively small translations in the aforementioned studies,39,46,115 that study reported 
that the total anterior/posterior translation averaged 30 mm across all patients and ranged 
from 22 to 52 mm.119 The wide discrepancy in glenohumeral translations that is reported 
in patients diagnosed with shoulder instability likely reflects differences in measurement 
technique, experimental protocol (i.e., shoulder positions tested, magnitude and direc-
tion of applied forces), and subject populations. Consequently, there remains considerable 
uncertainty regarding the magnitude and direction of in vivo glenohumeral translations in 
patients diagnosed with joint instability.

8.6.3 Joint Instability and Scapulothoracic Motion

Although the clinical examination of patients with shoulder instability focuses primarily 
on the glenohumeral joint, previous research has provided some evidence that scapulo-
thoracic motion may also be altered in patients with instability. Paletta et al.120 used radio-
graphic imaging to assess SHR in patients diagnosed with anterior instability prior to 
surgery and two years after anterior stabilization surgery. This study reported that SHR 
in patients with instability was significantly different than in control subjects with nor-
mal shoulder function, and that these differences in SHR persisted after surgery. More 
recently, Ogston and Ludewig46 have measured scapular motion in patients diagnosed 
with multidirectional instability and reported that these patients had less upward rotation 
and more internal rotation of the scapula than asymptomatic control subjects. Matias and 
Pascoal121 performed a similar study and found that patients with glenohumeral instabil-
ity had greater protraction and anterior tilting of the scapula. Given the limited number of 
studies focusing on this topic, there is still little consensus regarding the clinical implica-
tions of altered scapulothoracic motion in patients diagnosed with glenohumeral instabil-
ity. Specifically, it is unknown if altered scapulothoracic motion represents a compensatory 
mechanism in response to glenohumeral pathology or if it contributes in some way to the 
underlying pathology in patients with atraumatic instability. However, the findings from 
these studies suggest that abnormal scapulothoracic motion may indeed be associated 
with glenohumeral instability and that additional research in this area is warranted.

8.6.4 Nonoperative Treatment of Joint Instability

Physical therapy exercises are often prescribed as the initial treatment course for patients 
diagnosed with shoulder instability. Physical therapy protocols implicitly seek to restore 
normal glenohumeral joint mechanics and focus specifically on restoring the shoulders’ 
range of motion while protecting the static stabilizers and strengthening the dynamic gle-
nohumeral joint stabilizers. Finnoff et al.122 emphasize the importance of strengthening the 
rotator cuff muscles, and computational models of the shoulder have suggested that rota-
tor cuff strengthening may reduce the risk of recurrent anterior instability.26 Exercises that 
strengthen scapular stabilizing muscles (e.g., serratus anterior, upper and lower trapezius) 
are also recommended, based on the hypothesis that patients with shoulder instability 
may also have abnormal scapulothoracic motion.46,122,123

Nonoperative treatment for glenohumeral instability is not always successful, with pre-
vious research suggesting that nonoperative treatments fail to result in a satisfactory clini-
cal outcome in 44% to 94% of patients.26,124 Patients who have a single traumatic episode 
that results in glenohumeral joint dislocation are particularly at risk for recurrent joint 
instability. For example, Burkhead and Rockwood125 assessed the effects of nonoperative 
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therapy on shoulder instability, reporting that 80% of patients with atraumatic instability 
reported “good” or “excellent” results. In contrast, only 12% of patients whose instabil-
ity results from a traumatic event reported good or excellent results.125 Robinson et al.126 
documented the effects of physical therapy on shoulder function after anterior dislocation 
and reported that recurrent instability occurred in 56% of the patients within two years of 
the primary dislocation. Furthermore, persistent functional deficits (e.g., limited range of 
motion) were also reported in patients who did not report any episodes of recurrent insta-
bility and whose clinical outcome was considered “satisfactory.”126 Hovelius and Saeboe124 
reported on the long-term (25 years) outcomes of 223 shoulders that had sustained a first-
time anterior dislocation. The study found that 57% had recurrent instability after the pri-
mary dislocation and that 28% of the shoulders eventually required a surgical stabilization 
procedure. In contrast to the majority of studies that used conventional clinical outcomes 
to assess the effects of physical therapy on patients with instability, Nyiri et al.127 measured 
glenohumeral and scapulothoracic motions in healthy control subjects and in patients diag-
nosed with multidirectional instability who were treated nonoperatively. Physical therapy 
was reported to be successful for increasing shoulder strength, but abnormal joint mechan-
ics persisted after conservative treatment. Taken together, previous research indicates that 
many patients diagnosed with instability may benefit from nonoperative treatment, but 
that a significant percentage of those patients—particularly those whose instabilities are 
due to traumatic joint dislocation—may eventually require surgical repair.

8.6.5 Operative Treatment of Joint Instability

The operative treatment of joint instability has been studied extensively through cadav-
eric experiments.128–136 In very general terms, the typical experimental approach for these 
studies involves testing the specimen in its native condition, creating a simulated injury, 
testing the specimen in its injured condition, repairing the injury, and then testing the 
specimen in its repaired condition. Variables that are commonly manipulated include arm 
position, applied loads (e.g., muscle forces or joint forces), injury severity, and surgical 
repair technique. Outcomes are typically quantified in terms of joint motion (i.e., transla-
tions, rotations, range of motion), forces, joint contact pressures, or joint contact area. The 
findings from these cadaveric studies will often demonstrate that the injured condition 
is significantly different than the native condition, thus supporting the claim of a valid 
injury model. Furthermore, the surgical repair condition is often shown to closely approxi-
mate the native condition, which supports claims regarding the efficacy of a particular 
surgical repair technique.

Cadaveric studies have contributed significantly to the body of knowledge regarding 
shoulder function, but interpreting the clinical significance of findings from cadaveric 
experiments can be problematic for several reasons. First, the findings represent only the 
immediate postoperative (e.g., “time zero”) condition, and the relationship between “time 
zero” outcomes and the long-term outcomes is not particularly well understood. Factors 
affecting long-term outcomes (e.g., postoperative activity levels and biological processes 
associated with healing) cannot be studied in cadaveric experiments. Second, clinical 
interpretation of cadaver studies can be difficult because the biomechanical outcome mea-
sures that are most commonly reported (e.g., measures of forces or motions) are rarely used 
in in vivo patient-based studies. Instead, patient-based studies typically evaluate subjec-
tive assessments of pain and function, physical measurements (e.g., strength, active range 
of motion), and the presence or absence of recurrent instability. Consequently, with little 
over lap in these outcome measures, it is difficult to make direct comparisons between 
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cadaver studies and in vivo patient-based studies. For example, osteoarthritis and range 
of motion deficits after surgical treatment for instability have been previously reported in 
clinical studies,137–143 but the factors that lead to this condition have not been adequately 
explained by cadaveric experiments. It is plausible that altered joint mechanics after sur-
gery could lead to abnormal cartilage contact patterns and the development of arthritis 
over time, but this mechanism cannot be adequately tested in cadaveric studies. Recent 
technological advancements that now provide the ability to make accurate measures of 
in vivo joint motion102,105 and in vivo joint forces61,62 may provide a means for reconciling 
the findings from cadaveric experiments with the long-term clinical outcomes. Additional 
research on the long-term in vivo sequelae after surgical treatment of joint instability is 
clearly needed.

8.7 Summary

This chapter has provided an overview of shoulder biomechanics under normal and 
pathologic conditions. This review has attempted to highlight some of the research efforts 
that have contributed to our understanding of shoulder mechanics. In addition, this chap-
ter has discussed two of the most common pathologic conditions that affect the shoulder: 
rotator cuff tears and glenohumeral joint instability. Clearly, there are many opportunities 
for additional research. For example, the mechanical role of individual muscles, tendons, 
and ligaments and their complex interaction under in vivo conditions are still not par-
ticularly well understood. Research efforts aimed at predicting and objectively validating 
in vivo muscle forces, tendon/ligament forces, and joint forces through a combination of 
in vivo, in vitro, and computational approaches are of great need and are highly encour-
aged. Similarly, the interaction between glenohumeral joint motion and scapulothoracic 
motion under in vivo conditions is also not fully understood. In particular, the effects of 
pathologic conditions and approaches to their treatment (both operative and nonopera-
tive) on glenohumeral joint motion, scapulothoracic motion, and their interaction, as well 
as the relationship between measures of joint motion and conventional clinical outcomes 
(e.g., subjective assessments of pain and function), are certainly areas in which additional 
research is warranted. Given the rapid advancements in imaging, computational model-
ing, and in vivo sensing, we anticipate that future research efforts will continue to reveal 
the complexities of in vivo shoulder function. Future efforts aimed at understanding the 
etiology, diagnosis, and treatment of shoulder injuries will be critical to allow individuals 
with shoulder injuries the opportunity to remain active and maintain a high quality of life.
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9
Biomechanics of the Wrist and Hand

Chunfeng Zhao, Kristin D. Zhao, Aaron Babb, and Kai-Nan An

The hand, including the wrist, is complex in its anatomy, structure, and function. It is an 
integral part of most daily activities; therefore, it is predisposed to a high incidence of 
injury as compared with other components of the musculoskeletal system. Wrist and hand 
injuries are recognized as the most common occupational disorders, including patholo-
gies such as carpal tunnel syndrome (CTS), trigger finger, and tendonitis.1,2 Furthermore, 
wrist fractures are the most prevalent fractures occurring in the human body.3 Due to the 
complexity of the hand and wrist, as well as its predisposition to injury, the field of hand 
surgery evolved as the first specialized surgical field.4,5 Biomechanics encompasses the 
relationship between the anatomy, structure, and function of the human body and is fun-
damental to understanding modern hand surgery.
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9.1 Anatomy

9.1.1 Bone and Joints in the Hand and Wrist

The human hand is composed of the wrist, palm, and the five digits (Figure 9.1). The wrist is 
a very complex joint in the hand consisting of eight carpal bones arranged in two rows that 
are stabilized by a complex ligament system. The proximal row of four bones from lateral 
to medial are the scaphoid, lunate, triquetrum, and pisiform bones. The four bones of the 
distal row from lateral to medial are the trapezium, trapezoid, capitate, and hamate bones. 
There are a total of 15 bones that form the wrist articulation with the forearm and also artic-
ulate with each other in multiple subjoints. At the distal end of the forearm, the radius and 
ulna articulate at the distal radioulnar joint (DRUJ), which is formed by the head of the ulna 
and the ulnar notch of the radius (Figure 9.1). The next joint distally is the radiocarpal joint, 
which is formed by the distal radius and proximal row of the carpal bones. This joint is sep-
arated from the DRUJ by an articular disk lying between the radius and the styloid process 
of the ulna. The joint between the proximal and distal rows of the carpal bones is the mid-
carpal joint. The distal joint in the wrist is the carpometacarpal joint, which is formed by the 
distal row of carpal bones and the proximal head of the metacarpal bones. The hand palm 
is made up of five metacarpal bones that provide the base for the five individual digits. The 
fingers contain a total of 14 phalanges: two in the thumb and three in each of the 4 fingers. 
There are five proximal phalanges, four middle phalanges (excluding the thumb), and five 
distal phalanges (Figure 9.1). Even if the wrist is considered as a single joint, there are a total 
of 15 joints in the hand, including the wrist, five metacarpophalangeal (MCP) joints, four 
proximal interphalangeal (PIP) joints, and five distal interphalangeal (DIP) joints.

Anatomically, the carpal tunnel is a narrow (1–1.5 cm diameter) space at the base of the 
palm, bounded dorsally, medially, and laterally by the carpal bones and palmarly by the 
flexor retinaculum, a thick ligament.6 Within the carpal tunnel are the flexor digitorum 
profundus (FDP) and flexor digitorum superficialis (FDS) tendons to each finger, the flexor 
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FIGURE 9.1
(See color insert.) Human hand bony structure and functional components including wrist, palm, and digits. 
1, distal phalanx; 2, middle phalanx; 3, proximal phalanx; 4, metacarpal bone; 5, carpal bones.
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pollicis longus (FPL) tendon, the tenosynovium associated with these tendons, two bursae 
(the radial one for the FPL and the ulnar one for the other tendons), and the median nerve.

9.1.2 Muscles and Their Innervation

The muscles that enable hand motion can be classified into extrinsic and intrinsic muscle 
groups. The majority of hand muscles are located in the forearm and are called extrin-
sic muscles because the muscle origins are located proximal to the hand. The extrinsic 
muscles can be subdivided into flexor and extensor muscle groups. Flexor muscles are 
located on the front (volar or palmar) side of the forearm including four FDS and FDP 
muscles. There are two extrinsic muscles that control thumb flexion: the FPL and the flexor 
pollicis brevis muscles. All five finger flexor muscles are innervated by the median nerve, 
except for the little and ring finger FDP muscles, which are innervated by the ulnar nerve. 
The hand extensor muscles are in the dorsal forearm and include a total of eight extensor 
muscles to move the five fingers. Four extensor digitorum muscles control the extension of 
the index, middle, ring, and little fingers. There are two additional extensors in the hand: 
one for the index finger, the extensor indicis, and one for the little finger, the extensor 
digitorum minimi. The thumb has two extrinsic extensor muscles: the extensor pollicis 
longus and the extensor pollicis brevis. All extrinsic extensor muscles are innervated by 
the radial nerve.

Intrinsic muscles of the hand include four groups of muscles that are located within the 
hand. They are the thenar (thumb), hypothenar (little finger), interossei muscles, and lum-
brical muscles. Although the intrinsic muscles are not as powerful as the extrinsic muscles, 
they play an important role in regulating extrinsic muscle motion, stabilizing the hand 
joints, and performing precise activities. The thenar eminence contains three muscles: the 
abductor pollicis brevis, flexor pollicis brevis, and the opponens pollicis. The bellies of 
these muscles form a thick, fleshy area directly proximal to the thumb. These are all sup-
plied by the recurrent branch of the median nerve, and together, their synergistic actions 
lead chiefly to opposition of the thumb, which is a very critical function. The hypothenar 
also contains three muscles: abductor digiti minimi, flexor digiti minimi, and opponens 
digiti minimi, which are all supplied by the ulnar nerve. There are four dorsal interossei 
muscles and three volar interossei muscles that lie between metacarpal bones. All interos-
sei muscles are supported by the deep branch of the ulnar nerve. There are four lumbrical 
muscles that originate from the FDP tendons and are innervated by the median and ulnar 
nerves. The median nerve innervates the two radial lumbricals, and the deep branch of the 
ulnar nerve innervates the two ulnar lumbricals.

The functional performance of the wrist including its kinetics, kinematics, and stabi-
lization is mainly related to six wrist control muscles. These include the extensor carpi 
radialis brevis, extensor carpi radialis longus, extensor carpi ulnaris, flexor carpi radialis, 
flexor carpi ulnaris, and the abductor pollicis longus muscles. The extrinsic hand muscles 
also play a role in hand motion secondary to their long tendons crossing the wrist joint. 
The three wrist extensor muscles and abductor pollicis longus are innervated by the radial 
nerve. The flexor carpi radialis muscle is controlled by the median nerve, and the flexor 
carpi ulnaris muscle is innervated by the ulnar nerve.

9.1.3 Tendons in the Hand

Tendons are essentially connective tissues that connect the muscles at their proximal end 
and insert on bones at the distal end. When muscles contract, the forces are transmitted 
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to bone through the tendons, which then moves the joints. Although the muscles intro-
duced above have their own tendons (named similar to their associated muscles), the 
critical tendons are the long tendons that cross multiple joints, such as the FDP tendon. 
The tendons in the hand are anatomically divided into five zones (Figure 9.2). Zone I is 
the most distal portion, whereas zone II is the tendon portion that is located within the 
flexor sheath. Zone II is also the critical zone in which two of the flexor tendons (FDP 
and FDS) are frequently injured. Zone III is the tendon portion from the proximal flexor 
sheath to the distal carpal tunnel, zone IV is the tendon within the carpal tunnel area, 
and zone V is the most proximal portion of the tendon from the muscle origin to the 
proximal wrist (Figure 9.2).

Tendons in the hand can also be classified into intrasynovial and extrasynovial based 
on their surrounding environment.7–9 Intrasynovial tendons are those tendons that are 
located in the zone II area enclosed by a synovial sheath and surrounded by synovial 
fluid. In the intrasynovial tendon region, the tendon surface is covered by a thin visceral 
synovial membrane called the “epitenon,” which includes several layers of epitenon cells 
seeded on the surface (Figure 9.3a). These cells have a similar function to synovial cells 
in secreting synovial substances that serve as lubricants to decrease friction during ten-
don motion. This unique structure effectively decreases friction, reduces abrasion, and 
eliminates wear.10 Extensor tendons in the dorsal wrist area are also intrasynovial tendons. 
In contrast, the tendons located within the subcutaneous soft tissues are extrasynovial 
tendons. These tendons are regularly covered by the loose connective tissue paratenon 
(Figure 9.3b). The portion of flexor tendons in zone IV is located within the carpal tun-
nel region, which is across the wrist area. The tendons in this area are unique and are a 
hybrid type of tendon. Ettema et al.11 reported that flexor tendons in zone IV are covered 
by subsynovial connective tissue (SSCT), paratenon-like tissue that is similar to that of 
extrasynovial tendons. The entire SSCT within the carpal tunnel is covered by enclosed 
bursas, which are sacs that are filled with synovial fluid. Therefore, the flexor tendons in 
this region exhibit both intrasynovial and extrasynovial gliding mechanisms (Figure 9.3c). 

Zone I

Zone II

Zone III

Zone IV

Zone V

FIGURE 9.2
(See color insert.) Flexor tendons are divided into five zones in the hand, wrist, and forearm. Zone I is the most 
distal portion. Zone II is the tendon portion that is located within the flexor sheath. Zone II is the critical zone in 
which two of the flexor tendons (FDP and FDS) are frequently injured. Zone III is the tendon portion from the 
proximal flexor sheath to the distal carpal tunnel. Zone IV is the tendon within the carpal tunnel area. Zone V 
is the most proximal portion of the tendon from the muscle origin to the proximal wrist.
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The flexor tendons in zone V of the hand originate from the flexor muscles in the forearm 
and end at the proximal entrance of the carpal tunnel. The tendons in zone V are typically 
extrasynovial tendons.

9.2 Function

The human hand is used for crucial functions such as physically manipulating objects, 
sensing the environment, and communicating through gestures. The biomechanical struc-
ture of the hand can be considered as linkage systems in the digits and intercalated bony 
segments in the wrist that are stabilized by ligaments, balanced by muscle forces, mobi-
lized by tendon translations, and constrained by geometry. Therefore, to ensure normal 
hand function, there must be a normal bony structure, healthy joints stabilized by normal 
ligaments, appropriate muscle forces, and suitable tendon excursions.

9.2.1 Kinematics of Wrist and Hand

Because the wrist is the base of the hand and links the hand and forearm together, 
the function of the wrist is essential for functional performance of the hand. Although 
the hand has multiple degree-of-freedom motions, the wrist only allows motion in two 
directions, flexion–extension and radial–ulnar deviation, which is perpendicular to the 
flexion–extension plane. Axial rotation or pronation/supination of the hand relies on the 
radius and ulna rotating about each other (Figure 9.4). At the proximal radioulnar joint 
(PRUJ), the ulna rotates around the radial head; at the DRUJ, the radius rotates around 

Intrasynovial 
portion       

(zone II)

Extrasynovial 
portion         

(zone III)

Hybrid portion   
(zone IV)

Synovial sheath Epitenon Paratenon

Subsynovial 
connective

tissue
Bursa

(a) (b) (c)

FIGURE 9.3
In zone II, the intrasynovial tendon surface is covered by epitenon, which includes several layers of epitenon 
cells seeding on the surface (a). In zone III, the extrasynovial tendon is wrapped by loose connective tissue or 
paratenon (b). In zone IV, the flexor tendons indicate a hybrid region of the tendon that is wrapped by paratenon 
and synovial sheath bursa (c).
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the ulnar head to pronate and supinate the hand. Therefore, both the PRUJ in the elbow 
joint and the DRUJ in the wrist directly affect hand functional performance in axial rota-
tion. A normal range of motion for the wrist consists of 70° of extension, 60° of flexion, 
30° of radial deviation, 50° of ulnar deviation, 70° of pronation, and 75° of supination.12 
However, wrist kinematics between carpal bones is highly complicated due to the irreg-
ular size and shape of the bones, their small articulating surfaces, and the complex forces 
that act across the wrist. There is still some debate regarding the direction of rotation 
and contribution of each individual carpal bone to global wrist motion.13,14 The complex-
ity of wrist kinematics contributes to the challenge of measuring and diagnosing wrist 
joint dynamic instability. It is generally believed that the wrist joint moves as two rows. 
However, the scaphoid bone, as a member of the proximal row, has been considered as 
a link between the two rows.15,16 Craigen and Stanley17 and others have proposed that 
the wrist joint may behave kinematically as columns defined as the vertical carpal bone 
motion, rows defined as transverse (proximal row and distal row) carpal bone motion, 
or both. Many techniques have been used to study the three-dimensional (3D) wrist 
kinematics in cadavers including biplanar radiographic techniques, electromagnetic 
tracking, and video-based systems.18–21 However, the applicability of these techniques 
is limited by the difficulty in simulating normal wrist loading conditions, the invasive-
ness of implanting radiopaque markers, and the mechanical obstruction of motion that 
can occur from protruding marker pins.22 Recently, advanced imaging techniques such 
as spiral computed tomography (CT) scanning or magnetic resonance imaging (MRI) 
have been used to study carpal kinematics in vivo.13,23–27 These investigations use marker-
less registration techniques that allow carpal kinematics to be acquired noninvasively in 

NeutralMaximum
pronation

MU

MP

N N

tfMP

MR

TSC

FIGURE 9.4
Illustration of how various registration matrices are generated, using the right forearm in a subject. The 
ulna bone from the test condition, in this case maximum pronation (MP), was registered to the ulna bone of 
the neutral condition. The matrix from this transformation is designated as MU. This transformation aligns 
the forearm of the test condition to the neutral condition as shown by the registered image on the right. The 
radius bone of the properly aligned forearm of the test condition (tfMP), when registered to the radius of the 
neutral condition, generates the transformation matrix (MR), which is then used to calculate the finite helical 
axis parameters. (Reprinted from Journal of Biomechanics, 41(1), Tay, S. C. et al, A method for in-vivo kinematic 
analysis of the forearm, 56–62, Copyright 2008, with permission from Elsevier.)
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vivo, thus allowing researchers to make comparisons between healthy individuals and 
subjects with wrist joint instabilities and ligamentous injuries. Four-dimensional (three 
dimensions + time) CT imaging techniques28 that enable investigators to analyze carpal 
kinematics in vivo during dynamic motion have recently emerged. These methods will 
widen the pathologies that can be investigated and diagnosed clinically using noninva-
sive modalities.

The interphalangeal joints are considered to be hinge joints because the collateral liga-
ments limit the abduction–adduction and axial rotation of the PIP and DIP joints. The 
volar ligaments (volar plate) at the finger joints prevent finger overextension. The range of 
motion (from extension to flexion) of the fingers is 0° to 90° for the MCP, 0° to 100° for the 
PIP, and 0° to 80° for the DIP joints.29 However, the MCP joints are also able to perform 20° 
to 30° of abduction–adduction. The thumb metacarpal is based on the trapezium to form 
the thumb basal joint (trapeziometacarpal, TMC), which has a complex range of motions 
including abduction–adduction, flexion–extension, and circumduction. This complex joint 
system makes the human hand more delicate and capable of operating a wide variety of 
tools and devices and able to perform gestures, which distinguishes the human species 
from others. The majority of hand activities and motion tasks can be accomplished with 
70% of the maximum range of wrist and hand motion.30 However, some activities may 
exceed the maximum range of motion, such as dart throwing in wrist ulnar deviation, 
and may cause clinical problems, such as wrist ligament injuries that lead to an unstable 
wrist.26,31

9.2.2 Kinetics of Wrist and Hand

Because the hand is frequently used to physically manipulate the environment, force gen-
eration is an important function. When the hand is used for a forceful motion, a tremen-
dous amount of force is encountered at the wrist and finger joints (Tables 9.1 through 
9.4).32,33 The force distribution among the wrist and finger joints has great potential for 
injury to the associated bone and soft tissue. For example, Kienböck’s disease, the disorder 
of avascular necrosis of the lunate bone, is thought to result from cumulative trauma with 
compression of the lunate bone leading to ischemia and eventual necrosis.34 On average, 

TABLE 9.1

DIP Joint Constraint Forces in Units of Applied Force of Index Finger under Isometric Hand 
Function

Function
Compressive Force 

(CX2)
Dorsal Shear Force 

(CY2)
Radial Shear Force  

(CZ2)

Tip pinch 2.4–2.7 0.2–0.3 −0.1– −0.1
Key pinch 2.9–12.5 0.7–3.2 0.7–0.9
Pulp pinch 3.0–4.6 0.0– −0.2 −0.1– −0.2
Grasp 2.8–3.4 0.5–0.7 −0.2– −0.2
Briefcase grip 0.0–0.0 0.0–0.0 0.0–0.0
Holding glass 2.5–2.9 0.2–0.3 −0.2– −0.2
Opening big jar 5.2–9.5 1.7–3.3 0.3–0.5

Source: An, K. N. et al., Forces in the normal and abnormal hand. J. Orthop. Res. 1985. 3. 202–211. Copyright 
Wiley-VCH Verlag GmbH & Co. KGaA. Reproduced with permission.
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approximately 20% of axial wrist joint force is transmitted by the distal end of the ulna, 
and 80% is transmitted through the radius in the neutral position.12 The midcarpal joint is 
made up of articulations between the proximal row (scaphoid, lunate, triquetrum, pisiform 
bones) and the distal row (trapezium, trapezoid, capitate, hamate bones). At the midcarpal 
joint, approximately 30% of force is transmitted across the scaphotrapezial joint in the 
proximal row of carpal bones, 20% through the scaphocapitate joint, 30% through the luno-
capitate joint, and 20% through the triquetrohamate joint with the wrist in the neutral posi-
tion. However, the percentage of force transmission through the wrist is greatly affected 
by the wrist joint position (Figure 9.5).35 The force transmitted through the finger joints is 
also considerably higher during hand activities. During a fingertip pinch, for example, the 
joint forces in the DIP, PIP, and MCP are 2.7, 5, and 4 times the pinch force, respectively.35 
In addition, shear forces applied dorsally will result in forces at the proximal ends of each 

TABLE 9.2

PIP Joint Constraint Forces in Units of Applied Force of Index Finger under Isometric Hand 
Function

Function
Compressive Force 

(CX4)
Dorsal Shear Force  

(CY4)
Radial Shear Force  

(CZ4)

Tip pinch 4.4–4.9 0.9–1.1 0.0–0.0
Key pinch 4.9–19.4 1.1–4.5 0.3–1.1
Pulp pinch 4.8–5.8 1.1–1.4 0.0–0.0
Grasp 4.5–5.3 1.0–1.3 0.0– −0.1
Briefcase grip 1.7–1.9 0.0–0.2 0.0–0.0
Holding glass 4.3–4.4 1.1–1.1 0.0– −0.1
Opening big jar 7.2–14.2 2.4–4.9 0.2–0.8

Source: An, K. N. et al., Forces in the normal and abnormal hand. J. Orthop. Res. 1985. 3. 202–211. Copyright 
Wiley-VCH Verlag GmbH & Co. KGaA. Reproduced with permission.

TABLE 9.3

MCP Joint Constraint Forces in Units of Applied Force of Index Finger under Isometric Hand 
Function

Function
Compressive Force 

(CX6)
Dorsal Shear Force 

(CY6)
Radial Shear Force  

(CZ6)

Tip pinch 3.5–3.9 2.1–2.3 0.1–0.2
Key pinch 14.7–27.1 3.9–5.7 0.0–0.1
Pulp pinch 4.0–4.6 2.2–2.4 0.1–0.1
Grasp 3.2–3.7 2.9–3.1 0.3–0.4
Briefcase grip 1.0–1.3 0.6–0.7 0.0–0.0
Holding glass 4.0–4.1 0.9–0.9 0.2–0.2
Opening big jar 14.8–24.3 6.5–9.9 0.2–0.3

Source: An, K. N. et al., Forces in the normal and abnormal hand. J. Orthop. Res. 1985. 3. 202–211. Copyright 
Wiley-VCH Verlag GmbH & Co. KGaA. Reproduced with permission.
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phalanx of the three joints amounting to 33% of pinch force at the DIP, 100% at the PIP, and 
200% at the MCP joint (Figure 9.6).

The most common hand motion is a gripping motion. In general, there are two pat-
terns of grip: the power grip and the precision grip. The power grip (crush grip) occurs 
in actions such as holding onto a baseball bat. The precision grip (pinch grip) occurs in 
actions such as picking up a key, which is distinguished by the relative thumb position 
and palm involvement. In the power grip, the flexed fingers hold the object against the 
palm with the thumb adducted. A well-developed hypothenar fat pad and a more robust 
fifth metacarpal diameter help stabilize the object against the palm, tightly secured by the 
strong thumb.36 The precision grip holds the object away from the palm using the volar 
aspect of the fingers and the opposed thumb. Grip strength can be quantitatively mea-
sured by a hand dynamometer. Many factors affect the magnitude of the grip strength, 
including the measurement device used and the specific protocol, body and arm position, 
repetitive grip, time of day, and training.37,38 Grip strength is increased with the wrist in 
supination but decreases in pronation.39 Mathiowetz et al.40 reported higher grip strength 
to be obtained with the elbow in 90° of flexion. However, Su et al.41 found significantly 
higher grip strength with the elbow fully extended rather than flexed. Shoulder position 
also affects grip strength. The highest grip strength was found with the shoulder in 180° 
of flexion, and the lowest was found with the shoulder in 0° of flexion.41 The effects of joint 
posture on grip are due to the length–tension relationship of the muscles as well as the 
changes in moment arms with joint position. Bao and Silverstein37 measured 120 subjects 
within a range of ages from 20 to 60 years. The average strength was 470 N for a power grip 

TABLE 9.4

Changes in Total Force Transmission (Newtons) at Intercarpal Joint after Simulation Procedures 
Used to Treat Kienböck’s Disease

Joint Intact STT-Fusion SC-Fusion CH-Fusion Capit. Short.
4 mm 

Leveling

Radio-ulnocarpal
Ulno-triquetral 12 ± 3 11 ± 2a 11 ± 2 NS 8 ± 2b 26 ± 10c 21 ± 4c

Ulno-lunate 23 ± 8 22 ± 8 NS 22 ± 7 NS 25 ± 7 NS 23 ± 10 NS 35 ± 10c

Radio-lunate 52 ± 8 49 ± 8 NS 46 ± 10b 55 ± 8 NS 18 ± 8c 25 ± 6c

Radio scaphoid 74 ± 13 77 ± 14a 80 ± 16a 72 ± 12 NS 93 ± 11c 78 ± 12b

Midcarpal
Triquetral-
hamate

36 ± 6 35 ± 6 NS 34 ± 6a 20 ± 8c 90 ± 15c 38 ± 5 NS

Lunocapitate 51 ± 6 48 ± 6 NS 45 ± 9a 60 ± 8a — 44 ± 5c

Scaphocapitate 32 ± 4 40 ± 9a — 38 ± 4b 16 ± 8c 39 ± 7c

Scaphotrapezial 51 ± 8 — 53 ± 7 NS 46 ± 7b 87 ± 9c 51 ± 7 NS

Source: Reprinted from J. Hand Surg. Am., 15(3),  Horii, E. et al., Effect on force transmission across the carpus in 
procedures used to treat Kienbock’s disease, 393–400, Copyright 1990, with permission from Elsevier.

Note: STT, scapho trapezial-trapezoidal; SC, scapho capitate; CH, capitate-hamate; Capit. Short., capitate short-
ening plus capitate-hamate fusion; 4 mm Leveling, radial shortening/ulnar lengthening (4 mm). Mean ± 
SD, n = 6.

ap < 0.05; bp < 0.005; cp < 0.001; NS, not significant compared with intact (Tukey’s test).
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and 125 N for a pinch grip in males. Both were significantly higher than values for females, 
with 294 N for a power grip and 89 N for a pinch grip. They also found the strength of 
power and pinch grip to decrease with increasing age. This decreased grip strength was 
significant in females.37,42

9.2.3 Stability and Joint Constraints

Normal hand function relies on a healthy and stable joint. Joint stability and constraints 
are provided by the joint articular surfaces, joint capsule, surrounding ligaments, and 
active musculotendinous units. Primary joint stability relies on the muscle and tendon 
response to sustained pinch and grip forces (Figures 9.7 and 9.8).43,44 In contrast, the 
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CX2 = 2.7

CX4 = 4.9

CZ6 = 0.2

CX6 = 3.9
CY6 = 2.3

A = 1

FIGURE 9.6
Resultant finger joint force during tip pinch function of one unit force, that is, A = 1. (Reprinted from Joint 
Replacement Arthroplasty, An, K. N. and Cooney, W. P. I., Biomechanics, edited by B. F. Morrey, 137–146, Copyright 
1991, with permission from Elsevier.)
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with permission from Elsevier.)
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ligaments and capsules seem to play the role of initial stabilizer against instantaneous 
joint load and provide a secondary contribution to maintaining joint stability. Because 
many joints in the wrist and hand have large ranges of motion in three dimensions, 
bony geometry does not contribute much to joint stability.34 Because of these anatomic 
characteristics, the stabilizing ligamentous constraints are of great importance. Joint 
stabilization is accomplished by the combined and simultaneous action of tension forces 
in the retaining ligaments and compression forces between the articulating surfaces. In 
the wrist joint, this intrinsic ligamentous stability is provided mainly by the horizon-
tal triangular fibrocartilage complex (TFCC) or distal radioulnar ligament (Figure 9.9), 
which plays an important role not only in stabilizing the DRUJ but also in mediat-
ing normal function to the radiocarpal and ulnocarpal joints.44,45 The TFCC ligament is 
divided into two zones. The central zone is thin and mechanically weak. The peripheral 
zone is strong and divided into the palmar and dorsal distal radioulnar ligaments. The 
longitudinally oriented collagen fibers, which are structurally adapted to bear tensile 
loads, dictate the mechanical properties.46 The roles of the palmar and dorsal portions 
of TFCC ligaments in resisting the dorsal and volar subluxation of DRUJ depend on the 
forearm pronation and supination (Figure 9.10).47–49

In the finger joints, the collateral ligament stabilizers are important. Orientation of the 
fibers in various portions of the ligaments determines the restrictive direction of bony or 
joint motion. In a series of anatomic studies in which different areas of the collateral liga-
ments were sectioned,43,50–52 the role of each portion of the collateral ligament to joint stabil-
ity was identified. Each part of the ligament, thus, has its own characteristic contribution to 
resist forces and moments under various loading and displacement conditions. The loca-
tions of the bony insertion and the fiber orientations of the collateral ligaments around the 
finger and thumb joints have been extensively studied and reported in the literature. 43,50–52 
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This information is essential in understanding the mechanism of finger joint stability. From 
the anteroposterior view, the insertions of the radial collateral ligament (RCL) are closer to 
the center line of the metacarpal than those of the ulnar collateral ligament (UCL) (Figure 
9.11). The dorsal fibers originating from the metacarpal head are more distal than those of 
the volar portion.

9.2.4 Tendon Excursion and Gliding

Healthy bony structure, normal joint kinematics, and appropriate muscle force are all 
essential for hand function. However, tendon gliding and excursion are also important 
for normal hand biomechanics. The majority of hand extrinsic muscles have long ten-
dons that connect the muscles and bones together. These tendons also cross over multiple 
joints including the wrist, MCP, PIP, and DIP joints. Therefore, a large gliding excursion is 
needed to achieve full joint motion. Because tendons transmit force from muscle to bone to 
produce joint motion, tendon excursion is directly proportional to muscle shortening and 
is also affected by the joint’s range of motion. If tendon excursion is hindered, the muscle 
and joint function is also affected. With time, disused muscle will hypotrophy and joint 
contracture will develop, leading to a destruction of the muscle–tendon–bone unit.53 The 
understanding of tendon motion biomechanics, therefore, is essential.
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Tendon function is regularly estimated using tendon excursion during hand and fin-
ger motion. Tendon excursion measurements vary at different levels and accumulate 
proximally, for example, the flexor tendon excursion measured at the wrist level is longer 
than that measured at the MCP level.54 In pathological conditions, tendon motion can be 
affected by many factors, including intrinsic factors, such as tendon adhesion and contrac-
ture, and extrinsic factors, such as muscle problems, joint contracture, bone shortening, or 
pulley resections.55,56 The motion of the tendon in the hand is also affected by the position 
of the wrist. Wehbe et al.57 measured 36 cadaveric hands with buried metallic sutures 
using radiograph confirmation. The average excursion was 32 mm for the FDP tendon and 
24 mm for the FDS tendon with the wrist in a neutral position. With increased wrist range 
of motion, the amplitude of the profundus tendon excursion increased to 50 mm and the 
superficialis tendon reached 49 mm. The relationship of tendon excursion to joint motion 
has been well studied both experimentally and mathematically.58 For single joint motion, 
the ratio of joint motion and tendon excursion can be determined by the joint moment 
arm. In general, the larger the tendon moment arm at the joint, the greater the tendon 
excursion. Horibe et al.59 measured the FDP tendon excursion as a function of finger joint 
motion using cadaveric specimens. The experiments revealed that every 10° increase in 
motion of the DIP joint (small moment arm) is associated with a 1.2 mm FDP tendon excur-
sion, but every 10° of the metacarpal joint (large moment arm) is associated with 2.2 mm 
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FIGURE 9.10
Histograms of the percentage contribution to constraint in each position of forearm rotation. Because no dif-
ference was detected based on varying wrist position, all histograms reflect the wrist in neutral extension. 
(Reprinted from Journal of Hand Surgery, 25(4), Stuart, P.R. et al., The Dorsopalmar Stability of the Distal 
Radioulnar Joint, 689–699, Copyright 2000, with permission from Elsevier.)
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of FDP tendon excursion. With this concept, the tendon excursion can be mathematically 
calculated based on the joint moment arm.58,60 The moment arm is defined as the perpen-
dicular distance between the joint center of rotation and the central longitudinal axis of 
the tendon (Figure 9.12). To best understand the relationship between tendon excursion, 
joint angular motion, and moment arm, the geometric concept of the radian has been used 
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FIGURE 9.11
Structure of the collateral ligament in MCP joint. External view: the collateral ligament was separated into two 
components, the superficial and the deep. The deep distal component is hidden beneath the superficial portion 
when the joint is in extension (top) but becomes increasingly taut and visible as the joint is flexed (bottom). Internal 
view (view from the joint): the deep layer of the collateral ligament is separated into two portions, the deep distal 
and deep proximal. The deep proximal component lengthens in extension (top) and shortens in flexion (bottom). 
These fibers bulge laterally during joint flexion. (Reprinted from Joint Replacement Arthroplasty, An, K. N. and 
Cooney, W. P. I., Biomechanics, edited by B. F. Morrey, 137–146, Copyright 1991, with permission from Elsevier.)

Tendon moment arm

FIGURE 9.12
The tendon moment arm is defined by the perpendicular distance between the joint center rotation to the mid-
line of the tendon longitudinal axis.
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(Figure 9.13).58 The radian is a unit of angular measure that is described as the plane angle 
subtended by a circular arc as the length of the arc divided by the radius of the arc. One 
radian is equal to 57.29°, which means that when a joint moves 57.29°, the tendon excursion 
is equal to this joint moment arm. The moment arms of the hand joints have been reported 
as 12.5 mm at the wrist, 10 mm at the MCP, 7.5 mm at the PIP, and 5 mm at the DIP joints.58,61 
Based on the angular motion of the finger joints (MCP: 85°, PIP: 110°, and DIP: 65°), the 
excursion is calculated as 14.8 mm in MCP, 14.4 mm in PIP, and 5.7 mm in DIP joint (Figure 
9.13). These results, indeed, were similar to excursion that was experimentally measured 
using human fingers.57,59 This mathematical calculation model provides a useful tool for 
the validation of in vivo measurement of tendon excursion.62–64

The force applied to tendons during hand and finger motion also affects tendon excur-
sion due to its deformation and overcoming of friction. Excursion with active motion is 
longer than the excursion with passive motion due to the difference in the force applied to 
the tendon.65–67 Although passive joint motion can induce a pushing force from the distal 
to the proximal direction, which can create tendon motion, this passive tendon excur-
sion is limited by tendon buckling, especially with the wrist in a flexed position (Figure 
9.14).46,67 In contrast, active motion not only eliminates this tendon buckling effect but also 
elongates the tendon to create more tendon excursion even without joint motion. In addi-
tion, the active force on the tendon drives the tendons toward the volar direction, creating 
a bowstring effect, especially when the joint is in a flexed position. In the normal condition, 
the pulley system within the finger restricts the tendon bowstring to maintain the tendon 
close to the phalanges during flexion. However, a pulley defect due to tendon injury or 
repair leads to the tendon bowstring, which will increase the tendon-joint moment arm 
leading to more tendon excursion. As the moment arm increases, less force and longer 
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FIGURE 9.13
Based on the theory that tendon excursion is equal to moment arm when the joint moves 1 radian (57.29°), the 
FDP tendon excursion can be calculated.
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excursion are required to move the joint. Anatomic pulley structures within the flexor 
sheath balance the force generation and tendon movement.61 Because the moment arms in 
different joints are different, tendon tension can be varied by manipulating joint motion. 
Using this concept, many postoperative rehabilitation protocols have been developed.68–71

Tendon excursion in the hand, especially flexor tendons in zone II, can be affected by 
tendon friction within the flexor sheath. Although this effect is not obvious in the physi-
ological condition because the normal frictional force is very small, tendon excursion can 
be hindered in some pathological conditions that cause the tendon friction to be increased, 
such as trigger finger or repaired flexor tendon after injuries.1,72 For flexor tendon injuries 
and surgical repairs, understanding the force applied to the tendon with different thera-
pies, tendon friction after trauma and tendon repair, and the repair strength with different 
surgical techniques are important issues that have been extensively studied.73–76 Tendon 
friction is composed of external and internal sources of resistance. The external resistance 
comes from joint stiffness, surrounding soft tissue resistance, mass of the digit requir-
ing lift, and resistance of antagonist muscles. The internal resistance consists of surface 
friction between tendon and sheath, the bulk friction due to the fit of the tendon within 
the flexor sheath, and biological adhesions. The energy expended by internal resistance is 
approximately 10% of the total energy required to flex the digit.77 However, after tendon 
repair, the internal resistance increases by 274% for low frictional repair techniques and 
increases by 599% for high frictional repair techniques, which make up 24% and 31% of the 
total work of flexion, respectively.77 External resistance can also dramatically increase after 
trauma and surgical procedures due to the presence of soft tissue edema, joint swelling, 
and pain-induced antagonist muscle contraction.77 As the total resistance increases, more 
tendon force is needed to move the finger during active motion. Therefore, the frictional 
force of the repaired tendon becomes an important issue especially when a passive reha-
bilitation program is chosen, in which a low force is applied to the tendon. In this case, 
a low frictional repair technique should be considered to decrease the repaired tendon 
frictional force to achieve the maximum tendon excursion during therapy. In an animal 
in vivo experimental model, low frictional suture techniques have been shown to produce 

FIGURE 9.14
(See color insert.) Passive DIP and PIP joint motion result in buckling of the FDP tendon when the wrist is 
placed in flexion position, in which the force applied to the tendon was diminished. (Adapted from J. Hand 
Surg. Am., 17, Horii, E. et al., Comparative flexor tendon excursion after passive mobilization: An in vitro study, 
559–566, Copyright 1992, with permission from Elsevier.)
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less adhesion formation and smooth surface remodeling within 6 weeks compared with a 
high frictional suture.67,78

Tendon gliding excursion is determined by three extrinsic factors: (1) the relative joint 
motions, (2) the integrity of the pulley system, and (3) the force applied to the tendon. 
Pathological changes, such as joint contracture, pulley injuries, or muscle dysfunction, 
affect normal tendon gliding. Tendon gliding is also directly affected by an intrinsic fac-
tor, that is, adhesions, which often occur after tendon injury, hindering tendon gliding. 
Clinicians must clearly understand the causes that hinder tendon gliding and treat them 
accordingly. For example, a joint contracture must be solved before treating the tendon 
adhesions (tenolysis). Otherwise, even if the tendon is freed, it is still unable to glide due 
to an immobilized joint, which can once again lead to tendon adhesion. Therefore, it is 
important for clinicians to understand the tendon gliding mechanism.

9.3 Pathomechanics of Hand and Wrist—Current Concepts

Numerous hand disorders can impair hand function and affect daily activities. Forceful 
hand motion with high repetitive frequency has been generally accepted as a high risk for 
work-related musculoskeletal problems of the distal upper extremities. CTS and tendinop-
athy are common overuse injuries in the hand and wrist that affect soft tissue structures. 
However, joint instability is a common pathology that affects the bony motion and often 
leads to cartilage and bone involvement in osteoarthritis (OA). Here, we provide a brief 
description of these pathologies in the context of structure and function.

9.3.1 Abnormal Joint Motion and Instability

9.3.1.1 TMC Joint Instability as a Precursor to Osteoarthritis

The TMC joint of the thumb base has a complex geometry with distinctive kinematics 
and joint ligamentous constraints. Therefore, with subtle changes in ligamentous soft tis-
sue stabilizers due to a variety of intrinsic factors, hypermobility can ensue. Quantifying 
joint kinematics can provide insight into the normal range of motion (workspace) of the 
thumb,79–82 as well as establish normative data from which to compare specific populations 
of individuals, including age- and gender-specific groups. The metacarpal and trapezium 
joint surfaces are characterized by a unique saddle shape that dictates unique kinematic 
patterns in the various directions of movement. Joint kinematics have been quantified in 
vitro using an electromagnetic system to quantify the movement of the trapezium and 
metacarpal.18 Points residing on the proximal and distal metacarpal were tracked dynami-
cally and expressed relative to the trapezial coordinate system throughout the movements. 
During flexion–extension, the center of rotation of the metacarpal is located within the 
trapezium; in abduction–adduction, it is located within the base of the metacarpal. This 
alteration in the center of rotation throughout the complex TMC motion contributes to the 
difficulty in the overall understanding of thumb pathology.

Subtle changes in kinematics can alter joint contact patterns and lead to articular carti-
lage changes and OA. Observation of the TMC joint in vitro as well as in individuals with 
TMC osteoarthritis has provided information about the degenerative process. Researchers 
have loaded muscles in vitro in various thumb positions and noted the contact area relative 
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to the joint positions (e.g., flexion of the thumb resulted in contact areas in the volar regions 
of the trapezium relative to extension).79 Furthermore, after harvesting surgical specimens 
during basal joint arthroplasty, investigators used direct inspection and methylene blue 
staining to investigate wear in the articular cartilage.83–85 Eburnation, or hardening of sub-
chondral bone, was found over a greater articular surface area on the trapezium than on 
the metacarpal. The authors concluded that translation of the metacarpal on the trapezium 
is involved in the production of arthritic surface lesions, supporting the hypothesis of 
pathological joint instability as the cause of TMC osteoarthritis.85

9.3.1.2 Scapholunate Dissociation

The scapholunate joint is an important carpal joint for providing wrist movement. Similar 
to the anterior cruciate ligament in the knee, the scapholunate interosseous ligament (SLIL) 
can be considered as the primary stabilizer of the scapholunate joint.86 Injuries to the SLIL 
are the most frequent cause of carpal instability and account for a considerable degree 
of wrist dysfunction. Patients with SLIL injuries may experience wrist pain or a snap-
ping sensation with motion,87,88 without any abnormalities in the relationship between the 
scaphoid and lunate position on static or stress radiographs.89,90 The concept of dynamic 
scapholunate instability has been proposed to describe undiagnosed subtle changes in the 
wrist joint, which precede static instability.91

Scapholunate instability is the most common form of carpal dysfunction and encom-
passes a spectrum of disease that is both difficult to diagnose and to treat. Oftentimes, the 
acute wrist injury is called a “sprain” after static radiography fails to reveal an abnormal-
ity. The continued rotatory subluxation of the scaphoid goes on to produce chronic pain 
and degenerative changes of the wrist. The incidence of scapholunate injury associated 
with acute wrist injury has been cited at roughly 5%; however, the incidence is likely much 
higher.92 In addition, the association of scapholunate injuries with distal radius fractures 
has been estimated to be as high as 85% with intra-articular fractures.93 The scaphoid is 
considered the bridge between the proximal and distal carpal rows and is attached to the 
lunate through the SLIL. Once this linkage is disrupted, abnormal carpal motion occurs 
and can lead to progressive degenerative changes to the wrist. Destot94 first recognized 
the scapholunate dissociation in 1926 as a radiographic finding, but these injuries were not 
truly investigated until 1972 when Dobyns et al.95 detailed traumatic instabilities of the 
wrist. The pathophysiology of progressive degenerative changes in scapholunate instabil-
ity has been delineated. The scaphoid is responsible for flexion of the proximal carpal row 
during radial deviation as it flexes during this motion. The force necessary for this motion 
is transmitted through the SLIL and is offset by the extension force on the lunate by the 
triquetrum through the lunotriquetral interosseous ligament. When the linkage between 
the scaphoid and lunate is disrupted, the scaphoid is unable to bridge the midcarpal kine-
matics and dorsal intercalated segment instability ensues, leading to abnormal motion and 
eventual collapse of the carpal architecture.

The SLIL is the major stabilizer of the scapholunate joint and is made up of three divi-
sions: dorsal, proximal or membranous, and palmar.96 The dorsal portion is roughly 
three times thicker and resists torsion better than the palmar and proximal portions.96 
Although the SLIL is the major stabilizer, isolated sectioning of the ligament may not 
produce abnormalities on static radiographs. There are also secondary stabilizers, volar 
carpal ligaments and the dorsal capsule, which are important in the stability of motion. 
The volar carpal ligaments include the radioscaphocapitate ligament, the long radio-
lunate ligament, the scaphotrapezial ligament, and the scaphocapitate ligament. The 
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radioscaphocapitate ligament has specifically been shown to be an important secondary 
stabilizer of the scapholunate joint.97 The dorsal stabilizers include the dorsal intercar-
pal ligament and dorsal radiocarpal ligament.98 Even if the secondary stabilizers are not 
initially injured, the abnormal carpal motion produced from SLIL injury will eventually 
lead to the chronic degeneration of these secondary structures. As time elapses, the wrist 
will progress through stages of ligamentous disruption and instability. The initial stage 
is referred to as “predynamic instability” and occurs when the scapholunate membrane 
is attenuated, producing abnormal motion between the scaphoid and lunate that causes 
wrist pain without any evidence of pathology on static or stress radiography. With con-
tinued abnormal motion, the patient moves onto dynamic instability. Further ligamen-
tous injury to the palmar or dorsal portions of the SLIL occurs and may be detected in 
dynamic studies such as stress radiography.98 Static instability occurs next and can be 
seen as a widening of the scapholunate gap on plain film radiographs. Static instability 
may or may not be associated with DISI, depending on how dorsally rotated the lunate 
has become. The final stage is the development of arthritic changes known as scaph-
olunate advanced collapse (SLAC) wrist. The pattern of arthritic changes begins at the 
radial styloid and progresses to the radioscaphoid fossa and then to the lunocapitate joint. 
There is likely significant injury to the secondary ligamentous stabilizers of the wrist 
once arthritic changes consistent with SLAC wrist are present.98

The diagnosis of scapholunate instability is often missed in the initial stages of injury 
because initial diagnosis relies on plain radiography. Sometimes, the scapholunate injury 
is overshadowed by a more extensive injury such as an intra-articular distal radius frac-
ture. Scapholunate instability may also be present in the setting of a chronic inflammatory 
disease such as rheumatoid arthritis. There are various modalities currently used to diag-
nose scapholunate pathology including radiography, fluoroscopy, arthroscopy, CT, and 
MRI. Radiographs are initially taken and include at least two views: a lateral view with 
the wrist in neutral flexion–extension and an anteroposterior projection with the forearm 
and hand in full supination. Additional radiographs are often used if the initial static 
views are normal and clinical suspicion is still high. Such additional images include stress 
views in ulnar and radial deviation and longitudinal compression when the patient makes 
a tight fist. Fluoroscopy has been used as a dynamic examination of the wrist; however, 
the images are two-dimensional projections of 3D objects. The complex architecture and 
overlapping of carpal articulations cause difficulty in delineating subtleties of motion in 
fluoroscopic images. MRI has been shown to be helpful in diagnosing ligamentous injuries 
in many joints; however, it has been concluded that MRI cannot reliably exclude tears of 
the intrinsic carpal ligaments.98 Arthroscopy has become the gold standard for identifying 
scapholunate injuries when noninvasive testing is inconclusive. Therefore, a reliable non-
invasive modality is needed to diagnose scapholunate instability early in the disease pro-
cess, and a new technique involving four-dimensional CT imaging may provide a method 
to quantify the subtle abnormal motion seen in these injuries.

The treatment of scapholunate instability depends on the timing of intervention after 
the injury. There has been no standardized window to determine between acute, subacute, 
and chronic injuries. The majority of investigators agree that in acute injury, when the SLIL 
is still viable for repair, the ideal surgical intervention is primary repair of the SLIL with 
percutaneous pinning of the scapholunate joint.98 However, the treatment of subacute and 
chronic states continues to be a topic of debate in the literature. One model of treatment 
that most authors agree on is surgical intervention performed as soon as the diagnosis 
can be confirmed.98 Intrinsic ligaments tend to undergo rapid degeneration as early as 2 
to 6 weeks after the initial injury, and many patients are not adequately diagnosed within 
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this timeframe. If the SLIL is irreparable at the time of surgery, another surgical option is 
needed to reconstruct the scapholunate articulation. There have been many procedures 
described, from different ligament reconstructions to the use of bone anchors to various 
fusions. The goal of these surgical interventions is to restore the normal mechanics of the 
wrist, to relieve pain, and to restore function. If there is associated arthritis at the time of 
surgery, some form of intercarpal arthrodesis is usually advocated. The most controversial 
situation arises when there is an irreparable SLIL without associated osteoarthritis.99 There 
have been many procedures advocated, but no optimal reconstruction has been identified 
to date.

9.3.2 Repetitive Soft Tissue Injury in the Hand and Wrist

9.3.2.1 Carpal Tunnel Syndrome

CTS is the most common compressive neuropathy of the wrist, with an estimated lifetime 
risk of 10%100 and a prevalence of approximately 3%.101,102 The prevalence can vary between 
0.6% and 61% depending on occupation.103–106 The precise etiology of CTS has remained 
elusive, but contributing factors include repetitive manual activities,107–109 anatomic anom-
alies,110,111 autoimmune or hematologic disorders, arthritis, trauma, and neoplasms.112–114 
However, the most commonly assigned etiology is idiopathic.115–117

The carpal tunnel is a narrow tunnel at the base of the palm and contains nine tendons 
(four tendons of the FDP, four tendons of the FDS, and the flexor pollicis) and the median 
nerve. The carpal tunnel also includes the tenosynovium associated with each tendon and 
two bursae: the radial one for the FPL and the ulnar one for the other tendons. With its 
three bony walls and thick ligamentous roof, the carpal tunnel behaves like a closed com-
partment.6 Increasing pressures result in ischemia of the median nerve, which, in turn, 
produces the clinical symptoms of CTS and hand disability.118–120 Indeed, although the spe-
cific etiology inducing the pressure elevation is idiopathic in most cases, there is a strong 
consensus that pressure elevation within the carpal tunnel is the immediate and direct 
cause of the neuropathy.121–124 Pressure is typically minimal with the wrist in the neutral 
position, maximal in wrist flexion, and intermediate in wrist extension.124,125

The most common histologic finding in CTS is noninflammatory synovial fibrosis asso-
ciated with edema.126–128 Fibrosis seems to be critical for the development of CTS.129 Marked 
synovial thickening and fibrosis around the flexor tendons and fluid in the tendon sheath 
are clearly shown on MRI in patients with CTS.130–133 Synovial sheath hypertrophy can be 
seen on CT imaging.134 The tendons and synovium within the carpal tunnel are unique. 
Tendons can be classified into extrasynovial or intrasynovial tendons. Intrasynovial ten-
dons, such as flexor tendons in zone II, have a parietal and visceral synovial sheath that 
forms a closed compartment containing fluid for lubrication. Extrasynovial tendons, like 
the Achilles tendon, are surrounded by loose fibrillar paratenon, which functions as a 
sleeve, permitting free tendon movement against the surrounding tissue.135,136 Tendons 
within the carpal tunnel are a hybrid of both tendon types. Parallel sheets of fibrous tis-
sue lie between the visceral synovium (VS) of the carpal tunnel bursae and the epitenon 
of the digital flexors. When a tendon moves within the carpal tunnel, the fibrils con-
nected to the tendon are stretched first, followed by fibrils connected to the paratenon 
layers. In this way, the lengthening propagates layer by layer until finally the VS moves 
(Figure 9.3c). This intervening tissue is referred to as the SSCT. Patients with CTS have 
an increased diameter of collagen fibers and increased phagocytosis of elastin within 
the SSCT.137–140 In addition, there is a marked increase in fibroblastic density, vascular 
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proliferation, and collagen type III and type VI, with associated transforming growth 
factor-beta (TGF-β) activity.11 TGF-β is a protein that controls many cell functions and is 
upregulated in numerous disease states. These histopathological findings are consistent 
with the presence of a chronic injury and its associated ischemia. The permeability of 
the SSCT is so low that extra water within SSCT due to edema is not easy to flush away, 
leading to increased hydrostatic pressure and eventual ischemia.141 The SSCT in patients 
with CTS is stiffer and possesses a higher Young’s modulus than the SSCT of unaffected 
individuals.142,143 The altered stiffness and strength of the SSCT leads to pathological kine-
matics of the tendon and SSCT. The ratio between tendon and SSCT motion was stud-
ied using a fluoro-technique with metallic markers embedded within the flexor tendons 
and SSCT in normal human cadavers.143,144 If the SSCT motion is decreased with the ten-
don’s motion (i.e., the ratio increases), the fibers within the SSCT are overstretched and 
may cause the SSCT to tear. Similarly, if the SSCT’s motion is increased with the tendon’s 
motion, it suggests that SSCT becomes stiffer leading to synchronization of SSCT and 
tendon motion. The “shear index” has been proposed as an equation to indicate the pos-
sible injury of the SSCT that potentially initiates the SSCT healing process. Shear index 
= TE – SE / TE × 100%, where TE is the tendon excursion and SE is the SSCT excursion. 
If repeated injuries surpass the healing tolerance, the SSCT may develop fibrosis, which 
has been commonly observed in patients with CTS. Ettema et al.145,146 used this concept 
and found that the relative SSCT and tendon motion in patients with CTS presented two 
different motion patterns compared with the normal cadavers. One common pattern was 
that the SSCT excursion related to tendon motion increases (shear index increases), which 
indicated a dissociation between the SSCT and the tendon. The other pattern was that 
this ratio of SSCT excursion and tendon motion decreased (shear index decreases), denot-
ing an adherence between the SSCT and the tendon. Although these studies revealed the 
abnormal kinematics of the SSCT in patients with CTS, the measurement technique has 
to be performed during an open CTS surgical procedure to directly identify the SSCT and 
tendon motion. More recently, a high-resolution ultrasound technique has been used as a 
noninvasive method to quantify the SSCT motion.147–149 This technique provides a poten-
tial breakthrough to assess the kinematics of SSCT and may become a novel clinical tool 
for CTS screening, diagnosis, and prognosis.

9.3.2.2 Tendinopathy of Wrist and Hand

The most common tendinopathy in the hand is “trigger finger,” although its etiology has 
not been identified. Flexor tendons, including FDP and FDS tendons in zone II, are enclosed 
by a narrow synovial sheath, which is reinforced by a pulley system. The function of this 
pulley system is to prevent the tendon from bowstringing when the fingers flex. The trig-
ger finger is observed to have pathological changes in both the tendon and the first pulley 
at the flexor sheath entrance (A1 pulley).

Either a narrowed A1 pulley, an enlarged flexor tendon, or a combination of both dis-
turbs the excursion of the tendon through the pulley. It has been speculated that repeti-
tive forceful use of a digit leads to narrowing of the fibrous digital sheath. However, the 
relationship of trigger finger to work activities is debated. Gorsche et al.150 investigated the 
prevalence of the trigger finger in a meat-packing plant with 665 subjects. The point preva-
lence of trigger finger was 14%. The person-year incidence rate for tool use workers was 
significantly higher than the non-tool users. They concluded that trigger finger might be 
associated with powerful hand use. In contrast, Kasdan et al.151 studied 516 patients with 
trigger finger and found that there was no relationship between employed patients and 
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nonemployed patients. The great challenge for these studies is the difficulty in quantita-
tively assessing the magnitude, frequency, and pattern of the hand use in different patient 
populations. Moore1 suggested that repetitive activity somehow causes a noninflamma-
tory degeneration in the tendon or pulley (or both) leading to a trigger finger. Drossos 
et al.152 reported that the histologic features of the A1 pulley of trigger digits were cor-
related with the severity of clinical symptoms. With more severe disease, the gliding sur-
face begins to wear and is gradually replaced by a secondary invasive hyperplasia from 
the outer layer. Another hypothesized mechanism is that the triggering finger might be 
developed from tendon ischemia because the tendon node is often observed at the zone II 
and zone III conjunction, in which the tendon nutrition transitions from an extrinsic blood 
supply to an intrinsic synovial diffusion.153 More recently, Tung et al.154 investigated the 
mechanical properties of the A1 pulley in all five fingers using human cadaveric hands. 
Because the ring finger has been clinically reported as the most common affected digit for 
trigger finger,155–158 that group suspected that the A1 pulley of the ring finger had the least 
compliance. However, their results demonstrated that the A1 pulley in the middle finger 
exhibits the highest stiffness among the five fingers, which did not support the hypothesis 
(Figure 9.15).154 Nevertheless, the trigger finger is a clinical orthopaedic disorder initiated 
by biomechanical factors. The vicious cycle of biomechanics and pathology needs further 
investigation for this and other disorders of the wrist and hand.

The other common tendinopathy in the upper extremity is de Quervain’s disease, 
which was named after Swiss physician, Fritz de Quervain (1895).159 It is a painful and 
debilitating disorder that has also been described as stenosing tenosynovitis, similar to 
trigger finger but occurs at the first dorsal compartment of the wrist. This compartment 
consists of the abductor pollicis longus and extensor pollicis brevis tendons enclosed 
within a synovial sheath passing through a narrow osseofibrous tunnel, which is also 
similar to the trigger finger. Although de Quervain’s disease was initially described as an 
inflammatory condition, investigations confirmed that inflammatory cells are absent in 
de Quervain’s disease and degeneration of the tendon is present.160–162 The most common 
histological findings were tendon sheath fibrotic thickening, an increase in vascularity, 
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FIGURE 9.15
Mechanical testing of the A1 pulley showed the stiffness of the A1 pulley in the middle finger to be significantly 
higher (*) than the thumb and small finger A1 pulley. (Reprinted from Clin. Biomech., 25, Tung, W.-L. et al., A 
comparative study of A1 pulley compliance, 530–534, Copyright 2010, with permission from Elsevier.)
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and tendon degeneration.160,162 However, the etiology of this noninflammatory fibrosis is 
also unknown. What is known is that forceful and repetitive hand motion is a risk fac-
tor for de Quervain’s disease. Some studies have demonstrated that the repeated use of 
a firm grasp, together with ulnar deviation of the wrist, could predispose an individual 
to de Quervain’s disease.163,164 However, others have reported an association with wrist 
radial deviation.165,166 Anatomic factors may play a role in de Quervain’s disease, such as 
a septation between extensor pollicis brevis and abductor pollicis longus tendons in the 
first dorsal compartment, which has been reported in 24% to 77% of the cases.167,168 This 
anatomical feature was observed in every case during surgical treatment,169–172 which indi-
cated that the septum between two tendons might be associated with the etiology of the de 
Quervain’s disease. Kutsumi et al.173 investigated the gliding characteristic of the extensor 
pollicis brevis and abductor pollicis longus tendons within the first dorsal compartment 
with varied wrist positions using human cadavers. They found that septation within the 
compartment as well as wrist position combine to affect the gliding resistance of the exten-
sor pollicis brevis. They speculated that a frictionally induced tenosynovitis of the exten-
sor pollicis brevis might be the primary source of pathology in de Quervain’s disease.

9.4 Summary

The hand is a useful organ for physical activities, sensitive feedback, and social commu-
nications. It is also the first organ that protects the body from injury. Hand traumas and 
overuse injuries are important clinical problems, including fracture, tendon laceration, 
and tendonitis. Therefore, understanding hand biomechanics, anatomic structure, and 
functional kinematics is essential. The carpal bones contain a complex bony geometry, 
structure, and ligamentous linkages. The intrinsic and extrinsic stability of the hand is still 
not fully understood. Research into carpal kinematics plays an important role in obtain-
ing the optimal outcomes for carpal instability treatments, either surgical or nonsurgical 
approaches. Advanced dynamic imaging techniques may provide an important diagnos-
tic approach for this field.

Flexor tendon injuries are common and still present a surgical challenge. Improved 
outcomes after tendon injury are still a relevant topic for research, requiring strate-
gies developed using multidisciplinary approaches. Hand surgeons must be familiar 
with several repair techniques that can be used in different conditions and justified 
in individuals based on each circumstance. Also, hand therapists need to fully under-
stand the injury status, repair techniques, and magnitude of different rehabilitation 
protocols to balance the relative benefits and risks required to achieve optimal out-
comes. Tissue engineering approaches, such as cell or growth factor–based interven-
tions, biological enhancement, and chemical surface modification, provide potentials 
to improve the clinical outcomes.

The etiology of chronic tendonitis in the hand, including trigger finger and de Quervain’s 
disease, is still unknown. It is generally accepted that mechanical factors are the initiators. 
However, what the mechanisms are from overuse or repetitive motion to a final pathologi-
cal change is still not understood. This unknown factor also applies to the CTS, the most 
common neuropathy in humans. Recent research on SSCT may help define the etiology 
of CTS and hopefully help find the missing link between repetitive motion or overuse 
injuries and CTS.
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10
Lower Limb Structure, Function, and 
Locomotion Biomechanics

William R. Ledoux and Michael E. Hahn

10.1 Introduction

The lower extremities, each composed of a thigh, leg, and foot for the purposes of this 
chapter, are the primary mechanisms by which humans maintain upright posture and 
move their bodies. During quiet stance, they support the body with subtle anterior/pos-
terior and medial-lateral movements, whereas during locomotion, they guide the body 
through a complex mechanism of weight transfer, ground impact, and propulsion. Within 
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each lower extremity are three major joints, namely, the hip, knee, and ankle, as well as 
numerous smaller joints, most of which are in the foot. In this chapter, we review the lower 
extremities by first summarizing the relevant anatomy, then describing the structure and 
function of the lower limb, and then providing more details of locomotion biomechanics.

10.2 Anatomy of Lower Limb

This section is a brief overview of the relevant anatomical structures of the lower limb. It 
is not intended to be all-encompassing, and we invite the reader to examine other more 
detailed references.1–3

10.2.1 Hip

The hip joint is formed by an articulation between the acetabulum of the pelvis and the 
head of the femur (Figure 10.1). The acetabulum is a concave structure generally oriented 
anteriorly, laterally, and inferiorly with respect to the main body of the pelvis. The femoral 
head is essentially spherical in shape, located superior, medial, and anterior to the main 
body of the femur due to the oblique orientation of the femoral neck. The joint is cushioned 
by a relatively thick articular cartilage on the superior aspect of the acetabulum, but has 
a conversely thinner articular cartilage on the femoral head. The acetabular labrum is a 
fibrocartilage ring, stabilizing and surrounding all but the inferior rim of the acetabulum. 
Superficial to the labrum is the hip joint capsule, consisting of two unique layers of collagen 
fibers. One layer forms a tube running longitudinally from the bone tissue surrounding the 
acetabular labrum distally and laterally to the intertrochanteric crest and line. The other 
layer is more annular in structure, forming a set of bands running circumferentially about 
the femoral neck. The multilayered joint capsule of the hip provides a robust system to limit 
excessive ranges of motion. There are three major ligaments superficial to the joint capsule 
(Figure 10.1). The iliofemoral and pubofemoral ligaments span the anterior aspect of the joint 
primarily, limiting the extent of abduction, adduction, and extension. The ischiofemoral liga-
ment spans the posterior and superior aspects of the joint, limiting adduction and extension. 
The ischiofemoral ligament has a unique design, with fibers arranged in both a linear and 
spiral configuration. The spiral configuration provides a natural spring tension when the 
joint is taken into extension, thus providing a form of passive energy storage, which helps 
return the joint to its neutral orientation. Lastly, the ligamentum teres lies within the joint 
capsule, spanning the gap between the fovea of the femoral head and the inferior aspect 
of the acetabulum. The ligamentum teres does not provide much structural support to the 
joint, but rather serves as a protective sheath for the acetabular branch of the obturator artery.

The variety of muscular functions necessary for complex hip movement and whole 
body support during locomotion requires substantial muscular redundancy and diversity 
of function. The musculature of the hip may be grouped into six functional categories, 
with several muscles providing secondary support in more than one plane of motion. For 
sagittal plane control, there are hip flexors and extensors. The flexor group includes the 
iliopsoas, sartorius, rectus femoris, and the tensor fascia latae (a minor contributor). The 
extensor group includes the gluteus maximus as well as the hamstrings, which consist 
of the biceps femoris, semitendinosus, and semimembranosus. For coronal plane control, 
there are abductors and adductors. The abductor group consists of the gluteus medius and 
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minimus, as well as the tensor fascia latae, whereas the sartorius provides a minor con-
tribution. The adductor group includes the adductor brevis, longus, and magnus, as well 
as the pectineus and gracilis. For transverse plane control, there are internal and exter-
nal rotators. The internal rotator group consists of the gracilis, semitendinosus, and semi-
membranosus, and minor position-specific contributions come from the gluteus medius, 
minimus, and the tensor fascia latae. Lastly, the external rotator group includes six muscles 
solely dedicated to providing external rotator function, including the piriformis, gemellus 
superior and inferior, obturator internus and externus, and the quadratus femoris.

(a)

(b)
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FIGURE 10.1
Sketch of the hip joint, including anterior (a) and posterior (b) views of the primary bony and ligamentous 
structures.
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10.2.2 Knee

The knee joint is formed by the articulation between the femur, tibia, and patella (Figure 
10.2). The femoral articular surface consists of discrete features—a medial and lateral con-
dyle, as well as an anterior patellar groove. The articular features of the tibia are also 
termed the medial and lateral condyle and are separated by the intercondylar eminence 
(a double ridge of nonarticular bone, the significance of which is discussed later). The artic-
ular surface of the patella is simply its posterior face, with two distinct facets that articu late 
with the surfaces of the patellar groove on the femur. Articular cartilage covers all aspects 
of the articular surfaces. Additional cushion, support, and stability are provided by  a 
medial and lateral set of menisci attached to the tibial condyles. The menisci form a higher 
profile supporting the ring around the outer edge of each tibial condyle, leaving the center 
area clear for articular cartilage loading. The knee joint capsule surrounding the tibiofemo-
ral articulation is not as fibrous as the hip capsule, providing more mobility at the expense 
of intrinsic stability. The anterior cruciate connects the posterior–medial aspect of the lat-
eral femoral condyle to the anterior portion of the intercondylar eminence. The posterior 
cruciate connects the anterior–lateral aspect of the medial femoral condyle to the posterior 
aspect of the tibia, approximately 1 cm distal to the joint line (generally known as the 
popliteal fossa). The anterior and posterior cruciate ligaments provide pas sive resistance 
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FIGURE 10.2
Sketch of the knee joint, including anterior (a) and posterior (b) views of the femoral, tibial, and ligamentous 
structures. The patella was removed to allow a full anterior view.
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to anterior and posterior translation as well as to internal-external rotation. The medial 
collateral (or tibial collateral) connects the medial femoral condyle, slightly superior and 
posterior to the adductor tubercle, to the medial aspect of the tibia, approximately 4 to 5 cm 
distal to the joint line. The lateral (or fibular collateral) collateral connects the lateral femo-
ral epicondyle, just anterior to the origin of the lateral head of the gastrocnemius, to the 
head of the fibula, sharing a common insertion with the biceps femoris tendon. The medial 
and lateral collateral ligaments primarily provide passive resistance to valgus and varus 
motion, respectively. They may also provide some support to the resistance of internal-
external rotation. The last major component of the knee joint system is the patellar tendon, 
which connects the inferior pole of the patella to the tibial tuberosity. It transfers the quad-
riceps muscle tension to the anterior surface of the tibia, generating an extensor moment.

There are two major muscle groups that affect the knee: the extensors and the flexors. The 
extensors are commonly referred to as the quadriceps muscle group, consisting of the rectus 
femoris and the vastus lateralis, medialis, and intermedius. The flexor group includes the 
hamstrings (biceps femoris, semitendinosus, and semimembranosus) as the primary mov-
ers and the sartorious, gracilis, and popliteus as secondary, assisting muscles. The gastrocne-
mius can act as a flexor as well, when the limb is not supporting the body’s weight.

10.2.3 Foot and Ankle

Excluding the tibia and fibula, there are 28 bones in the foot (Figure 10.3); together, both 
feet make up more than one quarter of all the bones in the human body. These bones are 
divided into three groups: tarsals, metatarsals, and phalanges. The tarsal bones include 
the calcaneus, talus, navicular, cuboid, and the three cuneiforms (medial, intermediate, 
and lateral). The hindfoot consists of the calcaneus and talus, whereas the navicular, 
cuboid, and cuneiforms make up the midfoot (Figure 10.3). There are 5 metatarsals and 14 
phalanges, which together are known as the forefoot, as well as 2 sesamoids beneath the 
head of the first metatarsal in the tendon of the flexor hallucis brevis.

The talus, arguably the central and most important bone of the foot, interfaces directly 
with the lower leg (via the tibia and fibula) and the midfoot (via the navicular) and indi-
rectly with the ground (via the calcaneus); it is a major component of three critical foot 
joints (talocrural, talocalcaneal, and talonavicular, discussed below) and, as such, is inte-
gral to motion in all three cardinal planes. The calcaneus, or heel bone, normally strikes 
the ground first during walking; its position during weight-bearing often dictates how 
the remainder of the foot functions throughout the stance phase. The navicular is a major 
component of the medial longitudinal arch and is considered the “keystone” of the foot. 
Finally, the first ray consists of the first metatarsal and the hallux (proximal and distal 
first phalanges); the body is propelled forward each step by these bones. All the bones of 
the foot work in conjunction to arrest the impact of walking and to serve as a propulsive 
platform during late contact gait (discussed below).

There are more than 50 cartilaginous articulations in the foot, ranging from major joints 
with wide surface areas and large ranges of angular motion to relatively narrow joints that 
allow for small gliding motions between bones. Because a detailed review is beyond the 
scope of this chapter, only the major joints will be reviewed.

The talocrural (or ankle) joint is the articulation between the tibia, fibula, and talus 
(Figure 10.4a and b); the dome of the talus fits into the tibial plafond and is held in place by 
the medial and lateral malleoli. The primary motion of the ankle joint is dorsiflexion and 
plantar flexion, with the axis of rotation running approximately from the medial malleolus 
to the lateral malleolus, declinated approximately 8°4 and externally rotated approximately 
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20° to 25°.5 Because the dome of the talus is wider anteriorly, the ankle is most stable when 
the foot is dorsiflexed. Laterally, the ankle joint is supported by the lateral ligamentous 
complex, which consists of three ligaments: the anterior talofibular, the posterior talofibu-
lar, and the calcaneofibular ligament (Figure 10.5). These ligaments are often injured when 
a person has an inverting ankle sprain (i.e., inversion of the foot and external rotation of 
the tibia, as can occur when landing on uneven terrain).6 Medially, support is provided 
by the deltoid ligament, which is a broad sheet of ligamentous tissue that has substantial 
anatomical variation1 and generally consists of four ligaments: the anterior and posterior 
tibiotalars, the tibiocalcaneal, and the tibionavicular (Figure 10.5). Finally, the syndesmosis 
of the tibiofibular joint, or “high ankle” as in a high ankle sprain, is fibrous and not cap-
sular. Very little motion is possible at this joint. The fibula is held to the tibia with three 
ligaments: the interosseous ligament, the anterior inferior tibiofibular ligament, and the 
posterior inferior tibiofibular ligament (Figure 10.5).

The talocalcaneal (or subtalar) joint is the complex articulation between the talus and 
the calcaneus (Figure 10.4b). The calcaneus has several articulations with the talus: the 
posterior facet, middle facet, and anterior facet. The posterior facet is oval and has its own 
joint capsule, whereas the middle and anterior facets, which are long and narrow, share 
a joint capsule with the talonavicular joint. The motion of the talocalcaneal joint ranges 
from external rotation, dorsiflexion, and eversion to internal rotation, plantar flexion, and 
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FIGURE 10.3
Medial (a) and lateral (b) views of the bones of the foot and ankle.
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inversion. The axes of rotation are elevated 42° and internally rotated 23°.4 The major liga-
ments that guide the motion of the talus and calcaneus include the extracapsular cervical 
and interosseous ligaments, as well as the lateral, posterior, and medial talocalcaneal liga-
ments (Figure 10.5), which are all part of the capsule of the posterior facet.

The talonavicular joint shares a common joint space with the middle and anterior facets 
of the talocalcaneal joint (Figure 10.4b and c); this combined joint is sometimes referred 
to as the talocalcaneonavicular joint. The head of the talus is supported by the ovoid sur-
face of the posterior navicular and the plantar calcaneonavicular (spring) ligament (Figure 
10.5). The axis of rotation of this joint has been estimated as being elevated 38.5° in the 
sagittal plane and internally rotated 14.1°; 7 as these axes are similar to the subtalar joint, 
the motion of these two joints is similar. This is expected, given that both joints provide 
motion relative to the talus. This joint also includes the dorsal talonavicular ligament and 
the calcaneonavicular portion of the bifurcate ligament, in addition to the aforementioned 

(a) (b)

(c) (d)

(e)

FIGURE 10.4
(a) Anterior view of a coronal plane slice of a computed tomography (CT) scan of the talocrural joint. (b) Medial 
view of a sagittal plane slice of a CT scan of the talocalcaneal, talocrural, and talonavicular joint. (c) Superior 
view of a transverse plane slice of a CT scan of the talonavicular joint. (d) Medial view of a sagittal plane slice 
of a CT scan of the calcaneocuboid joint. (e) Medial view of a sagittal plane slice of a CT scan of the first meta-
tarsophalangeal joint.
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plantar calcaneonavicular ligament (Figure 10.5). The spring ligament consists of two com-
ponents, namely, the superomedial and inferior calcaneonavicular ligament, the former of 
which has a fibrocartilagenous surface that supports the head of the talus.

Without going into the anatomy of ligaments, other joints of note are the calcaneocuboid 
joint (Figure 10.4d), which is an integral part of the lateral longitudinal arch. Together with 
the talonavicular joint, this joint makes up the transverse tarsal (midtarsal or Chopart) 
joint. The tarsometatarsal (or Lisfranc) joint is the articulation between the tarsal bones 
(the cuneiforms and cuboid) and the five metatarsals. The last joint of interest is the first 
metatarsophalangeal joint (MTPJ or great toe joint), which is the articulation between the 
first metatarsal and the first proximal phalanx (Figure 10.4e).

There are 12 extrinsic muscles that originate in the lower limb and insert in the foot. 
These muscles can be divided into an anterior group (tibialis anterior, extensor hallucis 
longus, and extensor digitorum longus), a peroneal group (peronius longus, peronius bre-
vis, and peronius tertius), and a posterior group [soleus, gastrocnemius (medial and lateral 
heads), plantaris, flexor hallucis longus, flexor digitorum longus, and tibialis posterior]. 
There are too many complex muscle interactions to discuss in this chapter, and thus, only a 
few of interest will be highlighted here. The gastrocsoleal complex, which is active during 
late stance, by way of the Achilles tendon, is the primary muscle for plantar flexion. The 
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tibialis anterior, which is active earlier in the stance to prevent rapid plantar flexion (“foot 
slap”), is the main dorsiflexor of the foot. The tibialis posterior is the primary inverter of 
the foot, whereas the peronius brevis is the main evertor; they are both active later in the 
stance, providing support to the foot via co-contraction. In general, the foot and ankle 
extrinsic musculature is redundant, especially across the joints of the hindfoot, with mul-
tiple muscles having similar functions.

There are two dorsal intrinsic muscles (extensor hallucis brevis and extensor digito-
rum brevis) that help extend the first through the fourth MTPJs and four layers of plantar 
intrinsic musculature in the foot that, in general, help support the arch of the foot, but 
also are able to move specific toes. The first plantar layer consists of the abductor hallucis, 
flexor digitorum brevis, and abductor digiti minimi; the second layer includes the flexor 
digitorum accessorius and the lumbricals. The third plantar layer consists of the flexor hal-
lucis brevis, the adductor hallucis, and the flexor digiti minimi brevis, and the fourth layer 
includes the dorsal and plantar interossei.

In addition to the bones, ligaments, and muscles described previously, there are a few 
additional specialized anatomical structures in the foot. These include the plantar apo-
neurosis or fascia, the long plantar ligament, and the plantar soft tissue. The plantar apo-
neurosis is a ligament-like structure that originates at the plantar surface of the calcaneus, 
splitting into three components (medial, central, and lateral). The central portion then sub-
divides into five branches (for each of the metatarsal heads). The insertion is complex, with 
each portion further subdividing into deep and superficial fibers. The long plantar liga-
ment originates from the plantar surface of the calcaneus deep to the plantar aponeurosis 
and extends to the cuboid and the bases of the second, third, and fourth metatarsals. This 
ligament, together with the plantar fascia, helps maintain the longitudinal arch of the foot. 
The plantar soft tissue covers most of the plantar surface of the foot and is often referred to 
as the heel pad beneath the calcaneus where it is thickest. It consists of elastic septae that 
form close-celled chambers of adipose tissue and is integral in distributing loads during 
ground contact.

10.3 Structure and Function of Lower Limb

Having provided an overview of the anatomy of the lower extremity, we can now expand 
on this base to discuss various aspects of the structure and function of the major joints.

10.3.1 Hip

Due to the spherical shape of the femoral head and the highly congruent fit of the acetabu-
lum, the hip system is generally thought to act as a ball-in-socket joint, providing three 
rotational degrees of freedom (DOFs): flexion-extension in the sagittal plane, abduction-
adduction in the coronal plane, and internal-external rotation in the transverse plane. 
Minimal superior translation can occur during full weight-bearing conditions as the artic-
ular cartilage is compressed. Translation in other directions is restricted in normal func-
tion due to the stiff joint capsule and complex orientation of ligaments crossing the joint. 
The primary functions of the hip during locomotion can be grouped into three main areas: 
(1) support of upper body in static and dynamic posture, (2) transmission of force between 
the pelvis and lower extremities, and (3) position control of the distal leg components dur-
ing the swing phase of gait.
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The shape and positioning of the acetabulum are unique structural features that enable 
the hip to support the upper body. The acetabulum is oriented to face inferiorly, with the 
inferior rim positioned more medially and the superior rim more laterally. With respect to 
a vertical reference line, the acetabular orientation forms an angle of approximately 35° to 
40° (Figure 10.6). The angle tends to increase with age. A lower angle results in a greater 
risk of superior subluxation. Due to the high vertical loads that the hip encounters with 
every weight-bearing step, this structure is critical to ensure stability. Another bony geom-
etry that provides stability is a natural acetabular anteversion, in which the acetabulum 
faces anteriorly. With respect to the coronal plane, this angle is approximately 20° to 30°. As 
the angle decreases, there is an increased risk of anterior subluxation. Additional stability 
is provided by the acetabular labrum, a stiff cuff of fibrocartilage material that serves to 
deepen the socket, increasing contact with the femoral head and augmenting the overall 
stability of the hip joint system.

From the femoral head to the main longitudinal shaft of the femur, the femoral neck is 
oriented in a manner suited to an ideal balance between force transfer and dissipation. 
The femoral neck forms an angle of approximately 125° with respect to the long axis of the 
femur, positioning the femoral head in a position and orientation to efficiently articulate 
with the acetabulum (Figure 10.6). A larger angle (making a more vertical system overall) 
would transmit too much vertical force, and a smaller angle (closer to a right angle system) 
would dissipate too much force, causing excessive bending moments in the femoral neck.

In combination with the angulation of the femoral neck, the bones of the pelvis and 
femur have a unique alignment of internal trabecular structures that help transfer weight-
bearing forces from the femoral shaft, through the femoral neck, across the acetabular 
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FIGURE 10.6
Sketch of two structurally important coronal plane angles formed by the geometry of the pelvis and femur; the 
femoral neck orientation angle (angle of inclination) on the left, and the acetabulum orientation (center edge) 
angle on the right.
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articulation, and then through the pelvic rami to finally articulate with the sacrum. The 
unique structures of the femur and pelvis allow for an ideal scenario in which forces much 
larger than body weight can pass through critical bony tissue and be dissipated in a man-
ner that reduces potentially injurious stress.8,9

The hip joint functions to position the lower limb in a manner appropriate for main-
taining forward progression during gait, providing the base of support necessary for the 
limb to provide overall stability and stance phase control. To do this, the hip muscles pro-
duce a substantial flexor moment during the last stage of stance phase, generating enough 
power to move the thigh anteriorly into swing phase. The hip power generated during this 
push-off stage is augmented by a large ankle plantar flexor moment and power genera-
tion. Together, these two joints serve to raise the lower extremity and move it to a more 
anterior position. Through the last stage of swing phase, the hip must perform a braking 
task, decelerating the swinging limb in preparation for a foot strike, leading into the next 
stance phase. This is performed by an eccentric contraction by the extensor muscle group 
(hamstrings), generating a substantial extensor moment and subsequent power absorption 
phase. The ability of the hip musculature to modulate hip flexion during the swing phase 
is one of the hallmarks of able-bodied gait. Many of the asymmetries visually observed in 
clinical populations can be explained by an imbalance between the hip flexor and extensor 
muscle groups and the timing of their respective contractions.

10.3.2 Knee

The knee joint is often thought to have only 2 DOFs: flexion-extension in the sagittal plane 
and internal-external rotation in the transverse plane. However, due to the shape of the 
femoral condyles and the forces exerted by the knee flexors and extensors, there is also a 
translational DOF (anterior/posterior) as the knee moves through the full range of flexion 
and extension. The combination of anterior/posterior translation and flexion-extension is 
commonly termed the “roll back” phenomenon. Associated with this phenomenon is the 
observation that the knee joint axis is not a fixed pin system but rather an instantaneous 
center of rotation. The motion of this axis has been calculated using a finite helical axis 
(FHA) during passive joint motion10 and during running.11 Position of the instantaneous 
center of rotation during running has been reported to move by as much as 20 mm poste-
riorly, 10 mm distally during the flexion phase of stance, and 10 to 20 mm in the posterior 
and proximal directions after peak knee flexion.11

Another combined motion that is unique to the knee system is often termed the “screw 
home” mechanism. This motion is defined by a transverse plane rotation between the tibia 
and femur that occurs automatically between full extension and approximately 20° of knee 
flexion. Due to the different radii of curvature and the size difference between the two 
femoral condyles, when the knee is flexed, the tibia internally rotates slightly, and when 
the knee is extended, the tibia externally rotates back into what is considered the “home” 
position. This motion occurs most easily in an open kinetic chain system (i.e., no ground 
contact) but can also be observed during cyclic flexion-extension motions like those expe-
rienced during gait and the pedaling motion of cycling. The primary functions of the 
knee joint during locomotion can be grouped broadly into body weight support during 
dynamic posture and swing limb control to facilitate safe walking and gait cycle initiation.

The articular surfaces of the femur and tibia are not fully congruent. In the sagittal plane, 
the femoral condyles have variable radii of curvature, increasing in radius from the ante-
rior edge to the posterior edge of the articular surface. In the coronal plane, the medial and 
lateral condyles have a more uniform, singular radius of curvature. The concave structure 
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of each tibial condyle has a much larger radius of curvature than the femoral condyles, 
creating inadequate congruency between the two articulating structures. This incongru-
ence can decrease the stability of the joint system. The medial and lateral menisci pro-
vide a greater articulating surface to enhance joint congruency and thus stability. Further 
enhancement of stability is achieved by the menisci’s attachment to a variety of structures 
in the knee system. The menisci share some attachment sites, such as the intercondylar 
tubercles of the tibia, the tibial condyles via the coronary ligaments (posterior aspect of the 
tibia), the patella via the patellomeniscal ligaments, and the transverse ligament (anterior 
aspect of the tibia). Additionally, each meniscus also has a unique set of attachment sites. 
The medial meniscus attaches to the medial collateral ligament and the semimembrano-
sus tendon. The lateral meniscus attaches to the posterior meniscofemoral ligament, the 
posterior cruciate ligament, the popliteus tendon, and occasionally, the anterior cruciate 
ligament. All these attachments allow the meniscal tissue to serve as a unique hub, or 
anchor, to assist in maintaining the stability of the knee.

The menisci are believed to absorb approximately 40% to 60% of the load crossing the 
knee joint during locomotion.12–14 Depending on the intensity of locomotion, the loads 
across the knee can reach up to six times the body weight (e.g., during running). Based 
on the amount of articular surface available and the geometry of the articular structures, 
laboratory observations have estimated that the stresses on the tibiofemoral articulation 
would increase by three to five times if the menisci are removed.12–14 The increased local 
stress on the articular cartilage substantially increases the probability of early onset osteo-
arthrosis and subsequent progression of osteoarthritis in the knee system.

One of the major functions of the knee is to provide sufficient extensor moment to sustain 
standing posture and stability during locomotion. If the quadriceps tendon were to insert at 
the tibial tuberosity without first crossing the patella, the angle of insertion would be quite 
low, and the perpendicular distance between its line of action and the knee joint center would 
be greatly reduced. By inserting the patella into the system, the quadriceps tendon must 
traverse this bone, which increases the angle of insertion and subsequently increases the 
moment arm of the system. Thus, the knee system can produce a greater extensor moment 
without having to increase the contractile tension of the quadriceps muscle group. This patel-
lofemoral tendon insertion angle-moment arm relationship is not fixed but is a dynamic 
system. As the knee becomes more flexed, the patellar groove deepens, allowing the patella 
to reduce slightly to the posterior. This minor change in position reduces the functional 
moment arm of the quadriceps tendon, thereby reducing the resulting extensor moment.

10.3.3 Foot and Ankle

The foot and ankle provide a basis of support for the body during posture and locomotion. In 
quiet stance, approximately one-half of the body weight is distributed through each foot, but 
due to the acceleration of the center of mass (COM) of the body, forces greater than body weight 
are borne beneath the foot with each step during walking.15 Due to muscle co-contractio n, 
ankle joint forces can be nearly five times the body weight after heel off.16 With its complex 
structure of bones, joints, muscles, tendons, ligaments, and fat pads, the foot is able to achieve 
a wide variety of functions over the large ranges of forces that it bears. For instance, the energy 
of initial impact followed by weight acceptance is attenuated by the structures of the foot; the 
heel pad serves as a mechanical filter for the high frequency of impact, whereas the motion 
of the joints of the foot helps provide a smooth landing when body weight is applied to each 
limb. Even still, later in the stance phase during push off, the multiple bones and soft tissue 
structures of the foot are able to maintain a firm structural platform for support.
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10.3.3.1 Motion of the Joints of Foot and Ankle

The joints of the foot allow motion in the three cardinal planes, although rotations in the 
sagittal and coronal planes are larger than the transverse. When nonweight-bearing, the 
foot can move from maximal plantar flexion, inversion, and internal rotation to maximal 
dorsiflexion, eversion, and external rotation (Figure 10.7).17 Of course, the foot’s primary 
function is to interface with the ground while standing and walking. Therefore, its behav-
ior during weight-bearing motion is of greater interest. From the instant the heel contacts 
the ground, through midstance when both the hindfoot and the forefoot are weight-
bearin g, to toe-off when just the great toe is touching, the foot joints move through an 
intricate set of motions. Although numerous technologies are now available for motion 
analysis (see Section 10.4), we focus here on bone pin studies that have been conducted on 
cadavers18 and living subjects.19

Before heel strike, to allow for foot clearance during swing phase, the talocrural joint is 
dorsiflexed with the anterior extrinsic muscle group firing. Immediately after heel strike, 
the talocrural joint plantar flexes rapidly, but the eccentric contraction of the anterior mus-
cles prevents the forefoot from rapidly hitting the ground. At the same time, the talocalca-
neal and talonavicular joints, and to a lesser extent, the calcaneocuboid joint, are everting. 
These motions allow for the relatively gentle interaction between the foot and ground 
by partially absorbing the energy of heel strike. Once the forefoot comes in contact with 
the ground, body weight is distributed more anteriorly. The talocrural joint dorsiflexes as 
the tibia rotates anteriorly, whereas the foot in general dorsiflexes (i.e., the arch is getting 
lower), as seen at the talonavicular and first metatarsal–medial cuneiform joints and from 
the first metatarsal relative to the calcaneus and talus. Later in midstance, the gastrocsoleal 
complex becomes active. Once heel off occurs, most of the foot begins to plantar flex at 
the talocrural, talocalcaneal, talonavicular, and calcaneocuboid joints, whereas the first 
MTPJ continues to dorsiflex. At the same time, the talocalcaneal, talonavicular, and cal-
caneocuboid joints all begin to invert. Furthermore, most of the transverse plane motion 

FIGURE 10.7
(See color insert.) Neutrally aligned foot in eight positions.17 From top left to bottom right: from maximal plan-
tar flexion, inversion, and internal rotation to maximal dorsiflexion, eversion, and external rotation. Neutral 
position is the bottom left position. (Reprinted with permission from the American Society of Mechanical 
Engineers.)
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of the foot takes place in the last 20% of the stance when most of the joints, including the 
talocalcaneal, talonavicular, and first metatarsophalangeal, as well as the first metatarsal 
relative to the talus and calcaneus, are adducting. This complex series of motions is then 
repeated with each step.

10.3.3.2 Arch of the Foot: Windlass Mechanism and Midtarsal Joint Locking

Beginning at the calcaneus and extending through the talus, navicular, and to the metatar-
sals, the bones of the foot form an arch that is held upright by passive soft tissue structures 
(including the plantar aponeurosis, the long plantar ligament, and numerous other plantar 
ligaments) and active musculature (the tibialis posterior and intrinsic musculature). As 
two examples of foot arch function, we will discuss the windlass mechanism and the con-
cept of midtarsal joint locking.

The windlass mechanism was first described by Hicks,20 who noted that when the great 
toe was extended, the effect was a pull on the plantar pad that lies inferior to the head of 
the first metatarsal. This, in turn, pulled on the plantar aponeurosis, which effectively 
shortened the distance between the head of the first metatarsal and the calcaneus, leading 
to an increased arch height. The windlass mechanism can easily be observed by putting 
your foot flat against the floor and looking at the medial longitudinal arch while manu-
ally extending the great toe. The arch of the foot will get higher. Hicks also noted that 
this mechanism functions with every step as the great toe is extended during push off. 
He speculated that the increased arch height seen during push off is not the result of any 
musculature, but rather the passive generation of tension in the plantar aponeurosis. The 
windlass mechanism has been further studied; using a cadaver model, Thordarson et al.21 
demonstrated that sequentially cutting the plantar fascia decreased the ability of great toe 
dorsiflexion to shorten the arch. In vivo studies have also quantified that passive great toe 
dorsiflexion does raise arch height,22 and that diabetic subjects have thicker plantar fas-
cia, which leads to an early windlass mechanism (i.e., increased tension).23 More recently, 
Wilken et al.24 have found evidence of the windlass mechanism using a five-segment kine-
matic foot model in living subjects; when first metatarsophalangeal dorsiflexion occurred 
in late stance, there was also calcaneal inversion as well as forefoot plantar flexion and 
adduction. Interestingly, although not as explicitly discussed as the windlass mechanism, 
these exact motions were also seen in a recent cadaveric foot motion analysis study.18

Midtarsal joint locking is a second functional aspect of the foot arch. This was first pre-
sented by Elftman25 in the context of describing the changing axes of rotation of the cal-
caneocuboid and talonavicular joints. Midtarsal joint unlocking occurs when the foot is 
dorsiflexed, everted, and externally rotated (e.g., at heel strike), causing the axes of rota-
tion of the midtarsal joint to align and allowing the foot to become more flexible. Later in 
the stance phase, when the heel is off the ground and the foot is plantar flexed, inverted, 
and internally rotated, the axes of rotation of the midtarsal joint are less aligned and the 
foot is stiffer. As such, the foot is able to adapt to uneven surfaces at weight acceptance, 
yet functions as a stiff platform during propulsion. In a nonweight-bearing study that 
investigated midtarsal joint locking, Blackwood et al.26 quantified the effect of hindfoot 
coronal plane position on the motion of the forefoot in the sagittal plane. When the calca-
neus was everted, the range of motion of the metatarsals from peak dorsiflexion to peak 
plantar flexion was significantly greater than when the calcaneus was inverted. Although 
the effects of the foot musculature and the weight of the body were not accounted for, this 
study provides insight into the effect of the passive midtarsal joint characteristics on the 
allowable motion of the forefoot. A final note on this concept is that perhaps “locking” is 
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not the best choice of words because the midtarsal joint does not literally lock but rather 
becomes stiffer.

10.3.3.3 Foot Type

Any discussion of foot structure and function would be incomplete without mentioning 
the concept of foot type. Although feet come in varying lengths and widths, they can, 
for the most part, be classified into one of three categories: pes cavus (high arched), neu-
trally aligned, or pes planus (low arched or flatfoot; Figure 10.8). Cavus feet often have an 
inverted hindfoot and an adducted forefoot in addition to a high arch; planus feet often 
have an everted hindfoot and an abducted forefoot, although in neither case are these 
rotations absolute. Neutrally aligned feet, as the name implies, have a neutrally positioned 
hindfoot and forefoot. This is not to say that neutrally aligned feet are “normal” and the 
others are not because there are many feet that have increased or decreased arch height 
and still function normally and are asymptomatic. Of course, in extreme cases, the func-
tion of cavus and planus feet breaks down. Specifically, severely deformed feet are not able 
to achieve the normal ranges and patterns of motion necessary to attenuate forces during 
weight acceptance and to properly provide a basis of support during push off. Cavus feet 
are often stiff, and the arch is not able to relax when loaded; thus, the forces experienced 
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FIGURE 10.8
(See color insert.) Pes cavus (a, d, and g), neutrally aligned (b, e, and h), and pes planus (c, f, and i) foot types. 
Right foot, transverse plane superior view (a, b, and c), sagittal plane medial view (d, e, and f), and coronal plane 
posterior view (g, h, and i).
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at heel strike are not dissipated properly. Planus feet are often too relaxed when loaded, 
particularly in push off, leading to aberrant motion in which some joints are forced to 
function at their extreme end range of motion. Additionally, cavus feet have a more lateral 
load distribution, whereas planus feet have a more medial load distribution (Figure 10.9). 
All these aberrant loading conditions can potentially lead to the development of arthritis 
because joints are loaded at nonphysiological forces and moments.

10.4 Locomotion Biomechanics

We have reviewed the anatomy of the lower extremity and detailed some important 
aspects of the structure and function of the hip, knee, and foot and ankle. In this section, 
we review various facets of locomotion biomechanics. This is a very broad topic, which 
we have addressed by highlighting some important considerations, but the reader is cau-
tioned that this is not meant to be a comprehensive review. We begin with an overview of 
human locomotion before reviewing link-segment gait analysis and describing how joint 
kinetics are calculated. We also discuss joint-specific models, multisegment foot models, 
and sequential models. We next review various techniques for tracking foot bone motion 
other than retroreflective motion analysis and describe the use of biplane fluoroscopy. 
Finally, we review computational foot modeling and cadaveric gait simulation.
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FIGURE 10.9
(See color insert.) Distribution of plantar pressure for pes cavus (a), neutrally aligned (b), and pes planus (c) 
subjects. The cavus subject bears load on the lateral side of the foot, specifically on the base and head of the 
fifth metatarsal. The neutrally aligned subject bears load through the second metatarsal and the great toe. The 
planus subject bears load through the first metatarsal head.
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10.4.1 Overview of Human Locomotion

During healthy, able-bodied locomotion, humans use a well-coordinated pattern of joint 
movements to sustain forward motion. Traditionally, human gait is described as occur-
ring in a cyclic fashion with each cycle beginning with initial contact of a single limb. 
Therefore, a full right limb gait cycle would begin at right heel strike and continue until 
the next right heel strike. During walking, therefore, this cycle accounts for two periods 
of double support and two periods of single support, with each limb experiencing one 
stance phase (approximately 60% of the gait cycle) and one swing phase (approximately 
40% of the gait cycle). This section gives a brief introduction to the sagittal plane patterns 
of human gait. A more detailed description of these patterns may be found in Chapter 15 
and elsewhere.15

At initial foot contact (or heel strike), the hip is typically somewhat flexed, the knee is 
extended, and the ankle is in a neutral or slightly dorsiflexed orientation. Immediately 
after heel strike, the ankle will plantar flex to an orientation that is termed “foot flat.” The 
rate of plantar flexion is controlled by eccentric activity of the ankle dorsiflexors. Body 
weight is then transferred from the opposite limb, requiring the knee to flex slightly as it 
decelerates the additional mass using eccentric activity of the knee extensors. After weight 
acceptance, the knee extends actively as the leg moves into midstance and single limb 
support. Following midstance, the knee begins to flex and the ankle begins to dorsiflex as 
the body mass progresses anteriorly toward the opposite limb’s forthcoming heel strike. 
During this stage of weight transition to a period of double support, ankle plantar flexors 
eccentrically control the rate of tibial progression, and knee flexion occurs passively. After 
weight transfer, the ankle plantar flexors actively initiate push off, whereby the foot leaves 
the ground and the limb enters a swing phase. From initial heel strike to just before push 
off, the hip moves smoothly from a flexed to an extended position. During push off, the 
knee continues to flex and the hip begins to flex, lifting the limb as the plantar flexors 
propel the foot off the ground. During the swing phase, the ankle returns to a slightly 
dorsiflexed position, the knee actively flexes to its maximal level, and the hip continues to 
flex. From midswing until the next heel strike, the hip continues to flex, the knee actively 
extends, and the ankle maintains a slightly dorsiflexed position. As the heel strikes, one 
gait cycle has been completed, and a new cycle begins again.

10.4.2 Link-Segment Gait Analysis

Inverse dynamic calculations are among the most commonly performed in the quantita-
tive analysis of human gait and are considered the standard approach for estimating joint 
kinetics. These calculations require the following steps:

 1. Selection of an appropriate model, often referred to as the link-segment model
 2. Input of kinematic and external force data
 3. Input of anthropometric and inertial characteristics, often referred to as body seg-

ment parameters (BSPs)

The link-segment model is representative of the subject’s skeletal structure, whereby 
each anatomical segment of the subject is represented by a rigid body in the model that 
has a single point COM (Figure 10.10). In applying inverse dynamics calculations to link-
segment models, several assumptions are often made to simplify the required calcula-
tions. These assumptions are described by Winter27 as follows:
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 1. Each segment’s mass is located as a point mass at its COM.
 2. The location of each segment’s COM remains fixed during the movement.
 3. The joints are considered to be fixed hinge (or ball and socket) joints.
 4. The mass moment of inertia of each segment about its COM (or about either proxi-

mal or distal joints) is constant during movement.
 5. The length of each segment remains constant during the movement.

Despite widespread use, inputs into the inverse dynamic calculations may be prone to 
error and lead to erroneous solutions. These errors stem from inaccuracies in BSPs,28–30 
reflective marker tracking,31 ground reaction force measurement,32 joint center loca-
tions,33–36 estimated center of pressure locations,37 rigid body assumptions,38 and skin 
movement artifacts.39 For a comprehensive review of the interaction of many of these 
potential sources of error and their impact on the estimation of lower limb joint kinetics in 
general, see Riemer et al.40

10.4.3 Joint-Specific Models

To enhance the anatomical accuracy of link-segment modeling, several groups have devel-
oped techniques to estimate either the position of the centers of rotation or the primary 
axes of the joints. For the hip, anthropometric proportional regression models to locate the 
hip joint center (represented by the center of the femoral head)41,42 have been used widely 
for many years and are, in fact, the standard representation of the hip joint center in gait 
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FIGURE 10.10
Sagittal plane stylized sketch of the anatomical leg, with an example of the traditional link-segment model used 
to represent three segments of the lower limb system. Each segment of the anatomical leg is represented by a 
rigid body segment whose mass is represented by a fixed-point mass (COM). These point masses are acted on 
by gravity (g). Each segment has an associated mass moment of inertia (I) and an angular acceleration (α). HJC, 
hip joint center; KJC, knee joint center; AJC, ankle joint center.
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analysis software packages provided by motion analysis companies. These models rely 
on assumptions of proportionality between the dimensions of the pelvis, functional leg 
length, and the relative position of the femoral head. For the knee and ankle, other tech-
niques have been developed that use a least squares optimization approach to estimate the 
functional joint axis.43 This method requires the collection of relative segmental motion 
controlled through specific ranges. For the ankle, this entails full dorsiflexion/plantar flex-
ion range of motion in a standing trial. For the knee, full flexion-extension is measured in 
a trial wherein the limb is unweighted.

Other joint-specific models have been developed that use an FHA calculation technique 
to define joint centers and primary axes of motion in complex joint systems (i.e., multiple 
articulations). The FHA describes the motion between two objects as a rotation about, and 
a translation along, an axis that can change its position and orientation.10,44 This method 
is advantageous because of its ability to quantify changes in position of an axis over the 
course of a movement that is too complex to be accurately identified as a stationary axis. 
Two examples in which these techniques have been most effective are in the definition of 
subtalar joint motion and in the definition of segment end point locations in prosthetic foot 
systems. Motion of the subtalar joint may be described as occurring about a nonorthogo-
nal axis, involving two primary components of motion. As the foot inverts with respect 
to the lower leg, it also plantar flexes slightly; similarly, when the foot everts with respect 
to the lower leg, it also dorsiflexes slightly. The orientation of the subtalar joint axis may 
be visualized as passing from the inferior and posterior aspects of the calcaneus through 
the head of the talus; this orientation, is approximately 42° above horizontal and approxi-
mately 23° medial to the sagittal plane of the foot coordinate system.25

Description of relative segmental motion can be challenging in cases in which there is 
no clearly defined joint axis or segment end point. Such a scenario exists when trying to 
define segment motion in lower limb amputees walking on commonly prescribed prosthetic 
components. Today’s commonly prescribed prosthetic feet are nonarticulated energy storage 
and return (NA-ESR) systems. They are typically constructed from carbon fiber composites, 
have a “J”-shaped design, and lack a clearly defined axis of rotation. To facilitate comparison 
with the natural foot-ankle complex and to simplify the required calculations, typical assess-
ments of NA-ESR prosthetic foot performance have used constrained link-segment models 
that assume that the ankle’s axis of rotation is approximated by the lateral malleolus posi-
tion45–50 and behaves as a fixed hinge. In NA-ESR prosthetic feet, this assumption is prob-
lematic as no true “ankle” articulation exists. The extent to which the joint center remains 
fixed is unknown, and its approximation by the lateral malleolus has been questioned.51 
Recently, a technique has been reported for determining the instantaneous center of rotation 
of NA-ESR prosthetic feet in the sagittal plane during overground walking conditions.52 An 
FHA approach was used to determine the position of the center of rotation in the sagittal 
plane for a series of NA-ESR prosthetic feet. It was determined that over the course of the 
stance phase, the sagittal FHA position diverged markedly from the typically assumed fixed 
axis location. Specifically, in all NA-ESR feet tested, the FHA was at its peak anterior position 
45 to 74 mm forward of the assumed fixed axis position after the first 5° of tibial rotation. 
Throughout the initial 40% to 45% of the stance phase, the FHA shifted posteriorly by 35% 
to 82 mm, moving toward the assumed fixed axis location (equivalent to the anatomical 
location of the lateral malleolus) and reaching its peak posterior position. Throughout the 
remaining 55% to 60% of the stance phase, the FHA shifted anteriorly by 32 to 50 mm, finish-
ing 22 to 55 mm anterior to the assumed fixed position. Similarly, the vertical FHA position 
was found to diverge from the assumed fixed axis location. In all feet tested, the FHA began 
stance phase at its peak superior position, ranging from 22 mm superior to 4 mm inferior to 
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the assumed fixed axis location. Throughout the initial 30% to 35% of the stance, the FHA 
shifted inferiorly by 12 to 33 mm, moving below the assumed fixed axis position. The FHA 
then briefly shifted superiorly, remaining below the assumed fixed axis location in all but 
one of the feet. This was followed by a second inferior shift of 10 to 16 mm throughout the 
remaining 40% of the stance, resulting in a peak inferior position of 13 to 26 mm below the 
assumed fixed axis location.

Use of the FHA technique in this case revealed inadequacies in the current approach to 
link-segment models as they are applied to biomechanical analysis of prosthetic foot com-
ponents. Furthermore, that study provided reference data for the range of center of rotation 
displacements that can occur in today’s prosthetic feet. From these data, many inferences 
may be drawn by prosthetic designers and clinicians who may better estimate the utility 
of each prosthetic foot component based on the mechanical needs of their patient.

10.4.4 Multisegment Foot Models

Although full-body motion analysis studies have been widely accepted for more than 
two decades, these techniques tend to simplify the foot and ankle.53,54 Since the late 1990s, 
there has been an increased effort in developing more sophisticated, multisegment rigid 
body foot models. For a thorough and comprehensive review of these models, the reader 
is encouraged to review the recent article by Deschamps et al.55 These authors performed 
an extensive literature search, placing no restrictions on the sex or age that was observed, 
and included studies that (1) had at least three segments (not including the tibia), (2) col-
lected kinematic data with motion capture systems using markers affixed to the subjects, 
(3) placed markers on the surface of living subjects (no bone pins or cadavers), and (4) con-
ducted weight-bearing activities. They also performed a systematic evaluation of the 
s cientific evidence of each study. From an initial group of 161 citations, 41 were included in 
the detailed review. Those 41 were then narrowed down to include 15 multisegment foot 
models; of those, only two (the Oxford Foot Model56 and the Milwaukee Foot Model57–59) 
are widely used in clinical studies. The authors reviewed the study procedures as well 
as the reproducibility and experimental errors of the various models. They noted that 
the models lacked uniformity in both technical and terminological aspects, and they sug-
gested that rigorous repeatability studies, before appreciating the full clinical utility of 
multisegment foot models, must be undertaken.

10.4.5 Sequential Modeling

It has been recommended that joint models should limit the number of DOFs necessary 
to fully describe the motions and forces resolved.60 The primary benefits in reducing a 
model’s DOF are enhanced communication between engineers and clinicians and the 
application of modeling outcomes in clinical practice, especially in the design and imple-
mentation of joint replacement systems. In recent years, a group of researchers have been 
developing novel modeling techniques for the ankle and knee joints that are reduced to 
a single DOF.61–66 That group has moved from a more traditional “simultaneous” solution 
focus to a “sequential” solution focus.64 A simultaneous approach in this case refers to the 
inclusion of all possible biological structures (e.g., ligaments, muscles, and articular sur-
faces), a full 6 DOF description of motion, and all force and motion equations being solved 
together.67–72 Models requiring simultaneous solutions are dependent on external forces 
being applied and on the assigned elastic and damping characteristics of the connecting 
elements (i.e., ligaments and muscles). The sequential approach begins with foundational 



285Lower Limb Structure, Function, and Locomotion Biomechanics

knowledge of joint kinematics under passive conditions. It is based on the assumptions 
that a few anatomical structures are enough to guide passive joint motion, and that rela-
tively complex motion can be expressed as just 1 DOF.64,65,73–75 After initial passive motion 
modeling to understand the basic role of the fundamental anatomical structures in guid-
ing passive motion, the other anatomical structures and external force components are 
added into the model in sequential fashion, thus completing the model’s description of the 
mechanical system.

Several studies have used the sequential modeling approach to better understand the 
mechanical system of the knee. Considering the posterior cruciate ligament, the medial 
collateral ligament, and portions of the anterior cruciate ligament to be isometric,76,77 and 
assuming the articular structures to be rigid, several studies have demonstrated that spa-
tial and planar equivalent mechanisms can be used to replicate the motion of the femur 
with respect to the tibia using 1 DOF.61,63,65,74,75,78 From these various studies, it has been con-
cluded that 1 DOF models provide good replication of experimental motion. When efforts 
were made to model more complex representations of the articular surfaces, Ottoboni 
et al.78 determined that a limit exists beyond which model accuracy is not improved. 
Increasing the complexity of the articular structure representations from spherical and 
planar surfaces for the femoral condyles and tibial plateaus, respectively,75 to spherical 
surfaces for both surfaces,63 model outcomes were improved. However, when complex-
ity was increased still further with optimal B-spline approximation of femoral and tibial 
articular surfaces,61 model outcome parameters did not improve, the model suffered from 
singularity problems, and its estimated motion did not match experimental data as well as 
the simpler spherical approximations of articular structures.78

A similar approach has been applied to the ankle joint. Several reports have shown that 
the ankle joint complex can be represented as a single DOF system in unloaded condi-
tions.79–81 A two-dimensional model published by Leardini et al.79 revealed a comple-
mentary interaction between the articular surfaces and the ligaments of the ankle joint 
complex. The 1 DOF modeling approach was developed further to investigate whether 
similar results could be obtained in a spatial model of the ankle joint complex.82 They 
tested two different simplified representations of the articular structures:

 (1) Three articulating contact points between the tibia-fibula complex and the talus-
calcaneus complex (modeled by spheres contacting a planar surface, two at the 
distal surface of the mortise and one on the lateral aspect of the talus).

 (2) A single articulating contact point between the tibia-fibula complex and the talus-
calcaneus complex (modeled by a sphere contacting a planar surface, at a point on 
the mortise that was centered between the two original points of approach 1).

The first approach was based on findings from least squares approximation of the digi-
tized points that were closest during motion to their neutral position. The second approach 
was determined from a simplified equivalent mechanism.

Findings from Di Gregorio et al.’s work82 indicate that the current 1 DOF approaches to 
ankle modeling do not adequately predict experimental measurements of ankle joint com-
plex motion. However, their efforts represent the first 1 DOF models able to reproduce at 
least some of the complex three-dimensional (3D) motions of the ankle system.

Working from the previous efforts by Di Gregorio et al.,82 the same group further 
improved the 1 DOF approach to modeling ankle motion.83 In particular, major improve-
ments were made to the representation of articular surfaces. Specifically, the newer model 
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included three sphere-to-sphere contact points to represent the medial and lateral aspects 
of the articulation between the tibial mortise and the trochlea tali, as well as the lateral talo-
fibular articulation. These modifications allowed the model to estimate ankle joint complex 
motion to within 2.5 mm of displacement and within 1° of rotation. Furthermore, these 
models were made to be specimen-specific, using a refined optimization approach that was 
able to determine optimal geometric parameters within 14 hours for each specimen. It is 
possible that current and future efforts will produce models that represent more accurate 
descriptions of the articular structures of the ankle joint complex, likely resulting in 1 DOF 
models that more closely match model estimations with experimental measurements.

From this brief review of knee and ankle modeling papers, it seems that a 1 DOF 
approach can provide reasonable replication of experimental motion of the ankle joint 
complex. Furthermore, these models provide a minimized parameter set with moderate 
computational cost to arrive at a model solution. Because one of the overall objectives of 
the knee and ankle 1 DOF models is to provide a robust platform for designing new endo-
prosthetic components for joint arthroplasty, these results seem quite promising for the 
provision of simplified, yet robust models of the complex knee and ankle joint systems.

10.4.6 Tracking Foot Bone Motion

As discussed above, many groups have used computerized infrared camera systems with 
retroreflective or active surface markers to track foot bone motion.55 However, skin motion 
artifact is a difficult problem to overcome, and the foot bones are small, which necessi-
tates grouping bones together (e.g., the cuneiforms, cuboid, and navicular as a “midfoot” 
segment). As such, the position of most of the foot bones is not easily determined with 
surface markers. Lundberg et al.84–86 used X-ray stereophotogrammetry to evaluate the 
orientations of the bones of the foot in several static positions using a specialized jig; they 
implanted tantalum balls into the foot bones and moved the foot incrementally in pre-
scribed angular offsets. van Langelaan7 conducted a similar study to measure tarsal bone 
motion. These works contributed to our understanding of the axes of motion possible in 
the foot, but due to technical constraints, no dynamic foot motions were included. Other 
groups have also evaluated the orientations of the bones of the foot using time-sequence 
magnetic resonance imaging (MRI)87–92 or computed tomography (CT).93 These techniques 
improved visualization of the bony orientations during dynamic ranges of motion, but 
still required static positioning of the feet in a jig. The static positions could be animated 
to represent bone motion, but this may not represent actual dynamic bone motion dur-
ing gait. More recently, retroreflective markers attached to bone pins have been used to 
quantify foot bone motion.19,94,95 These studies represent the gold standard of in vivo foot 
bone motion data; however, the invasiveness of this methodology limits its utility to the 
research laboratory and consequently is not useful for larger clinical studies. None of the 
current technologies of surface marker motion capture, X-ray stereophotogrammetry, 
time-sequence MRI or CT, or bone pin motion capture are ideal for accurately and pre-
cisely tracking dynamic individual foot bone motion in clinical populations.

10.4.7 Descriptions of Joint Motion Using Biplane Fluoroscopy

Although modern imaging techniques such as MRI and CT can acquire 3D bone positions 
accurately and avoid the inherent errors of marker placement and skin motion artifacts 
present in retroreflective motion analysis systems, the time required to collect the data 
makes it unwieldy to study the dynamics of gait. Therefore, a few groups have begun to 
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use single and biplane fluoroscopy to quantify lower extremity dynamic bone motion. 
Single plane fluoroscopy has been used to study both knee96,97 and hindfoot kinematics.98 
Although the flexibility and utility of using a single fluoroscope are obvious and attractive, 
the complex anatomy of the foot, with many small, occluding bones, may require the use 
of a biplane system to fully study its motion. Tashman et al.99–104 have been at the forefront 
of developing high-speed, biplane fluoroscopic systems using both radiographic stereo-
photogrammetric analysis and model-based approaches. They have described the rele-
vant methods in great detail,99 explored anterior cruciate ligament deficiency in canines,100 
studied running motion after anterior cruciate ligament reconstruction,101 and reported 
the validity of model-based tracking for both the knee and shoulder.102–104 Additionally, 
Li et al.105–107 have used dual C-arms to study both knee and ankle motion;108–110 a similar 
setup has been used elsewhere.111 However, in both cases, the setup of the biplane system 
required quasi-dynamic data collection because subjects were not able to walk unfettered 
through the field of view. Despite the great progress made in the development of this field, 
the use of a biplane fluoroscopy system to study foot bone motion remains incompletely 
explored to date.

10.4.8 Computational Modeling of the Foot

In the last 30 years, many foot models of varying degrees of mathematical and anatomical 
complexity have been developed.112–119 For the purposes of this chapter, we will limit our 
discussion to more recent finite-element (FE) foot models. Chen et al.120,121 developed an FE 
foot model to predict the efficiency of custom total contact insoles at reducing peak plan-
tar pressures. Although individual bones were segmented, the foot was simplified into 
seven components; the tarsal and metatarsal bones were grouped into medial and lateral 
columns, and the bones of each phalange were lumped together. All materials were con-
sidered homogeneous and linear elastic. Their simulation consisted of moving the ground 
toward the foot to mimic midstance. Reduction in peak normal stress from the flat to cus-
tom insoles ranged from 19.8% to 56.8%. Gefen122,123 generated a model of the foot of similar 
complexity and anatomical detail that was aimed at examining the effect of diabetes on 
the mechanics of the foot during stance phase. That model was based on five planar sagit-
tal cross sections of the foot; bones and cartilage were linear elastic and isotropic, whereas 
the ligaments, fascia, and fat were nonlinear. To simulate diabetic plantar soft tissue, Gefen 
et al.124 used earlier work from his group that applied an indentor during an MRI scan. 
Simulations generated increased stress concentrations beneath the metatarsal heads of the 
diabetic tissue. Recently, an FE foot model developed by Cheng et al.125 has been used to 
study the plantar aponeurosis, Achilles tendon, and the windlass mechanism. Each bone 
in the foot was modeled separately, including cartilage elements between each bone, 67 
foot ligaments, and a complex fan-like structure to represent the plantar aponeurosis; all 
materials except the plantar fascia were linear elastic, homogeneous, and isotropic. They 
found that stress concentrations occurred at the medial calcaneal tubercle, and the medial 
plantar aponeurosis bore more stress than the lateral.

One of the most comprehensive efforts on FE foot modeling is the work of Cheung et al., 
who have modeled the effects of plantar fascia release,126,127 insole design,128,129 stiffer plan-
tar soft tissue,130 Achilles tendon loading,131 sock friction,132 and high heels.133 The model 
anatomy was generated from 2-mm MRI slices of a normal male subject; they included 28 
bones, 72 ligaments, and the plantar fascia, which were all linear elastic, homogeneous, 
and isotropic. The more recent versions of that model included some of the extrinsic mus-
culature as well.129 As a representative finding of one of their studies, the use of an arch 
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support was found to be more effective than insole thickness or stiffness at reducing plan-
tar pressure during simulations of midstance.129

Cavanagh et al. have made extensive progress on their FE foot modeling efforts since 
the mid-1990s. Their earlier work involved a plane strain model of the second metatarsal to 
explore the effect of insole and tissue thickness on plantar pressure.134 More recently, they 
used ultrasound and inverse FE modeling to determine the material properties of the plan-
tar soft tissue135 and developed a library of foam material parameters for use with FE mod-
els.136 They have used a plane strain FE model to conduct a parametric analysis that explored 
insole conformity (flat, half conforming, and full confirming), insole thickness (6.3, 9.5, and 
12.7 mm), and insole material (Poron Cushioning, Microcel Puff Lite, and Microcel Puff), 
determining that conformity was the most important variable.137 A 3D FE model of the first 
ray was also developed and used to explore the effect of material properties, to study hallux 
limitus, and to investigate the effects of the hallux varus angle after surgery for arthrodesis 
of the first ray.138 Finally, they developed a 3D subject-specific FE foot model that was used 
to explore the peak stresses within the tissues beneath the metatarsal heads, demonstrating 
that peak internal stresses were not located in the same region as the peak plantar pressure.139

Over the last few decades, the field of computational foot modeling has made great 
strides in both model complexity and validation and in using these models to address 
clinically relevant issues. The more sophisticated models are able to conduct detailed para-
metric analyses and explore complex parameters that cannot be easily or ethically studied 
on human subjects or cadaveric specimens.

10.4.9 Cadaveric Gait Simulation

Cadaveric gait simulators are an alternative way to investigate foot structure and function. 
The first and most widely published dynamic cadaveric gait simulator was developed by 
Sharkey et al.140 and has been used to address many biomechanical questions.141–146 The 
most recent version of the simulator consists of the foot and surrogate tibia, the ground 
(force plate and pedobarograph in series), an aluminum housing frame, and a carriage 
attached to the proximal tibia. To simulate gait, the carriage is pulled anteriorly on a linear 
bearing, while two additional motors adjust the superior/inferior translation and the tibial 
sagittal plane angle. Linear stepper motors connected to tendons via freeze clamps supply 
respective muscle forces. During gait simulation, the foot is completely unconstrained. 
Transverse plane tibial motion could be unconstrained but is typically fixed through the 
use of a locking mechanism. Coronal plane rotation of the tibia is not allowed. Control of 
the vertical ground reaction force (vGRF) is performed though repeated trial and error 
adjustments; between simulations, the tibia can shift superiorly or inferiorly, or muscle 
forces can be adjusted to alter the ground reaction force. The velocity of simulation is 
scaled to 1/20th that of physiological gait.

The universal musculoskeletal simulator (UMS), developed at the Cleveland Clinic, is 
unique from other gait simulators in that it was designed as a general purpose tool with 
the ability to simulate the kinematics and kinetics of a variety of joints. The UMS consists 
of a force plate articulated by a 6 DOF parallel robot and five tendon actuators. Relative 
tibial kinematics were prescribed by mounting the tibia in a device and registering it to the 
UMS with a microscribe 3D digitizer, and then moving a mobile force plate to recreate the 
tibia to ground kinematics. The programmability of the robot allows the tibia kinematics 
to vary between simulation trials and studies. The vGRF is controlled with a manual itera-
tive optimization routine using a manual vGRF feedback control method. This group has 
reported the design of the system, provided component and system-level validated results, 
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and demonstrated the system’s ability to study the knee and ankle joint.147 Gait simulations 
have been performed in 3.2 seconds at 66.7% body weight with eight control and eight 
diabetic cadaveric specimens to study the effects of diabetes on midfoot joint pressures.148 
The UMS has also been used as a simple mechanical testing device to characterize the 
mechanical response of the foot to aid in the development of computation foot models.149

Gait simulators have also been developed by several other research teams.150–153 Most 
recently, the robotic gait simulator (RGS) has been developed by researchers at the VA 
Puget Sound and the University of Washington (Figure 10.11). The RGS consists of a 6 DOF 
parallel robot mounted with a force plate and a pressure plate, nine tendon actuators in 
series with nine load cells, a retroreflective motion analysis system, and a real-time PXI 
controller. The RGS is unique in its automated fuzzy logic vGRF controller,154 and it has 
been used to study prosthetic feet,155 flatfeet,156 the effect of great toe fusion angle,157 and 
foot bone kinematics.18

For certain applications, such as, simulating variations of a surgical procedure on the 
same foot, human test subjects are impractical or unethical, and computational models 
are difficult to evaluate. As such, cadaveric gait simulators are excellent tools for studying 
these problems, provided their kinetics and kinematics are sufficiently validated.

10.5 Summary and Future Perspectives

This chapter has reviewed the relevant anatomy of the three major joints of the lower 
extremity (hip, knee, and ankle) and included some of the smaller (i.e., foot) joints as well. 
The relevant osseous structures have been reviewed, and the important muscles and 
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FIGURE 10.11
RGS schematic with (a) surrounding frame, (b, inset) parallel robot motors, (c) force plate, (d) cadaveric foot, 
(e, main image and inset) mobile platform, (f) tibia mounting frame, (g) tendon actuation system, and (h) motion 
analysis system.
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ligaments have been highlighted. In addition, some of the highly specialized anatomy 
has also been described. An overview of the structure and function of the lower extrem-
ity has also been provided, again emphasizing the hip, knee, and ankle, while also going 
into greater detail at the foot. Lastly, we have reviewed a broad scope of topics related to 
locomotion biomechanics, beginning with a description of how humans walk and then 
including many specialized topics, such as joint-specific modeling or methods for track-
ing foot bone motion. Moving forward, there are numerous topics that could have been 
discussed in this chapter and will likely gain importance in the field over time. These 
include the following areas (in no particular order): markerless motion capture, patient 
(and joint-specific) forward and inverse dynamic analyses, multiscale modeling, greatly 
improved accuracy and efficiency for computational modeling, dynamic imaging, better 
understanding of neural control mechanisms, and lower extremity prosthetic research.
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Musculoskeletal Cell Mechanics

Shyni Varghese and Adam J. Engler

11.1 Introduction

Musculoskeletal mechanics occur over many length scales, from macroscopic muscle 
extension and weight-bearing bone compression to microscopic muscle fibers, down to 
the cytoskeleton that supports the bone cell structure and facilitates muscle cell contrac-
tion. At each length scale, the surrounding environment can play a critical role in modu-
lating the mechanical behavior; this is especially true at the cellular and the subcellular 
length scales wherein the intrinsic properties of the environment, that is, composition, 
structure, and elasticity of adjacent extracellular proteins, can modulate cell behavior and 
the transduction of their signals. Passive properties “felt” by cells via actomyosin contrac-
tions occur using many varied mechanisms and invoke a wide range of cell responses, that 
is, the induction of gene expression through calcification. This area has been a significant 
focus of research in musculoskeletal cell mechanics over the past decade. However, the 
inverse case in which solid and shear stresses are actively applied to these systems has 
also been a source of much enthusiasm. To appreciate the breadth of the understanding 
of musculoskeletal cell mechanics as well as the open questions in the field, this chapter 
provides an introductory review of musculoskeletal structures, followed by a presentation 
of the recent literature on mechanotransduction, for both bone and muscle.
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11.2 Bone Structure and Composition

Bone is a highly vascularized, dynamic, and responsive tissue with functions ranging 
from structural support to the protection of vital organs and even serving as a reservoir 
of minerals in the body. The adult human skeleton contains 206 bones that are generally 
divided into five categories based on their shape, which is roughly determined by their 
anatomical location(s).1 These categories are broken down into long bones, short bones, 
flat bones, irregular bones, and sesamoid bones. Long and short bones are associated with 
movement; femur and cuneiform bones are examples of long and short bones, respectively. 
Flat bones typically function to protect vital organs (i.e., scapula, ribs), whereas sesamoid 
bones are embedded in tendons and ligaments (i.e., the patella).

From a structural perspective, bone is a biphasic composite structure containing 
organic and inorganic phases. The organic phase (also referred to as osteoid) is com-
posed primarily of type I collagen, noncollagenous proteins (such as osteocalcin and 
bone sialoprotein), proteoglycans, and other organic structural components.2 The min-
eralized phase is composed of calcium phosphate that has been described as poorly 
to semicrystalline. Although bone mineral has several similarities to hydroxyapatite,3 
Raman analyses suggest that there are several compositional differences between bone 
mineral and hydroxyapatite, as evidenced by the replacement of hydroxyl groups with 
carbonate groups.4 Bone mineral is present in the form of mineralized fibrils of colla-
gen within the osteoid. The composite structure provides bone with its strength and 
load-bearing capacity, with Young’s moduli ranging from approximately 10 to 15 GPa 
for trabecular bone and 19 to 21 GPa for cortical bone.5 The mineralized phase provides 
stiffness, whereas the protein phase allows bone to resist tension while reducing brittle-
ness to some extent.2

Osteoblasts and osteoclasts are involved in the formation, maintenance, and turnover 
of bone. Osteoblasts are mononuclear cells of mesenchymal origin, whereas osteoclasts 
are multinucleated cells of hematopoietic origin.6 Osteoblasts are formed through the dif-
ferentiation of pre-osteoblasts, which are, in turn, formed by the differentiation of multi-
potent mesenchymal progenitors. These cells have limited mitotic activity and are chiefly 
responsible for the production of bone matrix and deposition. In doing so, they contribute 
to osteoid formation, which subsequently undergoes mineralization. When osteoblasts 
become trapped in a matrix, they terminally differentiate into mature bone cells, known 
as osteocytes. Osteocytes reside in empty spaces within bone called lacunae and are 
characterized by the presence of cytoplasmic extensions that reside in canals known as 
canaliculi. They are also capable of bone resorption to a limited degree, in what is known 
as osteocytic osteolysis.7 However, the main contributors to bone resorption are osteo-
clasts. They are characterized by their large size (~40 μm) and the presence of vacuoles 
containing tartrate-resistant acid phosphatases. The osteoclast-mediated bone resorp-
tion releases calcium and phosphate ions into extracellular fluid. Osteoclast-mediated 
bone resorption and osteoblast-mediated bone formation form the basis of bone remod-
eling, a factor contributing to skeletal homeostasis.8,9 Frostian modeling and remodel-
ing concepts proposed by Frost described the distinct mechanisms by which osteoblasts 
and osteoclasts contribute to the development of skeletal tissue and how physiological 
changes such as aging contribute to this process. A detailed description of how mechani-
cal stresses contribute to bone remodeling/bone homeostasis is discussed later in this 
chapter.
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Bone is a highly complex tissue with various levels of hierarchical organization rang-
ing from the nanoscale to the macroscale. The first level of hierarchy involves molecular 
components of bone tissue such as collagen molecules, inorganic minerals, and water. The 
higher levels of organization involve multiple components and the macroscopic architec-
ture of bone. The hierarchical structure of bone gives it repetitive load-bearing ability, 
heterogeneous and anisotropic mechanical properties, viscoelasticity, resistance to crack 
propagation, nutritional supply and fluid flow, and functional properties such as func-
tional adaptation with respect to the mechanical environment. Mechanical loading is 
vitally important to bone formation, normal growth, architecture, tissue homeostasis, and 
fracture healing. Bone formation and remodeling are well known to be influenced by a 
highly active mechanical environment (Figure 11.1). Physiological loading such as intersti-
tial fluid flow, hydrostatic pressure, compression, and strains associated with bending and 
stretching provides various types of mechanical cues to bone tissues (Figure 11.1).10–12

11.3 Mechanical Environment and Bone Architecture

The profound influence of the mechanical and physiological environment on bone tis-
sue was speculated for centuries based on observations made by Galileo and da Vinci. 
Galileo’s observations suggest a relationship between bone architecture and the size and 
shape of the species (Figure 11.2), whereas da Vinci’s observations indicate a relationship 
between mechanical properties and their volume.13

The complex structure of bone is optimized to withstand active mechanical loading. 
The ability of bone tissues to change their shape, microstructure, and bulk density in 
response to the local mechanical and physical environment has led to various types of 
bone tissues depending on their anatomic locations and functional demands. The ability 
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FIGURE 11.1
Schematic showing the various types of bone cells and their role in mechanosensing and bone remodeling.
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of bone tissue to respond to mechanical stresses and change their morphology accord-
ingly was expressed qualitatively by Roux in 1881 and mathematically by Julius Wolff in 
1892.14 These theories state that when bone is placed under increased mechanical loading, 
it undergoes remodeling to improve its strength to resist that loading. Wolff’s law further 
states that trabecular bone is the first to respond to mechanical stress by rearrangement 
of the trabeculae, followed by changes in cortical bone. The concept of load-induced bone 
remodeling provides a mechanistic insight into why bone tissues have different architec-
tures and densities depending on their anatomic locations. The ability of bones to adapt 
to changes in mechanical loading is evident from several real-world observations, such as 
the different bone densities between the throwing arm and racquet-holding arm of tennis 
players.15 Just as an active mechanical environment can contribute to the strengthening of 
bone, the disuse of bone tissue, such as in microgravity or during inactivity, leads to the 
loss of bone mass.16 Although the ability of bone to adapt to the mechanical environment 
is well established, the mathematical expression of Wolff’s law is not sufficient to represent 
the complex changes in bone tissue with altered mechanical loading. Recently, the more 
general term of “bone functional adaptation” has gained popularity for describing the 
architectural and functional changes in bone due to mechanical stresses.14 According to 
this new terminology, increased strains and loading lead to increased bone matrix deposi-
tion. The premise of “bone functional adaptation” is that the tissue strives to maintain an 
equilibrium level of strain. Increased strain on the bone promotes bone deposition, which, 
in turn, makes the tissue stronger and decreases the perceived strain to the equilibrium 
level. Decreased application of strain conversely leads to increased bone resorption and 
thereby weakens the bone, increasing the perceived strain to the equilibrium level.14

The mechanical loading-induced architectural changes in bone ensure that the bone 
tissues placed at each location throughout the mammalian skeleton have the optimal 
structure and mechanics to withstand location-specific functional load bearing without 
damage. This means that higher bone formation is achieved where the mechanical stress 
on the bone tissue is greatest. Such stress-sensitive strengthening of bone tissue reduces 
stress hotspots within bones that could lead to their structural failure. Thus, bone tissues 
also follow the principles of optimum structural design, that is, they are mechanically 
efficient in terms of strength-to-weight ratio.

FIGURE 11.2
Galileo’s illustration, depicting a pattern between bone structure and anatomical shape. (Reproduced from 
Martin, R.B., J. Musculoskelet. Neuronal. Interact., 7(1), 48, 2007.)



305Musculoskeletal Cell Mechanics

In a matured skeleton, the process by which bone tissue adapts is termed “remodeling” 
and is governed mainly through specific biomechanical cues. Bone remodeling, which 
involves the antagonistic and sequential activities of bone resorption and bone formation, 
is fundamental to bone homeostasis. It is also a self-repairing process that is used to repair 
the microfractures and damaged/old bone layers. According to Weibull’s theory, bone 
remodeling–mediated changes in bone volume reduce the structural flaw–mediated fail-
ure of bone tissues.13 In this way, bone remodeling controls both bone density and fatigue 
damage that occurs routinely because of the high strains experienced by bone in stress-
prone regions.13,17 As discussed previously, the cell populations involved in this process 
are osteoblasts and osteoclasts. These cell types work as a synchronized team called the 
basic multicellular unit.18 Studies have indicated that during remodeling, the new bone is 
aligned along the dominant local loading direction, suggesting the role of local mechani-
cal stress on bone modeling.19 The relationship between bone modeling, remodeling, and 
the mechanical environment is postulated by Frost20 in his mechanostat theory. Beyond 
demonstrating the role of mechanical stresses on bone modeling and remodeling, Frostian 
theory describes the window of physiological mechanical stress that is palatable for main-
taining bone homeostasis. It is also important to note that the adaptive response of bone 
differs for static and dynamic mechanical cues. Lanyon and Rubin21 demonstrated that an 
avian ulna subjected to static mechanical loading did not undergo any changes in bone 
remodeling, whereas an avian ulna subjected to intermittent loading showed substantial 
changes in remodeling, despite the fact that both static and mechanical loads were deemed 
sufficient to produce strains in the functional dynamic strain range.

The various factors affecting bone remodeling can be briefly stated through three rules, 
as summarized by Turner:22 (1) bone remodeling is dependent on dynamic cues, more so 
than static cues; (2) adaptation of bone can be achieved with even brief mechanical stimu-
lation; and (3) bone cells, which are responsible for translating mechanical cues into an 
adaptive tissue response, become accustomed to loading environments and thereby are 
less responsive to routine loading.

The mechanical environment of the site of healing plays an important role in the repair 
of bone fractures. A number of mechanical factors ranging from the fracture geometry to 
the gap to fixation play an important role in bone repair. It is well known that fractures 
with smaller gaps heal faster compared with fractures with larger gaps.23 Fixation of the 
injured site also has a significant effect on the healing process. For instance, rigid fixation 
limits callus formation due to minimized interfragmentary motion of the impaired tis-
sue, whereas a flexible fixation, which permits interfragmentary movement of the tissues, 
improves the healing process by enhancing the callus formation.24 It is also important to 
note that an unstable fixation can prevent healing. Larsson et al.25 have shown that both 
the amount and direction of local interfragmentary movement affect the healing process, 
with moderate axial interfragmentary movement enhancing the rate of healing and frac-
ture repair.

Although most of the early work on bone mechanobiology concentrated on organ-level 
analysis,26 modern mechanobiology has elucidated the various cellular and molecular 
mechanisms that explain how differences in the mechanical loading on bone can be trans-
lated at the tissue level into the subsequent remodeling of bone (Figure 11.3). Insights into 
this field have substantially improved our understanding of mechanotransduction in 
bone, especially on the contributions of the various cell types in bone, and are discussed 
in the subsequent sections of this chapter.
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11.4 Bone Mechanotransduction at the Cellular Level

Unlike soft tissues such as cartilage and tendon, the matrix stiffness (i.e., elastic modulus) 
of bone tissue is much higher, making the strain generated in bone tissue far less. For 
instance, even during substantial load bearing, values of mechanical strain in bone are 
often in the range of 0.1% to 0.5%;27 the remarkable effect of such small strains on bone 
tissue suggests the central role that cells play on mechanosensing-mediated changes of 
bone tissue. Although the ability of different types of bone cells to respond to mechanical 
stimuli has been very well established, it is hard to identify the critical cell type that is 
responsible for orchestrating the response of mechanical signals.

The role of osteocytes on mechanosensing has been established over the years. 
Osteocytes, having long cytoplasmic extensions, form the majority of the cells in bone and 
play a major role in mechanotransduction.28 Application of mechanical strain has been 
shown to change cell shape as well as the orientation and distribution of actin and paxillin 
in mouse tibial and calvarial osteocytes, indicating the ability of osteocytes to respond to 
both loading and strain.29,30 Mechanical strain has been found to increase the activity of 
glucose-6 phosphate dehydrogenase and leads to earlier expression of c-fos in osteocytes 
in vivo.31 Interestingly, c-fos has been implicated as a key regulator of osteoclastogenesis;32 
although this may suggest the somewhat counterintuitive statement that increases in load-
ing could support bone resorption through increased osteoclast activity, there is direct 
evidence showing that mechanical loading inhibits osteoclastogenesis by osteocytes.33

Several studies have elucidated a number of methods in which bone cells may sense and 
transmit mechanical cues. One such mechanical response is the influx of Ca2+ via mechan-
ically stimulated ion channels in bone cells.34 The role of calcium is particularly important 

Osteocyte

Paracrine signaling
molecules mediating

osteoblast and osteoclast
activity

Cilia-
detected fluid

shear Mechanical
strain

Intercellular
response to
mechanical

cues

FIGURE 11.3
Schematic showing the various mechanisms through which osteocytes and osteoblasts function as the chief 
mechanosensors in bone tissue.
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because higher intracellular calcium is vital for nitrous oxide synthase, which is required 
to synthesize nitrous oxide, an important signaling molecule in bone.

Previous studies have demonstrated that the application of loading to bone stimulates 
fluid flow through lacunae containing osteocytes and through canaliculi away from the 
loaded region. This is due to a slight decrease in lacunae size in the loaded region, forcing 
fluid through the Haversian network; this fluid flow could stimulate synthetic activity and 
inhibits resorptive activity in bone. Indeed, Klein-Nulend et al.35 found evidence that, in 
vitro, only osteocytes (and not osteoblasts) responded to pulsatile fluid flow through the 
release of prostaglandin E2 and suggested that osteocytes played a major role in sensing 
mechanical cues. Osteocytes have also been reported to distinguish between mechanical 
strain and fluid flow in response to pulsating fluid flow, primary human bone cells pro-
duced both nitrous oxide and prostaglandin E2, whereas cyclic strain was found to only 
increase nitrous oxide (NO) production.36 The vital role of osteocytes in mechanosensing 
has also been underscored through the demonstrated lack of unloading-stimulated bone 
loss due to specific osteocyte ablation in a transgenic mouse model.37

There are several potential mechanisms as to how osteocytes could detect this fluid 
shear. One such mechanism, outlined by Cowin and Weinbaum,27 is shear-induced strain 
on the osteocyte glycocalyx. Fluid flow induced by loading is expected to apply strain to 
the osteocyte membrane, which could be translated to intracellular responses via integrin– 
cytoskeleton complexes in the osteocyte glycocalyx. Further evidence that fluid flow plays 
a major role in mechanotransduction in bone is provided by the fact that higher expres-
sions of osteopontin were induced in osteoblasts (MC3T3-E1 cells) by fluid shear but not 
by mechanical strain, suggesting that fluid shear promotes higher osteogenic activity.38 
Recently, Burra et al.39 have demonstrated the role of cell–cell interactions in osteocyte-
mediated mechanotransduction. Their study demonstrated the opening of hemichannels 
(specifically, 43 connexin) in response to mechanical loading. Interestingly, it showed that 
disruption of the glycocalyx was sufficient to affect hemichannel opening on the cell body 
in response to mechanical cues. In this way, this study underscored the importance of the 
glycocalyx of the cytoplasmic extension in mechanotransduction, as well as the role of 
integrins located on the glycocalyx in transmitting mechanical cues from bone. Further 
emphasizing the role of cytoplasmic extensions in mechanosensing, mechanical stimula-
tion of both the cell body as well as the cytoplasmic extensions was found to stimulate 
intracellular NO production in single osteocytes.40 Single osteocytes were also found to 
communicate with other osteocytes independent of these cytoplasmic extensions. Instead, 
it is likely that the osteocytes communicated through cell-secreted soluble factors. This 
suggests that the primary function of these extensions may be mechanosensing rather 
than cell–cell communication.

Recently, the role of primary cilia in sensing load-induced shear flow in bone cells 
has been elucidated. The role of primary cilia in mechanotransduction in bone cells has 
recently been probed, specifically in MC3T3-E1 osteoblasts and MLO-Y4 osteocytes.41 The 
authors found that these cells possessed primary cilia that projected above the cell, and 
that these cilia were deflected when the cells were exposed to fluid flow. Additionally, the 
authors also noted that in contrast with previous theories regarding mechanotransduction 
in bone cells, the cilia-mediated intracellular responses were independent of Ca2+ flux and 
stretch-activated ion channels (Figure 11.4).

It has been proposed that in response to fluid flow, osteocytes regulate bone synthesis 
and resorption via the stimulation of osteoblasts and osteoclasts, respectively. When sub-
jected to pulsatile fluid flow, osteocytes have been demonstrated to promote the differen-
tiation of osteoblasts while inhibiting their proliferation via soluble cues, such as nitrous 
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oxide.42 A study by Taylor et al.43 suggests that gap junctions also play a major role in the 
translation of mechanical signals perceived by osteocytes into an osteoblastic response 
using an osteocyte–osteoblast coculture system. This study showed that osteocytes sub-
jected to shear flow were able to induce an increase in alkaline phosphatase activity in 
osteoblasts shielded from the shear flow, and that physical contact between osteoblasts 
and osteocytes was required for this response. It must be noted that these are in vitro stud-
ies using different osteocyte and osteoblast cell lines, and that the interaction between 
these cells in vivo is likely a combination of soluble cues and gap junctions.

Two important signaling molecules related to the regulation of bone remodeling by 
osteocytes and osteoblasts are the receptor activator of nuclear factor-κB ligand (RANKL) 
and osteoprogenerin (OPG), which promote and inhibit osteoclastogenesis, respectively, 
and have been implicated in the response of bone stromal cells to shear flow (Figure 11.3).44 
You et al.33 have reported the ability of osteocytes to induce osteoclast formation in the 
absence of loading and to inhibit osteoclastogenesis in response to mechanical loading 
through a RANKL/OPG-mediated mechanism. MLO-Y4 osteocytes promoted the for-
mation of osteoclasts from RAW264.7 osteoclast precursors in an in vitro coculture sys-
tem. However, when the osteocytes were subjected to oscillatory fluid flow, their ability 
to support osteoclast formation was significantly diminished. Application of fluid flow 
was found to decrease the expression of RANKL in relation to OPG; because RANKL can 
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Role of primary cilia in mechanosensing. (a) Movement of cilia in response to fluid flow (arrow indicates cilia). 
(b) Effects of various treatments designed to knock out the cilia-mediated response to fluid flow, on gene expres-
sion in MC3T3-E1 osteoblasts and MLO-Y4 osteocytes. Chloral hydrate treatment or deletion of the protein 
Polaris via small interfering RNA can be used to dissemble primary cilia. Osteopontin (OPN), cyclooxygen-
ase-2, and prostaglandin E2 are all mature, mechanosensitive proteins, and their primary cilia-dependent 
upregulation with flow is shown here. (Adapted from Malone, A.M.D. et al., Proc. Natl. Acad. Sci. U.S.A., 104(33), 
13325–13330, 2007.)
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promote the formation of osteoclasts, this is a potential mechanism through which osteo-
cytes could indirectly regulate bone resorption in response to fluid shear. Additionally, 
conditioned medium obtained from osteocytes subjected to fluid shear was found to 
inhibit osteoclast formation, even in conditions known to support it. Indeed, conditioned 
medium from flow-subjected osteocytes was found to contain increased levels of OPG (an 
inhibitor of osteoclastogenesis) and decreased levels of RANKL (a promoter of osteoclas-
togenesis); this demonstrated the ability of osteocytes subjected to fluid flow to inhibit 
osteoclast activity. Mechanical loading has also been shown to reduce RANKL expression 
in bone stromal cells, which could thereby decrease osteoclast activity.45 This study also 
showed that application of strain led to the activation of extracellular receptor kinase 1/2 
and N-terminal Jun kinase; given the important role of these kinases in cellular mechano-
regulation, it is clear that the application of strain plays a key role in mechanoregulation.

Osteoclasts are large, multinucleated cells and are chiefly responsible for resorption of 
bone matrix through the secretion of enzymes such as tartrate-resistance acid phosphatase 
(TRAP).46 Interestingly, in a study by Kurata et al.,47 osteoclasts have also been shown to 
respond directly to mechanical stimulus. Their study showed that isolated rabbit osteo-
clasts subjected to mechanical strain had upregulated osteoclast marker enzymes, TRAP, 
and cathepsin K, which are all major markers of osteoclast activity. Mechanically strained 
osteoclasts also showed increased resorptive activity on their ivory substrate; this sug-
gests that mechanical strain promotes increased resorption of osteoclasts in the absence 
of signals from osteoblasts. Although increased resorption in response to mechanical 
strain may seem somewhat counterintuitive, it is important to note that osteoblasts and 
osteocytes have been shown to inhibit osteoclast maturation in response to mechanical 
stress, as previously mentioned. Moreover, stretching of isolated chicken osteoclasts has 
been reported to lead to increases in intracellular Ca2+ levels via a calcium-conducting ion 
channel.48 The authors of this study speculate that this could be a pathway through which 
mechanical cues regulate osteoclastic activities, as increases in Ca2+ have been shown to 
lead to a decrease in adhesion molecules and resorptive activity of osteoclasts.49,50

An argument against the proposed mode of mechanosensing by osteocytes, however, is 
that strains predicted in bone are believed to be too small to produce a significant intracel-
lular response in osteocytes. To this end, several studies have investigated strain amplifi-
cation mechanisms in these cells. A model developed by Han et al.51 suggests that flexural 
rigidity of molecules responsible for tethering the cytoplasmic extensions to the canalicular 
wall transmits hoop tension to the core actin bundle and plays a role in strain amplification 
in osteocytes. More recently, models have also been developed to study the flow-induced 
response. Wang et al.52 have developed a theoretical model of osteocyte mechanosensing; 
according to their model, cytoplasmic extensions serve to amplify mechanical signals as 
a result of flow through canaliculi via activity of αvβ3 integrin, suggesting that cell–extra-
cellular matrix (ECM) interaction could also play a role in the sensing of mechanical cues 
by these cells. These various models have provided valuable insights into the abilities of 
osteocytes to sense even the minute strains within bone.

11.5 Muscle Origin, Classification, Composition, and Architecture

Like bone, muscle is a highly dynamic, vascularized tissue with extremely complex mac-
romolecular and micromolecular organization. Derived from the mesodermal germ layer, 
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muscle is most commonly recognized as being responsible for vertebrate locomotion. 
Actually, muscle is a tissue that takes many forms, that is, skeletal, cardiac, and smooth. 
The first two muscle types are well known, whereas smooth muscle forms a contractile 
layer within many smaller blood vessels. Each muscle type has unique functions, but a 
more common denominator for muscle is that, regardless of its specialization, all muscle 
types undergo contraction. Muscle is also not strictly the domain of vertebrates either; 
many invertebrates, most notably Drosophila and C. elegans, lack a calcified skeletal struc-
ture but still have muscle to move body segments, wings, legs, etc.53 For all of its differ-
ences, as a basic feature of all muscle regardless of origin, muscle cells contain actin and 
myosin arranged in register with one another. This is the first part of a highly organized 
cytoskeletal architecture, which differs greatly from bone and the previous discussion. In 
this section, muscle cell architecture and composition are discussed and then related to 
mechanotransduction in the next section.

Muscle actin and myosin form thin and thick filaments, respectively, so that the head 
domains on myosin can bind to actin filaments, produce a conformational change on ade-
nosine triphosphate (ATP) hydrolysis, and propel the protein forward relative to actin. The 
actomyosin structure is stabilized by several key proteins (Figure 11.5a, top): tropomyosin 
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FIGURE 11.5
(See color insert.) Sarcomere: the contractile “force” behind muscle. (a) Sarcomere is complex structure com-
posed of repeating units of actin- and myosin-containing filaments (thin and thick, respectively) that are bound 
by Z-lines. Actin and myosin slide against one another to generate contractions. (b) Sarcomere assembly model. 
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regulates where the myosin head binds on thin filaments, tropomodulin caps these thin 
filaments, and titin sets the length between and anchors thick filaments to Z-lines, which 
are a collection of aligned cross-linking proteins that link thin and thick filaments together. 
Together, these proteins make up a repeating unit known as the sarcomere. Sarcomeres 
have been classically observed in electron micrographs as having electron dense and light 
regions that correspond to Z-lines and myosin tail regions (M-line), respectively. Regional 
differences in density have been given names including A-bands and I-bands. Sarcomeric 
structure is maintained in both skeletal and cardiac muscle, although smooth muscle lacks 
the highly ordered nature of sarcomeres, opting for a more diffusely arranged actomyosin 
contractile apparatus.54

During development, dramatic changes occur as the sarcomere assembles (see Figure 
11.5b). Initially actomyosin structures are exceedingly small, less organized, localized at 
perimembranous regions, and referred to as “premyofibrils”.55,56 They are composed of 
nonmuscle myosin type II (NMMII), which pulls on actin filaments to form these ini-
tial contractile elements, which are held together by a small amount of α-actinin termed 
“Z-bodies.” As contraction begins, elongated muscle cell shape and polarized forces align 
adjacent fibrils57–60 and cells as they “feel” each other.61 This allows room for thin and 
thick filament elongation, that is, the addition of actin monomers to the ends of thin fila-
ments permits its extension. Myofibrils with longer thin filaments can generate more force 
and thus are recruited to the central axis of the cell, becoming part of nascent myofi-
brils. At the same time, nascent myofibrils begin to recruit proteins such as muscle myo-
sin type II (MMII), titin to thick filaments and zeugmatin, muscle LIM protein (MLP), 
α-actinin–associated LIM protein, cypher, myopodin, and additional α-actinin to the 
ends of filaments.55,62 During this process, titin and actin capture muscle myosin type II 
and substitute thick filaments containing MMII for those that contain immature NMMII, 
which may then be recycled back to perimembranous regions of the muscle cell. Proteins 
associated with filament ends (i.e., those listed above and others) also begin to coalesce 
to form Z-lines from the immature Z-bodies. However, the transition to fully matured 
fibrils occurs only after two key changes are made: (1) cross-linking proteins fuse Z-lines, 
forming laterally clustered structures up to ~160 nm,63 and (2) titin sets the sarcomere 
length and positions thick filaments by aligning its C-terminus with M-lines.64 The reason 
for setting sarcomere length so late in assembly is twofold: first, titin expression is highly 
regulated due to its large size and the amount of processing it undergoes.55,60,65 Second, it 
ensures that the thin and thick filaments are fully assembled and in place before adjust-
ing their relative locations to one another.55,65 Sarcomere spacing thus becomes another 
hallmark of this process with a gradual transition from fibers with short periodicity of less 
than 1 μm to fibers with 2-μm spacing.55,56,58,60 Maximum actomyosin binding and peak 
contractile velocity occur at this sarcomere length and can be determined by measuring 
contractile velocity for a range of externally applied forces and isometric muscle lengths66; 
this is the essence of the Frank–Starling law,67 which essentially states that myocardial 
stretch increases its contractility (up to optimal spacing at which point velocity decreases). 
The sarcomere is attached to the extracellular space, and so can transduce contractions, 
via the intermediate filament (IF) protein desmin and costameres, a complex, muscle-
specific adhesion system that primarily links muscle to laminin and collagen.62 Although 
much of the biological organization of this linkage is beyond the scope of this chapter, we 
will revisit this structure to some degree when discussing muscle mechanotransduction 
in the next section.

As with bone, muscle is extremely dynamic. One need only to have had their arm in a 
cast for several weeks to appreciate that muscle disuse can lead to atrophy. This analogy is 
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perhaps useful when applied to sarcomere structure as well. Although they may seem to 
be very static and well defined in this myofibrillogenesis model, recent data suggest that 
sarcomeres are much more dynamic than previously thought.62 For example, titin has been 
shown to have largely unrestricted movement within and between sarcomeres unless there 
is sufficient calcium load and force to sequester it within a given sarcomere.68 Moreover, 
assembly duration can be influenced by the surrounding environment; for example, as the 
matrix stiffens with time, it is matched by increasing force generation, permitting labile 
structures to fuse or even generate, as is the case with precardiac mesoderm.69 Muscle 
remodeling and stiffening continue in cardiomyocytes through neonatal stages, likely 
affecting myofibrillogenesis.70 Higher muscle stiffness in digital flexor tendons has even 
been associated with precise muscle control.71

Muscle organization above the length of the sarcomere is extremely hierarchical, well 
established, and dependent on muscle type. For skeletal muscle, cells fuse together to form 
muscle fibers, which are bundled into fascicles, and ultimately arranged into the muscle 
itself. At this larger length scale, there are still appreciable molecular connections. Fibers 
are labeled as “slow” (type I) or “fast” (type II) depending on their myoglobin content, 
ATP source (oxidative metabolism or glycolysis, respectively), and the specific isoform of 
myosin heavy chain that they use.72 Cardiac muscle fibers are much like slow skeletal 
muscle fibers because cardiac fibers have significant myoglobin and use aerobic respira-
tion. On the other hand, these cells do not fuse into long, multinucleated fibers but rather 
are connected together by a class of adhesive structures called intercalated discs. These 
structures electrically connect the myocytes into a syncytium by allowing the spread of 
action potentials (gap junctions) and are responsible for transducing forces during myo-
cardial contraction (desmosomes).73 Although the molecular details of these structures are 
not the focus here, the discussion of their role in force transduction will be pursued in the 
following section.

11.6 Mechanisms to Transduce Mechanically Induced Muscle Signals

Because myocytes use these elaborate sarcomeres to contract, they must send both bio-
chemical and mechanical signals to their nuclei and surroundings to indicate what the 
contractile state of the sarcomere is. Although both sets of signals originate from essen-
tially the same structures, myocytes have evolved a unique and completely separate set 
of protein cascades to accomplish these tasks. The former involves a series of phospho-
proteins and enzymes that translocate to inform the cell of contraction or to regulate it, 
whereas the latter, mechanical transduction of force, involves even more complex cytoskel-
etal structures called costameres, the dystroglycan complex (DGC), and the ECM. Cells 
have both mechanisms in place with disparate functions, but both contain redundant sig-
naling pathways ubiquitous to all adherent cells. Here, the transduction signaling systems 
are detailed, and we provide an interpretation of the mechanism(s) behind them.

11.6.1 Intracellular Biochemical Signaling

Many sarcomere-based biochemical signals originate at highly cross-linked regions, that 
is, the M-line, Z-line, etc., via translocation or phosphorylation of sarcomeric-associated 
proteins, although other less cross-linked sarcomeric regions certainly provide some 
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exceptions to this rule.62 In fact, several widely studied human myopathies (e.g., familial 
hypertrophic cardiomyopathy) are caused by sarcomeric-associated protein mutations,74 
which can impair the propagation of relevant biochemical signals, indicating contrac-
tion. Yet, even understanding normal protein function has given significant mechanistic 
insight into these diseases. MLP is an excellent example of a stretch-induced biochemical 
signaling protein at the Z-line75 where its absence causes a dilated cardiomyopathy.76,77 It 
binds at the α-actinin–actin interface,78 which enables it to span adjacent thin filaments, 
but more importantly, it also contains a series of binding sites that may act to initiate sig-
naling cascades.62,79 Its absence normally causes cardiomyocytes to have assembly defects 
in costameres and intercalated discs, which impairs force transduction,80 while also caus-
ing muscle to have higher passive stiffness.81 As a signaling molecule itself, stretch from 
chronic pressure overload causes nuclear translocation,82,83 preventing it from signaling to 
nebulin-related anchoring protein, zyxin, and others and encouraging sarcomere instabil-
ity79,80 while promoting a yet to be determined nuclear function. On the other hand, some 
sarcomere-based signaling proteins altered in myopathies cannot be examined in such a 
manner. For example, forms of limb-girdle muscular dystrophy have a missense muta-
tion in the immunoglobulin repeat protein myotilin, a protein that stabilizes Z-lines.84 
Mechanistic study of this protein, however, has shown that its deletion does not signifi-
cantly alter development or sarcomere function, suggesting that its signaling role during 
contraction may be accomplished by other proteins in its absence.85

The M-line is another well-studied biochemical signaling region that can be influenced 
by mechanics. Unlike the Z-line, in which signaling proteins often also have structural 
roles, M-line signaling proteins are more evenly mixed between myosin-associated pro-
teins and metabolic enzymes. For instance, a small percentage of muscle creatine kinase 
(MCK) binds to the M-line to replenish the local ATP concentration by transferring the 
N-phosphoryl group from the phosphocreatine to adenosine diphosphate (ADP).86 MCK 
activity has been reported to be significantly greater in stiff muscle compared with compli-
ant muscle,87 but for our discussion here, it is most important to note that MCK-null dia-
phragm myocytes produce 16% less contractile force,88 although due to cycling, complete 
loss of contraction only occurs when all creatine kinases are oblated.89 Other glycolytic 
enzymes, including β-enolase,90 also bind to the M-line, but perhaps one of the clearest 
examples of force-induced activation at the M-line is the C-terminal, titin kinase region of 
titin. This domain interacts with Next to BRCA1 gene 1 protein (NBR1) when it is exposed 
to force,91 which subsequently recruits muscle-specific RING finger 2 (MuRF2) from the 
nucleus to activate a serum response factor signal.92 Similar with these other cascades, titin 
kinase mutation disrupts this pathway and causes myopathies.92

11.6.2 Transducing Forces in Muscle Cells

Direct force transduction is the other principal mechanism by which muscle can provide 
mechanical signals to itself and its neighbors. Unlike bone, muscle does not undergo a 
substantial amount of fluid shear but rather feels and generates significant uniaxial ten-
sion and solid shear from contracting sarcomeres. Because muscle actively generates these 
forces, it has evolved several specific molecular transduction mechanisms, which will be 
reviewed here.

As indicated earlier, sarcomeres generate forces that are physically transduced in muscle 
via a pathway that connects costameres to integral membrane structures to the ECM and, 
ultimately, to an adjacent muscle cell (Figure 11.6). During force transduction, each of these 
structures contains proteins that are compliant and can undergo a conformational change 
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when force is applied, that is, force-induced unfolding.93 This new folded structure may 
then reveal a cryptic binding site, initiating intracellular and intercellular signaling that 
would not otherwise occur. Although all proteins may be subject to this phenomenon to 
a degree, only a subset will actually reveal a binding site. Although we focus on muscle- 
specific occurrences, it is important to note that nonmuscle cells also generate and trans-
duce forces using nonmuscle myosins, that is, stem cells,94,95 and this results in a cellular 
“pre-stress” that is globally balanced so that the cell is in static equilibrium.96 Locally, 
however, force transduction and imbalances are common and, for most cell types, can be 
sensed by proteins that undergo force-induced unfolding. Common examples of this are 
the vinculin-talin complex97,98 and receptor-like tyrosine phosphatases (RPTPs),99 both of 
which are akin to components of the DGC in muscle. With vinculin-talin, forces stretch 
open talin rod domains, exposing docking sites for vinculin, which separates its head 
and tail domains to expose a cryptic binding site.97 Force-dependent focal complexes 
require RPTP-α activation to induce translocation of Src family kinases.99 Further down-
stream, RhoA is required for mechanosensing and tension generation via phosphorylation 
of myosin light chains,95,100 and this signal is then further propagated by Rho effectors 
such as Rho-associated protein kinase95 and mammalian Diaphanous-related formins.94 
Expression of these effectors has been shown to be cell type-specific, with the latter having 
higher expression in muscle.94,101

For muscle-specific mechanisms, this discussion begins by describing the connection 
between sarcomere Z-lines and costameres, which, depending on the costameric complex, 
is generally mediated by IFs (Figure 11.6). Desmin, a muscle-specific IF, links these large 
structures62 and has been used as a marker for differentiation because it is only expressed 
in myocytes maturing toward myotubes.94,102 Because desmin is extremely compliant, it has 
also been shown to be mechanosensitive. Several specific missense mutations can impair 
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desmin function, limit myofibril assembly, and lead to desminopathies that adversely 
affect skeletal and cardiac muscle function.103–105 Eight of these fourteen mutations impair 
filament assembly and might cause local forces to be improperly transduced from sar-
comere to costamere.106 However, evidence shows that some disease-causing mutations, 
that is, DesA360P, DesQ389P, and DesD399Y, are assembly-competent. Despite this, it is 
not certain whether each mutation will give rise to impaired transduction. For example, 
DesA360P has similar tensile properties to normal desmin, but DesQ389P and DesD399Y 
do not have consistent transductive properties.107 Such differences imply that broadly cat-
egorizing mutations by disease phenotype may not be reflective of similar mechanotrans-
ductive mechanisms.

Costameres can broadly be described in muscle as all extracellular adhesive mecha-
nisms.62,98,108 Because some ubiquitous focal adhesion proteins were mentioned earlier 
in this section, we again turn to muscle-specific costamere protein complexes, with key 
exceptions such as vinculin.98 These structures are linked to Z-lines, and, as such, they 
repeat the typical sarcomere striation pattern. Vinculin, being a costamere hallmark, 
was first observed in muscle to also repeat this pattern at the plasma membrane.109 More 
importantly, for our discussion, costameres are classically known not just as physical link-
ers between desmin and the DGC within the plasma membrane but also as force transduc-
ers,110 as has been shown using classic silicone substrates.111 Currently, costameres contain at 
least 23 distinct proteins in two connective complexes outside of the previously mentioned 
vinculin-talin complex, namely, the spectrin-ankyrin and dystrophin complexes.108,112 In 
the former complex, spectrin filaments are anchored to the membrane through ankyrin 
(Figure 11.6b).62,108 Both spectrin113,114 and ankyrin115 have been shown to be very extensible 
and would serve as good force-transducing candidates. They are linked to sarcomeres 
via MLP, which as in Z-lines binds the α-actinin–actin interface.78 Surprisingly enough, 
ankyrins bind to Na+K+ ATPases linking the complex to the plasma membrane, and as 
such, they cannot transmit force to the ECM and adjacent cells.

The third, most well-studied, and perhaps strongest costameric connection is the dys-
trophin-associated protein complex (DAPC).116,117 Dominating the DAPC is the protein 
dystrophin, which connects Z-line α-actinin–bound γ-actin to the DGC and α-syntrophin 
(Figure 11.6c). DAPC shows the same banding patterns and often the same expression 
intensity as all other costameric complexes.118 Frame-shift mutations cause premature 
truncation before the actin-binding regions in dystrophin, and this type of mutation is 
responsible for Becker and Duchenne muscular dystrophies, two of the most common 
dystrophies.62,119–121 A difference in severity between the two dystrophies has to do with 
where the frame-shift and deletion occur, either preserving partial binding or no binding 
at all, respectively; this directly correlates with mechanical function and force transduc-
tion versus healthy muscle.121 Thus, the partial truncation of Becker muscular dystrophy 
is characterized by slow progressive muscle weakening, particularly of the muscles in the 
legs and pelvis due to insufficient production of functional dystrophin. On the other hand, 
Duchenne muscular dystrophy, in which functional dystrophin is produced due to muta-
tion, is far more severe with muscle degeneration and eventually death. In the latter case, 
partial rescue exceeding 20% protein restoration seems to be sufficient to restore force 
transmission, whereas lower expression maintains Becker-like symptoms in a patient.122 
Given its large size, micro-dystrophins containing the actin-binding regions have been 
used and seem to be an effective strategy for restoring the force-transducing capacity of 
the DAPC.123 Aside from dystrophin, syncoilin binds to the desmin IF network to form a 
second linkage in the DAPC.108,116,124 Little is known about this connection other than that 
it is highly upregulated in regenerating muscle,124 suggesting that it might be one of the 
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initial force transducers in muscle. However, it is required neither for force transduction 
nor costamere formation, but to generate maximal isometric force, the desmin-syncoilin 
connectin is required.125

Transduction of these signals to the ECM and adjacent cells terminates with the extra-
cellular connections at the base of costameres, be it integrins or the DGC. There are 
several muscle-specific integrin isoforms, but the most well-studied is the α7β1 heterodi-
mer.126 This transmembrane structure binds to laminin on the extracellular side to link 
the cell to adjacent cells via ECM. Further interactions between laminin and other ECM 
proteins, including collagen, have been well documented.127 α7 and β1 have two and four 
isoforms, respectively, and their expression and localization within myofibers seem to be 
developmentally and functionally regulated.128 β1 integrin is a promiscuous binder and is 
lethal when deleted.127 However, muscle cells will attempt to compensate for α7 deficien-
cies with α5 integrin. This results in a shift to fibronectin binding, as α5 is the primary 
fibronectin matrix binding integrin, and also impairment of force transduction. Due to 
this, a dystrophic-like phenotype develops in α7-deficient muscle.128 Although the specific 
amount of transduction is not clear in normal myocytes, α7β1 overexpression is observed 
in both Duchenne and limb-girdle muscular dystrophy and may partially rescue force 
transduction.126,129 Together, these data implicate α7β1 integrins as important but not criti-
cal transducers given the multiple, redundant pathways present in myocytes. On the other 
hand, the DGC is an exceedingly complex structure consisting of α- and β-dystroglycans, 
which are integral membrane glycoproteins. The former binds to laminin-α2 (merosin) 
to form extracellular connections, whereas the latter associates with dystrophin and sar-
coglycans, another transmembrane protein complex with α, β, γ, and δ subunits (with the 
γ subunit directly interacting with dystrophin). Sarcoglycans, in turn, bind to sarcospan 
to complete the complex.116 A common feature of proteins in this complex is their heavy 
glycosylated state, which changes between different muscles depending on the bind-
ing partners within their ECM130 and has been implicated as another possible source of 
dystrophic-like symptoms.131,132 As with α7β1 integrins, disrupting the DPC link causes a 
dystrophic-like phenotype. Disruption of the direct transductive link from sarcomere to 
ECM by serving the laminin-dystroglycan connection is another congenital dystrophy,133 
but interestingly enough, deletion of a sarcoglycan can actually increase myocyte contrac-
tility.134 Unique links between the sarcoglycan and other costameric proteins, including 
filamin,134,135 give rise to significant debates as to what really is the force transducer or the 
set of transducers, which mechanisms are indispensible, and most importantly, from the 
perspective provided here, how we can accurately determine the biomechanics of this 
transduction.

11.6.3 Biochemical Signaling Meets Force Transduction in the Nucleus

Despite such a forward-looking discussion surrounding the connections from sarco-
mere to costameres to integral protein complexes, and ultimately, the ECM, the mechani-
cal initiation of biochemical signals need not only move toward the extracellular space. 
Although it was not previously introduced, two different families of proteins, the LINK 
and SUN superfamilies,136 have been implicated in providing a physical link between 
the actin cytoskeleton (i.e., sarcomeres) and the nucleus. This may, in part, explain the 
reason why nuclear deformation has been observed in skeletal myoblasts during fusion 
and maturation.137 Transduction via these proteins is then linked to a lamin-rich nuclear 
skeleton. Mutations in lamin A/C cause a variety of muscle diseases including Emery–
Dreifuss muscular dystrophy, dilated cardiomyopathy, and Hutchinson–Gilford progeria 
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syndrome.138 The genetic problems associated with these diseases likely limit the degree 
of nucleocytoskeletal assembly and linkage with the cytoplasmic cytoskeleton, leading to 
increased nuclear deformation and a lack of nuclear factor κB–regulated transcription.139 
Thus, it would seem that the effect of the interaction between the cytoskeleton and nucleus 
on muscle force transduction is still very much an open-ended discussion.

11.7 Unanswered Questions and Conclusions

Much of the literature cited here contains minimal descriptions of how the force is distrib-
uted among cells in situ. Whole muscle fiber models or bone explant cultures present sig-
nificant findings, but it is difficult to extrapolate continuum details down to the single cell. 
In vitro culture assays present very well-refined techniques to explore myofibril formation 
and measure contractile forces against a substrate. Yet, both approaches do not completely 
satisfy the need for a complete mechanical description of cells at their length scale but 
in an in situ model. With the growing complexity of the structural components of bone 
and muscle, this problem only seems to become further exacerbated. New engineering 
techniques dealing with biological structures in vivo are clearly needed to move the field 
from simply examining how specific proteins alter global transduction and phenotype to 
demonstrating how cellular mechanics change in the in vivo context.
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12
Biomechanics of Musculoskeletal 
System Growth and Development

David J. Nuckley

The growth and development of the musculoskeletal system is a complex process medi-
ated by biological and mechanical factors that produce isolated tissues with differential 
properties. Together, the tissues of the musculoskeletal system join to produce the body’s 
form and structure while providing stability and movement capabilities. During matura-
tion, genetics, nutrition, hormones, and mechanical forces drive the tissues of the muscu-
loskeletal system to transform with temporal specificity. These factors individually and 
collectively produce changes that alter the constituent makeup of the tissue, its morphol-
ogy, and its biomechanical response. This chapter aims to detail the biomechanical effects 
of growth and development both on isolated musculoskeletal tissues and on the system as 
a whole. This review chiefly focuses on typical development and its effects on orthopaedic 
biomechanics. Bone, ligament, tendon, intervertebral disc, cartilage, and skeletal muscle 
ontogeny are individually discussed as well as their integration into the complete muscu-
loskeletal system. Basic maturation biology and biochemistry are presented to contextual-
ize the changes in tissue morphology, size, and biomechanics. The effects of growth and 
development are discussed because they pertain to the integrated musculoskeletal system 
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at various joints. The final section-includes the modeling of biomechanical systems with 
immature properties and the scaling of biomechanical models for the prediction of mus-
culoskeletal/orthopaedic outcomes.

Human development and growth involve significant changes that include cellular pro-
liferation from a single zygocyte to approximately 100 trillion cells in adulthood. The mus-
culoskeletal system not only participates in this cellular explosion but also produces and 
organizes the structural extracellular matrix that supports the body. To contextualize these 
changes, the structural and motion-granting system for the body must maintain its func-
tion while also increasing in height by approximately 3.5-fold and increasing in weight 
by approximately 17-fold from birth to adulthood. Growth charts describing the mean 
and distribution (confidence intervals) of changes in human stature and weight reveal 
the musculoskeletal system’s size and its developmental rate of change (Figures 12.1 and 
12.2). Musculoskeletal system “development” may be defined as the cellular proliferation, 
synthesis of extracellular matrix proteins, and matrix organization, whereas “growth” is 
the increase in size of the tissue as a result of development. Although these terms are 
often used synonymously, stature and weight charts display growth that may not always 
be concomitant with highly organized and structured tissues. Growth charts have his-
torically been used to predict the biomechanical properties of the musculoskeletal system; 
however, there may be a lag in the mechanical properties of the tissue while its newly 
increased size becomes more organized to provide structural support. This review aims 
to detail the development and growth processes of musculoskeletal tissues, their biome-
chanical properties, and their applications in computational models to describe matura-
tion phenomena.

12.1  Biological Review of Musculoskeletal 
System Growth and Development

The musculoskeletal system develops largely through the differentiation of cells into 
specialized lines capable of synthesizing, mediating, or organizing extracellular matrix 
and cell–cell interactions. This cellular and extracellular matrix morphogenesis leads to 
individual specialized tissues designed for the support, stability, and motion of the body. 
Growth of the musculoskeletal system involves an increase in cell proliferation, organiza-
tion, and extracellular matrix deposition such that the tissues increase in size. Much of the 
understanding of human development and growth is based on studies of animal mod-
els. Therefore, although many of these tissues may be ubiquitous, caution should be used 
in directly applying patterns from animal models to the human. Finally, because these 
tissues have been described in detail elsewhere in this book, only their maturation and 
growth processes will be described as it pertains to the tissues’ pathway from embryologic 
mesenchymal cells to their eventual mature structural morphology.

This section reviews the embryologic, fetal, postnatal, child, adolescent, and adult stages 
of human development. Embryologic development—mechanistically biologic—involves 
cellular proliferation, condensation, and extracellular matrix synthesis, which results in 
skeletal, muscular, ligament, and tendon elements at approximately seven weeks. This is 
the origin of skeletal ossification and involuntary muscle fiber contractions that mechanisti-
cally integrate mechanical stresses into tissue development.1 Thus, although the first seven 
weeks of development are primarily biologically driven, the remainder of growth and 
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development involves both biological and mechanical stimuli. Skeletal development and 
remodeling, as well as articular cartilage development, are modulated by these mechani-
cal stresses on the fetus. These mechanical forces of basic movements persist until birth 
and through postnatal growth, causing a complex interdependence of skeletogenesis, soft 
tissue development, and muscular development.2 Despite dealing with these tissues inde-
pendently in this chapter, it is critical to recognize that the musculoskeletal system devel-
opment and growth are an integrated biological-mechanical mediated program wherein 
the tissues interact with and support each other.

12.1.1 Bone

Axial skeletogenesis and growth occur through stages of tissue differentiation, chondri-
fication, and ossification. They are presented here as discrete steps, but, in reality, they 
represent a continuum of activity. Embryonic mesenchymal cells differentiate, condense, 
and transform into chondrocytes, which form cartilage at primary centers of chondrifi-
cation. These centers of chondrification spread and fuse with other centers to produce a 
cartilaginous model of the future skeleton typically by the eighth week of development in 
utero.3,4 De novo mineralization of the skeleton occurs as bone replaces this cartilaginous 
tissue and thus initiates a process of continued lifelong remodeling. Initial bone (hydroxy-
apatite crystal) deposition begins at the inner membrane of chondrocyte-produced matrix 
vesicles.5 The binding of calcium with phosphate-metabolizing enzymes creates a calcium 
hydroxyapatite crystal that grows until it ruptures the vesicle and seeds the extracellu-
lar matrix. These hydroxyapatite crystals propagate in the hospitable environment pro-
vided by the collagen extracellular matrix. This process is initiated in one of two forms, 
as either intramembranous or endochondral ossification. Intramembranous ossification is 
the direct mineralization of plate-like bones, which are highly vascular. The clavicle is the 
first bone to form, followed by the skull, facial bones, and mandible.5 Endochondral ossi-
fication, which describes the bone formation in the long bones and spine, is chondrocyte-
mediated about the primary ossification centers typically located near the centroid of the 
bone. These chondrocytes aggregate and enlarge, and the cytoplasm becomes vacuolated. 
As the cells degenerate, their residual intracellular matrix becomes the substrate for min-
eralization.5 This mineralized primary center of ossification results in the diaphysis of the 
bone. Ossified cartilage is seeded with osteoprogenitor cells, which then transform the 
tissue into woven bone. These new bone structures are continually remodeled with osteo-
blast/osteoclast activity to moderately increase bone size and substantially enhance the 
organization of the bone into its trabecular and cortical morphologies.

Skeletogenesis continues with the development of secondary ossification centers from 
infancy to adolescence; these foci mature via endochondral ossification and typically appear 
at the ends of long bones and superior-inferior margins of vertebral bodies. These epiphyses 
connect to the bone diaphysis via the physis, or growth plate, which is responsible for the rapid 
increase in the length of bones. The physis synchronizes longitudinal and lateral chondro-
genesis with osteogenesis (interstitial cartilage growth with appositional bone growth), while 
bearing load and responding to local and systemic forces and factors.6–9 Although function-
ally ubiquitous, the physis mediates bone growth throughout childhood and adolescence in 
bones as diverse as vertebrae and femurs. This growth involves the synthesis and subsequent 
replacement of cartilage in the growth plate by bony tissue through temporally and spatially 
chondrocyte-coordinated differentiation, growth, and remodeling events.

Morphologically, the physis is an avascular, aneural tissue that maintains a distinct 
cellular and matrix organization throughout its development.7,10,11 The role of the physis 
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is the chondrocyte production of an extracellular matrix and the subsequent calcification 
of that matrix in a balanced function.12 Collagen types I, II, IX, X, and XI have been impli-
cated as primary matrix components within the physis.13,14 Type X collagen is unique to 
the physis and may ensure the normal distribution of matrix vesicles and proteoglycans 
within the physis matrix, impacting the supporting properties of the physis and the min-
eralization process.14 The purpose of the physis is supported by a complex cellular organi-
zation, which is subdivided into zones that are morphologically distinct and functionally 
identified.15 At the border between the epiphysis and the physis lies a reserve zone of 
cartilaginous tissue; this is followed by the proliferative zone and hypertrophic zone, 
which finally gives rise to the metaphysis. The reserve zone contains spherically shaped 
cells that actively synthesize protein and an extracellular matrix rich in hydroxyproline 
but with randomly distributed and oriented collagen fibrils. This zone is thought to be 
responsible for matrix production and storage of the nutritional elements required for 
use in subsequent zones. The next proximal zone is the proliferative zone, which contains 
flattened chondrocytes aligned in vertical columns perpendicular to the physis surface.7,11 
The rate of long bone longitudinal growth is equal to the rate of production of new chon-
drocytes at the top of the proliferative zone multiplied by the size of exiting chondro-
cytes.7 Each column of chondrocytes has been discovered to produce approximately five 
cells per day, leading to a growth rate of approximately 150 μm per day. The hypertrophic 
zone is morphologically distinct because the size of the chondrocytes increases as the 
matrix is prepared for calcification. It is also in this zone that provisional calcification 
takes place and cellular apoptosis occurs.7,11

The metaphysis is morphologically new bone prepared for remodeling at the physeal 
border. Metaphyseal functions include the resorption of the transverse septa (cellular col-
umns) through vascular ingrowth, bone formation, and bone remodeling. The calcified 
matrix created in the hypertrophic zone is replaced by primary spongiosa and then is 
subsequently remodeled by osteoblast/osteoclast function into secondary spongiosa in the 
metaphysis.7,11 The cessation of bone growth (which is hormonally mediated) involves the 
physeal union or growth plate closure wherein the dense parallel plates of the metaphyseal 
and epiphyseal surfaces both ossify. This epiphyseal line may be present radiographically 
long into adulthood. Although growth plate closure is often referred to as the transition to 
skeletal maturity, bone continually remodels in the presence of biological and mechanical 
stimuli. Throughout adulthood, an estimated 5% of cortical bone and 25% of trabecular 
bone are renewed annually, and typically, these are associated with very little growth in 
the skeleton.16

12.1.2 Soft Connective Tissue

The soft connective tissues with the greatest effect on orthopaedic function and muscu-
loskeletal biomechanics include ligaments, tendons, articular cartilage, and intervertebral 
discs. Here, these tissues are individually discussed with regard to their embryonic and 
postnatal development. The biological development and growth of these connective tis-
sues are as unique in their spatial and temporal tissue organization as the resulting bio-
mechanical functions they provide.

Tendon and ligament development has not received the attention from developmental 
biologists that other soft connective tissues have. Tendons originate from the mesoder-
mal layers, which are different from the origins of skeletal muscle despite their anatomic 
juxtaposition.17 Also, trunk tendons have been shown to develop differently from limb 
tendons. The trunk tendons originate from the dorsal region of the sclerotome adjacent to 
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the dermomyotome from which the myogenic cells that form muscles develop.18 The pres-
ence of this myotome is necessary for tendon progenitor cell development.18 Embryonic 
development of limb tendons is more distinct from muscle development and has been 
shown to occur without the presence of muscle progenitors.19 Late limb tendon devel-
opment does require the presence of muscles for the organization of the cells. Ligament 
developmental embryology has not been well defined because of a lack of biomarkers, 
but it has been speculated that ligament progenitor cells are colocalized with tendon cells 
during embryonic development. From embryologic origins to tissue, the cells of both the 
ligaments and tendons condense and differentiate into fibroblasts. These fibroblasts align 
in rows within both tissues and begin fibrillogenesis. The control of the orientation of 
these rows is unknown, but it is clear that the orientation of the extracellular matrix and the 
subsequent fibrillar tissue are dependent on fibroblast arrangement.20 Fibrillogenesis involves 
the fibroblast-mediated assembly of extracellular collagen molecules to form fibrils. Next, the 
fibrils are aligned end-to-end and then bundled cross-sectionally to form collagen fibers. This 
primarily type I collagen fiber is the principal structural unit of both ligaments and tendons; 
however, the elastin component is present in both tissues in varying concentrations. Elastic 
fibrillogenesis involves the development of fibrillin microfibrils upon which elastin can be 
deposited and organized within the tissue. The temporal relationship between collagen and 
elastin fibrillogenesis is not known, but tissue sampling has demonstrated that both are pres-
ent throughout maturation.21 Ligament and tendon growth has been observed to include 
increases in collagen fibril diameter and tissue length up to adulthood.22

Articular cartilage maturation begins in embryogenesis as differentiation from the 
mesoderm germ layer colocalized with the cartilage production of the skeletal system. 
As the cells of the mesenchyme condense and differentiate into chondroblasts, they begin 
synthesizing extracellular matrix proteins to develop the skeleton anlage.23 During this 
embryologic formation, synovial joints develop via interzone formation, cavitation, and 
morphogenesis.24,25 Chondrogenesis, or articular cartilage development, becomes morpho-
logically distinct from bone growth in fetal development as the articular chondrocytes at 
the interzone condense and flatten.26,27 These chondrocytes have been found to distribute 
across the layers of the articular cartilage and express different proteins based on their 
location; signaling is thought to originate from the synovium of the joint.23,27 Postnatal 
extracellular matrix production and organization by these articular cartilage chondro-
cytes develop a tissue morphologically different than epiphyseal cartilage, and this tissue 
in early childhood adopts the adult morphology.28,29 This includes the calcified zone of the 
articular cartilage, which interfaces with the subchondral bone.23,24,27 Although the growth 
plate chondrocytes erode after adolescent growth in humans, the articular cartilage chon-
drocyte number, phenotype, and expression persist through adulthood. This maintenance 
is thought to be regulated through interactions with the synovium.24 Load bearing and 
skeletal growth affect articular cartilage growth in terms of thickness and bone surface 
coverage; this has not, however, been well documented in humans.

Embryonic development of the intervertebral disc involves the mesenchymal periph-
eral regions of the disc, replete with dense cells, aligning in a multilaminar appearance.3 
The cells of this perichordal tissue differentiate and produce extracellular matrix pro-
teins (hyaline-like cartilage), which will comprise the annulus fibrosus.30–32 The synthesis, 
condensation, and organization of the matrix of the annulus fibrosus typically occur in 
the presence of high vascularity and cellularity. Each of these diminishes with postnatal 
development. The nucleus pulposus embryonic development also occurs in a vascular-
rich environment wherein notochordal cells differentiate to produce the proteins of the 
nucleus pulposus. The nucleus pulposus cells synthesize collagen type I, type II (A and B), 
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and a chondroitin sulfate proteoglycan.31,32 These notochordal cells are subsequently 
replaced by chondrocyte-like nucleus pulposus cells in postnatal development. Before spi-
nal longitudinal growth, the intervertebral discs maintain a high degree of cellularity and 
increase their height throughout adolescence.3 As skeletal maturity approaches, annulus 
fibrosus and nucleus pulposus extracellular matrix protein synthesis diminishes, and cel-
lular apoptosis decreases the number of prechondrocyte and fibroblast cells.

12.1.3 Skeletal Muscle

The growth and development of skeletal muscle involve a series of highly controlled and 
concerted pathways that include molecular, cellular, and mechanical mechanisms. Skeletal 
myogenesis is described herein based on healthy human in vivo mechanisms; however, 
significant literature has been devoted to mediating and affecting the development of skel-
etal muscle.33–35 Much can be gained from that literature, but for our purposes, the natural 
progression of skeletal muscle development and growth will be reviewed.36

The paraxial mesoderm is the origin for most embryonic skeletal muscles through 
progressive differentiation and clustering into somites. The cells of the dorsal region of 
the somites form the dermomyotome—the predecessor of the dermis and the muscula-
ture.37 The muscle progenitor cells of the dermomyotome delaminate and differentiate 
into myoblasts in the presence of myogenic regulatory factors.38 The myoblasts, in turn, 
differentiate into myocytes and fuse to form multinucleated muscle fibers in a single layer 
or myotome.39 This embryonic development results in two types of skeletal muscle fibers: 
temporally, (1) embryonic or primary fibers arise initially, which are then (2) followed by 
secondary or fetal fibers. These fibers are morphologically distinct and are the precursors 
to slow-twitch and fast-twitch fibers.40 At this point in fetal development, the muscles have 
been fully partitioned into anatomic bundles representing the adult muscle forms.41

The maturation of muscles from postnatal to adulthood is characterized by the development 
of vascular beds, the lengthening of the muscles, and the bundling of greater and greater num-
bers of myofibers in cross section. As the axial skeleton increases in size, the muscles increase 
in length, which is accomplished through the addition of sarcomeres in series at the musculo-
tendinous junction.42 This increasing muscle length associated with bone length growth has 
been shown to be at the expense of muscle cross-sectional area.43 The maximum muscle cross-
sectional area was found to peak one year after the maximum bone dimensions were identi-
fied in a lower extremity study of maturation in girls.43 In general, the cross-sectional area of 
muscles increases throughout childhood and adolescent development, and this growth is pri-
marily attributed to an increase in the mean fiber size.44 Fiber diameters increase in childhood 
through adolescence by increased sarcomere addition in parallel.42,45 Furthermore, longitudinal 
data on the vastus lateralis (the largest and lateral-most part of the quadriceps femoris of the 
upper leg) exhibit a change in fiber-type predominance from type I at five years to type II in 
adulthood.44 Thus, the length, cross-sectional packing, and fiber types all change with postna-
tal growth and development of muscles.

12.2 Developmental Biomechanics of Musculoskeletal Tissues

The growth and development of tissues and their mechanical environments are intrin-
sically entwined such that the progression (or modification) begets clear changes in the 
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other. This section focuses on the effects of growth and development on the mechanics 
of musculoskeletal tissues. Many studies have, however, evaluated the effects of altered 
mechanics on the growth and development of tissues.2,15,46–52 These studies provide sig-
nificant insight into the mechanisms of maturation, but for the purposes of this review, 
we will focus on the biomechanical changes that result from natural healthy development 
and growth. There exist a dearth of longitudinal data tracking the changes in mechanics 
of tissues, and, by its brevity, this review underscores the need for greater research efforts 
to characterize musculoskeletal tissues across the maturation spectrum.

Musculoskeletal tissue properties have been measured with human subjects, cadaver 
tissues, and postmortem animal tissues. Each of these models offers insight into the onto-
genic curves describing a tissue’s biomechanical response, but they also carry limitations. 
Few experiments can be done on isolated tissues in human subjects, and with children, 
the experimental challenges abound. Cadaver tissues offer the greatest promise in the 
mechanical characterization of musculoskeletal tissues, but these are difficult to acquire. 
The inability to use injured tissues (the leading cause of death for children) and the emo-
tional sensitivity of the loss of a child lead to fewer tissue bequests. Finally, animal models 
can provide insight into the relationships between biomechanical properties and matura-
tion; but, unfortunately, they do not provide accurate human property data due to genetic 
and rate-of-development discrepancies. This section reviews the literature from a human 
tissue perspective and provides mechanical property data based on tissue type, loading 
modality, tissue orientation, and loading rate.

12.2.1 Bone

Immature bone and growth plates have very different biomechanical responses than their 
adult counterparts. Unfortunately, few studies have documented longitudinal data on 
bone biomechanics to uncover the functions that describe the biomechanical properties of 
bone throughout maturation. Pediatric cortical bone exhibits a lower bending strength and 
modulus of elasticity compared with adult cortical bone. Furthermore, developing corti-
cal bone absorbs more energy and has greater deformation at failure than its adult coun-
terpart.53,54 Currey54 compared pediatric and adult femoral cortical bone and found that 
the modulus of elasticity and the strength were lower for children, whereas the energy 
absorption and deformation prior to failure were greater. The biomechanics are driven by 
tissue changes that include an initial cortical thickness increase throughout childhood, 
which gives way to greater cancellous bone growth in adolescence.55 This has been mea-
sured in vertebral bone samples; vertebral cortical bone density and strength increase in 
childhood and reach a plateau in early adolescence, whereas the cancellous bone density 
increases in late puberty and seems to be dependent on mechanical stresses on the spine.56 
The compressive stress of a vertebral lumbar bone (L3) has been shown to increase from 
2.4 MPa in a 10.5-year-old, to 3.1 MPa in a 15-year-old, to 3.7 MPa in a 17.5-year-old.57 
The compressive stiffness and size-normalized stiffness of isolated vertebral bodies both 
exhibit increases with age in a baboon model (Figure 12.3). This demonstrates that the 
structural organization of the vertebral body changes with age, as does the dimensional 
growth of the vertebrae.58 Finally, skull failure stress in adult samples exhibits a resistance 
to fracture, which is approximately 11-fold greater than neonatal skull tissues.59 The neo-
natal skull tissues also exhibit large dependence on the loading rate with respect to both 
stiffness and fracture loads.60

Maturation has distinct effects on the mineral density of the axial skeleton and conse-
quently its mechanical response. The mineral density and hydroxyapatite crystal size both 
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exhibit increases with advancing skeletal maturity.61,62 Changes in the volumetric bone 
mineral density not only occur in early growth and ossification but also persist throughout 
puberty when large increases in bone density have been observed.63 Bone mineral density 
has also been found to be directly related to the compressive yield strength of the bone in 
vertebral samples undergoing growth and development (Figure 12.4).58 This relationship 
between compressive strength of bone and its density has been well characterized in an 
adult sample demonstrating increasing compressive strength with increased density.64–66 
A distinct difference between these adult and immature samples is the mechanism of 
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FIGURE 12.3
Compressive stiffness and elastic modulus of isolated vertebral bodies across the developmental spectrum. 
(a) Compressive stiffness, and (b) modulus of elasticity both increase with development and growth in baboon 
T9 thoracic vertebrae. These relationships are shown with a second-order polynomial fit to the data because of 
the relevance of this fit for other growth-related measures. Sex differences are not apparent in stiffness but seem 
to be present when these data are normalized by cross-sectional area for elastic modulus. HE = human equiva-
lent. (Reprinted from Bone, 35(3), Nuckley, W. et al., Spinal maturation affects vertebral compressive mechanics 
and vBMD with sex dependence, 720–728, Copyright 2004, with permission from Elsevier.)
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failure; the tissues undergoing growth and development all failed at the cartilaginous 
physis or growth plate.

The cartilaginous physis is an anisotropic tissue with unique biomechanical responses 
related to its morphology that vary with development and applied load.67 The pressure 
epiphysis is a secondary ossification center at the articular ends of long bones, and the 
traction epiphysis is a secondary center of ossification at the site of a tendon attachment. 
Axial bone loads and muscular forces at these sites produce differential growth rates 
that are thought to be responsible for the curvatures of long bones and the morphology 
of cancellous bone. The stresses that develop with the application of load to the physis 
are dependent on both the strain and the strain rate, clearly defining the physis as a vis-
coelastic material.68 The growth plate is more compliant (10-fold) in the axial versus the 
radial direction and exhibits a similar permeability in each plane.69–71 Furthermore, the 
mechanical properties vary by region or depth in the physis as well as throughout matu-
ration to adulthood.70 The tensile moduli and ultimate stress of the growth plates have 
been shown to increase with development.71,72 This viscoelastic tissue maintains the low-
est elastic modulus and hardness measurements compared with its surrounding tissues, 
the primary spongiosa and the epiphyseal trabecular bone and cartilage.73 Not surpris-
ingly, there is greater collagen content in regions of the physis that have been found to 
be the stiffest and strongest, indicating regional variations in the growth plate mechan-
ics.74 The failure mechanics of the physis have been shown to be positively correlated 
with the number of contours on the plate surface.75 These undulations are seen on the 
 physis-metaphysis boundary, and they dictate local and gross mechanical properties 
(shear resistance) to the growth plate complex.74 Low levels of tension increase the syn-
thetic activity of physeal cartilage, and small compressive forces tend to decrease its osteo-
genic activity.76 As the physis develops, its tensile mechanical properties (modulus and 
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ultimate failure load) increase, although not merely due to size changes in the tissue.72,77 
The tensile load required for physis failure increases with age, whereas the displacement 
decreases. This suggests a reduced ductility of the developing physis with increasing 
age.68 The aforementioned research includes long bone and vertebral specimens, but the 
physis is a ubiquitous tissue throughout growth and development, so these results should 
apply to all physes in the musculoskeletal system.

12.2.2 Soft Connective Tissue

General ligament mechanical properties have been evaluated as a function of develop-
ment and have elucidated ligament stiffness, and modulus of elasticity increases with 
skeletal maturity. These increases in ligament mechanical properties have been well 
documented from postnatal growth through adulthood.22,78–80 The ligament tensile fail-
ure mechanism is bony avulsion in younger ligaments and midsubstance failure in skel-
etally mature ligaments.81 Clinically, it is commonly regarded that pediatric ligaments 
are stronger than their bony insertion. Other experiments have evaluated the changes 
in ligament mechanics from maturity to a degenerative state and have found that the 
modulus, ultimate stress, and strain energy decrease with age. Furthermore, there is a 
reversal in the failure mechanism, in which older ligaments tend to avulse bone at fail-
ure.81,82 Tendons are similar structures that follow a maturation biomechanics pattern 
akin to the ligament. Increasing stiffness and cross-sectional area normalized stiffness 
(Young’s modulus) have been observed in animal tendons across the developmental spec-
trum.78,83–85 Similar results were found in an in vivo human study of the patellar tendon 
in which the stiffness and Young’s modulus increased significantly from young children 
to adults.86 These mechanical changes may be due to microstructural increases in fibril 
diameter, fibril packing, or collagen cross-linking.86 Specifically, that research identified 
a significant increase in the cross-sectional area of the tendon in females, which leads to 
increased mechanical properties.

The healthy growth and development of articular cartilage have not been investigated in 
depth from a biomechanical perspective. Articular cartilage has been shown to thin and 
become more organized in postnatal development.87,88 These changes are associated with 
an increase in the modulus of elasticity with advancing age.88 Stress relaxation experi-
ments identified that the equilibrium modulus was positively correlated with collagen 
cross-linking and growth and maturation of the articular cartilage.88 Together, these stud-
ies point toward an increase in the organization, and subsequent mechanical properties, of 
articular cartilage, but the temporal sequence has yet to be fully described.

Intervertebral disc mechanical properties have been primarily evaluated from the 
degeneration perspective.31,89–91 Consequently, little data exist on the biomechanics of 
intervertebral disc development. Collagen content in the annulus fibrosus and nucleus 
pulposus has been demonstrated to increase with age, indicating an ability to carry greater 
load in adulthood.92 The degree of collagen cross-linking in the annulus affects the tis-
sues’ resilience, and this cross-linking has also been shown to be age related.93 Using an 
animal model, intervertebral disc samples have been measured to increase threefold in 
their stiffness from birth to adulthood (Figure 12.5).77 These samples exhibit a significant 
increase in compressive stiffness and cross-sectional area normalized stiffness, demon-
strating that both the size of the tissue as well as its material properties are changing (tis-
sue organization).
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FIGURE 12.5
Compressive stiffness and normalized compressive stiffness as a function of growth and development. 
(a) Growth curves (HE is human equivalent) for cervical spine compressive stiffness separated by spinal level 
and fit with a second-order polynomial (r2 = 0.7477, n = 72); (b) disc cross-sectional area normalized compressive 
stiffness exhibits a similar growth course exemplified by a 4× increase in the compressive material properties 
of the spine throughout maturation from infancy to adulthood (r2 = 0.8176, n = 54). (Reprinted from J. Biomech., 
39(16), Nuckley, D. J. and Ching, R. P., Developmental biomechanics of the cervical spine: tension and compres-
sion, 3045–3054, Copyright 2006, with permission from Elsevier.)
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12.2.3 Skeletal Muscle

Several studies have investigated muscle strength and activation in children compared 
with adults in the upper and lower extremities,94–99 as well as the trunk.100,101 These stud-
ies measured lower muscle force or joint torque values in children compared with adults. 
When the muscle force values were normalized by the muscle physiologic cross-sectional 
area, the differences between children and adults diminished. The remaining differences 
were suggested to be related to the inability of children to fully recruit the higher thresh-
old motor units.98,99 The muscle fiber composition has been shown to be similar between 
adults and children, indicating that composition does not change with growth and devel-
opment.102,103 Maximum isometric muscle force values have been measured by Beenakker 
et al.104 in 270 healthy children and adolescents for 11 muscle groups, and identified 
advancing muscle strength with age as a function of muscle and sex (Figure 12.6). These 
data provide ontogenic curves describing typical muscle force production capabilities and 

400

350

300

250

200

150

100

50

0

M
us

cl
e 

fo
rc

e 
pr

od
uc

tio
n 

(N
)

16141210864

Age (years)

 Neck flexion
 Shoulder abduction
 Elbow extension
 Elbow flexion
 Wrist extension
 Grip strength
 Hip flexion
 Hip abduction
 Knee extension
 Knee flexion
 Ankle dorsiflexion

FIGURE 12.6
(See color insert.) Maximum isometric muscle force production for different muscle groups throughout growth 
and development. Although each curve advances with subject age, the shape and slope of the curves are muscle 
group-dependent. These functional data reveal up to a 4-fold increase in muscle force production from 4 to 16 
years of age. (Data from Neuromuscul. Disord., 11(5), Beenakker, E. A. et al., Reference values of maximum iso-
metric muscle force obtained in 270 children aged 4–16 years by hand-held dynamometry, 441–446, Copyright 
2001.)
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also exhibit a direct relationship with a child’s weight.104 Neck isometric voluntary contrac-
tion forces have also been measured in children, adolescents, and adults for bending in 
flexion, extension, and lateral bending. These human muscle growth trajectories exhibited 
significant increases in force production as a function of age and have been modeled as 
a second-order polynomial (Figure 12.7). In an effort to describe the maximum voluntary 
contraction of the neck muscles as a function of anthropometry, the data were regressed 
by the neck circumference. Although neck circumference is not a good predictor of neck 
muscle strength in adults, in children and adolescents, neck circumference explained 61% 
of the maximum voluntary contraction variance (Figure 12.8). This provides a good pre-
dictive value of neck muscle maximum voluntary contraction, but to understand the mat-
uration mechanics of skeletal muscles, the change in the tendon slack length (TSL) with 
maturation must also be studied.

TSL represents the shortest length at which the tendon carries a load. This length plays 
a key role in determining the force–length properties of a muscle. Due to the developing 
nature of pediatric musculature, TSL in children is longer relative to muscle length com-
pared with adults.105 Muscle lengthening lags behind bone lengthening throughout devel-
opment, and it is the tendon length that increases to enable force production throughout 
the musculoskeletal maturation process.106 Despite changes in tendon and muscle length, 
the pennation angle remains the same for both developing and mature musculoskeletal 
systems.105
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12.3 Developmental Biomechanics of the Musculoskeletal Structures

The mechanics of bone, articular cartilage, ligaments, tendons, and muscles have been 
suggested to develop and grow in an integrated and codependent fashion, which is based 
on a common genetic or mechanical mechanism (or both). The multifactorial nature of 
development and growth results in individual musculoskeletal systems that respond to 
mechanical stimuli with a high degree of variability. This is due to genetic differences and 
environmental influences that are temporally unique for each person. As a result of this 
variability and the scarcity of tissue property data in the literature, an integrated under-
standing of the effects of maturation on systemic orthopaedic biomechanics is imprecise at 
best. Children of similar chronological age may not necessarily have the same “biological 
age” or “biomechanical age.” This section details orthopaedic structures and joint systems 
that have been studied due to their incidence in pathologic and injury orthopaedics; as 
such, the developing spine and extremities will be specifically examined here. Finally, the 
role of other literature, such as those regarding injuries, obesity, and child abuse, will be 
discussed to further contextualize the role of growth and development on human ortho-
paedic biomechanics.
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12.3.1 Biomechanics of the Developing Spine

Spinal maturation involves substantial increases in the size of osteoligamentous tissues 
while concurrently and continually protecting the neural elements within the spine and 
allowing for tremendous range of motion. The osteoligamentous spine is in continual 
flux because its tissue material properties are increasing with age, as are the structural 
mechanical properties (due to increases in size and amount of tissue). These changes man-
ifest as increased stiffness, decreased range of motion, and increased tolerance to loading 
as an infant advances to adulthood. Furthermore, the shape of the neonatal spine is ante-
riorly concave and progresses to develop cervical and lumbar lordotic curves only after 
birth and the advent of head-up posture and walking, respectively.107 These multifarious 
tissue and anatomic changes with maturation create a spinal column that has mechanical 
responses that are difficult to predict throughout the maturation process.

Spinal flexibility experiments for the immature cervical spine revealed increasing stiff-
ness and decreasing range of motion with advancing age. The compressive stiffness of 
individual spinal segments exhibits a greater than twofold increase in stiffness from 2 
years to adulthood (Figure 12.9). Similarly, Luck et al.108 measured the tensile stiffness of 
18 cadaveric cervical spines ranging in age from 20 weeks of gestation to 14 years old. 
That study measured an approximately threefold increase in spinal segment tensile stiff-
ness from the very young to the oldest tissues evaluated. These changing structural and 
material properties of the cervical spine with development have been found to vary by 
spinal level as well. The tolerance of the infant and pediatric cervical spine has also been 
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investigated and found to be significantly greater (three-fold) in adults than in younger 
tissues. Our own results have been used to generate biomechanical growth curves describ-
ing the changing tolerance of these spinal segments throughout growth and development 
(Figure 12.10). Duncan109 measured newborn infant spinal column tensile failure loads to 
be, on average, 467 N and 2-week-old child failure loads to be 654 N. These data align 
with our series of isolated human C1–C2 tensile failure experiments; our polynomial fit 
of the experimental data approaches a failure load of 479 N at birth. The tensile tolerance 
reported by Luck et al.108 for dynamic failure follows a similar curve but provides critical 
data at the younger end of the developmental spectrum. That group further identified that 
differences between spinal levels were not present in the perinatal/neonatal samples but 
were evident as development progressed to childhood. The tensile failure mechanics of 
the cervical spine have also been measured in full-length osteoligamentous cervical spines 
and were found to increase with age in a study by Ouyang et al.110 The tensile tolerance 
was measured to be maturation dependent, wherein young child spines (ages 2–4 years) 
failed at an average of 595 N, whereas older children (ages 6–12 years) succumbed to injury 
at an average of 868 N.110 These data reflect a quasistatic loading of the cervical spine 
(5 mm/s) to failure while our data were collected dynamically at 1 m/s. This increase in 
tensile failure load with advancing age and increasing loading rate has been previously 
reported111 and indicates yet another variable to consider in evaluating the biomechanics 
of the developing spine.
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12.3.2 Biomechanics of the Developing Extremities

The long bones of the extremities continue to grow in length from the proximal and distal 
epiphyseal plates. The muscles in turn lengthen to accommodate the longitudinal growth 
and increase their cross-sectional area to increase their force production capabilities. Wells 
et al.112 measured limb dimensional properties in infants to 18-month-olds in an effort to 
describe the anthropometric growth progression of extremity biomechanics. This section 
reviews the few studies that evaluate extremity biomechanics on isolated orthopaedic tis-
sues and then highlights research that details the functional extremity kinetics and kine-
matics throughout growth and development.

Orthopaedic tissue biomechanical properties for the extremities have been evaluated 
only in those critical areas in which pediatric injuries predominate. The effects of mat-
uration on the femur and humerus are the most reported isolated musculoskeletal tis-
sues of the extremities. Femur bending strength has been shown to increase with growth 
and development wherein values for a child were 176.9 MPa and for the adult were 208.7 
MPa.53 The femurs of children also exhibited a lower elastic modulus and ash content 
and absorbed more energy per unit area than the adult femurs. The quadriceps tendon 
force and the physiologic cross-sectional area of the quadriceps in children (5.7 kN and 
101 cm2) were measured to significantly increase with maturation to adulthood (10.1 kN 
and 183 cm2).113 Franklyn et al.107 performed an excellent review of femur biomechanics 
in the maturing lower extremity. Few other studies have examined the effects of mat-
uration on the osteoligamentous extremities.57,114,115 The fetal humerus, for example, has 
been shown to have similar compressive strength as the fetal femur (35.28 versus 35.87 
MPa, respectively).115 Furthermore, as these bones mature to adolescence, their strength 
increases but is not significantly different between the humerus and the femur.116 Finally, 
a number of studies have measured functional muscle mechanics in children, adolescents, 
and adults and may provide additional understanding of the biomechanical response of 
the extremities.43,44,98,99,104,113

Kinematic and kinetic experiments of human motion typically follow sports or task 
analyses, but these too can provide insight into the changes with growth and development 
that affect the biomechanics of the extremities. Gait studies examining typically develop-
ing children have identified the kinematics and kinetics of gait for the purposes of com-
parison with pathologic gait.117–122 Chester et al.118 determined differences between young 
children and adolescents using principal component analysis. They found that growth and 
development produced increased plantarflexion moments, larger knee flexor and extensor 
moments, decreased hip extensor moments at heel-strike, and increased hip flexor moments 
leading up to toe-off. Similar results were measured by Cupp et al.119 when they compared 
young children with adult gait kinetics. Contrary to this finding, Ounpuu et al.120 measured 
pediatric gait in 31 typically developing children (ages 5–16 years) and reported no differ-
ence in gait mechanics compared with adults. They suggest that gait kinematic and kinetic 
patterns are established as early as 5 years of age, which, if correct, would mean that the 
musculoskeletal mechanics of gait are conserved throughout a process of leg lengthening 
and growth. Schwartz et al.122 collected kinetic, kinematic, and electromyographic (EMG) 
data on 83 children and adolescents (4–17 years old) walking at a self-selected speed. These 
data, although not explicitly compared with adult gait data, represent a repository of gait 
features that can inform how the lower extremities biomechanically mature. The pediatric 
gait data of Schwartz et al.122 were comparable with the pediatric results of Bovi et al.117 
who also collected adult gait data. Bovi et al.117 demonstrated differential kinematics and 
kinetics for children and adults across a number of gait tasks. A comprehensive review of 
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these gait mechanics studies may provide insight into growth and developmental changes 
that act to either alter biomechanics or preserve biomechanical function. Finally, an upper 
extremity study was performed to track three-dimensional (3D) kinematics in children 
(5–18 years old).123 This research by Petuskey et al.123 identified age-specific differences in 
shoulder and elbow kinematics for activities of daily living. Together, these studies sug-
gest that growth and maturation affect both the musculoskeletal system’s individual tissue 
properties and the integrated use of the extremities in functional activities.

12.3.3  Developmental Biomechanics Insight Gained from 
Study of Injury, Child Abuse, and Obesity

There exists unconventional data sets that may be drawn upon to change our understand-
ing of the orthopaedic biomechanics of the developing human. Although these data sets 
include pathology, injury, child abuse, and obesity, this chapter will examine those data 
sets in which either the input loads (car crashes and falls) or additional loads (obesity) on 
the musculoskeletal system may be known. Thus, knowing the energy of a car crash and 
the position of the child, the mechanics of the injury scenario may be modeled to pro-
vide insight into the mechanics of the child’s musculoskeletal system. Likewise, a rapid 
increase or decrease in a child’s body weight would load their orthopaedic structures dif-
ferently and may provide a glimpse into the maturation of these tissues.

Orthopaedic injuries to infants, children, and adolescents can provide data on the mech-
anisms of tissue failure, tolerance of tissues, and the influence tissues have on the failure 
mechanics of other tissues throughout maturation. There are numerous studies examin-
ing the epidemiology, presentation, and mechanisms of injuries to the immature musculo-
skeletal system.59,124–136 Generally, children are less susceptible to injury than adults given 
a similar impact energy to the body; these child injuries are also less likely to result in per-
manent disability.137,138 The flexibility of the thorax, for example, enables greater deforma-
tion before rib fracture, which reduces the risk for associated internal injuries in children. 
Specifically, automotive crash testing and evaluation have led to the prediction of the bio-
mechanical response of children and adolescents for the development of safety guidelines 
based on the tolerance of immature orthopaedic tissues135,139–143 Sports injuries have fol-
lowed a similar course in which patterns and mechanisms of injury have been well docu-
mented; for a review of sports injuries, see the volume edited by Micheli.144 Differential 
patterns of injury occur in children and adolescents, compared with adults, which require 
specialized treatments. Unfortunately, although the injury patterns are well described, the 
biomechanical mechanisms of these injuries are not completely known, creating difficulty 
in diagnosis and treatment of these injuries.

The study of child abuse has produced biomechanical insight and models to establish 
the relationship between injuries and loads being applied to the developing body. Pierce 
and Bertocci145 performed a review of the use of biomechanics in differentiating accidents 
from child abuse, but that work also provides evidence to support the biomechanical mea-
surements of orthopaedic tissue maturation. Head injury mechanisms and biomechanics 
were modeled in young children to evaluate the probability of severe injuries, and these 
“real-world” analyses may be used to validate the data describing the mechanical proper-
ties of the skull.146,147 Similarly, long bone material properties are used to predict the frac-
ture patterns of immature bone, and these have been shown to support different loading 
patterns in children.148

Another factor that affects orthopaedic biomechanics during development is obesity. 
Although the loads that obese children are applying to their musculoskeletal system are 
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known, the response of individual orthopaedic tissues to this increased body mass has not 
been measured. Furthermore, adiposity in children affects the mechanical factors associ-
ated with growth and development modulation. Specifically, bone mass has been shown 
to be diminished in obese children compared with their age-matched counterparts with 
healthy body mass indices (BMIs); these decrements were improved when weight-bearing 
exercise was performed.149 Obesity has been associated with increased (twice higher) risk 
of fractures in children, but the hypothesized mechanism of decreased bone density has 
not been experimentally investigated.150,151 Obesity has also been linked to abnormal skel-
etal alignment, which affects healthy bone and cartilage development.152 For example, the 
measurement of gait kinetics in obese children identified significant differences compared 
with their counterparts with healthy BMIs.153,154 In sum, there are little data describing the 
specific modifications to growth and development that obesity produces, but by studying 
obesity longitudinally, we may learn more about the biomechanics of the musculoskeletal 
system.

12.4 Biomechanics Modeling of Growth and Development

In an effort to describe the growth and development of biomechanical systems, computer 
modeling and scaling efforts have attempted to describe the musculoskeletal system. 
These efforts use existing tissue material property, morphology, and anthropometry data 
to describe the spectrum of maturation effects on the biomechanical response of the mus-
culoskeletal system. This section reviews the general principles of scaling relationships 
and computational modeling and specifically includes examples of orthopaedic structures.

Analytically, scaling relationships have been identified to follow many functions, and 
typical growth patterns have been suggested to provide a basis for musculoskeletal biome-
chanics modeling. Scaling ratios have been developed to relate biomechanical parameters 
between two specific ages; this scalar approach provides very specific values for a single 
age of a child. Dimensionless scaling ratios have been used to scale musculoskeletal tissue 
properties by size, mass density, and Young’s modulus, but these methods have yet to be 
validated.155 Linear scaling approaches have been used to scale pediatric anatomic geom-
etry and material properties from calcaneal tendon and other well-characterized tissues 
to obtain first-order estimates of pediatric spinal mechanics.139,156,157 Based on observations 
of human growth (i.e., the stature and weight growth charts), it seems most likely that 
changes in anatomic geometry and tissue material properties follow a nonlinear course. 
In the human population, height, weight, inverse pulse rate, and metacarpal cortical bone 
area, for example, all demonstrate second-order polynomial functions with development 
(Figure 12.11).158–162 These second-order polynomials fit growth characteristics by age 
(through 30 years) and may help elucidate the relationship between musculoskeletal bio-
mechanical parameters and development. The biomechanical data presented herein are 
also best fit using a second-order polynomial. Because the second-order polynomial has 
a biological basis in development, the maturation of the biomechanical response of indi-
vidual joints or systems will likely follow a similar pattern.

Experimental and theoretical modeling of human orthopaedic biomechanics has been 
approached using human subjects, anthropomorphic test devices, cadavers, and compu-
tational (rigid body and finite-element deformable) models. Human subject and cadaveric 
models have been largely used to describe the current state of biomechanics for developing 
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orthopaedic tissues. The limitations of cadaveric tissue experimentation, including tissue 
availability, interspecimen variability, and technically difficult experimental preparations, 
may be overcome through the use of physical anthropomorphic test devices and compu-
tational models. Regardless of model and simulation development, it is critical that the 
parameters of any model are experimentally based and that the response of the model is 
validated. Because this is not always practical, the development of pediatric computational 
models should include a robust discussion of the assumptions, scaling, and other factors 
that defined the model and simulation environment.

Since the early 1970s, anthropomorphic test devices have been used in automotive crash 
simulations to determine protection reference values in an effort to minimize human 
injuries. These adult test dummies currently include biofidelic structure, mass, stiffness, 
energy dissipation, as well as transducers to measure the biomechanical environment 
experienced by the dummy. Child anthropomorphic test devices have recently been devel-
oped based on the 50th percentile male Hybrid III; 10-year-old, 6-year-old, 3-year-old, and 
12-month-old anthropomorphic test devices exist with scaled biofidelic properties and 
measurement instrumentation. These dummies derive their biofidelic responses from a 
scaling of the Hybrid III 50th percentile “tensed” adult male.163,164 Aside from automotive 
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crash scenarios, test dummies can also be used in fall and sports biomechanics investiga-
tions. For example, a toddler head anthropomorphic test device was developed to assess 
falls and was validated with skull fracture data.165 Unfortunately, the kinematic and kinetic 
response of the “child” anthropomorphic test devices has not been validated. Despite this 
and their need for biofidelity enhancement, these devices provide unique insight into 
whole body kinetics and kinematics.

Computational models have been used increasingly to understand musculoskeletal 
system biomechanics (see Chapter 14). Computer modeling and simulation are important 
tools in predicting biomechanical outcomes with the benefits of easily altering parameters 
and evaluating their sensitivity and importance to a problem. These models can be defined 
and exercised with deformable or rigid body solutions, two-dimensional or 3D complex-
ity, and quasistatic or dynamic mechanics algorithms. A computational model’s ability to 
provide useful biomechanical insights into orthopaedic tissue or system behavior strongly 
depends on the availability of accurate experimental data to define the model’s geometry, 
material properties, failure mechanics, kinematics, kinetics, or muscle activation. Once 
defined, the model’s response should also be validated against other data to describe its 
functional domain and limitations. Musculoskeletal modeling using rigid bodies and 
defining joint mechanics and muscle mechanics has provided system-level approaches to 
orthopaedic problems. The deformable finite-element method has also been used to model 
the same systems but to evaluate the biomechanics at a tissue level.

Computational modeling of the developing musculoskeletal system adds the variable 
of age to the equation, but as has been presented, that does not equate to the application 
of a simple scalar to an adult model. Computational models of the immature head and 
neck have been developed and exercised in an attempt to prevent injuries to children. 
These cervical spine models have included age-specific head size/mass, ligament elastic-
ity, muscle strength, as well as the orientation of the facets and vertebral bone density.166,167 
Such studies suggest that the child head and neck cannot be treated simply as a linear 
scaled-down version of an adult, but rather that the material properties and developmen-
tal anatomy need to be age-specific.167,168 Finite-element models of the immature skull and 
brain have also been developed in an attempt to understand injuries to children.169 A full 
mesh of the skull and brain was developed using the data by Franklyn et al.106 and human 
cadaver skull data (n = 23).170 Unfortunately, there is a lack of pediatric skull property 
data, and thus many of the parameters were estimated. Another modeling effort included 
the development of an ergonomic model to predict the biomechanical responses of chil-
dren of various ages for certain lifting tasks.171 That model utilizes child stature to scale 
many parameters and employs limited muscle force data in a linear extrapolation to cover 
age and joint angle differences; because this rigid body kinetic model is not validated, its 
effectiveness cannot be determined. Finally, we have embarked on musculoskeletal mod-
eling of the child (6 years old) head and neck using the OpenSim (Simtk.org) platform. 
Musculoskeletal multibody modeling uses correctly defined anatomic geometry, mass, 
and moment of inertia properties coupled with joint flexibility and range of motion data 
to limit the model and muscle activation, strength, and length–tension data to drive the 
model. Although many of these parameters have been defined using the literature, this 
model has yet to be validated with any loading other than quasistatic planar neck bending. 
The modeling efforts discussed herein demonstrate the state of modeling for developing 
and growing orthopaedic tissues. Although many of these computational efforts provide 
insight into the biomechanical response of the body throughout growth and development, 
the reliability of their predictions critically relies on their validation with age-specific bio-
mechanical responses. Thus, greater biomechanics research is needed to more completely 
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and accurately model and describe the growth and maturation of the musculoskeletal 
system.

12.5 Future Directions in Developmental Biomechanics

Growth and development have been shown to alter tissue constituents, size, and organi-
zation by means of biological initiators and modulation due to biological and mechani-
cal stimuli. These changes in isolated musculoskeletal/orthopaedic tissues convey altered 
mechanical properties to the tissues, their joint systems, and the body. Characterization of 
these changes is critical for addressing the biomechanical response of the musculoskeletal 
system to loading under pathologic or potentially injurious situations. Unfortunately, the 
characterization of the development and growth of the musculoskeletal system is far from 
complete with regard to its biomechanical response. In sum, research efforts have identi-
fied ontogenetic curves describing the biomechanical response of individual tissues and 
some joint systems using human subject, cadaver, and postmortem animal models. These 
data have been used in scaling algorithms and computational models to assist in predict-
ing the biomechanical response of a joint system across the maturation spectrum.

Specifically, research on the development and growth of orthopaedic tissues has resulted 
in rich insight into the biomechanics of these tissues and joint systems as well as an 
improved generalized understanding of maturation processes. Experiments on isolated 
musculoskeletal system tissues have exhibited increases in mechanical properties like tis-
sue stiffness, energy absorption, and failure strength; these properties have been found 
to follow a second-order polynomial increase with aging. Both the material properties of 
the tissues and their structure (i.e., size) contribute to these increases in tissue mechanics. 
Bones, connective tissues, and muscles all develop and mature in concert but have differ-
ences in their temporal ontogeny with regard to increased tissue size, structural organiza-
tion, and mechanical competence. Moreover, these patterns of growth and development 
are heterogeneous across joints, sexes, and in the face of pathology or external factors. The 
modeling of musculoskeletal system growth and development has enabled the generaliza-
tion of tissue and joint system changes and the associated biomechanical responses.

Because the biology and mechanics of growth and development are inextricably linked, 
greater insight into the mechanistic underpinnings of this relationship is essential for 
improvements in musculoskeletal health and injury prevention. Future research efforts in 
developmental biomechanics are critical in describing the relative roles of a tissue’s increase 
in constituent concentration, increase in size, and degree of organization. Furthermore, the 
link between musculoskeletal system tissues throughout maturation is currently poorly 
understood; for example, we are unable to predict the effects of increasing muscle mass in 
adolescence on the health and biomechanical competence of cartilage growth and matura-
tion. The study of tissues undergoing maturation processes can provide insight not only 
into the growth of tissues but also into their potential regenerative stimuli and biological 
and mechanical responses. The engineering of orthopaedic tissues may also be enhanced 
through the understanding of a tissue’s native growth and organization. An improved 
understanding of the way our adult musculoskeletal system is constructed may have far-
reaching outcomes in orthopaedic health care for all individuals; there is currently a great 
need for improved research in this area.
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13
Gender and Aging: Considerations for Orthopaedics

Brian D. Stemper, Jason J. Hallman, Frank A. Pintar, and Dennis J. Maiman

Biomechanics, as a science, refers to the study of the mechanics of biological systems. As such, 
the biomechanical response of the human body is dependent on several factors including 
geometry, material properties, boundary conditions, and loading. Whereas boundary condi-
tions and loading describe the external environment, geometry and material properties are 
inherent characteristics of the biological system. The biological system can be composed of 
a single tissue (e.g., ligament) or a composite of multiple tissues acting in concert to achieve 
a specific response. For example, on a segmental level, opposing vertebrae of the spine are 
interconnected by the intervertebral discs, facet joints, ligaments, and muscles. These tissues 
act together to provide stability to the body and limit motions within the physiologic realm. 
Likewise, the response of the human knee joint is governed by opposing long bones, liga-
ments, tendons, menisci, and cartilage. The overall response of a multitissue system depends 
on the intrinsic and coupled responses of the individual tissues.

Regional variations exist for specific systems within the body. For example, the biome-
chanical response of the lumbar spine is known to be quite different from the cervical 
spine due to structural and material differences.1 However, experimental research has 
generally demonstrated relative consistency from person to person for a given system. 
The level of consistency increases when accounting for specific factors that are known 
to affect the biomechanical response of human tissues and structures. Two of the factors 
that most influence human biomechanics are gender and age. This chapter will serve as 
a review of existing literature on gender- and age-related biomechanical differences. It is 
not intended to be comprehensive. Rather, it will discuss primarily experimental studies 
that have endeavored to quantify the effects of gender and age on the physiologic and 
traumatic biomechanics of human tissues.
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13.1 Biomechanical Effects of Gender

Although the scientific study of human mechanics and movement has advanced across hun-
dreds of years, quantification of biomechanical differences between men and women beyond 
the abdominal region is a relatively new phenomenon. An understanding of fundamental 
biomechanical gender differences has come to light over the past 20 years, wherein females 
are no longer thought of as scaled-down males. Rather, distinct anatomical and material dif-
ferences exist that change the method by which tissues respond to loads and the mechanics 
of movement in such a way that gender-dependent clinical guidelines, tolerance thresholds, 
and safety enhancements may be required. This section discusses some of the relevant areas 
of research in which these differences have been identified, quantified, and advanced.

13.1.1 Intrinsic Gender Differences in the Spine

The spinal column consists of 24 bony vertebrae separated by intervertebral discs anteriorly 
and facet joints posteriorly. Spinal ligaments span between vertebrae, and muscles attach 
to add active stabilizing support. The cervical spine can be thought of as a column that sup-
ports the mass of the head (Figure 13.1a). Stability is a mechanical concept associated with 
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FIGURE 13.1
(a) Lateral view of the cervical spine from C2 to T1 and (b) axial view of the C4 vertebra. Biomechanically rel-
evant metrics include vertebral depth as the anterior–posterior (A–P) distance from point 1 to point 3, vertebral 
body depth (A–P distance from 1 to 2), vertebral body width (lateral (LAT) distance from 4 to 5), vertebral width 
(LAT distance from 7 to 8), and disc-facet depth (A–P distance from 1 to 6).
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columns that describes their ability to bear loads without buckling. The stability of a col-
umn depends on its length, cross-sectional dimensions, and material properties. Although 
the length of the cervical spine is a fairly uncomplicated metric that encompasses the axial 
distance from the base of the cranium to the cervicothoracic junction, the cross-sectional 
dimensions are less clear due to anatomical inhomogeneity within the transverse plane. 
One method of estimating the cross-sectional dimensions of the spine in relation to stabil-
ity is through the quantity of area moment of inertia. This metric quantifies the bending 
resistance of a column and is computed similar to the cross-sectional area with shape and 
the plane of loading taken into account. For example, in the case of spinal flexion–exten-
sion bending, the metric places more emphasis on the anterior–posterior cervical spine 
dimension (e.g., in the plane of loading) than the medial–lateral dimension (e.g., out of the 
plane of loading). In general, columns of shorter length and with greater cross-sectional 
dimensions are more stable and, therefore, more capable of resisting static or dynamic 
loads.

Anatomically based studies have identified significant differences in cervical spine cross-
sectional geometry between men and women that may contribute to decreased head–neck 
and spinal stability in females. Direct comparisons of vertebral and vertebral body depth 
and width (Figure 13.1b) between males and females have identified greater dimensions in 
males.2–4 However, given the larger overall body size of the average male compared with 
the average female, a smaller female cervical spine is to be expected. A more appropriate 
comparison for the determination of true gender differences would be based on males and 
females of similar size. In that regard, Stemper et al.5,6 reported significant cervical spine 
anatomical differences for a population of males and females size-matched based on head 
circumference or sitting height. Their study focused on biomechanically relevant metrics 
such as disc-facet depth, defined as the distance from the anterior of the vertebral body to 
the posterior aspect of the facet joints, as well as more traditional metrics including verte-
bral and vertebral body width and depth (Figure 13.1). Vertebral and vertebral body width 
and depth, as well as disc-facet depth, were found to significantly vary by spinal level 
and between genders.6 Females had smaller vertebral dimensions in all cases for this size-
matched population. Similar findings were reported by Vasavada et al.7 for a population of 
14 pairs of height- and neck-length–matched men and women. Specifically, female cervical 
vertebral bodies were significantly smaller in the anterior–posterior dimension, and the 
overall vertebral depth (e.g., vertebral body to spinous process) was significantly smaller in 
females at lower cervical levels (C5–C7). Although the medial–lateral vertebral body width 
was smaller in females, differences did not attain statistical significance. Perhaps the most 
relevant finding of that study was that gender differences were more pronounced for the 
neck (9%–16% different) rather than the head (3%–6%) metrics, indicating that a more slen-
der neck in females was responsible for maintaining stability of a relatively more massive 
head. These anatomically based studies clearly identify a more slender cervical column in 
females, even when size-matched to males. These differences are likely to be accentuated 
in the general population, wherein females are smaller than males. These anatomically 
based differences likely result in a less stable female cervical column that is less capable of 
resisting the types of inertial loading experienced during automotive collisions and other 
traumas to the neck.

In addition to biomechanical relevance, gender differences in spinal anatomy may 
also have clinical implications. With regard to cervical spine pedicle geometry, impor-
tant for the placement of pedicle screws, Rao et al.8 reported significantly smaller pedicle 
dimensions in females along with significant gender differences for initial screw place-
ment location and orientation. Other studies have reported similar findings with regard 
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to pedicle anatomy.9,10 Incorrect placement and orientation or screw diameter increases the 
risk of injuring the spinal cord, nerve root, or vertebral arteries during screw insertion.11,12 
Cervical spine lateral mass dimensions were also quantified for the placement of lateral 
mass screws using Roy–Camille or Magerl techniques.13 Significant differences in lateral 
mass width and both screw lengths were identified between genders, with females dem-
onstrating smaller dimensions for each metric and at all cervical spinal levels that were 
investigated. Excessively long or misdirected lateral mass screws can result in damage 
to the spinal nerve root, vertebral artery, or caudal facet joint using either technique.14–17 
Malik et al.18 investigated anatomical characteristics in the cervical spine relevant for inter-
vertebral disc and uncovertebral joint resection in the context of placement of artificial 
discs. Resection of those structures requires a thorough understanding of anatomical 
variation due to the close proximity of the transverse foramen and vertebral artery lateral 
to the uncovertebral joint. That study reported interforaminal distances for the transverse 
foramina and distances from the uncus tip and ridge to the medial aspect of the foramen. 
All those dimensions were significantly smaller in females. The studies highlighted in 
this section clearly demonstrate a clinically relevant gender dependence in cervical spine 
anatomy that should be accounted for during surgical planning for instrumentation to 
stabilize the spine after disease or trauma.

Anatomical gender differences have also been identified in the thoracic and lum-
bar spinal regions. The lordotic curvature of the lumbar spine in humans, which is an 
important characteristic not present in other anthropoids, permits greater flexibility of 
the torso and reduces the axial load on the intervertebral discs, while also minimizing 
posterior–anterio r shear forces during lifting due to the dorsal orientation of the interspi-
nous and supraspinous ligaments.19 Gender differences have been identified with regard 
to the overall magnitude of lumbar lordosis, commonly measured as the sagittal plane 
angle between upper and lower lumbar segments (e.g., L1–L2 disc versus L5–S1 disc).20 
Fernand and Fox21 found that females had a significantly larger mean lordotic angle than 
males. Farfan et al.20 and Stagnara et al.22 had previously hypothesized, but were not able 
to statistically prove, that a gender difference existed. A number of other studies reported 
similar findings with females demonstrating an average of 40% greater lumbar lordotic 
curvature than males.23–27 The accentuated lordotic curvature in females is thought to be 
an evolutionary trait designed to compensate for the anterior augmentation of the female 
abdomen during pregnancy by moving the center of mass posteriorly to remain in-line 
with the pelvis.28

Other anthropometric differences have been identified in thoracic and lumbar vertebrae. 
For example, differences in lumbar spinal facet joint shape and orientation may have bio-
mechanical implications due to the role of these structures in facilitating controlled move-
ment, resisting shear forces, and preventing excessive flexion and axial rotation.29 Facet 
sizes were generally found to be larger in males compared with females at most levels of 
the thoracic and lumbar spines.30 Smaller facet sizes could contribute to decreased shear 
stiffness in female lumbar spinal motion segments that may lead to accelerated posterior 
column degeneration and the eventual development of degenerative spondylolisthesis. 
Consistent clinical findings of a female preponderance for this condition would tend to 
support this assertion.31–34 Mosekilde35 identified significantly greater lumbar spine verte-
bral body cross-sectional areas in males that would tend to increase the axial load-carry-
ing capacity in that population.

Soft tissue material differences between genders have also been identified in the spine. 
Static measurements of segmental flexibility have identified gender differences in cervical, 
thoracic, and lumbar spinal regions. In the cervical region, Nightingale et al.36 reported 



363Gender and Aging: Considerations for Orthopaedics

flexion strength and stiffness of the cadaveric upper cervical spine to be significantly 
greater in male than in female spinal segments. A similar finding was reported in the 
lumbar spine, wherein measurement of segmental axial stiffness in 298 patients revealed 
significantly increased stiffness magnitudes in males compared with females.37 Also, 
Stemper et al.38 investigated axial mechanical properties in the thoracic spine. Their study 
reported similar findings to the studies highlighted above, in that male segments had a 
significantly increased stiffness than female segments. However, the study also identified 
significantly increased intervertebral disc cross-sectional area in male cadaveric speci-
mens, although disc height was not gender dependent. When accounting for greater cross-
sectional areas, the authors reported that the elastic modulus for female specimens was 
greater than that for male specimens. This finding highlights the complex effect of the 
gender factor in spinal biomechanics because biomechanical differences attributed to gen-
der may actually be manifesting the effect of size differences because the average female 
is considerably smaller than the average male.39 However, continued investigation of these 
differences is warranted given the significant differences identified in some of the studies 
highlighted in this section when also accounting for subject size. Additionally, significant 
gender differences in spinal ligamentous components40 indicate that biomechanical dif-
ferences are likely the result of material, in addition to structural, differences between the 
sexes.

13.1.2 Extrinsic Gender Differences in the Spine

In the physiologic environment, the neck muscles provide support for the head–neck com-
plex, maintain an upright head–neck orientation, and generate movements of the head and 
cervical spine. They are also important for dynamic stabilization during inertial loading 
scenarios, such as automotive rear impacts, wherein differential motion between the head 
and thorax may lead to injury of the cervical spine soft tissues.41–45 The ability of the neck 
muscles to stabilize the head–neck complex is dependent on their moment-generatin g 
capacity, which, in turn, is dependent on the maximum contractile force of the muscle 
and its distance from the center of rotation (i.e., the moment arm). Experimental stud-
ies have investigated the maximum isometric moment-generating capacity of men and 
women using resistance gauges.46–50 These testing protocols typically involve a seated 
subject that places their head in an initial position and statically applies force with the 
forehead (flexion) or occiput (extension) to a fixed resistance gauge. In 1999, Jordan et al.49 
reported that maximum isometric strength from 100 volunteers was 20% to 25% greater in 
males during flexion and extension. A subsequent study by Vasavada et al.50 of 11 males 
and 5 females revealed that maximum moments in females were actually lower at 40% to 
50% of males. An anatomical study of gender differences in neck muscle size and position 
using upright magnetic resonance imaging (MRI) identified significantly smaller muscle 
areas in females and muscles positioned closer to the cervical spine, which may explain 
the moment-generating differences.51 These studies have clearly identified significantly 
greater moment-generating capacity in males. Coupled with approximately equal head 
size (only 3%–6% greater in males), these findings indicate a much greater ability of the 
neck muscles in males to stabilize the head–neck complex under inertial loading scenar-
ios. Greater dynamic stability of the head–neck complex would decrease spinal motions 
and the associated likelihood of injury.

Gender differences in muscle geometry have also been identified in trunk muscles. 
These muscles are important for maintaining body posture due to the limited intrinsic 
stability of the spine. Investigations of trunk muscle geometry have focused on anatomical 
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cross-sectional areas and moment arms as measured in axial MRI scans. Greater cross-
sectiona l areas are associated with increased contractile forces. As stated previously, 
greater moment arms are associated with greater moment-generating capacities. Two 
studies using 92 patients with lower back pain and 30 normal volunteers reported signifi-
cantly greater cross-sectional areas of the trunk muscles in males.52,53 Gender differences 
in trunk muscle areas exceeded those predicted by body mass extrapolations,52 indicating 
that the decrease in trunk muscle size for females was greater than body mass scaling 
would have predicted. Another study by Jorgensen et al.54 reported significant gender dif-
ferences in moment arms from the coronal and sagittal planes. Their study reported that 
males exhibited significantly larger moments for a majority of muscles and at a majority 
of spinal levels. Male muscle moment arms were approximately 14% greater in the coro-
nal plane and 18% greater in the sagittal plane. Together, these studies have clearly dem-
onstrated significant gender differences in skeletal muscles associated with the cervical, 
thoracic, and lumbar spines. Relative to body size, smaller muscles in females indicate a 
decreased ability to stabilize the trunk or head–neck complex, which may directly or indi-
rectly lead to an increased risk of injury during dynamic loading.

Range-of-motion assessment forms a basic component for the clinical evaluation of the 
cervical spine and has been used to diagnose disability.55–58 A number of studies have 
investigated the cervical spine range of motion under different bending modes using 
human volunteers and incorporating either active or passive muscle activation protocols. 
Active range of motion involves the patient moving their head in flexion–extension, lateral 
bending, and axial rotation to a self-determined maximum level, whereas a motion ana-
lyzer or cervical range-of-motion device is used to measure the gross head movements. 
Passive range-of-motion testing involves using a device to induce pure moments of the 
head and measuring the force/resistance in addition to the head movements.

Large-scale studies investigating active range of motion for 58 to 337 volunteers aged 
between 11 and 97 years have reported mixed results regarding gender differences in 
the maximum range of motion.59–64 Three studies reported no significant gender differ-
ences for flexion–extension, lateral bending, or axial rotation.61,62,64 However, the largest 
study of 337 volunteers found significant gender differences for extension, lateral bend-
ing, and axial rotation.59 Two other studies reported similar results for extension,60,63 
axial rotation,63 and coupled lateral bending during axial rotation.63 In all cases, females 
had greater cervical spine ranges of motion than males. Studies incorporating a passive 
range-of-motion protocol have unanimously reported significant gender differences.65–67 
Specifically, in addition to reporting gender differences in total range of motion, passive 
motion studies have also reported greater flexibility of the female neck/cervical spine 
compared with males.

As discussed above, a majority of studies investigating cervical spine range of motion 
have focused on angular motions (e.g., flexion–extension, lateral bending, and axial 
rotation). However, studies investigating linear motion of the head–neck complex 
(e.g., protraction/retraction) have also reported gender differences. Contrary to angu-
lar measures, it was found that females have lower protraction/retraction range of 
motion than males.68,69 Greater angular range of motion for extension and other bending 
modes indicates that female gender is a factor that should be accounted for by clini-
cians in the assessment of cervical spine pathology, trauma, and degeneration. However, 
decreased protraction/retraction motion in females has other biomechanical implica-
tions. Decreased anterior–posterior translation range of motion for females may lead to 
increased injury risk for dynamic scenarios incorporating that mode of loading, such as 
automotive rear impacts.70



365Gender and Aging: Considerations for Orthopaedics

In fact, an area of trauma research that has generated a large amount of gender-based 
research is in the study of cervical spine soft tissue injuries sustained during automotive 
rear impacts. These injuries are commonly referred to as “whiplash” injuries, with the 
clinical diagnosis as whiplash associated disorders (WADs). Epidemiological and clinical 
investigations have typically reported that females sustain a greater number of whiplash 
injuries than males.71–75 Experimental studies designed to delineate an explanation for this 
gender bias have incorporated human volunteers and postmortem human subject (PMHS) 
specimens. Investigations subjecting human volunteers to subinjury accelerations in auto-
motive seats have reported greater head-to-torso retraction motions76 and greater head 
accelerations77–79 in females. Although head motions are not directly related to the injury 
mechanism for WADs, these motions would imply more severe cervical spine segmental 
displacements that contribute to greater soft tissue distortions and an increased injury 
risk. Intact head–neck complexes have been studied experimentally to better understand 
the isolated cervical spine motions that lead to soft tissue distortions. Specifically, two 
experimental studies by Stemper et al.80 reported significantly increased cervical spine 
segmental angulations and facet joint linear motions81 in female PMHS specimens com-
pared with males. Localized facet joint motions were significantly different from physio-
logic extension motions82 and contribute to increased ligamentous distortions that increase 
the injury potential. A more recent study by that same group proposed gender-specific 
injury tolerance thresholds based on these findings.70 These human volunteer- and PMHS-
based studies have demonstrated differences in the dynamic biomechanics of the cervical 
spine between males and females that may contribute to greater injury risk in women. 
Explanations for these differing biomechanics likely include a combination of the struc-
tural, material, and neck muscle differences highlighted above.

13.1.3 Intrinsic Gender Differences in the Hip and Lower Extremities

The hip represents the articulation between the lateral pelvis and the proximal femur. 
This spherical joint allows flexion and extension in the sagittal plane, abduction and 
adduction in the coronal plane, and internal and external rotation in the transverse 
plane. To permit these motions, the proximal femur anatomy consists of the ball-like 
protrusion of the femoral head, which swivels and rotates within the acetabulum. The 
joint forces are transmitted primarily by direct compression between the acetabulum 
and the femoral head. These bone components are held in contact by overlying soft tis-
sue of the joint capsule, which is composed, namely, of the iliofemoral, ischiofemoral, 
and the pubofemoral ligaments.

Gender differences in skeletal anatomy contribute to differences in the compressive 
mechanical loading of both the acetabulum and the femur. The pelvis represents the struc-
ture with the most notable gender difference in the skeletal anatomy. In females, the iliac 
wings are broader and shallower, and the pelvic outlet is considerably wider. These ana-
tomical variations compared with the male pelvis enable females to complete childbirth.83 
However, a secondary result of the broader pelvis is an altered acetabular placement in 
females. Specifically, radiological assessment and anatomical dissection studies have noted 
that the acetabular locations in females are wider apart and located more anteriorly.84–88 In 
these studies, the acetabulum was located at the center of a sphere approximated by the 
acetabular surface. One study analyzed computed tomography images and located each 
acetabulum with respect to the anterior pelvic plane, that is, the plane defined by each 
anterior–superior iliac spine and the pubic symphysis. In females, the acetabulum loca-
tions were found to be significantly more anterior compared with males. This placement 
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of the hip joint is of interest particularly for knee orthopaedics considerations, as discussed 
later in this chapter.87 In addition to the wider placement and anterior location with respect 
to the anterior pelvic plane, the female acetabulum orientation is angled more anteriorly. 
This angulation, that is, anteversion, is defined by the angle formed between the coro-
nal plane and a line drawn between the anterior and posterior brims of the acetabulum 
(Figure 13.2). Quantified within the transverse plane, anteversion was significantly greater 
in females.84,87 Yet, when imaged in the coronal plane, another radiographic study found 
that the female acetabulum contact area in the standing posture was significantly less 
compared with the male contact area.89 This suggests that the female acetabulum may be 
subject to greater wear stresses due to higher contact pressures over a reduced area. In fact, 
that same study used subject body mass to estimate contact pressures within the hip joint. 
Accounting for subject-specific body mass, acetabular contact pressures were estimated 
to be an average of 20% greater in females compared with males. As a consequence, the 
female hip may be subjected to increased wear over a person’s lifetime. This interpretation 
has not been corroborated by epidemiology; risk of overuse-related osteoarthritis was not 
significantly higher for females compared with males.90

In conjunction with acetabular differences, the wider female pelvis is also associ-
ated with anatomical differences in the proximal femur. Because of their smaller stat-
ure, females generally possess smaller femurs than males. In particular, the femoral 
head, cantilevered on the medial aspect of the proximal femur by the femoral neck, is 
on average 5 mm smaller in females.84,88 This smaller head is attached to the shorter 
and thinner femoral neck, which is angled anteriorly, that is, with greater antever-
sion. The magnitude of anteversion of the femoral neck was quantified to be 25.2 ± 
9.8° in females and 20.3 ± 9.9° in males.88 The cross-sectional area of the femoral neck 
is also reduced in females.91 Therefore, estimated stress in the femoral neck during 
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normal ambulation was also higher in females than in males, even after accounting for 
a reduced female body mass.

These gender-specific anatomical variations such as femoral neck anteversion and head 
diameter are particularly relevant when surgical orthopaedics interventions are under 
consideration for degenerative joint diseases such as osteoarthritis. For example, normal 
joint alignment must be restored during total joint arthroplasty, and a femoral neck ante-
version angle appropriate for males would be inappropriate for females. Because the hip 
axially loads the femur at the femoral head, femoral neck orientation is also an important 
parameter for biomechanical tolerances at the joint. Therefore, the femur is often charac-
terized both by the load-bearing “mechanical axis,” that is, the line defined by the center 
of the femoral head to the center of the distal femur, and by the noncoincident “anatomical 
axis” along the femoral diaphysis.92 These axes play an important role during biomechani-
cal experiments to define tolerance as well as clinical reference lines for reconstruction. 
Specifically, the noncoincident anatomical axis induces bending moments within the fem-
oral diaphysis even when compressive loads are directed along the mechanical axis.93,94 
For joint reconstruction, both axes must be considered when anatomical joint lines are 
established by the surgeon.

The knee also exhibits gender-dependent characteristics and represents the articula-
tion between the distal femur and the proximal tibia. Because its primary anatomical 
movement is flexion and extension in the sagittal plane, this joint is considered a hinge. 
Although the terminology implies a pinned rotation within the joint, both rotation and 
sliding between the surfaces represent normal motions. Compressive forces are trans-
mitted between the two bone segments, that is, the femur and the tibia, through three 
subjoints: the medial tibiofemoral articulation (the half of the knee on the inside of the 
leg), the lateral tibiofemoral articulation (the half of the knee on the outside of the leg), 
and the patellofemoral articulation (between the femur and the patella). The medial and 
lateral tibiofemoral components form the weight-bearing structures, which transmit 
forces axially by means of intermediary cartilages known as menisci; the patellofemoral 
articulation redirects tension generated by the quadriceps muscle group in the thigh 
around the anterior of the knee through the quadriceps tendon to the proximal tibia. 
These joints are held in contact by four primary knee ligaments: (1) the medial collateral 
ligament, (2) the lateral collateral ligament, (3) the anterior cruciate ligament (ACL), and 
(4) the posterior cruciate ligament.

As with the hip joint, gender-based anatomical differences between female and male 
anatomy can alter knee biomechanics. Because the female pelvis is wider, the female femur 
approaches the knee from locations more lateral with respect to the midsagittal plane. 
Consequently, the axis of rotation of the female knee is typically oriented more valgus, 
or angled inward, than the axis of the male knee.92,95 For example, a series of 120 normal 
subjects were radiographed from the frontal view to quantify biomechanical alignment in 
the stance posture. Significant differences were found between genders for the knee axis, 
defined by the angle between the articular surfaces of the knee and the horizontal; the 
female axis was 0.4 ± 1.3° (valgus), whereas the male axis was −1.0 ± 1.4° (varus) (Figure 
13.3).95 In addition to having a valgus orientation for the joint, the force produced by the 
quadriceps through the patella was directed more laterally in females than in males. This 
was quantified as the angle between the femoral mechanical axis and the line defined 
between the center of the tibial plateau and the center of the patella. Using planar radiog-
raphy during subject stance, this angle measured 10.4 ± 5.1° in females but was 6.1 ± 5.6° 
in males.95 A more recent study using biplanar fluoroscopy reported similar results: 10.0° 
versus 4.5° for females and males, respectively.96
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13.1.4 Extrinsic Gender Differences in the Hip and Lower Extremities

The previous section demonstrated that the bony anatomy of the lower extremities pre-
disposes males and females to variations in biomechanical loading scenarios that require 
unique considerations. As with the vertebral column, there are also extrinsic gender-
specifi c characteristics relating to hip and knee function that also must be considered. 
Because the primary function of the lower extremities is ambulation, the next section 
addresses these extrinsic factors with an emphasis on lower extremity function. When 
warranted, biomechanical tolerance factors are also addressed.

Gender differences in acetabulum orientation at the hip may play a role in pelvic frac-
ture risk. As discussed, the female acetabulum is oriented with greater anteversion, that 
is, anterior rotation. Because the acetabulum orientation is not associated with any change 
to the acetabular wall thickness between genders,84,87 this orientation may have an effect 
on the acetabular fracture risk for females compared with males in traumatic axial loading 
of the femur in a seated posture, such as that which occurs during motor vehicle crashes. 
For example, in a frontal impact automotive crash, the occupant translates forward until 
restraints resist this motion. Often, this restraint loading includes knee contact with the 
knee bolster beneath the instrument panel in the car. The impact force from knee bol-
ster contact is axially transmitted by the femur, and, therefore, the femoral head loads 
the posterior acetabular wall. Biomechanical experiments have demonstrated that this 
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FIGURE 13.3
Frontal view of the knee axis angle in males (a) and females (b). Angles are exaggerated to demonstrate the 
outward male knee axis angle (A) compared with the inward female knee axis angle (B).
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loading mechanism produces acetabular fractures with peak loads ranging from 4.4 to 8.1 
kN.93,94 Because the female acetabulum is more exposed to this loading through acetabu-
lar orientation without associated thickening of the acetabular wall, fracture risk may be 
greater for that population.84 Yet, insufficient data exist currently to provide a quantitative 
comparison.

Gender differences in the lower extremities have also been noted through investigations 
of passive and active joint tissue responses. Such studies have used both isolated human 
tissue as well as living volunteer subjects. For example, a volunteer study incorporating 
24 collegiate athletes examined the passive (ligamentous) and active (tensed musculature) 
laxity of the knee at 30° and 60° of flexion.97 Laxity was quantified as the amount of internal 
rotation during an 80 N dynamic load applied medially at the forefoot; limb reaction force 
was also measured. During passive and active muscle states, forced rotations were 16% 
and 27% greater, respectively, in females. This indicated that the passive ligamentous joint 
provides less restraint, and that the active stabilizing musculature is weaker in females 
compared with males. This difference was reported to be even greater during external 
rotation of the ankle.98 Knee laxity may be directly related to the mechanical properties 
of knee ligaments. Twenty unpaired isolated cadaveric ACLs were loaded dynamically 
at 100% per second until failure, and statistical models were developed for stress, strain, 
and strain energy density at failure as well as the modulus of elasticity.99 In an attempt to 
account for as many confounding parameters as possible, covariates of gender, age, body 
mass, height, body mass index, ligament length, ligament volume, and minimum cross-
sectional area were considered. Based on multivariate linear regression models, ligament 
properties of stress, strain, and strain energy density were significantly dependent on gen-
der; the modulus of elasticity was not significantly dependent on gender.

In addition to single-cycle loads, volunteer experiments have suggested that the female 
knee ligaments may be more vulnerable to repeated loading. Specifically, mild cyclic load-
ing (150 N) of the ACL was performed on male and female volunteers.100 Anterior displace-
ment of the tibia, used as a measure of ACL stretch, was measured before and after 10 min 
of loading at 0.1 Hz with the knee oriented at 35° and 90° of flexion. Tibial displacement 
increased by more than 20% after cyclic loading in females and was significantly greater 
than in males. Muscle reflex guarding of the knee was also shown to be less responsive in 
females compared with males. At 0° (no flexion), the knees of 24 volunteers were subjected 
to sudden ligament distractions in both the varus and valgus directions using a 7° ramp-
and-hold loading function.101 Muscle reflex response was observed using surface electro-
myography (EMG) for males and females. Females demonstrated reduced reflex intensity 
(e.g., EMG magnitude) compared with males, suggesting reduced stretch-induced muscle 
guarding of the knee joint in females.

The previously described in vivo and ex vivo quantitative mechanical studies may explain 
the increased knee valgus and internal rotation demonstrated by females compared with 
males in athletics-related tasks. Those differences were highlighted by a study wherein 
females and males performed a 60 cm vertical drop task.102 The motions of the volunteer 
subjects were tracked using retroreflective targets and recorded using three-dimensional 
(3D) motion capture. Comparing lower limb landing kinematics, females were found to 
land in a more erect posture compared with males, with 22.8 ± 8.0° of knee flexion com-
pared with 30.0 ± 7.7° at foot contact. This limb orientation was suggested to result from 
weaker muscle groups in females and may place greater demands on the stabilizing liga-
ments of the knee.103 Other studies using vertical drop and vertical jump tasks have found 
significantly greater knee valgus in females than in males.104–109 For example, motion capture 
was performed while male and female volunteers performed vertical drop and step-down 
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tasks.106 Comparing both tasks, females demonstrated significantly greater knee valgus 
than males. In that study, the average female knee valgus during the vertical drop was 6°, 
whereas the average male valgus during the step-down task was −1.2° (varus). In similar 
tasks, females also demonstrated greater knee internal rotation. Recorded during a single 
limb vertical drop task using 3D motion capture, knee kinematics were quantified in male 
(n = 18) and female (n = 19) athletes.110 Females demonstrated significantly greater internal 
rotation during landing compared with males: 12.6 ± 1.2° versus 9.4 ± 0.9°.

Quantitatively, these studies have demonstrated the extrinsic gender differences at the hip 
and knee. Compared with male anatomical characteristics, female pelvis and lower extremi-
ties are characterized by increased acetabular exposure to femur loading while seated, 
increased passive and active joint laxity of the knee in abduction–adduction and internal–
external rotation loads, and increased knee valgus in active ambulatory tasks. The extrinsic 
gender differences demonstrated by these studies and others may guide the clinician with 
decisions of diagnosis and treatment for orthopaedics pathologies of the hip and knee.

13.2 Biomechanical Effect of Aging and Degeneration

Aging refers to progressive changes within the tissues of the body that are associated with 
the passage of time. Spinal degeneration describes the deterioration of biological tissues 
that occurs with aging due to repeated loading. However, aging and degeneration are 
not synonymous because degeneration is a mechanical and chemical process that is not 
dependent exclusively on the passage of time. The rate of degeneration within specific tis-
sues is a function of loading history, genetics, and a number of other factors. Degeneration 
of the spine and other tissues has many health and biomechanical effects. A considerable 
body of clinical and experimental literature exists on different degenerative conditions 
affecting a majority of tissues within the human body. Rather than summarize the entire 
body of literature, this section will highlight some of the biomechanical changes associ-
ated with degeneration from the tissue level to the body segment level.

13.2.1 Aging and Degeneration Differences in the Spine

The biomechanical effects of aging and degeneration on spinal tissues have been investi-
gated on the tissue, segmental, and spinal levels. From an isolated tissue standpoint, the 
mechanical response of spinal ligaments has been quantified for different age groups. 
Because ligaments provide resistance only under tension, experimentation has focused on 
defining the tensile response of isolated ligaments and on the ligamentum flavum, anterior 
and posterior longitudinal ligaments, and the supraspinous and interspinous ligaments in 
the cervical and lumbar spinal regions. For the intact ligamentum flava, Nachemson and 
Evans111 demonstrated that the resting stress decreased approximately linearly with age. 
Resting stress was defined as the latent ligamentous stress remaining after separation of 
the vertebral arches from the bodies, which decreased by approximately 50% between 20 
and 65 years of age. That study also reported that stress at rupture and modulus of elastic-
ity, a measure of normalized stiffness, decreased approximately linearly with age. Rupture 
stress and modulus of elasticity decreased more rapidly, maintaining only 50% of their 
values from 20 years of age at 50 and 55 years, respectively. A later study by Chazal et al.112 
reported similar findings for the posterior longitudinal ligament, wherein the mean stress 
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was 25% lower for the 70- to 80-year age group compared with the overall sample (50–
80 years old). Another study corroborated those findings by demonstrating a significant 
negative correlation between mechanical properties of the lumbar anterior longitudinal 
ligament and specimen age.113 That study also reported a significant positive correlation 
between anterior longitudinal ligament mechanical properties and vertebral bone den-
sity, although it remains to be proven whether the relationship was causative or simply 
associated with the two concurrent degenerative processes. These findings clearly demon-
strate that ligament mechanical properties deteriorate with age. The types of mechanical 
changes outlined here would create greater segmental laxity due to a lower elastic modu-
lus and greater injury potential owing to a decreased rupture stress with age.

The degenerative process of the intervertebral discs has been well documented in the 
literature due to the likely association with altered lumbar spine mechanics and lower 
back pain. Clinical studies of disc degeneration have documented tears and fissures of the 
annulus fibrosus, nucleus dehydration and herniation, and loss of disc height and related 
those signs to clinical symptoms in patients.114–123 Although the primary loading mode for 
the lumbar spine is compression due to its support of the body weight, the annular fibers 
experience tension due to Pascal’s Law, which indicates that pressure applied to a confined 
incompressible fluid is distributed equally in all directions. As such, the tensile proper-
ties of the annulus fibrosus have been experimentally investigated. Studies have typically 
demonstrated a deterioration of physiologic and ultimate properties of the annulus of the 
disc with aging. For example, Galante124 reported decreasing elongation and energy dis-
sipation at tensile failure for annulus samples obtained from older specimens. Likewise, 
Acaroglu et al.125 reported decreased ultimate stress and strain energy density in aged 
compared with nondegenerated discs. A more recent study reported stronger correlations 
between annulus tensile properties and intervertebral disc degeneration grade than with 
age.126 This finding highlights the fact that deterioration in the spinal mechanical response 
is more dependent on the degeneration of its components rather than the passage of time. 
In addition to tensile loading of the annulus fibrosus, it sustains compressive loads dur-
ing bending. Umehara et al.127 experimentally demonstrated an increasing compressive 
modulus with degeneration in lumbar intervertebral discs, with greater regional irregu-
larity than for normal specimens. These findings demonstrate a decrease in the mechani-
cal properties of the intervertebral disc with degeneration.

Effects of degeneration on isolated spinal tissues, as highlighted in the previous para-
graphs, contribute to changes on a segmental level. In general, the bending response of 
lumbar spine motion segments has demonstrated degeneration grade–dependent changes. 
Nachemson et al.128 and Mimura et al.129 have reported decreasing range of motion (i.e., 
decreased flexibility) in flexion–extension and lateral bending for grossly degenerated 
specimens. Similarly, Fujiwara et al.130 reported decreasing range of motion in flexion–
extension, lateral bending, and axial rotation for specimens with the highest levels of disc 
degeneration. Interestingly, their study identified increasing segmental flexibility with 
degeneration up to the penultimate level of degeneration before the decrease in flexibility 
for the highest level of degeneration for flexion–extension and axial rotation.

In addition to degeneration of the intervertebral disc, facet joints could sustain osteoar-
thritic changes including subchondral sclerosis, cartilage degeneration, and osteophyte for-
mation. Fujiwara et al.130 also investigated the mechanical effects of facet joint degeneration. 
Decreasing motion segment flexibility was reported for increasing levels of subchondral 
sclerosis under all loading modalities. Likewise, decreasing motion segment flexibility was 
reported with increasing levels of cartilage degeneration and osteophyte formation for all 
loading modes except axial rotation and extension (due to cartilage degeneration) or axial 
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rotation alone (due to osteophyte formation). That study was the first to identify the differ-
ing biomechanical effects of intervertebral disc and facet joint degeneration in the lumbar 
spine. Findings on the mechanical effects of disc degeneration agree with the three stages of 
spinal degeneration: dysfunction, instability, and stabilization,131 whereas mechanical effects 
of facet joint degeneration demonstrated a progressive restriction to segmental motion.

The biomechanical effects of degeneration have also been quantified in the cervical spine. 
However, those studies have demonstrated considerably less consistency with regard to the 
biomechanical effects of degeneration than in the lumbar spine. For example, Lysell132 and 
Moroney et al.133 reported no remarkable differences in the response of the cervical spine for 
degenerated segments. However, Ball and Meijers134 reported that disc narrowing and osteo-
phyte formation resulted in reduced angular mobility. Likewise, in an experimental study 
incorporating younger cervical spines, coupled with a comparative literature review, Board 
et al.135 reported that younger spines demonstrated greater segmental ranges of motion at 
all loading levels compared with older spines from previously reported studies. Decreased 
mobility in degenerated spines as reported in those studies132,133 mirrors the experimental 
findings for the most severely degenerated lumbar spine specimens. However, the lack of 
consistency among the studies highlights a need for continued and more in-depth investiga-
tions of the effects of spinal degeneration on cervical spine biomechanics.

The effect of aging on active cervical spine range of motion has been investigated in a 
number of studies, with almost unanimous consensus in the literature that older volun-
teers have decreased ranges of motion in flexion–extension, lateral bending, and axial rota-
tion.59,61–65,136–139 Malmstrom et al.63 reported that the range of motion in extension decreased 
by 5.9% per decade. Similarly, Lansade et al.64 demonstrated a decrease of approximately 
7.0° per decade across all six primary motions. Although the primary motions exhibited sig-
nificant decreases, coupled spinal motions generally did not change with aging. Malmstrom 
et al.63 reported that coupled lateral bending during axial rotation changed direction from 
ipsilateral to contralateral for only the 70- to 79-year age group. No other age-specific differ-
ences in coupled motions were identified. Other studies reported no significant changes in 
coupled motions with age, although Trott et al.61 identified considerably decreased coupling 
motion magnitude beyond the 20- to 29-year age group.

This section has highlighted experimental studies investigating biomechanical changes 
associated with the degeneration of spinal tissues. On the tissue level, degeneration was 
shown to decrease elastic modulus and rupture stress for spinal ligaments and annulus 
fibrosus. However, studies investigating the effects of degeneration on segmental mechan-
ics have demonstrated conflicting results that may be attributed to increasing flexibility 
for mild and moderate levels of degeneration followed by decreased flexibility for severely 
degenerated segments. Therefore, continued biomechanical studies are required to outline 
the continuous process of degeneration.

13.2.2 Aging and Gender Differences in the Hip and Lower Extremities

The most common age-induced biomechanical considerations at the hip include increased 
risk of hip fracture and osteoarthritis. Although females do not experience an increased 
risk of osteoarthritis at the hip compared with males, there is an increased risk with 
increasing age.85,90 On the other hand, hip fracture risk in elderly females is significantly 
higher than in age-matched males, a consequence of multiple interacting factors.91,140,141 
Hip fractures are characterized by a fracture of the proximal femur occurring at the femo-
ral neck or within the trochanters.142 Such fractures are generally associated with falls in 
which direct impact to the hip occurs.143 Females at 50 years of age are estimated to have 
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a lifetime fragility fracture risk of 40%, a risk more than three times greater than that 
of males.140 Biomechanically, this increased fracture risk is attributed to osteoporosis as 
well as gender-specific anatomical characteristics of the hip that have been presented ear-
lier.91,144,145 Osteoporosis, a loss of bone density and bone trabeculae, is a common contribu-
tory factor and is associated with advancing age.91,146 With insufficient bone density, the 
force and energy tolerance of the joint to impact loading can be substantially reduced. For 
example, 17 cadaveric femurs were tested to failure to compare age effects on mechanical 
tolerance.147 Specimens were grouped by age into younger and older groups with aver-
age ages of 33 and 74 years, respectively. In the medial–lateral direction, older specimens 
sustained half as much force to fracture (3.4 versus 7.2 kN) and absorbed only 31% of the 
energy (5.5 versus 18.0 J). Also, femur ultimate strength was correlated with bone min-
eral density (r = 0.92), a common diagnostic indicator for osteoporosis.147 Another biome-
chanical study found that increased femoral anteversion may lead to decreased fracture 
strength.148 Thirty-three femurs were oriented with femoral neck angles ranging from 0° 
to 30° and loaded until failure. Force at fracture averaged 4.1 ± 0.9, 3.8 ± 0.9, and 3.1 ± 0.9 
kN for anteversion angles of 0°, 15°, and 30°, respectively. A decreasing trend in fracture 
load was observed with increasing angle, and force was reduced a statistically significant 
24% with 30° of anteversion. Thus, the increased risk of hip fracture due to osteoporosis 
experienced by females may be augmented by the anteverted female femur anatomy.88

Clinically, degeneration-related knee injuries include both acute ligamentous trauma 
and progressive age-related osteoarthritis. A 13-year review of injuries in collegiate ath-
letics in the United States found that between 6% and 22% of female athletes sustained 
noncontact ACL injuries annually between 1990 and 2002.149 Compared with male ath-
letes in identical sports, females were 2.5 to 5.8 times more likely to sustain a noncontact 
ACL injury. The relationship between injury risk and lower extremity biomechanics was 
prospectively assessed in an exclusively female population.150 For that study, the lower 
limb kinematics of 205 female athletes was quantified prior to competition. Nine subjects 
sustained a confirmed ACL rupture during the study period. From 3D motion capture 
analysis, injured subjects demonstrated significantly greater valgus knee angles during 
a vertical drop task than did the uninjured subjects. A meta-analysis of epidemiologi-
cal studies found that females older than 55 years are significantly more likely to suffer 
from osteoarthritis of the knee.90 Furthermore, knee osteoarthritis was significantly more 
severe in females. Epidemiological studies have found that knee alignment, in particular, 
was associated with increased risk of knee osteoarthritis and the progression of degenera-
tion.151–153 For example, the influence of knee alignment was examined in a prospective 
osteoarthritis study.151 Patients with mild knee arthritis (males = 57, females = 173) were 
reexamined after 18 months to assess disease progression. Valgus knee alignment (>2°) 
was associated with a nearly fivefold increase in risk of osteoarthritis progression in the 
lateral tibiofemoral joint and a decreased risk of progression in the medial tibiofemoral 
joint. Therefore, females are at greater risk of age-related and activity-related knee injuries 
and disorders.

13.3 Summary

This chapter has highlighted the biomechanical differences in the response of the human 
body based on gender and aging/degeneration. In both cases, significant differences were 
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identified in the intrinsic response of isolated tissues and components, as well as the gross 
extrinsic response of body segments. With regard to gender, anatomically based studies 
have identified a more slender cervical column, enhanced lumbar lordosis, smaller facet 
sizes, a broader and more shallow pelvis with a wider pelvic outlet, and more laterally ori-
ented knee joints in females. Gender differences in clinically relevant anatomy of the cervi-
cal spine were also reported. Other studies have identified significant gender differences 
in spinal segment flexibility, overall head–neck flexibility, dynamic cervical spine kine-
matics, and neck/trunk muscle locations and moment-generating capacity. Many of these 
gender-based differences are more complex and are not based solely on anthropometric 
size differences alone, and may contribute to higher dynamic injury potential and rates of 
mechanically based disease in women. For example, differing injury rates between men 
and women have come to light in some loading scenarios, and it has long been accepted 
that women sustain higher rates of degenerative spondylolisthesis.

With regard to aging and degeneration, considerable research efforts have been expended 
toward understanding the process of degradation of orthopaedics tissues over time and 
due to repeated use/overuse. In the spine, material degeneration has been quantified for 
spinal ligaments and the annulus fibrosus component of the intervertebral disc, younger 
spinal segments are more flexible than older, degenerated spinal segments, and inter-
vertebral disc and facet joint degeneration affect spinal segmental biomechanics differ-
ently. Although coupling motions do not change over time, cervical spine range of motion 
for flexion–extension, lateral bending, and axial rotation consistently and progressively 
decreases with age. In the hip and lower extremities, age-related changes include a higher 
potential for osteoarthritis-related hip fractures and osteoporosis-related long bone frac-
tures. Additionally, differing knee anatomy in females leads to differing wear patterns 
and a higher risk of osteoarthritis in that population.

Although this brief review is by no means comprehensive, it does highlight the bio-
mechanical effects of gender and aging/degeneration in the spine and lower extremities. 
Whereas aging and degeneration have been consistent and established areas of biome-
chanical research, it is clear that the effect of gender requires further investigation on the 
tissue, component, and system levels. Nonetheless, the studies identified in this chapter 
have highlighted the fundamental differences in biomechanics between men and women 
that cannot simply be explained by differences in body size.
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14.1 Introduction

Practical difficulties and ethical considerations in experimental methods motivate the use 
of computational models as an indispensable complementary tool for the assessment of 
biological tissues and joints under both normal and pathological conditions. For example, 
in the knee joint, different components such as articular cartilage (AC), meniscus, bone, 
ligament, and muscle tissues provide distinct and complementary roles to facilitate a 
smooth transition of load between the thigh and the shank. Perturbation of any single 
component can disrupt the interactions between, and affect the functionality of, all com-
ponent tissues. Accurate assessment of the biomechanical function of whole joints and the 
manner in which that function evolves during development and growth, degeneration, 
and surgical intervention is a challenging task due to complexities in tissue properties, 
geometry, and loading conditions.

To model the biomechanics of biological tissue and whole joints, boundary-value prob-
lems (BVPs) must be carefully specified before the development of solution strategies. The 
BVP statement typically includes the identification of a tissue material model (i.e., elastic, 
poroelastic, viscoelastic), the geometry of the structure (i.e., cylindrical discs tested in vitro 
or complex native joint geometries present in vivo), and equations that define boundary 
conditions on the external surfaces of the structure (i.e., applied displacements for confined 
compression stress relaxation experiments or applied time-dependent force distributions 
for intact joints). Before the development of computational approaches using computers, 
both exact and approximate analytical solutions were obtained that solve BVPs; for exam-
ple, see Timoshenko and Goodier1 for a rich catalogue of classic BVP solutions using linear 
elastic material models.

Computational solutions, often based on finite-element analysis (FEA), have a long his-
tory of being used to solve BVPs with classic engineering stress equations (i.e., linear iso-
tropic elasticity) that become intractable by complex geometries and loading conditions. 
Examples of complex geometries include the AC geometries of intact joints.2–5 Also, mod-
eling complex heterogeneities or experimental loading conditions may lead to intractable 
BVPs even for standard geometries (i.e., cylindrical discs) and loading conditions (i.e., com-
pression); examples include modeling AC with depth-dependent properties6–10 or those 
subjected to dynamic compression.11–13

There are advantages and disadvantages for using computational approaches as 
opposed to experimental measurements when studying the biomechanics of tissues and 
joints. Computational modeling uses simplifying assumptions for material properties 
and boundary conditions, but can predict multiple variables such as force, displacement, 
strain, stress, volume/area changes, and contact pressure/area, some of which are diffi-
cult, currently, to measure experimentally. Experimental approaches, however, provide 
potentially more accurate results but offer less flexibility in the number of variables that 
can be measured simultaneously. Validated computational models can alternatively and 
more efficiently predict the relative importance of design parameters that govern tissue 
and joint behavior and, consequently, facilitate design changes in experimental and surgi-
cal approaches. To provide the best benefit, it is emphasized that computational models 
should be carefully validated, an objective that is normally accomplished by ensuring that 
predicted variables are within a range of experimental measurements. Variables used for 
validation often include displacements, strains, contact pressures, and forces; the variables 
chosen for validation depend on the study being conducted. As such, care should be taken 
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so that the predictions of computational models are used only in the range and type of 
tests for which they are validated.

In this chapter, we provide an overview of computational modeling, mostly through the 
use of FEA, of the tissues of diarthrodial joints and of whole joint models, both for normal 
and pathological conditions. In-depth overviews of several computational studies are pro-
vided for bone tissue and whole bones (with an emphasis on remodeling), AC (at both the 
explant and whole tissue levels), and the whole knee joint. In general, we discuss compu-
tational solutions for modeling tissue and joint biomechanics with emphasis on (1) normal 
versus abnormal function in vivo, (2) improving our understanding of structure–function 
relations that govern physiological and pathological biomechanical behavior, and (3) tissue 
growth and remodeling (G&R). Although the focus here is on bone and AC tissues, many 
of the computational approaches discussed have also been used for a variety of other tis-
sues such as intervertebral disc, arterial, skin, and brain tissues.

14.2 Computational Approaches to Bone Remodeling

Bone remodeling is a dynamic cellular process regulated by the mechanical environment 
of bone and metabolic factors. Through the coordinated actions of cell teams collectively 
known as basic multicellular units (BMUs), resorption of bone by osteoclasts is followed 
by bone formation within the resorption cavity by osteoblasts. Resorption at a specific 
bone location takes approximately one month to complete, whereas formation follows 
over the next two to three months, resulting in temporary porosity during the process, 
which is known as “remodeling space.” Through remodeling, the skeleton renews bone 
tissue, adapts to mechanical loads, and provides a supply of essential minerals. In addi-
tion, remodeling is the only mechanism able to remove fatigue damage in bone, prevent-
ing eventual failure under normal conditions.14

The concept of bone remodeling regulation by mechanical factors, popularized by the 
premises of Wolff, has been established by many experimental studies, although the specific 
mechanisms of the regulatory process are still not known. It is believed that bone contains 
mechanosensors (thought to be the osteocytes within the bone matrix) that regionally monitor 
the mechanical environment of bone. These sensors are thought to activate biological pro-
cesses to increase or decrease active BMUs to maintain the mechanical environment within 
genetically predetermined limits.15 Evidence of this phenomenon is supported by experiments 
demonstrating the response of bone under various states of mechanical loading. Bone tissue 
insufficiently loaded (commonly referred to as “disuse”) is removed by bone remodeling,16 
possibly due to an increase in osteocyte apoptosis,17 which may result from disuse-induced 
hypoxia.18 Theories suggest that osteocytes may also directly sense and respond to fluid move-
ment, or lack thereof, within the l acunar-canalicular network resulting from cyclic loads on 
bone. It has been hypothesized in these cases that osteocytes may be stimulated by streaming 
potentials (through ionic currents resulting from fluid movement)19 or fluid shear stresses act-
ing on the cell.20 More recently, fluid flow across cilia extending from the osteocyte surface has 
been postulated as another possible mechanism for osteocytes to sense mechanical signals 
and regulate remodeling.21 Fatigue microdamage from physiological and supraphysiological 
loading of bone also has been found experimentally to initiate remodeling,22 possibly through 
osteocyte apoptosis resulting from microcrack formation in loaded bone.23
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14.2.1 Computational Models of the Bone Remodeling Process

Mathematical models of bone remodeling are useful in synthesizing known information 
on the various biological processes associated with remodeling and developing or explor-
ing hypotheses concerning mechanisms of the remodeling process. Several investiga-
tors have developed computational models that mimic the phenomenological processes 
associated with BMU-based bone remodeling. A few of these simulations are presented 
here. The model by Hart and Davy24 related the rate of remodeling to the strain history of 
bone. Bone geometry and material properties were updated in their model in response to 
resorption or formation by BMUs, which allowed for the prediction of the bone structure 
over time as the model proceeded in an iterative fashion. Reeve25 and Thomsen et al.26 
developed stochastic models from histomorphometric data to examine remodeling on tra-
becular surfaces and used their models to investigate possible mechanisms of bone loss or 
gain associated with osteoporosis and its treatment.

Mullender and Huiskes27 incorporated mechanosensors into their computational remod-
eling algorithm by modeling the ability of osteocytes to sense the surrounding mechanical 
environment and then to signal osteoclasts and osteoblasts to alter bone mass accordingly. 
Trabecular architecture was predicted by their model in a small region of bone. More 
recently, signaling factors responsible for the coupling actions of osteoclasts and osteo-
blasts within BMUs have been incorporated into mathematical models of bone remodeling 
to investigate the effects of cytokines and growth factors on remodeling responses.28–30

14.2.2 Incorporating the Bone Remodeling Process with Finite-Element Analysis

Although the previously described mathematical models of the bone remodeling process 
may include simplified loading conditions on basic bone geometries, other methods are 
needed to investigate the realistic loading conditions on whole bone structures. FEA is one 
method that may be used to investigate the influence of the mechanical environment on 
the regulatory processes of bone remodeling.

14.2.2.1 Using Finite-Element Analysis to Model Whole Bone Adaptation

Huiskes et al.31 and Weinans et al.32 developed models in which remodeling was regulated 
by sensors that strived to bring the strain energy per unit bone mass throughout the struc-
ture to a preset value. The stimulus (S) for remodeling was determined from n different 
loading conditions:

 S
n
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=
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1
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 (14.1)

where Ui is the strain energy density of the ith loading condition, and ρ is the local tissue 
density. Changes in density over time were related to the stimulus S by

 Δρ = AΔt{S – k(1 + s)}2 for S ≥ k(1 + s)

 Δρ = AΔt{S – k(1 – s)}2 for S ≤ k(1 – s) (14.2)

 Δρ = 0 for k(1 – s) < S < k(1 + s)
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where A is a time constant, Δt is the time period, k is the target equilibrium stimulus, and 
s is a parameter that defines the “dead zone” region where no net formation or resorp-
tion occurs. By incorporating this algorithm with finite-element models of the femur, the 
effects of the material properties of hip replacements on stress shielding around implant 
stems were examined.

Using a daily stress stimulus, Ψ, to determine the rates of bone resorption and formation, 
Beaupré et al.33 used a finite-element model of the femur to investigate normal and abnor-
mal loading effects on the functional adaptation of the internal structure of bone. In their 
study, the average stimulus for k different activities was defined as

 Ψ =
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where ni is the number of cycles of the ith activity, and m is an empirical constant. For this 
simulation, the stress term was defined as

 σenergy = 2EU  (14.4)

where E is the elastic modulus, and U is the strain energy density. Representing each 
activity by a set of loading conditions, Ψ was used to determine the bone resorption and 
formation rates and, subsequently, the density changes in the bone structure over time.

Remodeling to remove fatigue microdamage accumulation in the bone matrix was 
incorporated into a finite-element model of the femur by Doblaré and García.34 In their 
study, damage was not considered in terms of microcrack density or crack length, but 
rather was related to porosity and the directional distribution of bone mass. Taking a 
similar approach to that proposed by Beaupré et al.,33 and subsequent models from the 
same research group, a daily stress stimulus approach was used to stimulate remodeling. 
In their algorithm, damage accumulation was correlated to bone resorption (increased 
porosity and therefore increased defects in the material), whereas damage removal was 
associated with bone formation (increased bone mass and therefore fewer bone defects). 
The algorithm was then incorporated into a finite-element model of the femur to examine 
the effects of remodeling around total hip replacements. This model was further modified 
to include cellular activity (remodeling rates and densities of osteoclasts to resorb bone 
and osteoblasts to form bone) associated with remodeling and to take into account the 
degrading effects of damage on bone material properties to better predict stress fractures 
for various loading conditions.35

14.2.2.2  Merging the Concepts of the Bone Remodeling Process 
with Finite-Element Models of Bone Adaptation

Although the above models are excellent examples of using FEA to investigate whole bone 
adaptation under various conditions, each assumes that bone mass can be added as easily 
as it can be removed, which is not consistent with the physiological process of remodeling 
in which it is difficult to add substantial bone mass. In this sense, they are not necessarily 
solely models of bone remodeling but combine not only the coordinated actions of the bone 
cells (remodeling) but also the independent actions of the cells that alter the size and shape 
of bone associated with modeling. One algorithm that attempts to faithfully reproduce the 
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physiological processes of BMU-based bone remodeling (resorption by osteoclasts preced-
ing formation by osteoblasts) is presented in the work of Hazelwood et al.36 In their study, 
the local mechanical stimulus for remodeling (Φ) is assumed to be a function of the prin-
cipal strain component with the maximum magnitude (ε) from n different daily activities 
performed RL cycles per day:

 Φ =
=
∑εi

q
Li

i

n

R
1

 (14.5)

where the value for the exponent q was set to 4 based on studies that determined the 
number of cycles and strain levels needed to maintain bone mass.37 With the mechanical 
stimulus in this form, it is reasonable to assume that the rate at which damage forms in 
bone (dDF/dt) is proportional to Φ multiplied by a damage constant kD (1.85 × 105 mm/
mm;2 determined by the equilibrium state when the bone formation and resorption rates 
are equal):
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Here, damage is defined as microcracks in the bone matrix in terms of total crack length 
per section area of bone.

Offsetting damage formation is damage removal by remodeling. Assuming that the 
BMU activation frequency for remodeling ( fa) is initiated by damage (D) and the area 
removed by each resorbing BMU is A (0.0284 mm2), then the rate of damage removal is 
given by
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where Fs (set to 5) is a damage removal specificity factor to spatially associate BMU remod-
eling with damage in the bone matrix.38 The rate of damage accumulation is then the dif-
ference of the damage formation (Equation 14.6) and removal (Equation 14.7) rates:
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In this model, BMUs are activated to begin remodeling by damage present in the bone 
matrix. As is typical of pharmacological dose–response curves, the relationship between 
BMU activation frequency and damage ( fa(damage)) was assumed to be sigmoidal with coef-
ficients selected to fit the curve within known ranges of experimental data:39
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The initial equilibrium activation frequency fa0 (0.00670 BMUs/mm2/day), the maximum 
activation frequency fa (max) (0.50 BMUs/mm2/day), and the initial equilibrium amount of 
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damage D0 (0.0366 mm/mm2) were determined from numerous experimental studies;36 
and kr (−1.6) defined the shape of the curve. It was also assumed that BMUs were acti-
vated to begin remodeling when bone tissue is insufficiently loaded (in a state of disuse) 
based on the stimulus Φ. Again, the relationship between BMU activation frequency and 
Φ ( fa (dis use)) was assumed to be sigmoidal:
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where kb (6.5 × 1010 cycles per day−1) and kc (9.4 × 10−11 cycles per day) are coefficients that 
define the shape of the curve, and the equilibrium value for the mechanical stimulus 
(Φ0  = 1.875 × 10−10 cycles per day) was determined from the calculations of Beaupré et al.33 
on the strain necessary to maintain cortical bone mass (roughly 500 με applied 3000 times 
per day).

At any given time, the densities of resorbing (NR) and forming (NF) BMUs can be calcu-
lated from the activation frequency history and the remodeling period [assumed to be 25 
days for resorption (TR), 5 days for reversal (TI), and 64 days for formation (TF)]:
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The rate of change of porosity (dp/dt) is calculated from NR and NF and the rates at 
which bone is resorbed (QR = A/TR) and formed (QF = (A − AH)/TF) for each BMU, where AH 
(0.00126 mm2) is the area of a Haversian canal:
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Bone porosity is then related to modulus by the relationships

 E = 23,400(1 − p)5.74 (MPa) for p < 0.097 (14.14)

 E = 14,927(1 − p)1.33 (MPa) for p ≥ 0.097, (14.15)

which were obtained from the data of Currey40 for cortical bone (p < 0.097) and Rho et al.,41 
as modified by Turner et al.,42 for trabecular bone (p ≥ 0.097).

This remodeling algorithm was combined with a finite-element model of the femur to 
investigate the effects of bone’s mechanical environment on the remodeling process. A 
three-dimensional (3D) finite-element mesh of the femur consisting of second-order tetra-
hedral elements was created in Abaqus (Simulia, Providence, RI) from a computed tomog-
raphy (CT) scan of a representative cadaveric femur. Convergence studies were performed 
to select the appropriate mesh density. The bone remodeling algorithm was incorporated 
into the finite-element model through a user material (UMAT) subroutine, with the strain 
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results from the FEA supplied to the algorithm to predict the appropriate remodeling 
response.

Hip joint and muscle forces representing three different load cases during single leg 
stance of walking (heel strike and toe-off) and stair climbing were applied to the model. A 
total of 5000 daily load cycles were assumed for walking representative of normal activity, 
and an additional 20 daily load cycles were assumed for stair climbing. The magnitudes 
and directions of the hip joint and muscle forces were consistent with in vivo measure-
ments.43–45 The model was constrained rigidly in the distal region of the femur above the 
femoral condyles and was allowed to evolve under loading from its initial homogeneous 
state until the remodeling parameters reached steady state.

The FEA model was validated by comparing the bone density predicted by the model 
to the morphological features of a femur. Results from the model were similar to femoral 
architecture in that dense cortical bone developed, forming the diaphysis and the calcar 
region in the neck, and trabecular bone of varying densities was observed in the femoral 
head and trochanter. The model was further validated with agreement in the predicted 
cortical strain values with levels measured in vivo.46–48

14.2.3  Computational Assessment of the Effects of 
Bisphosphonate Treatment on Bone Mechanics

Bisphosphonates are drugs developed to treat bone diseases involving elevated bone 
remodeling, such as postmenopausal osteoporosis. They act to reduce remodeling by sup-
pressing osteoclast function, including inhibiting the activation of new BMUs, shorten-
ing the osteoclast life span, and disrupting the efficiency with which osteoclasts resorb 
bone.49,50 Because they act on cells that resorb bone, the result of treatment is typically 
increased bone volume and reduced fracture risk; however, suppression of remodeling 
after treatment also leads to significant microdamage accumulation51 and concern that the 
fracture risk for these patients may increase in the long term.

The remodeling algorithm described in Section 14.2.2.2 was used to evaluate the effects 
of long-term bisphosphonate treatment after postmenopausal osteoporosis on bone 
mechanics. A 1 cm3 representative volume of trabecular bone under uniaxial cyclic load-
ing of a 1 MPa stress was modeled.52 Estrogen loss during menopause was assumed to 
increase the strain threshold of the cells that regulate remodeling53 and was modeled as 
an increase in the equilibrium value for the mechanical stimulus (Φ0), which was set to 
simulate the 11% bone loss observed in the lumbar spines of women five years after meno-
pause.54 Bisphosphonate treatment was simulated by incorporating a drug potency vari-
able (Po) into the algorithm and reducing the BMU activation frequency by 1 – Po, where

 P P e sN
o max

R= − −  (   )1 τ  (14.16)

and Pmax and τs are coefficients reflecting the dosage and chemical structure of the bisphos-
phonate. Model parameters were selected to provide drug potencies simulating the reduc-
tions in activation frequency found in vivo after alendronate (a bisphosphonate) treatment 
at low (5 mg/day) and clinical (10 mg/day) doses.52 In addition, the effects of bisphospho-
nates also were simulated by reducing the area resorbed by each BMU.51

Simulation results paralleled the bone volume increases in osteoporotic patients 
observed by Tonino et al.55 using alendronate doses of 5 or 10 mg/day. Due to the reduction 
in remodeling and, therefore, the related decline in the damage removal rate, initial gains 
in microdamage were observed (Figure 14.1).52 Within three years, damage had reached its 
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maximum value and then trended downward at varying rates depending on drug potency 
and dosage as the damage removal rate surpassed the diminishing damage formation 
rate. The model results suggest that while damage accumulation is of concern in the short 
term, increasing bone volume with long-term bisphosphonate treatment may sufficiently 
reduce strain and damage formation rates to control (and possibly reduce) damage accu-
mulation in the long term.

14.2.4 Computational Study of Hip Implant the Effects on Femoral Bone Mechanics

The FEA model described in Section 14.2.2.2 was also used to investigate the effects of 
hip replacement surgery on femoral remodeling and bone mechanics. To simulate pain 
and loss of function due to osteoarthritis (OA), the model was later subjected to reduced 
loading conditions56 for one year prior to surgery. The resulting model after one year of 
reduced loads represented the preoperative state of the femur.

The implants modeled were an 11 × 142 mm conventional tapered stem implant and a 
49 mm resurfacing component. Although conventional implants have proven very suc-
cessful, bone loss due to stress shielding is still evident in the proximal femur.57 The clini-
cal consequences of stress shielding are debatable,58 but it is advantageous to maintain as 
much bone as possible in the proximal femur in case revision surgery is necessary. Hip 
resurfacing arthroplasty has recently proven to be a popular alternative to conventional 
hip arthroplasty due to the preservation of proximal bone in the femur resulting from a 
more natural loading state. Still, femoral neck fractures remain a complication with resur-
facing components.59

In this FEA model, each of the implants (Figure 14.2) was inserted, and analyses were 
run to simulate two years of postoperative use, with the reduced loading conditions pre-
operatively returning to normal levels at three months postoperatively. Insertion of the 
tapered stem led to reductions in bone volume fraction along the stem, in particular, in 
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FIGURE 14.1
Predicted damage accumulation (mm crack length/mm2 bone area) by the remodeling algorithm in a represen-
tative volume of trabecular bone under cyclic loading after bisphosphonate treatment for low and clinical dos-
ages. Damage was predicted to increase in the first few years (as is observed clinically), but the added bone mass 
as a result of treatment eventually controlled the rate at which damage formed, such that damage accumulation 
reached an equilibrium level at the low dose and decreased below the pretreatment level for the clinical dose.
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the proximal medial region where a 24% loss of bone occurred at two years (Figure 14.3a). 
Damage levels in the bone were slightly elevated at the distal–medial end of the stem. 
Transient bone loss of less than 10% was observed in the femoral head and neck after 
implantation of the resurfacing component (Figure 14.3b). Damage levels in the femo-
ral neck and in the head adjacent to the rim of the implant were elevated (Figure 14.3c) 
and were still increasing over the 2-year period. Although bone loss after hip resurfacing 
arthroplasty was minimal compared with that after conventional hip arthroplasty in simi-
lar regions of the femur, the consequences of bone loss and damage accumulation in the 
femoral head and neck, with subsequent increases in fracture risk, after hip resurfacing 
still need further investigation.

14.3 Computational Approaches to Articular Cartilage Mechanics

The extracellular solid matrix of AC contains glycosaminoglycans (GAGs) and a cross-
linked collagen (COL) network. The GAGs are negatively charged molecules that primarily 
resist compressive loads,60,61 whereas the COL network primarily resists tensile and shear 
loads.62,63 Due in part to its complex molecular structure, AC typically behaves as an aniso-
tropic material with substantial tension–compression asymmetry (e.g., tension modulus 
~1–2 orders of magnitude greater than compressive modulus)64–77 and likely experiences 
finite, multidimensional strains when subject to typical loads (e.g., maximum compressive 
strains of ~20% to 30%).4,7,78 Furthermore, AC tissue is highly heterogeneous; the GAG con-
tent,79 compression modulus,80 and COL fibril orientation81,82 all vary markedly with depth 

FIGURE 14.2
Finite-element meshes of the femur with an 11 × 142 mm conventional tapered stem implant (left) and a 49 mm 
resurfacing implant (right). The mesh with the conventional implant consists of 46,907 second-order tetrahedral 
elements (70,169 nodes), and the mesh with the resurfacing implant contains 28,864 elements (44,224 nodes).
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from the articular surface. At the superficial zone, fibrils are horizontally oriented pharal-
lel to the articular surface,82 whereas they become rather random in the transitional zone,83 
and are perpendicular to the articular surface in the deep zone81,82,84 to anchor the tissue 
firmly to the subchondral bone.85,86 Consequently, the development and implementation of 
accurate material models that may be used for delineating structure–function relations for 
this tissue are challenging tasks.
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FIGURE 14.3
Predicted femoral bone volume fraction after implantation of (a) conventional tapered stem implant (not shown) 
and (b) the resurfacing implant at 2 years after surgery (implants not shown). For the conventional stem, bone 
loss was predicted along the length of the implant stem, with the highest amount of loss observed in the proxi-
mal medial region of the femur. For the resurfacing implant, bone loss of less than 10% was observed in the 
femoral head and neck at 2 years after insertion of the implant. Damage (c) was predicted to be highest over the 
2-year period at the tip of the resurfacing component stem (white arrow) and in the femoral head adjacent to 
the implant rim (black arrow).
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14.3.1 Nonlinear Fibril-Reinforced Tissue Models

In earlier attempts in which AC was modeled as a poroelastic material composed of an 
isotropic homogeneous porous medium filled with permeating fluid, the measured global 
load-displacement behavior of AC specimens in confined compression tests was ade-
quately predicted by analytical solutions.87–90 Classic anisotropic approaches using strain 
tensor invariants derived from material symmetry concepts91 have given way to models 
that are more descriptive of tissue structure–function relations. One popular structural 
approach that models tissue as a matrix reinforced with a discrete number of reinforcing 
fiber families has been widely implemented in tissue continuum mechanics92–97 and struc-
tural FEA6,98–100 approaches. An alternative continuum mechanics approach that models 
the fiber-reinforced matrix using continuous COL fibril distribution functions has become 
increasingly popular in recent years.101–114

14.3.1.1 Fibril-Reinforced Structural FEA of Full-Thickness AC Tissue

In the structural FEA approach, COL fibrils are simulated as a material distinct from a 
porous isotropic solid matrix filled with water. Such fibril-reinforced structural FEA has 
been successfully applied to both confined and unconfined tests yielding satisfactory 
results in agreement with measurements99 and has extensively been used in recent studies 
of AC mechanics.115–118

Using a validated structural FEA model as the foundation,99,119 a recent study10 showed 
the importance of depth-dependent COL fibril structure on mechanical function by using 
an axisymmetric nonlinear fibril-reinforced poroelastic FEA model of AC incorporating 
the tissue fibril network as three distinct groups: horizontal at the superficial region, ran-
dom in the transitional region, and vertical in the deep zone.10 Vertical fibrils significantly 
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FIGURE 14.4
Maximum strains in the solid matrix and collagen fibril networks of AC at transient (t = 0.5 s) in the relax-
ation model given for various vertical volume fraction values and the case with free sliding at the base. (From 
Shirazi, R. and Shirazi-Adl, A., J. Orthop. Res., 26 (5), 608–615, 2008. With permission.)
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increased the transient stiffness of the AC in the relaxation model, an effect that completely 
disappeared at equilibrium. This stiffening effect was associated with changes in the pore 
pressure that dramatically increased at the center of the tissue. Despite the considerable 
increase in the axial reaction forces and pore pressure when vertical fibrils are present, 
the maximum principal strain in the solid matrix and the maximum tensile strain in the 
vertical fibrils themselves dropped markedly as higher volume fractions were considered 
(Figure 14.4). The foregoing dramatic role of vertical fibrils on the transient mechanics of 
AC was highly sensitive to the strain rate in the relaxation model. The deformation pattern 
of vertical fibrils predicted in this study was in agreement with the reported observations 
on posttransient microdeformation of AC in creep despite differences in indenter profile, 
load magnitude, and tissue geometry.120–123

14.3.1.2  Continuous Collagen Fibril Distribution Model Predictions of True COL 
Fibril Modulus Changes due to In Vitro Growth Hormone Treatment

In this section, the focus is on how a continuous fibril distribution model may be imple-
mented using the commercial FEA solver Abaqus to better understand how tissue 
s tructure–function relations evolve during select in vitro growth protocols. To model the 
COL constituent using a continuous fibril distribution function, a local spherical coordi-
nate system was used to parameterize a unit sphere at each tissue material point.114 At each 
material point, the solid matrix deformation gradient tensor F defines the deformation 
relative to a reference configuration; consequently, the Lagrangian strain tensor is E = (1/2)
(FTF − I) (where T is the transpose operator and I is the identity tensor). The unit sphere is 
divided into a discrete number of pyramidal volume elements, dV, each oriented in a dif-
ferent direction n. The true fibril strain energy, Ψ (per fibril volume dVf ), is a function of 
the scalar fibril strain En = n ∙ En (where ∙ is the dot product). The total COL strain energy, 
WCOL (per sphere volume), is obtained by integrating the apparent fibril strain energy, φn

f Ψ  
(per pyramidal volume dV), over the unit sphere volume, V tot, while only including those 
fibrils that are in tension:

 W
V

H Vn
fCOL

tot
d=





 ∫

1 φ Ψ  (14.17)

where φn
f fV V= d /d  is the directional fibril volume fraction, and H is the Heaviside step 

function of En. Consequently, COL second Piola–Kirchhoff stress (SCOL) and elasticity ( )CCOL  
tensors are derived using standard formulae as SCOL = ∂WCOL/∂E and CCOL = ∂2WCOL/∂E∂E, 
respectively.

To implement these equations in an FEA model of AC tissue, the COL constituent is 
combined with a GAG constituent to form the solid matrix. GAG second Piola–Kirchhoff 
stress (SGAG) and elasticity CGAG tensors must be proposed; then, total solid matrix sec-
ond Piola–Kirchhoff stress (S) and elasticity (C) tensors are obtained from S = SCOL + SGAG 
and C C C= +COL GAG, respectively. For implementation with the UMAT feature of Abaqus, 
all components of the total solid matrix Cauchy stress tensor T and the Jacobian stiffness 
matrix CCOL  are derived and coded directly in the UMAT. The Cauchy stress is derived 
from SCOL using the relation T = (1/J)FSFT, where J is the determinant of F. Using indicial 
notation and summation convention rules, the Jacobian stiffness matrix CCOL  that is pre-
ferred by Abaqus is derived (“Abaqus Theory Manual” version 6.10, Section 1.5.3, Stress 
Rates).
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Experimental data were available for studies of bovine calf articular explants.76,124 Briefly, 
explants were harvested and ~0.5-mm-thick specimens were obtained from adjacent super-
ficial (S) and middle (M) layers and either mechanically tested immediately (D0; day 0) 
or cultured in vitro for 12 days (D12; day 12) in medium supplemented with TGF-β1 or 
IGF-1. Samples were tested either in confined compression (CC), unconfined compression 
(UCC), or uniaxial tension (UT), and equilibrium mechanical properties were measured 
(CC modulus HA, UCC modulus E−, UCC Poisson’s ratio ν, and tensile modulus E+). After 
mechanical testing, biochemical measures (COL, GAG, and water contents) were obtained.

Immature bovine AC exhibits an approximately linear stress–strain curve in UT.72,125 
Therefore, a quadratic true COL strain energy density function is used, Ψ = Ψ(En) = (1/2)
Ef(En)2, where Ef is the true COL fibril modulus. An isotropic fibril distribution was used 
for both S and M layers.126–128 The GAG stress equation (not presented here) has two mate-
rial constants; these are chosen to depend on experimental measurements of GAG density 
to match theoretical predictions of swelling pressure–density relations using a Poisson–
Boltzmann model.129 Consequently, the FEA model is used to predict Ef by providing the 
best fit to the experimental UT experiments. FEA employed static analysis to model equi-
librium and applied appropriate load and displacement boundary conditions to simulate 
CC, UCC, and UT experiments.

True COL fibril modulus predictions for all experimental groups are shown in Figure 
14.5. For untreated specimens, predicted Ef values were 290 and 710 MPa for the S and M 
layers, respectively. TGF-β1 treatment increased and decreased Ef for the superficial and 
middle layers, respectively, toward a homeostatic value of 480 to 490 MPa. IGF-1 treatment 
decreased Ef for both layers toward a homeostatic value of 26 to 34 MPa (results not pub-
lished). Thus, the novel findings of this FEA study are that COL fiber moduli for imma-
ture AC tissue may vary substantially in the depth direction yet may be regulated toward 
homeostatic values via treatment with either TGF-β1 or IGF-1. In addition, FEA predic-
tions of total tissue mechanical properties in compression and UT (results not shown) fall 
within a standard deviation of experimental results, highlighting the ability of the model 
to capture substantial tension–compression asymmetry typical of COL fibril-reinforced 
tissues.
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FIGURE 14.5
True collagen fibril modulus predictions for the S and M layers of bovine calf AC before (D0) and after (D12) in 
vitro growth (IGF and TGF). The effect of TGF-β1 treatment was to increase and decrease for the S and M lay-
ers, respectively, toward a homeostatic value of 480 to 490 MPa. Conversely, the effect of IGF-1 treatment was 
to decrease for the S and M layers toward a homeostatic value of 26 to 34 MPa. (Data from Stender, M. et al. 
Differential Regulation of Articular Cartilage Tensile Properties by IGF-1 and TGF-B1 during In vitro Growth. 
Paper read at International Conference on the Mechanics of Biomaterials and Tissues, Hawaii, 2011.)
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14.3.2 Nonlinear Viscoelastic Tissue Models

AC generally exhibits both fluid flow–dependent and –independent (i.e., intrinsic) vis-
coelastic (VE) behavior.116,130–134 Intrinsic VE is perhaps best summarized with regard to 
a tissue’s stress relaxation response to a step change in strain, for which the relaxation 
function described by a time constant, τ, and relaxation ratio, R, governs the transient 
stress response, whereas an equilibrium elastic function both modulates the transient 
response and governs the equilibrium stress response. AC tissue has been modeled using 
linear,116,135,136 quasilinear,130,132 and nonlinear134,137,138 VE models; the distinction between 
these types of VE models can be characterized by the forms of the relaxation and elastic 
response functions.138 Here, focus is on how a constituent-based nonlinear VE model may 
be implemented in MATLAB® (Version 7, Mathworks Inc., Natick, MA) to obtain compu-
tational solutions to UT stress relaxation experiments to better understand how tissue 
structure–function relations change due to GAG depletion.

14.3.2.1 Collagen Viscoelastic Parameter Changes due to GAG Depletion

Previous studies have suggested that VE parameters may change after GAG depletion of 
AC139–144 and other biological tissues.145–148 Although most GAG depletion studies with AC 
have involved the use of mature tissue, a recent study144 suggested that GAG interactions 
regulate tissue VE properties in a manner dependent on the tissue’s maturational stage.

As described in the previous section, the AC solid matrix is modeled as a mixture of 
COL and GAG constituents [see Thomas et al.138 for more details]. For analysis of UT exper-
iments, flow-dependent VE and intrinsic GAG VE are neglected.137,149–152 Consequently, the 
time-dependent total solid matrix second Piola–Kirchhoff stress is modeled using constit-
uent-based VE as

 S S S
S

( ) ( ) ( ) ( )
( )

   
 t t G t

d te e

t e

= + + −∫GAG COL COL
COL

0
0

τ
ddτ

τd  (14.18)

where eSGAG(t) is the time-dependent elastic GAG stress, eSCOL(0) is the elastic COL stress in 
the reference configuration, the convolution integral represents the time-dependent COL 
stress, eSCOL is the elastic COL stress, and GCOL is the COL relaxation function that is rep-
resented as the Prony series:
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where gi
COL and τi

COL are COL amplification coefficients and time constants, respectively. 
The relaxation ratio, R, is defined as equilibrium stress divided by peak stress, and the 
time constant, τ, is defined as the amount of time t it takes for the tissue stress to relax by 
63.2% from its peak value after a step increase in strain; when more than one term is used 
in the Prony series, then an aggregate COL relaxation ratio, RA

COL, and an aggregate COL 
time constant, τA

COL, can be defined as functions of gi
COL and τi

COL.138

To implement this nonlinear VE model in computational analyses, a time discretization 
procedure can be used to calculate SCOL(t + Δt) after a time increment Δt.138 Computational 
solutions were obtained in MATLAB. Briefly, at each time increment, the increment in 
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applied normal strain (two directions) is calculated based on the testing protocol. At each 
time point, t + Δt, the VE stress is calculated using an iterative computational solution 
coded in MATLAB, iterating on assumed values of normal strains in the transverse direc-
tions until the calculated normal stresses in the transverse directions are approximately 
zero (using a specified error tolerance) as required by traction-free boundary conditions 
on the lateral surfaces of the test specimen. Then, this solution procedure is repeated for 
subsequent time increments until the final time step is reached. In this approach, using 
MATLAB to ensure that the stress equations satisfy the boundary conditions, the stiffness 
matrix is not needed because, due to the assumed homogeneous stress state for UT, the 
equilibrium equations are satisfied a priori.

Experimental data are available from Asanbaeva.153 Briefly, bovine calf AC explants were 
harvested and ~0.25-mm-thick specimens were obtained from ~0.6 mm below the surface. 
The control group (no GAG depletion; GD-0) did not receive enzyme treatment. Other 
explants were treated with guanidine HCl (Gnd) to remove ~55% (GD-55) or ~85% (GD-85) 
of GAG mass. After treatment, samples were tested in UT, and the stresses were measured 
during a stress relaxation period. After mechanical testing, biochemical measures (GAG, 
COL, and water contents) were obtained.

Either the biochemical data or results from previous studies were used to specify all 
material constants except for a COL elastic modulus parameter, γ1, and COL relaxation 
parameters. For each specimen, γ1 was calculated so that the model matched the equi-
librium stress measured at the end of the relaxation period. For GCOL, two terms were 
used for the GD-0 and GD-55 groups, whereas one term was used for the GD-85 group 
based on the criterion that the computational solution does not depend on initial guesses 
of the relaxation parameters. Then, the iterative optimization procedure was implemented 
to determine COL VE parameters that produced a best fit to experimental stresses. After 
optimization, the aggregate relaxation ratio RA

COL  and aggregate time constant τA
COL  were 

calculated. Correlations between model parameters γ τ1 , ,A A
LRCOL CO( )  with biochemical con-

tents were investigated.
The model parameters γ 1 , RA

COL( )  were significantly correlated with GAG content (p < 
0.01 and 0.001, respectively; Figure 14.6). None of these parameters were significantly cor-
related with COL content or water content. The increase in γ1 that was evident with GAG 
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FIGURE 14.6
Model parameters γ 1 , RA

COL( )  versus GAG content. GD-0 = control group. GD-55 and GD-85 = experimental 
groups with ~55% and 85% GAG depletion, respectively. Linear regression results only shown for significant 
correlations (t-test analysis of regression slope, p < 0.05). (Modified from Thomas, G. C. et al., J. Biomech. Eng., 
131, 101002, 2009. With permission.)
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depletion indicates that GAG–COL interactions produce a more compliant tissue, which 
may be a key property that underlies a mechanism for rapid volumetric expansion during 
developmental growth. Furthermore, the increase in RA

COL  that occurs with GAG deple-
tion indicates that GAG–COL interactions provide a lower relaxation ratio and enhanced 
COL viscous properties, which may be a mechanism that protects cells against excessive 
matrix strains during repeated loading. Upon considering results from other studies using 
more mature tissue,139–142,144 it seems that GAG–COL interactions on tissue VE parameters 
as predicted here may diminish as the tissue matures, indicative of a remodeling response 
during development and growth.

14.3.3 Computational Approaches to Articular Cartilage Growth and Remodeling

Tissue G&R depends on biological factors that may be regulated by local mechanical con-
ditions such as stress, strain, or fluid velocities.154 Continuum mechanics G&R models 
attempt to quantify the mechanobiological “feedback loop” via modeling the temporal 
evolution of tissue composition and, consequently, biomechanical properties that filter an 
external stimulus before signaling the cell nucleus to initiate mRNA production. Since 
the early pioneering bone remodeling studies,33,155–157 many authors have developed and 
implemented G&R models for both hard and soft tissue; see the reviews in the works 
of Cowin158 and Ambrosi et al.159 Here, focus is on our own implementation of AC G&R 
algorithms with the commercial FEA program Abaqus.160,161 Other recent studies have also 
integrated soft tissue G&R algorithms with Abaqus.162–167

14.3.3.1 Modeling In Vitro Growth and Remodeling of Articular Cartilage Tissue

The computational G&R algorithm separates the solution of the G&R BVP into two parts: 
one that describes the actual mechanical loading with a time scale (i.e., increment) on 
the order of seconds, and another that describes the resulting G&R of the tissue with a 
time scale of 1 day. This approach is similar to the concept of using a daily G&R stimulus 
parameter from earlier studies with bone and AC tissue.157,168 For the first time increment, 
poroelastic FEA (Abaqus) determines time-averaged values of mechanical variables (i.e., 
relative fluid velocity or maximum shear stress) used to determine incremental growth 
laws for each finite element (Figure 14.7). Then, the incremental growth BVP169 is solved 
using an “elemental growth routine” (in MATLAB) to determine new values of the finite-
element geometry, composition, and stress equations in a compatible configuration (Figure 
14.7) [see Ficklin et al.161 for full details]. However, for heterogeneous G&R, the new com-
patible tissue configuration will not be in equilibrium, so Abaqus is used to calculate a 
global equilibrium state. This incremental G&R solution proceeds in an iterative manner 
for the entire growth process.

This G&R FEA approach has been used to simulate in vitro growth of AC explants sub-
jected to dynamic CC,160 dynamic UCC,170 and steady-state permeation.161 For example, we 
simulated161 in vitro growth of bovine calf AC explants in a steady-state permeation bio-
reactor using growth laws triggered by maximum shear stress.171 Cylindrical disc speci-
mens were modeled using 7812 poroelastic brick elements (C3D8P) with strain-dependent 
permeability defined in the UMAT. Analysis steps include an initial compression to pre-
vent separation of the tissue from the porous platens during permeation, coupled steady-
state permeation loading using Abaqus and the G&R algorithm, CC of the disc after G&R, 
release of the disc from the permeation chamber after CC testing, and slicing of the disc 
for heterogeneous biochemical testing.
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The results illustrate that the G&R FEA model can predict the evolution of nonuniform 
tissue composition (Figure 14.8), pore pressure gradients, residual stress, and mechanical 
properties due to differential and nonuniform growth.161 In this example, G&R FEA was 
used to develop a better understanding of the mechanobiological response of AC tissue 
explants grown in a steady-state permeation bioreactor. In our own experiments with tis-
sue harvested from bovine calf knees, we found that cell viability was compromised dur-
ing 12 days of growth in the steady-state permeation bioreactor (unpublished data), and 
the FEA results may explain this phenomenon. As the tissue matures via G&R, the FEA 
model predicts that steep pore pressure gradients develop near the drain side, where fluid 
that flows out of the tissue is accompanied by compressive matrix strains that become 
higher than reported values for causing cell death.123 Consequently, the FEA results sug-
gest that as tissue-engineered constructs cultivated in permeation bioreactors become 
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FIGURE 14.7
Total specimen growth BVP for one increment (n) in the G&R FEA. Each solid matrix finite element is 
(i) unloaded from its configuration before growth (nκR) by relieving residual stress, (ii) grown to a new volume, 
(iii) mechanically deformed back into its pregrowth compatible configuration, and (iv) loaded via residual stress 
to an equilibrium configuration (nκG) of the total specimen FEA after growth. Steps i. to iii. were solved using 
MATLAB and step iv. was solved using Abaqus.
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FIGURE 14.8
(See color insert.) FEA specimens released from a permeation chamber after growth: contours of the final 
proteoglycan (PG) and collagen (COL) volume fractions for a shear growth trigger normalized. This configura-
tion corresponds to release from the permeation chamber. The average dimension of the elements are 25.33 × 
63.85 μm. The curvature deformation is scaled by a factor of 5 to highlight the nonuniform geometry that results 
from growth.
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more mature, the magnitudes of compressive strains may increase to levels that actually 
threaten cell viability, suggesting that loading paradigms must be carefully monitored and 
possibly altered during in vitro tissue engineering protocols.

14.4 Computational Approaches to Whole Knee Joint Mechanics

Throughout adult life, the AC of diarthrodial joints such as the knee experiences a high 
level of biomechanical stress.172 In many individuals and at most anatomical sites, AC is 
able to maintain a relatively normal structure with little change in compressive properties 
over decades. However, trauma and, in some individuals, age may cause local damage and 
onset and progression of OA. After even minor injuries, adult AC as a tissue has a poor 
intrinsic capacity for repair.173 Effective preventive and treatment strategies may be aided 
by a thorough understanding of knee joint biomechanics during physiological in vivo load-
ing arising from daily activities.

In addition to AC that covers the ends of long bones in the knee joint, the menisci and 
ligaments contribute to the load-bearing and stability functions in the joint. Malfunction 
or perturbation of any of these tissues may affect the other tissues by altering the load-
bearing pathways and, consequently, mechanical variables such as stress and strain in a 
manner that induces degeneration or damage. For example, if the anterior cruciate liga-
ment (ACL) is torn or damaged, or a meniscus is torn or the joint is (partially) meniscec-
tomized during treatment, AC tissue may be required to bear pathological levels of stress 
and strain.

The menisci of the knee have microstructural properties similar to AC, and, con-
sequently, accurate modeling of their biomechanics is challenging. On the other hand, 
although major ligaments in the knee joint have different bundles and are not entirely 
straight, they can be accurately simulated by one-dimensional elements such as “truss” or 
“spring” elements. Here, we focus on the FEA models of the tibio femoral joint that have 
been used to predict stress and strain changes due to pathological or treatment-induced 
changes to the ligament, meniscal, and bone tissues of that joint.

14.4.1 Passive versus Active FEA Models of the Knee Joint

Bendjaballah et al.174 initiated a paradigm shift in developing complex FEA models of the 
knee joint that has now become widely adopted. Their work used imaging techniques 
(CT scans) to construct complex 3D geometries of cartilages and menisci. In that model, 
isotropic and anisotropic material properties for, respectively, AC and meniscus were 
assumed, with the latter composed of isotropic nonfibrillar solid matrix reinforced by 
COL fibril elements. Nonlinear stress–strain curves with different initial pre-strains were 
used to model the anterior cruciate, posterior cruciate, medial collateral, and lateral col-
lateral ligaments.

Since then, other researchers have developed FEA models of the knee joint with 3D 
geometries constructed similarly using imaging. The loading conditions in those models 
differ and include axial compression,4,175,176 drawer shear, flexion–extension,177 i nternal–
external rotation,178 varus–valgus rotation,179 or combinations thereof.180,181 Some studies 
modeled bone, which is much stiffer than cartilage, as a rigid material,174 whereas other 
studies5,175 modeled bone tissue as a deformable elastic material; the latter studies have 
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shown that modeling bone as rigid or elastic changes the predictions of contact variables 
by only 2%.

In a recent study,4 both AC and menisci were modeled as anisotropic composites with 
isotropic hyperelastic solid matrices reinforced by fibrillar COL networks with differ-
ent orientations at different depths (Figure 14.9). Also, elastic material properties of the 
nonfibrillar AC solid matrix were assumed to vary along the depth from the articular 
surface in accordance with experimental data.80 Homogeneous in-plane distribution of 
COL fibrils with random orientations were modeled (Figure 14.9) in superficial zones of 
femoral and tibial cartilage layers,82 as well as bounding surfaces of menisci.182 COL type 
I in menisci183,184 and COL type II in AC were used, with the latter assumed as 70% of the 
former.185 In the transitional zone and deep zone of AC, however, random83 and vertical82 
fibrils were modeled (Figure 14.9), respectively.
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FIGURE 14.9
Finite-element mesh of the knee. Top left: posterior view of the knee joint with tibial and femoral cartilage lay-
ers, menisci, and major ligaments. Top right: top view of menisci and tibial AC. Middle and bottom: tibial lateral 
cartilage and medial meniscus, respectively, showing distinct elements representing solid matrix along with 
collagen fibril networks at different zones. Tibial medial plateau, femoral cartilage, and lateral meniscus have 
similar structures, although they are not shown here. Random fibrils in cartilage are distributed on the two 
upper layers of cartilage. (From Shirazi, R. et al., J. Biomech., 41 (16), 3340–3348, 2008. With permission.)
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In the bulk region of each meniscus in between peripheral surfaces, COL fibrils were 
assumed to be dominant in the circumferential direction.4,182 For details on the imple-
mentation of fibril orientations in the AC and meniscus, see the work of Shirazi et al.4 
Predictions of key mechanical variables, such as deflections and contact pressures, were 
compared with, and were in the range of, measurements from several independent studies 
[see Table 1 in Shirazi et al.].4

Other researchers186–188 also developed FEA models of the whole knee joint that, in 
addition to the tissues mentioned above, included the patellar cartilage, muscles such as 
quadriceps and hamstrings, medial and lateral patellofemoral ligaments, and the patel-
lar tendon. Such models have implications for the study of rehabilitation strategies. Each 
rehabilitation exercise recruits specific muscles to different extents, and the simulation 
of such exercises may aid in the development of therapeutic strategies that optimize the 
recovery of a reconstructed ligament. As an example, a recent study investigated the bio-
mechanics of the entire joint in open kinetic chain extension exercises,189 which are com-
monly performed during physical therapies or after joint reconstruction. In that study, the 
effect of the weight of the leg and the foot, with and without a moderate resistive force of 
30 N acting at the ankle perpendicular to the tibia, on different tissues in and around the 
knee joint was studied at different flexion angles from 0° to 90°. It was predicted that the 
resistive load substantially increased the required cruciate ligaments, patellar tendon, and 
quadriceps forces, especially at near 90° angles. It was also suggested that in the joint with 
ACL injury or after ACL reconstruction, exercise should preferably be avoided at near full 
extension positions under large resistant forces.

14.4.2 Ligament-Meniscal Injuries and Their Adverse Effects

Axial compressive and anterior–posterior shear forces, commonly occurring in daily activ-
ities such as running, jumping, and ascending/descending stairs, arise directly due to 
gravity- and acceleration-induced inertial loads and indirectly due to activation of muscles 
crossing the knee joint. The drawer forces, directed in the anterior–posterior direction, at 
higher magnitudes can cause excessive strains in the ACL, which is known as a primary 
restraint to anterior translation of the tibia relative to the femur.

Injuries or alterations to the ACL and menisci influence the overall joint response as 
well as the mechanical role of the remaining components, with the likelihood of exac-
erbating the joint condition causing recurrent injuries and further damage. Existing 
ACL reconstruction techniques use different ligament pre-tension/pre-strain levels and 
replacement materials such as bone–patellar tendon–bone and hamstring grafts with 
much stiffer material properties.190 The pre-tension level and type of graft material have 
been recognized as primary variables that influence the outcome of reconstruction 
attempts. Meniscal tears are also commonly observed along with ACL ruptures191 as the 
risk of meniscus failure increases in ACL-deficient knees.192 Due to the dramatic adverse 
effect of total meniscectomy on load distribution and development of joint OA, partial 
meniscectomies are performed with the resection of the torn tissues. Concurrent ACL 
and meniscus ruptures are treated by ACL reconstruction and partial meniscectomy. 
The incidence of OA in mid- and long-term outcome studies of ACL reconstruction193 
and partial meniscectomy194 has nevertheless persisted. Here, we focus on how FEA may 
be used to predict the effect of various loads and joint perturbations on joint contact 
loads, AC strains/stresses, and ACL forces with the goal of improving our understand-
ing of likely short-term effects of foregoing ACL and meniscal treatment modalities on 
whole joint biomechanics.
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To examine the effects of changes in ACL tissue properties or pre-strain levels, ACL mate-
rial properties were replaced by patellar tendon properties,190 or pre-strain levels in both 
anteromedial and posterolateral bundles of the ACL were changed by +4% or −4% strains; 
in other words, the initial values of 1% and 8%, respectively, were modified to either 5% and 
12% (tauter case) or −3% and 4% (slacker case). Moreover, to examine the effects of partial 
meniscectomy, an internal portion of either lateral or medial meniscus at posterior–central 
regions was resected [see the location of resection in Figure 14.1 in Shirazi and Shirazi-
Adl].181 Finally, concurrent ACL perturbations and lateral meniscectomy was studied. In 
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FIGURE 14.10
(See color insert.) Contact stress distribution on the lateral tibial plateau under 200 N drawer and 1500 N com-
pression preload. (a) REF, reference intact; (b) PLM, partial lateral meniscectomy; (c) +4%, plus 4% strain in ACL 
pre-strain; (d) −4%, minus 4% strain in ACL pre-strain; (e) PLM +4%, combined PLM with 4% strain increase in 
ACL pre-strain; (f) PLM −4%: combined PLM with 4% decrease in ACL pre-strain. Note that the maximum pres-
sure is given for each case with a common legend for ease in comparisons. L, M, and P label the lateral, medial, 
and posterior directions, respectively. (From Shirazi, R., and Shirazi-Adl, A., Clin. Biomech. (Bristol, Avon), 24 (9), 
755–761, 2009. With permission.)
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the reference intact case, large ACL forces were predicted under the anterior drawer alone, 
which further increased by 30% with a compression preload. Increasing ACL pre-strain 
by 4% strain or replacing it with the stiffer patellar tendon increased the total joint contact 
load, particularly the portion transferred via the uncovered cartilage areas (Figure 14.10). 
In contrast, decreasing ACL pre-strain by 4% strain markedly decreased joint contact loads 
on both the covered and uncovered areas of the lateral plateau and unloaded an articular 
area at the anterior–central region of the lateral meniscus (Figure 14.10).

Partial lateral meniscectomy altered the load distribution patterns on the tibial plateaus 
and the femoral condyles by shifting the applied compression away from the menisci (cov-
ered regions) onto the cartilage at uncovered regions, in particular, on the sides of the 
resection (Figure 14.10). Concurrent changes in ACL pre-strain and meniscectomy further 
influenced contact stresses. A more slack ACL in the joint with partial lateral meniscec-
tomy substantially decreased the load on the covered area of the lateral plateau to its mini-
mum among all cases considered and resulted in a second unloaded area below the lateral 
meniscus on the anterior–central region away from the resected area (Figure 14.10). On 
the other hand, a more tense ACL increased the load transferred via the uncovered areas 
at cartilage–cartilage contact on both plateaus (Figure 14.10). Foregoing alterations further 
intensify in the event of greater external forces, larger meniscal resections, full ACL defi-
ciency, and damage to the COL fibril networks.

Such studies on meniscectomy174–176 and ACL reconstruction180,181,187 predict substantial 
changes to tissue stress and strain across the joint that may cause further degenerative 
changes and indicate that these types of models may be used to improve or refine surgical 
techniques and guide postoperative therapeutic techniques. Adequate considerations of 
the new mechanical environment of the joint are crucial for an improved assessment of the 
likelihood of success in treatment attempts to avert further joint disorders.

14.4.3 Cartilage Biomechanics and Underlying Bone Injuries

Onset and progression of AC degeneration have been hypothesized to be associated with 
perturbations in underlying bone tissue195 through acute injuries and chronic changes. 
Local alterations in the subchondral bone stiffness are expected to influence stresses and 
deformations in the adjacent AC, if not the entire knee joint. Overgrowth of the sub-
chondral plate, known as bone boss,196 as well as softening after either bone bruises197 
or degeneration198 are commonly detected in knee joints especially after ACL injury. In 
trauma or repetitive impact loading, local detachments of the AC from its under lying 
calcified cartilage or deep COL fibrillation have been observed preceding early bone 
changes.199,200 Despite extensive experimental studies on the interactions between AC 
and its underlying bony support,201 the relative importance of subchondral injuries and 
their likely effects on the mechanical environments of both AC and bone remain poorly 
quantified.

Due to difficulties in controlled experimental studies of such injuries in the subchondral 
region as well as their detection by joint imaging, computational FEA modeling is recog-
nized as an invaluable method to simulate perturbed conditions and to determine their 
effects on the joint. Although bony elements do not noticeably affect contact predictions 
in the intact knee joint,175 their incorporation is essential if subchondral injuries are to be 
investigated. Here, we focus on a study that quantified the influence of osteochondral bone 
tissue defects on AC and whole joint mechanics.

An existing knee joint FEA model4 was extended to incorporate the proximal tibial bone. 
The transient response of the joint was subsequently investigated under axial compressive 
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forces up to six times the body weight. The tibial AC was further refined, whereas the 
calcified cartilage, as well as the bony structure of the proximal tibia (i.e., subchondral, 
trabecular, and cortical bones), were added to a depth of 16 mm (Figure 14.11). Due to the 
stated objective, loading conditions, and the large number of finite elements in the model, 
the joint lateral compartment alone was simulated while neglecting the medial compart-
ment and joint ligaments.4 Calcified cartilage thickness was assumed constant at 0.2 mm, 
whereas the subchondral and cortical bone thicknesses were assumed to be 0.4 mm. 
Trabecular bone was simulated by six layers of brick elements with the thickness varying 
from 0.5 mm at the top layer to 5.0 mm at the bottom (Figure 14.11). To study the effect of 
tibial bone fracture, and in accordance with the literature on the size of defects,196,202 a local 
region of the tibial bone and its calcified cartilage under the loaded area of the cartilage 
(i.e., 15% or 116 mm2 of the lateral compartmental surface and to 7.1 mm depth; Figure 14.11) 

Femoral cartilage

Medial compartment Lateral compartment

Tibial bone

Calcified cartilage

Perturbed zone

35
.7

 m
m

(a) (b)

(c) (d)

FIGURE 14.11
(See color insert.) Finite-element model. (a) Posterior view of the tibiofemoral joint (also used to extract the lat-
eral compartment to study the effect of bone injuries on overlying AC and knee joint biomechanics). (b) Lateral 
compartment of the joint with the calcified cartilage and tibial bony elements (subchondral, cancellous, and 
cortical) incorporated. (c) Top view of the tibial lateral cartilage at the calcified region depicting the localized 
area for various osteochondral defect models used in this study. (d) Top view of menisci (horns in blue) and 
tibial AC. (From Shirazi, R. and Shirazi-Adl, A., J. Biomech., 42 (15), 2458–2465, 2009. With permission.)
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was weakened by reducing its elastic modulus either to E = 20 MPa or further to E = 5 MPa 
with Poisson’s ratio of 0.0 in both cases.

The effect of a local tibial bone boss at this region was also investigated by increasing the 
stiffness of solid matrix brick elements at the deep one (quarter AC thickness) or two (half 
AC thickness) AC layers to that of the calcified cartilage (E = 300 MPa) or subchondral bone 
(E = 3000 MPa). In additional cases, horizontal splitting at the cartilage–bone interface was 
simulated by detaching the AC from the calcified cartilage at the same localized defect, 
thus resulting in free sliding (separation with no penetration). Moreover, the local absence 
of vertical COL fibrils was evaluated by removing vertical membrane elements at the deep 
zone in the same region. The combined effects of base split and absence of vertical fibrils 
with or without an underlying bone defect were also modeled in separate cases. Finally, 
the effect of the deformability of bony elements on the joint response was studied in the 
case with rigid elements for all tibial bony structures.

Briefly, localized tibial bone damage increased overall joint compliance and substantially 
altered both the pattern and magnitude of contact pressures and AC strains in both the 
tibia and the femur. These alterations were further exacerbated when bone damage was 
combined with base AC split and the absence of deep vertical COL fibrils. Local bone boss 
markedly changed contact pressures and strain patterns in neighboring AC. Bone bruise/
fracture and overgrowth adversely perturbed the homeostatic balance in the mechanical 
environment of AC surrounding and opposing the lesion as well as the joint compliance. 
As such, they potentially contribute to the initiation and development of posttraumatic 
OA.

14.5 Summary

This chapter provides a broad introduction on the use of computational approaches, often 
based on FEA modeling, to study the biomechanics and mechanobiology of whole joints 
and their constituent tissues under normal and pathological conditions. Specifically, exam-
ples range from hard and soft tissue mechanics to G&R, effects of clinical treatments of 
pathological conditions including prosthetic, pharmacological, and surgical interventions, 
and whole joint mechanics under both intact and postsurgical conditions. The examples 
illustrate the broad applications of computational models and span several hierarchical 
levels, from individual tissue constituents (collagen, hydroxyapatite, and GAGs), to intact 
tissues (bone, cartilage, and meniscus), and to whole organs (femur) and joints. The bene-
fits of such applications hinge on the accuracy and validation of the computational models.

Some recent analyses suggest that contemporary microstructural models still continue 
to have their shortcomings when rigorously validated against experimental data203 and 
must be continually improved upon. One likely avenue for improvement is more in-depth 
microstructural and nanomechanical analyses. For example, recent findings on estimates 
of collagen elastic modulus indicate that it likely varies between the molecular, fibril, and 
fiber scales (by as much as one order of magnitude).204,205 Bridging those scales, that is, 
from nano to micro to macro or continuum, will be a great challenge in the future that will 
likely improve the accuracy and value of computational models.

Experimental and computational studies work synergistically to improve each other. 
Accurate measurements of material properties and geometrical data by experimental 
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approaches provide accurate input to, and consequently improved predictions of, FEA 
models. Future work should include more extensive validation of computational models, 
especially with the development of new technologies for conducting the desired experi-
mental studies aimed at measuring data for validation. On the other hand, computational 
methods such as FEA may also more effectively guide experimental protocols by provid-
ing predictive strategies to address pathological conditions such as in vitro tissue engineer-
ing protocols or in vivo surgical treatments, and thereby improve tissue and joint repair 
strategies.
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15
Clinical Gait Analysis

Richard Baker

15.1 Introduction

More than 10% of the adult population has some difficulty walking 400 m, and in the 
elderly, this figure increases to more than 50%.1,2 Many professionals, including physio-
therapists, prosthetists, orthotists, podiatrists, and specialists in orthopedic rehabilitation 
and neurological medicine, devote a considerable part of their working lives to helping 
such people walk more easily. Many of the interventions that these professionals admin-
ister are based on an assessment of how the individual walks, and this is largely based on 
direct observation. In this sense, “clinical gait analysis” is as old as the above professions. 
Pioneers such as the neurologist Guillaume Duschenne (1806–1875) and the orthopedic 
surgeon Freiderich Trendelenberg (1844–1924) made considerable use of their observa-
tional skills to inform their clinical practice. Over the last 30 years, however, technologies 
have been developed to measure various aspects of walking and have been incorporated 
into clinical services to make this information available to health professionals. It is clini-
cal gait analysis, in this sense, that is the focus of this chapter.
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Walking in the community is an immensely complex and variable activity. Walking in a 
straight line at consistent speed constitutes a very small part of our normal physical activ-
ity. Starting, stopping, turning, maneuvering around obstacles and other people, adapt-
ing to different terrain, accelerating and decelerating, and ascending and descending a 
variety of inclines and stairs are all important aspects of functional walking. More than 
40% of walking is in bouts of less than 13 steps and 75% of walking is in bouts of less than 
41 steps.3 Clinical gait analysis focuses on straight-line walking in an idealized environ-
ment, not because of the belief that this represents “normal walking” but because this is 
a well-defined stereotypical activity that provides a window into the general function of 
the human locomotor system. It is generally assumed that basing clinical interventions on 
this insight will lead to improved capability and performance for the much broader range 
of walking activities.

Clinical gait analysis has two elements that are of interest to the biomechanist. The 
first is the measurement process and the second is the interpretation placed on the mea-
surements taken. Making measurements is, in principle, an objective process. Here, the 
use of the phrase “in principle” is important. The validation of technology to measure 
movements of the human body is extremely challenging. There are no irrefutable gold 
standards for making measurements, and all of the current techniques have considerable 
inherent limitations. Even the conceptual biomechanical basis is challenging because it 
requires imposing a degree of mathematical regularity and uniformity on body structures 
and functions that are far from regular or uniform. The interpretive process is more trans-
parently subjective. There is, as yet, no general unified theory of why we walk the way 
we do, and the clinical interpretation of data still varies considerably from one facility to 
another. A substantial amount of work is still required to develop an understanding of the 
biomechanics of walking to a level where clinical decision making can be deemed as objec-
tive- and evidence-based. There is thus still a crucially important role for biomechanical 
engineers within clinical gait analysis to address the challenges of both making measure-
ments and interpreting the meaning of those measurements. The aim of this chapter is to 
outline those challenges.

15.2 Biomechanical Concepts

15.2.1 Gait Cycle and Temporal Spatial Parameters

Clinical gait analysis is based on the assumption that straight-line walking in an ideal-
ized environment is a stereotypical and repetitious activity. The unit of repetition is the 
gait cycle, which, from the perspective of either leg, comprises a stance phase (when the 
foot is in contact with the ground) and a swing phase (when the leg is moving freely above 
the ground). By convention, the gait cycle starts at the instant that the swing foot makes 
contact with the floor ( foot contact) and continues until the same foot once again makes 
contact with the floor at the next foot contact. The historical term heel strike is seldom used 
because it may not be the heel that makes contact with the ground, and, in most people, the 
foot is better considered as being placed on the ground rather than striking it. Similarly, 
foot off is preferred to toe off to describe the division between the stance and swing phases. 
Natural subdivisions of stance arise when considering the other limb. Both feet are in 
contact with the ground in early stance (until opposite foot off), and this is described as first 
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double support. After this, there is a period of single support until opposite foot contact, after 
which second double support lasts until foot off. Further subdivisions of the gait cycle are 
largely arbitrary. Despite having several deficiencies, Perry’s subdivisions are the most 
widely accepted (Figure 15.1).

With the general gait cycle defined, a number of interrelated temporal spatial param-
eters can be used to give a general impression of how walking is achieved (Table 15.1). 
A particular distinction is between a step, which is the act of moving one foot in front of 
the other, and a stride, which is the combination of consecutive steps of opposite limbs. 
Modified definitions have been proposed for walking that is not constrained to a straight 
line.4

15.2.2 Gait Graphs

Most clinical gait analysis focuses on the variation of a number of continuous variables 
across the gait cycle. Kinematic variables describe movement generally in terms of joint 
angles. Kinetic variables describe loads such as the applied ground reaction or joint 
moments. All these are plotted on gait graphs, which have a consistent format (Figure 15.2). 
Data from different sides are most easily compared by the use of different colors (not 
illustrated).
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FIGURE 15.1
Subdivisions of gait cycle. Percentages refer to approximate timings as a proportion of the gait cycle for healthy 
adults.

TABLE 15.1

Temporal–Spatial Parameters Describing Walking

Parameter Definition

Stride length Distance between any point on the foot between one initial contact and 
the next for the same limb in the direction of walking

Step length Distance by which a point on the foot is in front of the same point on the 
other foot at initial contact in the direction of walking

Stride time Time between one initial contact and the next for the same limb
Cadence Number of steps or strides per unit time; most often quoted as “steps per 

minute”
Walking speed Average speed of movement over a gait cycle (equivalent to stride length 

divided by stride time)
Step/stride width The distance between the feet at initial contact perpendicular to the 

direction of walking
Stance/swing/single support/
double support time

Time spent in a specific phase often described as a percentage of stride 
time
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Different related variables are often plotted on adjacent graphs in an array. In Figure 
15.2, data for three-dimensional (3D) joint angles are plotted, with each row representing a 
different joint and each column representing a different plane. Consistent plotting of such 
arrays can greatly aid in their interpretation. Data can look very different when plotted 
using different scales or aspect ratios, and it is generally considered to be best practice to 
keep these consistent for any particular gait analysis service.

15.2.3 Kinematics

Kinematic analysis is based on the assumption that the skeleton can be modeled as a num-
ber of rigid bodies corresponding to bones or groups of bones. An orthogonal coordinate 
system (CS) is defined as being embedded in each segment (Figure 15.3). Although there is 
general agreement that these systems are aligned with the major anatomical planes (sagittal, 
coronal, and transverse), the precise definition of these segments is open to some interpreta-
tion. Attempts have been made to standardize conventions across biomechanics,5,6 but those 
used in clinical gait analysis do not always conform. It is almost universal, for example, for 
the proximal–distal axis of the tibia to pass from the ankle joint axis to the knee joint axis in 
clinical gait analysis.7 Even with consistent definitions, the identification of landmarks can 
be difficult. This has led to a recent shift in the use of functional definitions of CSs.8

A variety of different assumptions can be made about how these rigid bodies are 
linked. Models with six degrees of freedom, which make no assumptions about joint con-
straints, have recently achieved some popularity.9,10 Most models, however, assume some 
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constraints. The hip is generally assumed to be a ball-and-socket joint described by three 
rotational degrees of freedom. There is less consensus for the knee. The earliest models 
used in clinical gait analysis assumed a ball joint,11,12 but more recent approaches have 
included both a simple hinge joint and a hinge joint with constrained joint translations,13 
among others. There is even less agreement at the ankle and within the foot. Most clini-
cal gait analyses assume that the foot is a single segment linked to the tibia by a joint of 
either two or three degrees of rotational freedom. Over the last few years, however, there 
has been interest in a variety of models and methods describing the foot as a number of 
different segments.14–18

3D joint angles are the primary kinematic output used in clinical gait analysis. Joint 
angles are not vector quantities, and, although most gait analysts understand the gen-
eral meaning of the terms, precise definitions are less well understood. Three broad sys-
tems have been used: Cardan/Euler angles,19 the joint CS,20 and globographic angles.21 
Although these are often regarded as different, the mathematical equivalence of the three 
systems has recently been established.22 All three require choices to be made that can be 
referred to as sequence, configuration, or orientation dependence, which affect the calcu-
lated angles. Globographic representation is the oldest, and perhaps the least ambiguous, 
method to visualize with the orientation of the principal axis of the distal segment being 
represented on a spherical grid (Figure 15.4). For the hip, flexion is analogous to longitude 
(the angular distance around the bipolar axis), abduction is analogous to latitude (move-
ment out of the equatorial plane), and internal–external rotation is the movement around 
the principal axis (which is actually equivalent to surface bearing, the measurement on a 
compass). There has been an assumption that the same convention can be used to describe 
all joints,5,6 but Baker7 has argued that, for the biomechanically defined angles to corre-
spond with conventional clinical terms, the convention must reflect the anatomical charac-
teristics of each joint. Pelvic coronal plane obliquity, for example, will not accurately reflect 
the relative height of the hip joint centers if the convention adopted for the hip and knee is 
applied to the pelvis.23
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FIGURE 15.3
Orthogonal CSs for the right tibia, femur, and the trunk segments. The International Society of Biomechanics 
convention labels x as anterior, y as proximal, and z as lateral.
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Although joint angles are the focus of kinematic analysis in clinical gait analysis, other 
outputs from more complex analyses are becoming more common. The most important 
of these are the calculations of musculotendinous unit lengths (often referred to as muscle 
lengths). In these analyses, the distance between a tendon’s origin on one bone and the 
corresponding insertion on another is calculated. This is often calculated as a straight line 
distance but, via points or wrapping surfaces,24 can be incorporated in more advanced 
modeling packages. These can be extremely useful in assessing whether biarticular mus-
cles are functioning concentrically or eccentrically (shortening or being stretched), which 
cannot be easily deduced by considering the joint angles separately.

15.2.4 Kinetics

Kinetic measures in clinical gait analysis originate from measurements of the ground reac-
tion. Despite this, it is fairly common to find clinical services ignoring direct representa-
tion of the ground reaction and focusing on how this is reflected in measurements of joint 
moments and powers. Joint moments represent the net moment exerted by the ground 
reaction on a joint once the effects of gravity and inertia on segments distal to the joint 
have been accounted for by an inverse dynamic analysis; in this way, it is possible for 
joint moments to be recorded during the swing as well as stance phases. Moments cal-
culated in this way must be opposed by equal and opposite moments exerted by internal 
structures. It is often assumed that these are exerted by muscles, but ligaments and other 
soft tissues crossing the joints may also be involved. It is also important to note that the 
muscles generally act in agonist–antagonist pairs to exert moments. The agonist acts to 
cause the movement of the joint in one direction, and the antagonist, on the opposing 
side of the joint, acts to cause movement in the opposite direction. Moments required by 
the agonist muscles may be considerably greater than the net external moment if there is 
antagonistic activity in the muscles crossing a joint. Joint moments are a vector quantity, 
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FIGURE 15.4
Globographic representation of hip joint angles. FLEX, flexion; EXT, extension; ABD, abduction; ADD, adduc-
tion; LAT ROT, lateral rotation; MED ROT, medial rotation. (Adapted from Dempster, W. T. Space Requirements 
of the Seated Operator (WADC Technical Report:55–159). Ohio: Wright-Patterson Airforce Base, 1956. With kind 
permission from Springer Science+Business Media: Lehrbuch Der Muskel Und Gelenkmechanik, 1917, Strasser, H.)
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and there is no ambiguity in how they should be calculated. They are almost always pre-
sented as orthogonal components about the principal axes of the CS of either the proximal 
or distal segment. It has been suggested that presenting components about the three axes 
of the joint CS may be more clinically insightful.25 In this case, the moment will represent 
the net activity in the muscle groups with a specific anatomical arrangement (e.g., the hip 
abductors/adductors). Joint power calculations are also common, being the scalar product 
of joint angular velocity and joint moment.26 These represent the power that would have 
to be exerted at individual joints if each joint were independently actuated. Considerable 
care is required in interpreting power data, however, because many important muscles act 
across multiple joints, violating this assumption.

Forward dynamics, in which the muscle activations required to drive the body to match 
a specific pattern of movement are calculated, has become an important part of contem-
porary biomechanics.27–29 Given that there are many more muscles than there are joint 
degrees of freedom in the lower limbs, this is a redundant problem, and some form of 
optimization is required to choose a particular set of muscle activations. This also requires 
a model of how the ground reaction responds to changes in muscle activation, which is 
not straightforward. In principle, such techniques allow the specific function of different 
muscles to be identified30–32 and should allow the modeling of the effect of interventions 
that might influence muscle activations or the geometry of the musculoskeletal system.33,34 
In the past, the time taken to format data for these techniques prohibited routine clinical 
use, but recent advances have largely overcome this. They are, however, known to be sensi-
tive to modeling assumptions such as how to scale anatomical data to fit individuals. This 
can be a particular issue in clinical gait analysis, in which the person being analyzed often 
has an abnormal musculoskeletal anatomy.35 Nowadays, such models offer broad general 
insights but will only be of limited clinical applicability until these sensitivity issues are 
more fully understood. The cumulative effect of these results is very poorly understood, 
and these data are rarely used in clinical gait analyses.

15.2.5 Electromyography

Electromyography (EMG) uses measurements of the electrical activity arising from muscles 
as an indicator of which muscles are acting at different times in the gait cycle. The raw 
signal comprises many superimposed high-frequency pulses (action potentials) arising 
from the firing of different motor units within the muscles. The magnitude of the signal is 
influenced by a number of factors such as the impedance of the muscle itself, of any subcu-
taneous tissues, and of the skin–electrode interface. Accordingly, the emphasis in clinical 
practice is generally on the phasing and timing of muscle activity. The different stages of 
signal processing are illustrated in Figure 15.5. The raw signal is first half-wave rectified. A 
range of filters can then be used to detect the overall pattern or “envelope” of activity. Some 
evaluation centers go even further and determine whether a muscle is active or inactive 
depending on whether the value of this envelope is greater than a certain threshold level. 
Raw signals often seem to show rapid onset or ending of muscle activity, however, and 
these can be masked by envelope filtering. Many analysts feel that any processing of the 
data reduces the information content and prefer to review the raw signal. EMG signals tend 
to exhibit more cycle-to-cycle variability than kinematics or kinetics, and, because of inher-
ent difficulties in overplotting the raw signals, data from several cycles are often plotted 
side by side. EMG is most useful in conditions that affect the central nervous system, such 
as in cerebral palsy (CP) or stroke, when excessive antagonistic activity might be expected 
at joints, and joint moments may be inappropriate as indicators of muscle group function.
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15.2.6 Other Biomechanical Data

Kinematics, kinetics, and EMG form the core measurements of most clinical gait analy-
sis systems. Other data can be useful. Perhaps the most obvious is simple digital video. 
This can provide additional information that is not incorporated in standard kinematic or 
kinetic models. The alignment of different segments of a deformed foot, for example, is not 
specified by many widely used kinematic models but is generally apparent from good qual-
ity video recordings. Digital video is also extremely useful as a quality assurance tool. It is 
also useful to orient the analyst to the person being analyzed. It may not be obvious from 
the kinematic data, for example, what combination of walking aids a person was using or 
that markers could only be placed on clothing, an action that might affect data quality.

The force per unit area applied under the foot during the stance phase is generally 
referred to as “foot pressure” and can also provide valuable information either indepen-
dently or in association with kinematic and kinetic data, particularly in pathologies that 
make skin on the foot susceptible to breaking down. Oxygen consumption measurements 
have also been proposed as general measures of the efficiency of walking.36 Collecting 
high-quality kinematic, kinetic, and EMG data, however, takes considerable time. This is a 
particular issue in persons with disability who are often either young or elderly and who 
may struggle to cooperate physically or mentally for extended periods. In most centers, 
therefore, the focus of clinical gait analysis is on kinematics, kinetics, and EMG.

15.3 Measurement Technology

15.3.1 Kinematic Measurement Systems

Most commercially available clinical gait analysis systems are essentially kinematic mea-
surement systems. Passive marker-based systems are, by far, the most common. In these 
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FIGURE 15.5
Different stages of signal processing for clinical EMG from the gastrocnemius muscle over two gait cycles.
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systems, retroreflective spherical markers are placed on a person’s skin using hypoaller-
genic double-sided sticky tape. Light in the visible or infrared spectrum is emitted from 
an annular source around a camera lens, reflects off the markers, and is detected on the 
charge-coupled device sensor of a video camera. Stroboscopic pulsing of high-intensity 
light over very short durations makes such systems relatively insensitive to ambient light 
conditions (the latest generation of analysis systems are capable of capturing data outdoors 
in full sunlight) and reduces blurring of the moving markers. As with other forms of digi-
tal video, the sensor resolution has improved markedly in recent years, with 16 megapixel 
cameras operating at up to 120 frames per second at full resolution being commercially 
available now. Perhaps even more importantly, digital image processing using full gray-
scale bandwidth has dramatically increased the effective resolution of modern cameras. 
Modern systems use multiple cameras to ensure that the markers can be seen anywhere on 
the person. A state-of-the-art clinical facility might now use 10 cameras allowing up to 50 
markers of 5 mm diameter to be tracked to a resolution of less than 1 mm. As digital imag-
ing technology has improved, the real cost of entry-level systems has dropped consistently 
over the years at the same time as the effective resolution has improved. Systems from the 
leading manufacturers are still a considerable expense. Within the last year, new suppliers 
have entered the market, offering products at as little as 10% of the price of standard sys-
tems. Neither the quality of these systems nor the potential impact on the market of these 
new products has yet been properly assessed.

A small number of systems use active markers, powered light sources placed on the per-
son’s skin. The requirement for a power source often also requires bigger markers or that 
the markers to be linked by cables, but the use of color or other coding schemes can greatly 
simplify marker tracking. The number of systems that use inertial sensors (often incor-
porating gyroscopes, accelerometers, and magnetometers) is increasing as sophisticated 
processing technologies are allowing the inherent problems of drift (in integrating inertial 
signals) and magnetic field variability (for magnetometers) to be minimized.

An important, but essentially mundane, role for biomechanists in the past has been 
to operate, analyze data from, and maintain complex kinematic measurement systems. 
Despite systems becoming more reliable and more automated, this role has not yet disap-
peared entirely. Although almost all stages of the data capture workflow could be auto-
mated (and indeed have been) in different products, the manufacturers have generally 
been extremely slow to produce reliable, fully automated data capture systems. They still 
also tend to sell complex systems with considerable flexibility for a range of different appli-
cations, which makes them over complex for the limited technical demands of clinical 
gait analysis. In many centers, there is still a belief that professional biomechanists are 
required to oversee this type of measurement equipment, but the key professional role for 
biomechanists in clinical gait analysis is undoubtedly in ensuring the appropriate inter-
pretation of data once captured.

15.3.2 Kinematic Modeling

Marker-based systems, by definition, record the position of markers, and some sort of pro-
cessing is required to obtain the joint angles, or pose, from these positional data. Most 
clinical gait analyses use the conventional gait model (CGM), also known as the Davis or 
Newington,11 Helen Hayes,12,37 or Vicon Clinical Manager or Plug-in Gait model (Vicon, 
Oxford, UK). This approach calculates segment axes from markers that are placed over 
specific anatomical landmarks. Another early method was the calibrated anatomical sys-
tems technique (CAST),38,39 which proposed that clusters of markers on a rigid plate should 
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be attached to each segment to define a technical CS while the person was walking. The 
orientation of the anatomical CS relative to the technical CS is then determined in a separate 
calibration process during which the person stands still and relevant anatomical land-
marks are identified either using some pointing device with markers attached or by plac-
ing additional markers on the skin. Comparison of the CGM and CAST techniques10 shows 
considerable differences between them, particularly in the transverse plane, suggesting 
that they are influenced in different ways by the movement of the soft tissues.

There are shortcomings with both approaches, making repeatable measurement dif-
ficult. Even in centers of clinical excellence, measurement variability is often of a similar 
magnitude to changes that are considered to indicate pathology.40 The main reason for 
this is the difficulty in accurately placing markers in relation to anatomical landmarks. 
These landmarks are generally features of the bony anatomy (e.g., lateral malleolus, ante-
rior superior iliac spine), which can be felt through the skin; they are used to guide marker 
placement but also serve to define the CS for each segment. They are often broad and 
poorly defined, vary between individuals, and may be particularly difficult to identify 
in people with a high body mass index. The accuracy, as well as the repeatability, of both 
approaches is also limited. The predominant factor in this is the movement of markers, 
or clusters of markers, with respect to the underlying bone as a consequence of the move-
ment of the underlying soft tissues as the person walks. This is now widely known as soft-
tissue artifact (STA).41 This motion can be considerable,42–45 even in relatively slim people, 
and is assumed to increase with body mass. Neither the CGM nor CAST is based on an 
explicit underlying model (despite the name of the CGM). The assumptions on which they 
are based are thus implicit, poorly understood, and often incompatible with the kinetic 
or advanced kinematic models for which their outputs serve as inputs. To address these 
limitations, research has focused on kinematic fitting and functional calibration, and these 
techniques are starting to become implemented in software written for the clinical gait 
analysis market.

Kinematic fitting techniques46–48 assume a linked rigid segment model of the body with 
the position of markers specified with respect to the different segments. The pose of the 
model is obtained by an optimization process to obtain a least squares fit between the 
measured marker positions and the modeled marker positions. This technique has several 
advantages. The explicit definition of the underlying model allows a clear definition of 
joint angles and other parameters. Most implementations assume rigid segments of joints 
with only rotational degrees of freedom, which lead to kinetic models that are consistent 
with kinematic data (variable length segments in the CGM and translational degrees of 
freedom in the CAST mean that this is not generally the case for these two approaches). 
Although kinematic fitting does not remove STA, it offers potential to minimize its effect. 
Incorporating information about known joint constraints and fixed segment lengths may 
reduce susceptibility to STA. Such models also lend themselves to the incorporation of sta-
tistical or biomechanical models of STA, which also have the potential to improve results.

Kinematic fitting also lends itself to functional model calibration. This step became 
necessary because of the difficulty in palpating many anatomical landmarks and placing 
markers consistently. Functional calibration assumes that the properties of the model, prin-
cipally, the location of joint centers and the orientation of joint axes (for one or two degrees 
of freedom of joints), are more reliably determined from the movement data themselves 
than from the palpated landmarks. Thus, if the hip is assumed to be a ball-and-socket 
joint, then its location with respect to both the pelvis and femur segments can be deter-
mined by optimizing the location of the joint center to minimize the least squares distance 
between the measured and modeled markers. Early attempts to do this from walking data 
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alone46–48 were limited by the small range of movements exhibited by several joints. It is 
now assumed that separate calibration trials, in which the person moves the joint through 
a wider range of motions, are required.8,49–51

15.3.3 Kinetics

Most active or passive marker-based kinematic measurement systems for gait analysis 
allow data from force plates to be integrated. However, systems based on inertial sensors 
generally detect the relative movements of the segments rather than their absolute posi-
tions in space and so are less suited to combining with such measurements. The earliest 
electrical force plates derived measurements from strain gauges attached to columns sup-
porting a plate.52 About 20 years later, an alternative design was introduced that replaced 
the strain gauges with piezoelectric transducers. Until fairly recently, there have been few 
advances in the basic principles of force plate design, although the associated signal con-
ditioning has benefitted from developments in general electronics. Such force plates are 
susceptible to vibrations and require attachment to substantial foundations to ensure that 
the lowest resonant frequencies are above those of interest in biomechanics. Over the last 
few years, new plate designs have been developed that are less dependent on such founda-
tions and can be used much more flexibly.

15.3.4 Electromyography

The principles of EMG have remained relatively unchanged for many years. The essential 
requirement is for a pair of electrodes to pick up the electrical potentials generated by 
electrochemical reactions occurring in muscle cells. Surface EMG is most commonly used 
in clinical practice. Two electrodes are placed a short distance apart on the skin along the 
length of a muscle, and they detect a potential difference as an action potential travels 
along it. The magnitude of the action potential is approximately 90 mV and is attenuated 
through the muscle, fascia, subcutaneous tissues, and skin, and thus it can be as low as 
50 μV at the skin surface. Dry electrodes (a simple metal plate typically 10–15 mm in diam-
eter pressing on the skin) can be used, but disposable, self-adhesive Ag/AgCl electrode 
pairs (~10 mm in diameter and spaced 20 mm apart) are most common. It is now gener-
ally accepted that shaving and abrading the skin under the electrode are not generally 
required (but may be used for particular individuals).

Attenuation of the EMG signal by the soft tissues restricts the use of surface electrodes to 
muscles within approximately 25 mm of the skin. It can also be difficult to isolate a signal 
arising from smaller muscles from signals arising from neighboring muscles (known as 
“cross-talk”). Fine-wire electrodes are required if reliable data from small or deep muscles 
are desired. In clinical gait analysis, the most common application is for the tibialis pos-
terior, which lies deep in the leg. Typical fine-wire electrodes are 50 μm in diameter with 
an insulating coating of nylon. Approximately 2 mm of the coating is removed from the 
ends of two wires, which are passed down the center of a hypodermic needle. The wires 
are bent over to form barbs of different lengths so that when the needle is inserted and 
withdrawn, the wires are left in the muscles with the uninsulated portions separated by a 
few millimeters. The electrodes are only sensitive to signals in the immediate vicinity of 
the muscles and are thus highly dependent on their accurate placement. This requires a 
detailed knowledge of musculoskeletal anatomy (which can be altered in different medical 
conditions) and considerable skill in the insertion of the needles. A muscle stimulator can 
be used to check that the electrode is in the correct muscle.
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Such small signals are susceptible to electromagnetic interference from a variety of 
sources that can be picked up by connecting wires. Accordingly, high-impedance differen-
tial amplifiers are placed close to the electrodes (which are somewhat misleadingly some-
times referred to as active electrodes). Older systems required such preamplifiers to be 
connected to a central data collector or transmitter often worn in a backpack. More mod-
ern preamplifiers incorporate wireless transmitters to communicate directly with a base 
unit. Even given state-of-the-art electrodes and amplifiers, some low-frequency “move-
ment artifact” is often present in the signal. Information of interest in the gait analysis 
signal is lower than 10 Hz,53 however, and this artifact can easily be removed using a high-
pass filter with a cut-off of around 20Hz.

15.4 Clinical Applications

Clinical gait analysis only gives information about how someone walks. That person only 
benefits from the experience if the information can be used by clinicians to select from a 
number of treatment options (including the possibility of not treating). The clinical appli-
cation of gait analysis depends then on a partnership between the gait analyst and the 
treating clinician. It might be argued that in a perfect world, the clinician would be trained 
to interpret gait analysis data and implement the conclusions drawn from them; but, in 
reality, this is very rarely the case. In many centers, the clinical gait analyst comes from a 
clinical background, such as physiotherapy, and may not have a particularly strong back-
ground in biomechanics. Most clinical gait analysis services would benefit from having 
health professionals with a biomechanics background taking on a more central role in 
physical assessment, capture of gait data, and interpretation of results. Current attitudes 
toward professional roles, both within biomechanics and the other health professions, are 
probably the biggest barrier to this, but training and accreditation issues are also consid-
erable. Currently, the United Kingdom is one of the few countries to have a professional 
structure to allow biomechanists to be acknowledged as health care professionals.

Gait analysis can be useful clinically in four contexts: diagnosis, assessment, monitor-
ing, and prediction.54,55 Diagnosis is the identification of the disease or condition affecting 
a person. Although gait analysis might have such a role, it is much more generally the case 
that the condition is known when the person is referred and what is required is an assess-
ment of the severity, extent, or nature of the condition. It may also be useful to monitor 
how the person’s condition is progressing over time. If the time period has included some 
intervention, then the monitoring process is essentially an evaluation of the outcome of 
that treatment. One of the great hopes for instrumented gait analysis is that it might allow 
the prediction of results, particularly through simulating surgery,33 but reliable systems 
for doing so are still in the considerably distant future.

There are 11 criteria for any biomechanical measure to be clinically useful (Table 15.2). 
One criterion is cost effectiveness, which is a particular issue for gait analysis because it 
is heavily dependent on space, staff time, and complex instrumentation, making it a par-
ticularly expensive procedure. In some institutions, a single gait analysis costs as much as 
several magnetic resonance imaging (MRI) scans. To justify this cost, the clinical benefits 
must be clear. This is a particular challenge in rehabilitation medicine in which gait analy-
sis would seem to be most appropriate, because treatment costs in that field tend to be 
fairly low. Even for a relatively expensive drug, such as botulinum toxin, the cost of using 
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gait analysis to assess whether the injections are appropriate for the individual may be 
greater than the treatment costs themselves. It may well be cheaper to simply try the inter-
vention and see if it works than it is to perform a gait analysis to predict its effectiveness.

Another issue for clinical gait analysis is the ability to detect abnormal from normal 
walking. There are three issues here: (1) the reproducibility of the measurements them-
selves, (2) the stability of the measure for an individual person, and (3) the range of vari-
ability in the healthy population. As outlined above, the measurement systems themselves 
have improved to a level in which submillimeter accuracy is possible in detecting marker 
locations. The accuracy of the process is now limited by the accuracy with which an 
orthogonal CS can be defined within an irregularly shaped body segment and the ability 
of clinical gait analysts to place markers (or conduct function calibration procedures) to 
determine these. A recent systematic review56 suggests that best practice results in mea-
surement reliability (reproducibility) of between 2° and 5° for major joint angles. Most 
studies of reliability have focused on multiple assessments on a single day, often in healthy 
people. It is assumed that the stability of measures for an individual over days and weeks 
is not a particular problem, but there is little evidence to support this. Levels of variabil-
ity within the healthy population are also substantial with the standard deviation (SD) 
varying between 2° and 7°, depending on the joint angle (although this includes any mea-
surement error, which can account for up to half of the recorded variability). Gait graphs 
(Figure 15.2) tend to plot the normal range as represented by ±1 SD, and gait analysts need 
to remember that, by the definition of standard deviation, more than 30% of healthy indi-
viduals will have gait traces falling outside this range. In summary, clinical gait analysis is 
likely to be most useful in people with quite considerable gait abnormalities. As a rule of 
thumb, gait analysis is unlikely to detect abnormalities in joint angles that are not appar-
ent from direct observation or video recordings, but it does have the capacity to quantify 
these. Kinetic data and EMG are subject to similar factors but also have the advantage that 
they measure quantities that are not apparent from visual observation.

The last two criteria in Table 15.2, influential for clinical decision making and absence of pain 
as a major factor, also affect the applicability of clinical gait analysis. In many conditions, 
gait analysis can characterize a person’s gait pattern, but treatment decisions may not be 
based on this. This may be because no treatment is available or because there is a generic 

TABLE 15.2

Criteria for Clinically Useful Biomechanical Measures

 1. Reproducible
 2. Stable (independent of mood, motivation, and pain)
 3. Accurate
 4. Appropriately validated
 5. Capable of distinguishing between normal and 

abnormal
 6. Must not alter the function it is measuring
 7. Reported in form analogous to accepted clinical 

concepts
 8. Cost effective
 9. Not observable by the skilled clinician
 10. Influential for clinical decision making
 11. Absence of pain as a major factor

Sources: Data adapted from Baker, R., J. Neuroeng. Rehab., 3, 4, 
2006; Brand, R. A., Iowa Orthop. J., 9, 61–64, 1987.
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treatment that is delivered to all patients regardless of the specific characteristics of their 
gait. The presence of pain can also complicate the interpretation of gait data considerably. 
People often walk differently when they experience pain, but it is extremely difficult to 
distinguish whether the pain is a consequence of the abnormal gait pattern or is the cause 
of it.

For these reasons, gait analysis has only found wide acceptance in clinical practice in a 
few specific areas of medicine, and there is considerable debate about just how useful it 
is even in these fields.57,58 Its most common application is in assessing children who have 
CP for complex orthopedic surgery. In relation to other conditions, clinical gait analysis is 
perhaps better considered as a clinical research tool to understand how walking is affected 
by those conditions and how various interventions can improve this. Gait analyses for 
clinical service provision (mainly in CP and similar conditions) and for clinical research 
are both extremely important. They generally use the same measurement technologies 
and procedures, but the way data are analyzed and interpreted is quite different. Doing 
either well requires an understanding of these differences.

15.4.1 Gait Analysis for Clinical Service Provision

This section will focus on service provision for people with CP and related conditions 
(particularly children). CP is a consequence of brain damage that occurs before, during, 
or shortly after birth.59 It results in the impaired coordination of movement and muscle 
weakness, and a range of other disturbances of sensation, perception, cognition, commu-
nication, and behavior, and in epilepsy. Spasticity, in which the reflexes are poorly inhib-
ited and which leads to muscles activating inappropriately when movement is attempted, 
is very common. Although the brain damage does not get any worse, the growth of the 
musculoskeletal system is affected by abnormal movement and loading during activity 
and results particularly in muscle contracture (muscles are too short) and weakness, joint 
contracture (ligaments restrict the available range of movement), and bony deformities 
(particularly abnormal twists along the femur and tibia). These factors further restrict 
walking ability, and, by middle-to-late childhood, significant problems with walking and 
other motor functions are common.

Orthopedic surgeons can do nothing about the brain damage. They are, however, able 
to correct many of the musculoskeletal abnormalities or impairments60 using a combina-
tion of muscle lengthening procedures and skeletal realignments. Each child is affected 
differently by the condition and has a different combination of impairments that requires 
correction. Identifying these is difficult, and, in the past, surgeons would operate on dif-
ferent impairments at different times over a number of years. However, many modern cen-
ters now aim to combine these procedures into a single operation (single-event multilevel 
surgery) conducted in late childhood when both the walking pattern and musculoskeletal 
anatomy have matured. Most of those centers consider clinical gait analysis as essential to 
decide which combination of impairments is affecting a particular child.61

In this context, clinical gait analysis combines video recording and instrumented mea-
sures of walking (as described previously) with a standardized physical assessment of 
joint range of movement, bony alignment, and muscle strength. It is commonly assumed 
that the findings of the physical assessment should correlate directly with gait analysis 
data, and several studies have presented a general lack of correlation as disappointing.62,63 
If gait analysis gave the same information as a physical examination, however, then deci-
sion making could be based on the physical examination alone. Rather, it is the lack of 
a simple relationship between impairments and walking ability that requires the use of 
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complex techniques such as gait analysis. Children with CP often use walking aids and 
wear a variety of different orthoses or splints. Clinical gait analysis is often conducted 
with the child barefoot and using a minimum of walking aids to assess his or her under-
lying capacity to walk unassisted, and then repeated using that person’s usual orthoses 
and walking aids to see the typical walking on a day-to-day basis. In this way, a clinical 
gait analysis session is quite time-consuming with many services allocating between 2 
and 4 h per child. Ensuring that the child maintains concentration and compliance with 
procedures over this period is a considerable challenge and is an important part of the 
clinical gait analyst’s role. In the past, measurement technology was more difficult to use 
on younger and hence smaller individuals, but now the major limitation in this assessment 
is the maturity to cooperate with and complete the measurement protocol.

Modern gait analysis systems perform most data analysis and modeling in real time 
or very quickly after capture. Some postprocessing is required, but this can generally be 
achieved before the end of the gait analysis session. This is important to allow quality 
assurance processes to be completed before the child leaves. Data interpretation can take 
considerable time (some centers allocate as much as one person-day for this), and there is 
only a slowly emerging consensus on how this interpretation should be approached. One 
approach is to identify significant gait features from the graphs. Features are aspects of the 
graphs that differ from the reference data of healthy individuals and may include offsets 
throughout the gait cycle, local maximum or minimum values, or inappropriate timing of 
events. Once the features have been identified, these can be grouped according to which 
underlying impairment they are considered to be related. Thus, a child with CP might 
have gait features of reduced hip extension and increased anterior pelvic tilt, which are 
often both associated with tight hip flexors. These can then be related to the findings of the 
physical examination. Hip flexor tightness, for example, can be related to an impairment 
of hip flexor contracture or spasticity, and the physical examination is important to deter-
mine this. Once the impairment has been established, then treatment decisions are often 
clear-cut. Hip flexor contracture requires surgical lengthening, for example, whereas hip 
flexor spasticity might respond to injections of botulinum toxin. The result of this process 
is the association of all features of the gait data with a specific impairment. Sometimes, the 
association will be a direct consequence of the impairment—excessive knee flexion in the 
stance phase may be associated with the impairment of weak knee extensors. Alternatively, 
the association may represent a compensatory mechanism—excessive knee flexion in the 
swing phase might be a compensation for calf spasticity to achieve clearance in swing. 
The final report is then a listing of the impairments. Supplementary sections can list the 
evidence (gait features and aspects of the physical examination) for each impairment.

In most major centers, the results are presented to the surgeon and discussed in person 
because there is generally some subjectivity in the identification of the impairments. This 
approach also allows for treatment options to be discussed. It is important to note that the 
preferred option depends on a range of factors beyond gait analysis, including the clini-
cian’s preference and expertise, local facilities, results from medical imaging and other 
tests, and the assessment of the psychosocial status of the individual. In most situations, 
the final decision rests with the person being analyzed (and, if children, their parents) in 
direct consultation with the treating clinician.

Clinical gait analysis is delivered as a clinical service and is subject to clinical gover-
nance, which is “a system through which (healthcare) organisations are accountable for 
continuously improving the quality of their services and safeguarding high standards of 
care by creating an environment in which excellence in clinical care will flourish.”64 One 
of the key principles in modern clinical governance is that all procedures are conducted in 
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adherence with written protocols based on an appropriate evidence base (criterion 4; Table 
15.2). This can appear stifling and conservative to biomechanists who have often been 
educated in environments that nurture innovation and experimentation, but it is an essen-
tial safeguard to ensure the safety of patient services. Considerable validation is required 
before any change in procedures or processes is introduced. Another aspect of clinical 
governance is in ensuring the competence of staff to perform particular aspects of the gait 
analysis. A particular issue is in clinical decision making. Most countries restrict clinical 
decision making to specific health professionals. Gait analysis reports should be restricted 
to an analysis of the gait data and should not include treatment recommendations unless 
they are made by someone with such a qualification.

15.4.2 Gait Analysis for Clinical Research

Gait analysis for clinical research uses the same measurement techniques as does gait 
analysis for clinical service provision, but the purpose, as well as the context, analytical 
techniques, and interpretation, is quite different. Perhaps the most important difference 
is that the focus of the analysis is almost always on a group of participants rather than on 
one individual. This relaxes some of the limitations on the applicability of gait analysis, 
particularly those related to the repeatability of measurements. As long as measurement 
variability is randomly distributed, then the sample mean can be defined to arbitrary pre-
cision by increasing the sample size.

Research applications will generally fall into two categories: (1) descriptive studies cate-
gorizing a particular population or (2) intervention studies assessing outcomes. In relation 
to growth and development or aging, descriptive studies categorizing changes with age 
are particularly important. Longitudinal studies follow individuals over a period, whereas 
cross-sectional studies study a range of people of different ages at the same time. Fully 
describing the methodologies for intervention studies is beyond the scope of this chapter, 
but randomized clinical trials in which participants are randomized to receive one of two 
interventions (one is often either the current standard treatment for a condition or even no 
treatment) are the most common.65,66

Clinical gait analysis generates a huge amount of data, which also raises particular sta-
tistical issues. Modern inferential statistics is based on calculating the probability that a 
particular variable would have its measured value (or greater) by chance. A probability of 
less than 1 in 20 (p < 0.05) is generally assumed to indicate a statistically significant finding. 
If multiple tests are performed, however, a false positive or type I error should be expected 
to occur, for every 20 tests conducted (on average). Given the number of variables gener-
ated during gait analysis, it is virtually certain that at least one will give a false positive. 
There are two ways of protecting against such errors. The first is through experimental 
design and by nominating a small number of variables to be analyzed before conducting 
the trial. The second is by correcting the p value in light of the total number of tests cor-
rected (Bonferroni correction).67

Although the multivariate nature of gait analysis data gives them a richness and com-
plexity that is one of their strengths, it does mean that assessing the overall quality of the 
gait pattern requires some thought. The Gillette gait index (originally called the normalcy 
index),68 was based on a principal component analysis of 16 kinematic and temporal spatial 
parameters but has recently been superseded by two alternatives: the gait deviation index 
(GDI)69 and the gait profile score (GPS).70,71 These are both based on the root mean square 
difference of kinematic data from the mean trace for people without any neuromusculo-
skeletal pathology. The GDI emerges out of a particularly efficient process for compressing 
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gait analysis data but can only be calculated for the combined data set. The GPS offers 
none of the potential to compress data but can be presented for individual kinematic vari-
ables (termed the movement analysis profile when presented as a histogram; Figure 15.6).

15.5 Biomechanical Interpretation of Gait Analysis Data

The interpretation process for gait analysis data in a clinical service context is largely a 
pattern recognition process that only requires a fairly superficial knowledge of what the 
data actually represent. Most clinical research projects focus primarily on statistical inter-
pretation, which, again, often overshadows any biomechanical analysis. It is somewhat 
disappointing that rigorous and detailed biomechanical analysis of gait analysis data is 
comparatively rare. This is largely a consequence of there being no overarching theory of 
why we walk the way we do, which could be used to frame such an analysis.

Perhaps the first comprehensive biomechanical description of human walking was that 
of Gaston Carlet72 based on his collaboration with Jules Marey in Paris in the 1860s. It 
was not until the work of Saunders et al.,73 immediately after World War II, that anyone 
attempted a description of walking in terms that aimed to be useful clinically. For many 
years, their determinants of gait formed the basis of clinical education in walking, but over 
the last decade, a series of papers74–78 have shown that the ideas do not stand up to detailed 
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scientific scrutiny. Inman also defined two prerequisites of walking. These were expanded 
by Perry79 and popularized by Gage80 as the prerequisites of normal gait; these are stability 
during stance, clearance in swing, adequate step length, prepositioning of the foot in late 
swing, and energy efficiency. Although popular with clinicians, these criteria have been 
largely ignored by biomechanists, possibly because they seem to offer a series of aspects of 
walking rather than a generalized theory.

Over the last decade, a number of researchers calling themselves the “Dynamic Walking 
Group” have endeavored to understand walking through very simple models based on 
an inverted pendulum model of walking.78 They have sometimes pushed the analysis to 
extreme limits for such simple models. Their work has tended to focus on the modeling 
of the kinematics and energetics of walking, particularly through defining the rate of bio-
mechanical work as the dot product of the ground reaction and velocity of the center of 
mass. This has led to a particular focus on energy consumed during step-to-step transi-
tions, which is assumed to be a collision in which energy is lost.81,82 There have been few 
attempts to apply such methods to pathological walking, and, indeed, it is unclear how 
common impairments could be incorporated into such simple models of walking.

At the other end of the spectrum, there is considerable interest in extremely complex 
models of the musculoskeletal system. These typically model the musculoskeletal system 
as 10 to 15 rigid segments linked with up to 24 degrees of freedom.33,34,83 The coordinates in 
the segment CS of the origins and insertions of around 25 muscles in each limb allow the 
line of action of muscles to be calculated as straight line paths (or as wrapping around sim-
ple 3D surfaces).24 The activation dynamics of musculotendinous units can also be mod-
eled to determine the force generated as a function of muscle physiological cross-sectional 
area, pennation angle, fiber length, and tendon slack length.84 Such models can be used as 
the basis for a variety of advanced analytical techniques28 and also for forward dynamic 
simulations.29 Anderson and Pandy83 used such a simulation to demonstrate that walking, 
to optimize the total energy requirement, results in kinematic, kinetic, and muscle activa-
tion patterns that are similar to those measured in healthy people. More recently, such 
simulations have been driven to track data from individuals captured with gait analy-
sis systems.27,85 Such simulations present the possibility of different analytical techniques 
including induced acceleration analysis30,32,40 and power flow analysis.

Despite considerable excitement over these techniques in the biomechanics community, 
they have had little impact on clinical service provision and only slightly more on clinical 
research. All the forward models require a model of how the ground reaction arises from 
the foot’s contact with the floor. How this is achieved is still a subject of some debate, with 
perhaps the most widely adopted approach using a number of nonlinear springs between 
the foot and the ground.86 Few of the approaches have a strong anatomical basis, and so it 
is largely unclear how different pathologies might affect the models. Another limitation is 
that complex models are described by a large number of parameters, many of which are 
taken from a rather limited number of studies on cadavers of the elderly.87 It is unclear just 
how accurate the original data are or how they should be scaled to match individuals. Some 
studies suggest that results are sensitive to the measured levels of variability in such param-
eters,88–90 but a recent study has suggested that qualitative conclusions may still be valid.35

A series of papers have modeled muscle function in CP gait using advanced computa-
tional models.91–100 The major achievements of that work have been a series of qualitative 
conclusions, most of which, with the benefit of hindsight, seem quite straightforward. This 
is deceptive, however, because the modeling process has often been an essential driver 
for formulating the problem in such a way as to create this transparency. Because such 
little work has been done assessing the sensitivity and stability of models, the validity of 



437Clinical Gait Analysis

quantitative results is less convincing. Yet, considering how the variation of parameters 
affects results within a particular model probably does give useful information.

All current avenues of biomechanical interpretation for clinical gait analysis data are 
somewhat limited. Clinical gait analysis is largely based on rather superficial pattern 
recognition. The Dynamic Walking Group has focused on models that are probably too 
simple to be clinically insightful. The computational biomechanists, by contrast, generally 
work with overcomplex models. Clinicians themselves, when they have engaged with bio-
mechanics, have tended to adopt a compartmentalized rather than integrative approach 
that few biomechanists have chosen to pursue. Seeking to develop biomechanical models 
of appropriate complexity to inform future clinical progress remains a considerable and 
important challenge for contemporary biomechanics.

15.6 Potential for Future Work

The measurements upon which clinical gait analyses are made are still difficult, and mea-
surement variability is still probably the major barrier toward the increased use of these 
techniques. Published studies suggest that acceptable levels of measurement variability are 
possible,101 but these have generally been conducted in tightly controlled research condi-
tions. Maintaining such levels of performance in the routine clinical environment is still a 
challenge. The introduction of kinematic fitting and functional calibration techniques into 
clinical practice should bring considerable improvement. Further research into how STA 
and ambiguous definition of anatomical landmarks affect data is required to support the 
next generation of measurement technology. There are inherent limitations to the accuracy 
of measurement systems based on skin-mounted markers, and measurement procedures 
are extremely time-consuming. Research into markerless 3D data capture has moved for-
ward considerably over the last decade,102,103 and at least one system is now commercially 
available. Additional work is required to confirm that these are capable of delivering the 
levels of accuracy and reliability required for clinical implementation. A relatively simple 
development would be that of fully automated data capture that could save considerable 
time and thus reduce costs.

A new generation of sensors and software designed for controlling video games (such as 
the Kinect for Xbox from Microsoft) offers potential for motion capture, but the accuracy 
and repeatability of such systems also need to be defined. For high-accuracy measure-
ments, alternative imaging methodologies are almost certainly required. Uniplanar44,45,104,105 
and biplanar fluoroscopic106–108 and dynamic MRI109–111 technologies have established proof 
of concept and need to be researched further. These are all limited in the capture volume 
that is possible (for different reasons), and widespread clinical implementation is only a 
prospect for the distant future.

There is also a need to develop our understanding of gait data themselves. There is 
considerable variability across different clinical centers as to how gait analysis data are 
interpreted and reported. Most clinical interpretation is essentially a subjective pattern 
recognition process with little incorporation of any true biomechanics. As explained 
above, this can be partly attributed to the lack of any general theory of why we walk the 
way we do. Biomechanists currently working in this area tend to divide into two camps 
depending on whether they focus on extremely simple models or on extremely complex 
models. Both have their limitations, and it is possible that a focus on the middle ground of 



438 Orthopaedic Biomechanics

what might be referred to as “appropriately complex models” might be productive. There 
are also very few biomechanists who are immersed in the clinical environment and who 
are able to incorporate their own clinical insight into this process. This leaves poor com-
munication between clinicians and biomechanists as an inhibitor to progress and results 
in contemporary biomechanics being of little relevance to the clinical community in this 
area. Engaging biomechanists more centrally in clinical processes and using their under-
standing to derive biomechanical modeling projects could lead to rapid and much more 
clinically relevant improvements of our understanding of human walking.

Part of the communication barrier between biomechanists and clinicians has been the 
insistence over the years that data can only be represented on gait graphs, and that, if clini-
cians want to use clinical gait analysis techniques, they must learn to interpret data pre-
sented in this format. This format does not reflect the paradigm in which most clinicians 
have been educated, and many simply refuse to engage with the potential that clinical gait 
analysis offers. Modern computer graphics offer considerable opportunities to consider 
presenting clinical gait analysis in a variety of ways. Presenting data in terms of computer-
enhanced representations of a person walking fits much more closely with the existing 
worldview of most clinicians than does a gait graph. Exploring the potential to use such 
tools to develop a more user-friendly clinical gait analysis for the future is an important 
task that has, thus far, received very little attention from biomechanists.
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16
Injury Biomechanics

Richard Kent, Jeff Crandall, and Dipan Bose

16.1 Introduction

Injury results from intentional or unintentional damage to the body from acute exposure 
to different forms of energy. If the source of energy is mechanical in nature, injury results 
when stresses and strains or forces and deformations cause physical or functional fail-
ure of tissues. Injury is considered one of the most serious and under-recognized health 
problems affecting society today. The advent of mechanized modes of transportation in 
the nineteenth and twentieth centuries exposed humans to speeds that put them at risk 
of injury in the event of a vehicle collision. Worldwide, the World Health Organization 
estimates that 1.2 million people die each year in road crashes, and as many as 50 mil-
lion are injured or disabled.1 Transportation-related injuries are the leading cause of 
deaths for Americans aged 1 to 44 and are the most common cause of physician contacts 
and hospitalization for all Americans.2 The rapid motorization of developing countries 
similarly will lead to unparalleled morbidity and mortality in the upcoming decades. In 
addition to the staggering human costs, the economic consequences for lost productivity, 
legal and medical costs, and insurance expenses are enormous. Despite the prevalence 
and expense, injury is not the result of an unavoidable accident but rather a problem that 
can be addressed with adequate attention and support. As part of a larger injury control 
program that includes addressing exposure, behavior modification, and postinjury man-
agement, injury prevention strategies must be based on knowledge of the mechanisms of 
injury as well as the body’s response and tolerance. Furthermore, such strategies must be 
imposed in conjunction with tools and techniques for assessing the effectiveness of injury 
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countermeasures. Injury biomechanics uses the principles of mechanics to characterize 
the physiological and physical response of tissues to impact that can result in injury and 
forms the cornerstone of effective injury programs based on countermeasure design.

Simply stated, the ultimate objective of injury biomechanics is the prevention of trauma 
through environmental modifications. To develop effective injury countermeasures, it is 
necessary to have a clear understanding of what the mechanisms of injury are, to describe 
the mechanical response of the tissues involved, to have a basic understanding of human 
tolerance to impact, and to have tools that can be used as human surrogates. Viano et al.3 

identified five specific objectives for the field of injury biomechanics:

 (1) Identify and define the mechanisms of injury
 (2) Quantify the responses of the human body tissues and systems to a range of input 

conditions
 (3) Determine the level of response at which tissues or systems will fail to recover
 (4) Develop protective materials and structures that reduce the levels of energy and 

force delivered to the body
 (5) Develop test devices and computer models that respond to input in a human-like 

manner so that protective systems can be accurately evaluated

Although the objectives of injury biomechanics are easily delineated, the complexities of 
the human body make them quite challenging to achieve. Biological materials are inher-
ently hierarchical in structure with a temporal component to their development, prolifera-
tion, damage, and death. Thus, injury biomechanics must potentially bridge length and 
time scales of several orders of magnitude to characterize the response and failure of tis-
sues. Unlike traditional engineering materials, biological tissues are complicated by the 
fact that the human body has the ability to grow, adapt, and repair itself in response to its 
environment. In loading situations in which microdamage occurs but no catastrophic fail-
ure of the tissue results, tissue trauma may heal if given sufficient time between loading 
exposures. With insufficient time for healing, accumulated damage can result in the fail-
ure of the material or a reduction in its mechanical tolerance to an acute loading event. The 
body’s tolerance to injury and its resilience is dependent on both physiologic and mechani-
cal conditions. Although little research has characterized the effect of biomechanical and 
biochemical parameters of the physiologic condition on the tolerance of tissues, preex-
isting medical conditions have been shown as general risk factors for injury, including 
arterial occlusive disease, heart disease, hepatitis/liver cirrhosis, carcinoma/malignant 
disease, coagulation disorder, obesity, cardiopulmonary disease, and diabetes.4,5 Similarly, 
the presence of alcohol, drugs, and pharmacologic agents in the body at the time of load-
ing can influence the potential for injury. Mackay6 notes that even daily variations in the 
state of organs (e.g., stomach contents and bladder volume) will have an influence on the 
response and tolerance of soft tissues.

Although injury biomechanics helps in our understanding of the physical parameters 
and underlying mechanisms responsible for injury causation, it is equally important to 
be able to quantify the likelihood of injury sustainability under applied loading con-
ditions and related parameters. Mathematical expressions estimating the likelihood of 
injury at different severities are an essential part of injury evaluation and development 
of injury control measures. The mathematical expressions, also known as injury risk 
functions, are based on statistical methods applied to experimentally determined bio-
mechanics data. As with any other analytical procedure, it is imperative that the raw 
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biomechanics data are of sound quality to ensure accurate evaluation of injury using 
the risk functions. Details and statistical background about injury risk functions are 
presented in the next section.

16.2 Injury Risk Functions

A major objective of injury biomechanics research is the development of mathematical 
expressions that relate engineering parameters to the risk of tissue or structural injury. The 
injury risk functions can be classified in many different ways based on the underlying statis-
tical method. Each method has its own merits and assumptions, which need to be appropri-
ated before its selection in the development of an injury risk function. Primarily, an injury 
risk function can assume that the distribution of the injury data follows one of the standard 
models (e.g., normal, Poisson, logarithmic), which would make the injury risk function a 
parametric model. In contrast, no inherent distribution may be assumed for the underlying 
injury data in the case of a nonparametric model (Table 16.1). An assumption about the dis-
tribution of the data potentially provides more efficiency and statistical power for the analy-
sis of multivariate injury data. When no justifiable choice for the assumption of the injury 
distribution can be made, the nonparametric models offer a viable approach to interpret the 
characteristics of the underlying data with a minimum set of assumptions (Table 16.1).

Another distinction between the injury risk functions is the defined relationship 
between the explanatory variables or predictors (i.e., the applied load/stimulus and other 

TABLE 16.1

Summary of Relative Advantages and Disadvantages of Parametric and Nonparametric Injury 
Risk Models

Parametric Methods Nonparametric Methods

Advantages 1.  Easy to compare two populations 
quantitatively.

2.  The risk curve is defined by few (two or 
three) distributional parameters.

3.  Good for small sample sizes. 
4.  Standardized, well-developed, and 

easy-to-implement techniques.
5.  Injury risk can be extrapolated if 

distributional assumptions are valid.
6.  Multivariate analysis can be easily 

performed.

1.  Makes less stringent assumptions about 
the data. 

2. No distribution is assumed.
3. Can be used for small sample sizes.
4.  Can be used for benchmarking the 

parametric models.

Disadvantages 1.  Distributional assumptions are forced on the 
injury data.

2.  Certain underlying conditions or 
assumptions must be met, particularly for 
smaller sample sizes. For very small sample 
sizes (i.e., n<6), distribution must be 
known a priori.

3.  Risk is extrapolated based on the assumed 
distribution in regions that lack 
experimental data points.

1.  Difficult to compare two populations 
due to lack of parameters.

2.  The injury risk is represented in a 
stepwise incremental function and is not 
continuous.

3.  The risk between two consecutive injury 
data points is assumed to be constant. 

4.  Difficult to measure quantities like 
hazard rates.

5.  Less statistical power for the lack of 
parameterization.



448 Orthopaedic Biomechanics

relevant parameters) and the outcome of interest (i.e., risk of injury). Typically, regression-
based methods can be expressed with the outcome written as a linear combination of the 
predictor variables. The outcome and the predictor variables can be directly combined as 
in the case of a linear regression model or can be combined using a link function such as 
a “logit” function. The alternate approach is to use “survival methods” in which the likeli-
hood of outcome is estimated by the probability of success or failure up to the point of the 
applied load/stimulus. Parametric and nonparametric assumptions are equally valid in 
the case of survival methods as well, and the selection of model depends on the underly-
ing data distribution.

16.2.1 Nonparametric Injury Risk Models

The product-limit method (also commonly known as the Kaplan–Meier method) of esti-
mating the survival function is one of the most standard nonparametric injury risk mod-
els.7 In this method, both injury and noninjury data are binned in separate intervals, 
and the proportion of samples surviving (not failing or being injured) is estimated to a 
particular value of the stimulus. The survival function may be inverted to produce the 
probability of failure injury risk curve. No distributional assumptions are made in this 
method, and the shape of the injury risk curve is completely controlled by the data points. 
Mathematically speaking, the survival function S(t) or the probability of surviving to the 
stimulus = t is defined by Equation 16.1:

 S t
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+ −
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ti is the time of the ith event, and n is the number of samples.
A typical example of a Kaplan–Meier probability of injury risk curve is shown in Figure 

16.1. Please note that the probability of failure is numerically equal to F(t) = 1 − S(t) (Figure 
16.1).

16.2.2 Parametric Binary Regression Models

Parametric injury criteria, which assume an underlying form of the injury distribution, 
can be either a regression-based model or a survival analysis model. The underlying form 
of the distribution (i.e., logistic, normal, Weibull, etc.) in this case is chosen a priori, and 
the development of the injury criteria model involves estimating the parameters of the 
distribution using different optimizing techniques. Binary regression models are the most 
common forms of parametric injury criteria that are used when the exact injury data are 
available. The binary regression models are applicable when the outcome (typically injury) 
is expressed dichotomously: injured or not injured. It should be noted that while the injury 
data in the binary regression models are treated as exact data points (the exact amount 
of stimulus required to cause an injury is known), the noninjury data points will always 
be censored. In particular, they will be right-censored because the additional amount of 
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stimulus required to cause an injury is never known. Among the binary regression mod-
els, logistic regression, which assumes a logistic distribution, and probit regression, which 
assumes a normal distribution, are the most popularly used for representing injury crite-
ria using results from biomechanical data.

Binary regression models allow for analyzing the relationship between multiple covari-
ates or explanatory variables and a single outcome or dependent variable; these are referred 
to as multivariate models. The explanatory variables must include the stimulus variable 
that is responsible for the injury causation such as displacement, force, or acceleration. 
Additional explanatory variables or covariates may include the demographic characteris-
tics of the subject (e.g., sex, age, and anthropometry) and the test conditions, among other 
parameters that may affect the risk of injury along the stimulus variable. Specifically, a 
regression model estimates how the dependent outcome changes as an individual inde-
pendent variable is varied while controlling for the other covariates in the model. In a 
regression model, the error associated with each variable is assumed to be random, and 
thus, the underlying data should be such that the regression error is uncorrelated across 
the observations. Furthermore, the independent covariates must be linearly independent 
and not multicollinear. The form of any binary regression model may be expressed as 
shown in Equation 16.2, where Y is the dependent outcome variable (typically injury out-
come in an injury risk function), xi is one of the independent explanatory variables, and βi 
is the corresponding regression coefficient parameter:

 Y ≈ f (xi, βi). (16.2)
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FIGURE 16.1
Kaplan–Meier nonparametric survival model based on hypothetical injury and noninjury data points. In the 
underlying data, it is assumed that the failure points are exact data points while the nonfailure points are 
right-censored.
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The development of the regression model involves estimating the regression coefficients 
of the model using curve-fitting techniques such as maximum likelihood estimation or 
least-squares error estimation based on the sampled data. As the model is determined 
with appropriate values of the regression coefficients (βi), the output of the model may be 
expressed either in terms of an odds ratio for each covariate or as a predictive model in 
which the risk of injury is expressed for a chosen set of covariate values. The odds ratio 
for the covariate xi is expressed in terms of βi, indicating the risk change in the outcome 
variable, Y, for a unit change in the covariate variable, xi, while controlling for the remain-
ing covariates. Similarly, in the prediction model, fixed values are assigned to all covari-
ates except for the covariate of interest, say, xi, and then for a range of xi, the probability of 
outcome Y may be plotted as a function of xi using the functional form of Equation 16.2.

The form of the function f, as shown in Equation 16.3, depends on the chosen binary 
regression model. The function f for the logistic regression model is described as

 Y
e

z x x
z i i=

+
= + + +−

1
1

0 1 1, where β β β… .  (16.3)

In Equation 16.3, the outcome variable Y typically ranges between 0 and 1 and expresses the 
probability of injury in that range. Among the regression coefficients, β0 is also known as the 
intercept or the baseline risk. It expresses the risk when all covariates (xi) have a null value. 
The adjusted odds ratio for variable xi in this case would be eβi. An example of injury criteria 
based on biomechanical data and using logistic regression model is shown in Figure 16.2.
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Logistic regression model based on hypothetical injury and noninjury data points.
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16.2.3 Parametric and Semiparametric Survival Models

Survival analysis is a branch of statistics that involves modeling of time to event data; 
typically in the field of medicine and health, death or failure is considered the “event” in 
the survival analysis. Adapting this to our objective of developing an injury risk func-
tion, survival analysis allows for modeling any engineering parameter such as force or 
displacement (analogous to time) required to injure (analogous to failure or death) a tis-
sue specimen. In essence, an injury risk function developed based on survival analysis 
attempts to answer questions such as, what is the probability (or fraction) for a long-bone 
specimen to survive (i.e., not fracture) when the applied axial force exceeds a threshold 
value of force? With the goal of defining injury risk, the same model can also be repre-
sented as a probability of injury function in which each point on the curve defines the 
probability of injury for that value of the stimulus and lower. An important feature of sur-
vival analysis is that the data points can be censored in nature. Although in the regression 
models, an exact value of the stimulus is assigned for each of the injury and noninjury data 
points, the survival model allows the data points to be entered as a range of stimuli. For 
instance, the stimulus value for a left-censored data point may be entered as (0, 40), mean-
ing that the injury happens in this range between 0 and 40 units of stimulus but the exact 
injury stimulus is not known. This feature to handle censored data type is particularly 
useful to represent experimental biomechanics data.

To understand the survival analysis model, it is necessary to first present some of the 
standard definitions of a survival model. Typically, the survival function, also referred to 
as the “survivorship function” or “cumulative survival rate,” denoted by S(t), is defined as 
the probability that a specimen will survive a stimulus value higher than t, as expressed 
in Equation 16.4:

 S(t) = P(T > t). (16.4)

As discussed above, the injury risk is represented by the probability of injury function, 
also the cumulative distribution function, denoted by F(t) which, by definition, is the prob-
ability that a specimen will fail for stimulus value t and lower:

 F(t) = 1 − S(t).  (16.5)

The continuous variable survival time, t, has a probability density function defined as 
the limit of the probability that a specimen fails in a very small stimulus interval per unit 
of the stimulus:

 f t
P tt( )

lim [
= →∆ 0 specimen fails in the interval (( , )]t t t

t
+ ∆

∆
. (16.6)

Similar to the probability density function, the hazard function h(t) expresses the condi-
tional failure rate. The conditional failure rate, also known as the hazard rate, is defined as 
the limit of the probability that a specimen fails in a very small stimulus interval, (t, t +	Δt), 
assuming that the specimen survived to stimulus t:

 h t
P tt( )

lim [
= →∆ 0 specimen fails in the interval (( , ) ]t t t t

t
+ ∆

∆
given that it survived until . (16.7)
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The hazard function is related to the probability density function, f(t), cumulative distri-
bution function, F(t), and the survival function, S(t), according to

 h t
f t

F t
d
dt

S t( )
( )

( )
log ( )=

−
= −

1
. (16.8)

Based on this foundation for survival analysis, injury risk models may be developed that 
are either nonparametric or parametric in nature. The application of survival analysis to 
develop a nonparametric injury criterion has been discussed in a previous section. As we 
see in Equations 16.4 through 16.8, the survival analysis model can also be used to fit the 
injury data to a curve while assuming a certain distribution of the underlying failure data. 
In that case, the functional form of F(t) and f(t) will be a two-parameter or three-parameter 
model, depending on the assumed distribution, which may be optimized using standard 
statistical methods.

As discussed in the beginning of this section, the choice of the assumed distribution 
may have implications for the risk representation. For instance, the hazard function as 
described in Equations 16.7 and 16.8 may have restrictions based on the assumed distribu-
tion. Although the exponential distribution is associated with a constant hazard function, 
the hazard function in the case of a Weibull distribution may be monotonically increasing, 
decreasing, or constant. Similarly, the assumed distribution may have different flexibilities 
to accommodate the different shapes of the injury risk curve. The Weibull distribution 
may either be a two-parameter or a three-parameter distribution, in which case, the lat-
ter provides more flexibility for curve fitting. Another important consideration is that the 
logistic and the normal probability density functions extend from −∞ to +∞, and therefore, 
the integrated cumulative probability distribution shows a nonzero risk at zero stimulus. 
This is typically substantial when the mean failure stimulus is close to the zero value. The 
choice of Weibull distribution function, which starts from zero, eliminates the artifact of 
nonzero risk at zero stimulus.

Although parametric survival analysis models are powerful when an assumption of the 
underlying distribution can be made, most biomechanical data do not conform to a partic-
ular distribution.8–10 A commonly used survival model when the underlying distribution 
is not known is the Cox proportional hazards model.8 The hazard function in this case can 
take any shape not dictated by a distribution; however, the hazard functions of different 
individuals are assumed to be proportional and independent of the stimulus value. The 
hazard function, or the proportion of specimens failing per unit value of the stimulus, for 
the Cox proportional hazards model is described by

 h(t, x) = h0(t)exp(βixi),  (16.9)

where h0(t) is the baseline hazard for the stimulus t, x’s are the covariate values, and β’s are 
the regression coefficients for the covariates. This model is described as a semiparametric 
model in which the stimulus variable does not follow any distributional assumptions, but 
the covariates are assumed to have a known distribution.

Although there are multiple ways of expressing an injury risk function, the selection of 
the appropriate model is determined based on limitations of the statistical model, if any, 
associated with the underlying assumptions, and the goodness-of-fit of the data points to 
the assumed model. A decision-making flowchart can be used as a rough guideline for the 
selection of the type of injury risk function (Figure 16.3).
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16.3  Injury Mechanisms and Risk Functions 
for Relevant Orthopaedic Body Regions

16.3.1 Head

The head can sustain a range of injuries, and the mechanisms of those injuries encom-
pass a range of mechanical loads and deformation mechanisms, including contact forces 
and noncontact inertial loading from rotational and linear motions imparted through the 
neck. Injuries associated with contact forces include skull fractures, contusions, and most 
forms of hematoma. In contrast, direct contact is not necessary for motions of sufficient 
magnitude to be generated to induce concussive injuries, including diffuse axonal injury 
or subdural hematoma. Gennarelli and Meaney11 categorized several injuries as mecha-
nistically related either to contact (direct blow necessary, head motion unnecessary) or to 
motion (direct blow unnecessary, motion necessary) (Table 16.2).2  Most clinical presenta-
tions include injuries caused by both types of loading (contact and inertial) because real-
world loading modes rarely generate either type of loading in isolation.

Historical injury criteria for the head have not adequately described the relationships 
between mechanical loading and injury risk over the range of possible mechanisms.12 

Improving the robustness and specificity of injury criteria for the head is a major driver of 
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FIGURE 16.3
Decision flow chart for selecting the appropriate injury criteria model based on the method of data collection 
(censored and noncensored data), sample size, and distribution of the injury data.
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contemporary injury biomechanics research. The head injury criterion (HIC) is based on 
the translational acceleration of the head’s center of gravity and is perhaps the most widely 
used injury criterion for the head.13 Its veracity in a range of loading situations has been 
questioned, however, and alternative criteria have been proposed, including those con-
sidering rotational motion,14–16 directionality,17 and the rate of change of the head’s kinetic 
energy.12 Combined experimental and computational injury-predicting algorithms have 
also been proposed and have been shown to discriminate injurious loading from nonin-
jurious loading more robustly compared with the HIC.18 This approach may also allow for 
greater resolution in the prediction of specific injuries by considering multiple aspects of 
the head/brain mechanics (i.e., hemorrhages caused by relative motion between skull and 
brain in contrast to brain contusions caused by large hydrostatic stresses).

16.3.2 Cervical Spine

Understanding the injury mechanisms and tolerances of the cervical spine is hampered 
by the complexity of the mechanical interactions of its components and, historically, by 
the frequent misinterpretation of the segmental mechanics that can occur if cervical spine 
mechanics are inferred only from gross head motion.19,20 The cervical spine is composed 
of seven vertebrae but can be classified morphologically and mechanistically into distinct 
upper and lower multisegment regions. The upper cervical spine includes the base of the 
skull and the first two vertebrae, the axis and the atlas, and the function of the interven-
ing joints is distinct from those of the distal vertebrae of the lower cervical spine. The 
occipital-atlantal joint allows substantial flexion-extension rotation, and the atlantoaxial 
joint enables substantial axial rotation. The lower cervical vertebrae are similar to each 
other but increase in size inferiorly. The kinematic behaviors of the lower cervical inter-
vertebral joints are dictated by their morphology, which differs from the upper vertebrae.21 

The mobility of the cervical spine allows the existence of injury mechanisms that are not 
apparent from the gross head motions. Myers and Winkelstein19 summarized key injury 
mechanisms for selected injuries of the cervical spine (Table 16.3), but stressed that the 
mechanisms refer to the loads applied to the spine at the site of injury, not necessarily to 
the loads applied to, or the gross movements of, the head. It is apparent from this summary 
that the nature of the observed trauma does not necessarily uniquely define the loading 
mode that generated it. For example, teardrop fractures and clay shoveler’s fractures can 
be sustained from multiple loading modes.

TABLE 16.2

Head Injury Mechanisms

Contact Injuries Motion Injuries

Skull deformation injuries Skull–brain relative motions
 Local skull fractures (linear, depressed)
 Extradural/Epidural hematoma
 Coup contusions
 Remote vault and basilar skull fractures

 Subdural hematoma
 Contrecoup contusions
 Intermediate coup contusions

Contrecoup contusions Brain deformations
 Shockwave injuries
 Intracerebral hematoma

 Concussion syndromes
 Diffuse axonal injury
 Intracerebral and tissue tear hemorrhage

Source: Adapted from Gennarelli, T. and Meaney, D., Mechanisms of primary head injury. In Neurosurgery, 
edited by R. H. Wilkins and S. S. Rengachary, vol. 2, 2nd ed., 2611–2621, New York: McGraw Hill, 1996.
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The tolerance of the cervical spine to the loading modes listed in Table 16.3 is sensi-
tive to the position of the spine, the boundary conditions, the inertia of the head, and 
the eccentricity of loading, among other factors.19 Defining the tolerance levels from these 
is also hampered by the lack of pure spinal loading in real-world injurious situations. 
Experimental studies quantifying tolerance values for several loading modes have been 
summarized by Myers and Winkelstein19 and McElhaney et al.22

16.3.3 Thorax

The torso contains many anatomical structures, and the specific injury mechanisms and 
tolerances applicable to this region are numerous. In the thorax, rib fractures are the most 
common serious skeletal thoracic injury.23 These injuries can be life-threatening, particu-
larly for those with preexisting pulmonary pathology or in the elderly. As more ribs are 
fractured, there is a progression of pathophysiological findings, including v entilation–
perfusio n abnormalities, increased respiratory work, hypoxemia, and decreased functional 
residual capacity.24 If a sufficient number of fractures occur on adjacent ribs, the interven-
ing rib segments may lose continuity with the rest of the thorax resulting in flail chest. 
Flail chest occurs when a segment of the anterior or lateral chest wall (or both) is freely 
movable because of multiple rib fractures. This allows the segment to move paradoxically 
with changes in intrathoracic pressure (i.e., inward on inspiration and outward on expi-
ration), impairs ventilation, and thereby affects oxygenation of the blood. The predomi-
nant mechanism of rib fracture is the deformation of the thorax.25 Complex deformation 

TABLE 16.3

Cervical Spine Injury Mechanisms

Compression
 Jefferson fracture
 Multipart atlas fracture
 Vertebral body compression fracture
 Teardrop fracture

Tension–extension
 Hangman’s fracture
 Anterior longitudinal ligamentous damage
 Disc rupture
 Horizontal fracture of vertebral body
 Teardrop fracture

Compression–flexion
 Teardrop fracture
 Burst fracture
 Wedge compression fracture
 Hyperflexion sprain
 Bilateral facet dislocation
 Unilateral facet dislocation

Tension–flexion
 Bilateral facet dislocation
 Unilateral facet dislocation

Torsion
 Atlantoaxial rotary dislocation
 Unilateral atlantoaxial facet dislocation

Compression-extension
 Hangman’s fracture
 Clayshoveler’s fracture
 Posterior element fractures
 Anterior longitudinal ligamentous rupture
 Anterior disc rupture
 Horizontal vertebral body fracture
 Teardrop fracture

Tension
 Occipito-atlantal dislocation

Shear
 Odontoid fracture
 Transverse ligament rupture

Lateral bending (in combined loading)
 Asymmetric injury
 Nerve root avulsion
 Peripheral nerve injury

Source: Adapted from Myers, B. and Winkelstein, B., Crit. Rev. Biomed. Eng., 23 (5–6), 307–409, 1995.
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patterns can be generated in actual injurious loading situations, such as impingement of a 
seatbelt during a car crash, and the development of robust injury predictors for a range of 
deformation profiles is an area of active research.26–28

The thorax also contains a variety of joints and ligaments, muscles, lymphatics, fascia, 
nerves, viscera, and blood vessels. The organs of the thorax include the heart and lungs, 
both of which may sustain blunt trauma. Injuries to these structures occur from a variety 
of load paths, including direct compression due to thoracic deformation from an external 
impact and contacts between other structures within the thoracic cavity. Trauma may also 
occur, particularly at attachment sites, when the thorax is accelerated.29 Unlike rib frac-
tures, this soft tissue injury is sensitive to the rate at which the chest is loaded. The lungs 
can also be lacerated by broken ribs or by direct impact.30 Hemothorax and pneumothorax 
occur when blood or air, respectively, appears in the pleural cavity between the visceral 
and parietal pleura. Hemothorax and pneumothorax are typically caused by punctures or 
lacerations of the lung tissue, blood vessels, parietal pleura, or visceral pleura caused by 
broken ribs. The presence of blood or air in this cavity compresses the lungs and impedes 
respiration. Severe cases can be fatal. During thoracic impact, the heart can be subject to 
contusion, laceration, arrhythmia, cardiac tamponade (which occurs when blood accumu-
lates in the pericardial cavity, resulting in compression of the heart and great vessels; it is 
conceptually similar to a hemothorax in the pleural cavity), or cardiac arrest. Side impacts 
of automobiles produce a large proportion of cardiovascular injury, although it is not clear 
whether this is primarily due to differences in the dynamics of different types of vehicle 
crashes; side impacts generally produce higher levels of deformation rate compared with 
restrained frontal impacts. However, it is also possible that differences in the human tol-
erance to anterior versus lateral loading may be responsible for the different injury risks 
associated with crash directions. High-speed blunt impacts (> 15–20 m/s) seem to interrupt 
the electromechanical transduction of the heart wall and may result in commotio cordis, 
cardiac fibrillation, or arrest.31 Several mechanisms of aortic injury have been proposed, 
depending on the type, mechanism, and site of the injury. Although the mechanism of aor-
tic rupture remains incompletely described, it does appear that deformation of the thoracic 
cage is required. Internal pressure or whole-thorax acceleration does not seem to generate 
clinically relevant injuries.29,32–34

16.3.4 Abdomen, Pelvis, and Extremities

The abdomen, like the thorax, is heterogeneous; it is filled with organs and other struc-
tures having a range of inertial and material properties and body attachments.35 This char-
acteristic plays an important role in the mechanisms and tolerances of abdominal injury. 
For example, in the case of steering wheel rim impacts (as occurs in vehicle impacts), it has 
been observed that the organs displace in a direction normal to the applied penetration 
during impact; the liver moves toward the head and can be displaced such that an injury 
does not occur.36 In tests simulating a lower rate of impact, the organ effectively slides 
out of the path of the impactor and sustains no injury. In a higher-rate test, the organ did 
not have time to displace, and as a result, it experienced more loading and an associated 
increase in tissue deformation. This phenomenon could be manifest in a rate-sensitive 
injury risk if the impact is aligned in such a manner as to induce organ motion. In simple 
terms, an internal organ is able to slip out of the way in a low-speed test and is not able to 
in a high-speed test due to its inertia. This motility may explain the occasional observa-
tion that the abdomen’s tolerance to deformation is modulated by the rate of its deforma-
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tion,37,38 although additional research is required to fully elucidate the roles of deforma-
tion, location of deformation, rate of deformation, and rate of loading.

The injury tolerance of the pelvis is strongly dependent on the direction of loading, 
the particular structures engaged, and the position of the femur in some cases. Recent 
research in this area has focused on loading through the knee–thigh–hip complex, such 
as that from impact with the knee bolster in a frontal car crash.39 In that case, the ace-
tabulum has the lowest fracture tolerance (i.e., is the “weak link”) for a neutral (seated) 
femur position. Flexion and adduction of the hip joint decrease this tolerance by approxi-
mately 1% per degree of flexion and 2% per degree of adduction; abduction increases 
the tolerance by approximately 1% per degree.39 The injury pattern can also change with 
femur orientation, with acetabular or femoral neck fractures being more common with 
hip extension or abduction and acetabular dislocations being more common with hip 
flexion and adduction.40 In lateral loading, the fracture tolerance of the pelvis depends 
on the particular anatomical structures that are engaged, primarily whether the load-
ing surface engages the greater trochanter and proximal femur, the iliac wing, and, to a 
lesser extent, the ischium.41

Injury tolerances of the long bones and some joints of the upper extremities have been 
summarized by Duma et al.42 for small females in a variety of loading modes. Loading 
along the axis of the tibia is reported to be a prevalent mechanism of below-knee injury 
in car crashes43 and is a contributing factor in nearly 82% of all lower extremity injuries.44 

The consensus among investigators is that the most severe injuries, such as calcaneus and 
tibia pilon fractures, are caused primarily or solely by axial loading because the calcaneus 
and tibia are situated along the axial loading path of the lower extremity.45–47 A substantial 
sagittal plane bending moment may develop in the axially loaded tibial shaft because it 
naturally has significant anterior convex curvature.48 In fact, axial loads to the curved tibia 
can result in such high bending moments, a currently utilized injury criterion for the tibia, 
referred to as the tibia index, which uses the curved-beam theory to combine axial and 
bending loads.49

Excessive ankle rotation can produce malleolar fractures, fibula fractures, or ligament 
tears.50–52 One study in particular confirmed that malleolar fractures could be generated 
by pure blunt axial loading, dorsiflexion (induced by forefoot impact loading), dorsiflexion 
combined with axial loading (induced by midfoot impact loading), and pure eversion.53 

The authors also showed that retrospective analyses of malleolar fracture mechanisms 
are not reliable indicators of the injury mechanism responsible for any particular injury. 
From a biomechanical perspective, malleolar fractures produced by dorsiflexion can be 
explained by the fact that the anterior talus is wider than the posterior talus. During dor-
siflexion, the wider portion is forced between the malleoli generated by outward forces on 
the bones. Confirmation of this hypothesized injury mechanism was provided in experi-
mental studies by Rudd et al.54 and Portier et al.,55 who reported malleolar fractures with 
forced dorsiflexion of the ankle.

16.4 Summary

Injury biomechanics provides the scientific foundation and tools for the development of 
countermeasures and is a key part of injury prevention efforts. This chapter presented 
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a broad overview of the methodological approaches used in the generation of quantita-
tive risk functions from biomechanical injury data and summarized some of the specific 
considerations for key body regions. Apparent from this overview, our knowledge of 
injury mechanisms and tolerances has expanded substantially since becoming the sub-
ject of rigorous study in the years after the Second World War, but key aspects of injury 
mechanics remain unknown. Future research in this area should focus on increasing the 
resolution of models relating mechanical loads to the generation of trauma. In the head, 
for example, this increased resolution will include greater understanding of the relation-
ship between strain and strain rate in the brain tissue and the initiation of cell death. In 
the thorax, it will include enhanced understanding of how changing load distribution 
patterns, both spatially and temporally, can be used to restrain a vehicle occupant with-
out causing injury.

In a more general sense, it is imperative that the drivers of individual tolerance variabil-
ity throughout the entire body be better understood. Factors such as aging at both ends 
of the life spectrum, gender, obesity and body habits, and genetic make-up are thought to 
influence injury mechanics, yet the relationships remain essentially unknown, even direc-
tionally in many instances.
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17
Injury Mechanisms of Several Common 
Sports-Related Orthopaedic Injuries

Philip J. Brown, Sandeep Mannava, Johannes F. Plate, and Joel D. Stitzel

17.1 Introduction

Athletic injuries sustained during sporting activities are the most common injuries in the 
modern Western societies of the world.1 The risk of acute injury greatly varies depend-
ing on the sport played. Endurance sports tend to have a higher risk of overuse, fatigue, 
and stress-related injuries. Team sports and many newer sports such as snowboarding, 
cycling, and power sports include elements of high speed and acceleration, as well as con-
tact between players, putting the athletes at higher risk of acute injury.1

The incidence of sports and recreation injuries treated in hospital emergency depart-
ments between July 2000 and June 2001 in the United States was 15.4 per 1000 individuals 
of the general population.2 The National Collegiate Athletic Association (NCAA) created 
an Injury Surveillance System (ISS) in 1982 and has been collecting injury and exposure 
data from 17 sports considered at high risk for injury. Hootman et al.3 analyzed the ISS 
database for injury data from 15 sports between 1988 and 2004, including men’s base-
ball, men’s basketball, women’s basketball, women’s field hockey, men’s fall football, men’s 
spring football, women’s gymnastics, men’s ice hockey, men’s lacrosse, women’s lacrosse, 
men’s soccer, women’s soccer, women’s softball, women’s volleyball, and men’s wrestling. 
This data sample contains 5,244,088 athlete exposures and 72,316 injuries (1.37%).

Injury rates were found to be fairly constant throughout the time of the Hootman study. 
Across all divisions (I, II, and III) and seasons, the injury rate for in-game play was 13.8 per 
1000 athlete exposures (A-E), which is considered to be a single athlete participating in one 
game or practice. This is 3.5 times that of the practice injury rate, which was 4.0 per 1000 
A-E. When injuries were stratified according to body region, more than 50% of all inju-
ries were those to the lower extremity in both the practice and in-game settings.3 Upper 
extremity is the second most common body region injured during athletic competition, with 
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injury rates at 18% in games and 21% in practice. Ankle sprains are the most common injuries 
in all levels of collegiate sports, accounting for 14.8% of all injuries related in the ISS. Anterior 
cruciate ligament (ACL) injuries and concussions were also common, but less prevalent.3

In this chapter, five common sports-related injuries to the lower and upper extremity 
are presented and analyzed. Specifically, the orthopaedic biomechanics of ACL ruptures, 
lateral ankle ligament sprains, partial and complete rotator cuff tears, meniscal tears, and 
proximal fifth metatarsal fractures are reviewed in detail. This chapter addresses the rel-
evant clinical and biomechanical injury mechanisms and biomechanical tissue properties 
of the structures involved.

17.2 Anterior Cruciate Ligament Tears

The ACL is commonly torn during athletic activities, potentially resulting in lasting decline 
in activity level.4 It has been estimated that approximately 175,000 primary ACL surgeries 
are performed annually in the United States with an estimated cost of more than $2 billion.5 
Hootman et al.3 estimated that between the years of 1988 and 2004, more than 2000 ACL inju-
ries occurred in NCAA competitions annually. Of all sports, ACL injuries most commonly 
occurred during football, comprising 53% of the total injuries sustained during competition. 
ACL injury rates are also common in women’s gymnastics, women’s basketball, and women’s 
soccer.3

The ACL is one of the four major knee ligaments, which function to constrain the distal 
femur and proximal tibia to form the joint. The knee joint has six degrees of freedom, includ-
ing three translational and three rotational. Because the primary axis of rotation has a much 
greater range of motion compared with the other axes, the knee is often simplified to a single 
axis of flexion and extension.6 The other ligaments of the knee include the medial collateral 
ligament (MCL), lateral collateral ligament, and the posterior cruciate ligament (PCL). The ACL 
and PCL are primarily responsible for respectively restraining the relative anterior and poste-
rior translational motion of the femoral condyles and the tibial plateau. Anatomically, the ACL 
originates from the lateral wall of the femoral intercondylar notch and inserts on the anterior 
portion of the tibial plateau.7 Noncontact ACL tears are common during athletic competition 
and are typically seen when an athlete suddenly decelerates, lands, or pivots about a planted 
foot.4 The ACL acts against anterior displacement of the tibial plateau relative to the distal 
femur and also prevents hyperextension of the knee joint.7

The primary mechanism of ACL failure occurs when there is a joint shear load on the 
knee (Figure 17.1). This shear force acts on the tibia, forcing it anteriorly while the femur 
is forced posteriorly. The shear force starts as a posteriorly directed ground reaction force 
on the foot, which creates a flexion moment about the knee.4 The flexion moment is coun-
teracted by a quadriceps muscle force, which creates an opposing extension moment. The 
quadriceps force is transmitted through the patella, which is a sesamoid bone that sits on 
the patellar surface between the femoral condyles. The patella slides along the patellar sur-
face and effectively increases the moment arm of the quadriceps on the knee joint. Force 
passes through the patellar tendon to the anterior tibia, thereby pulling the tibia both 
anteriorly and superiorly. The superiorly directed component of the force from the patellar 
tendon creates an extension moment about the joint. The anteriorly directed component 
of the force from the patellar ligament creates a shear load on the joint. This shear force is 
counteracted by tension force from the ACL.4
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Clinically, differences in gender seem to influence ACL injury rates that are treated by 
orthopedists. Biomechanically, there seem to be structural differences that may explain 
these clinical observations. Chandrashekar et al.8 studied the differences in mechanical 
properties between the male and female ACL. They found that the male ACL has a greater 
yield strain, yield stress, ultimate load, stiffness, modulus of elasticity, and energy absorp-
tion at failure than the female ACL in tensile loading. These values are summarized in 
Table 17.1, along with the combined average properties and the percentages of difference 
between the sexes. For that study, stress was calculated using the minimum cross- sectional 
area of the ACL, and a strain rate of 100% strain per second was used.8

The difference in structural properties, such as ultimate load and extension at failure, of 
the ACL between sexes has been attributed to the size difference that exists between male 
and female ACLs. The average cross-sectional area of a male and female athlete ACL is 48.9 
and 36.1 mm2, respectively.9 However, in addition to the difference in size, the mechanical 
properties differ significantly between the sexes as well, demonstrated by multivariate 
regression modeling.8 Because the female ACL has both a smaller minimum cross section 
and ultimate stress, females are at a higher risk for injury during competitive athletics.10 
When comparing various athletic competitions of similar skill level, females have a higher 
rate of ACL injury than males. For example, it has been reported that females have an 
injury rate of 4.1 and 2.4 times that of males in basketball and soccer, respectively.9
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FIGURE 17.1
Simplified two-dimensional free body diagram of the forces involved in the knee joint during a quadriceps 
contraction, which occurs in a sudden deceleration. (a) Free body diagram of the distal femur, proximal tibia, 
and patella. (b) Distal tibia free body diagram highlighting the role of the ACL force in knee joint mechanics.
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When isolating the shear force generated in the knee joint, the tension force in the ACL 
can be expressed as a function of the joint flexion angle. When the flexion angle of the joint 
is small, the elevation angle of the ACL relative to the tibial plateau is large. The elevation 
angle of the ACL decreases from 40° at full extension to 0° at 120° of knee flexion.11 The 
resultant ACL tension is a function of the cosine of the elevation angle and the magni-
tude of the shear force. The greater the elevation angle, the greater the force generated in 
the ACL required to maintain equilibrium. Thus, the tension experienced by the ACL is 
greater at a low knee flexion angle and lower at a high knee flexion angle. Equilibrium can 
be found by analyzing the free body diagram of the force and moment vectors on the tibial 
plateau (Figure 17.2).

The force on the ACL can be found by simultaneously solving three equations of dynamic 
equilibrium. These include equations for the force vector equilibrium on the tibia in the 
inferior–superior (y) direction (Equation 17.1) and in the anterior–posterior (x) direction 
(Equation 17.2), and an equation for the equilibrium of moments about the joint center (JC; 
Equation 17.3).

 F F F F F m
ytibia GRF patella ACL joint leg= + + − =∑ sin sinβ α ** a

yleg , (17.1)

 F F F m a
x xtibia ACL patella leg leg= + =∑ cos cos *α β , (17.2)

 M M F b F a Itibia GRF patella ACL leg legJC JC JC∑ = − + =* * *α , (17.3)

where F
xtibia  and F

ytibia  are the resultant force on the tibia in the x and y directions, respec-
tively; FGRF and MGRF are the ground reaction force and moment, respectively; Fpatella is the 
patella tendon force; FACL is the ACL force; Fjoint is the joint space force; a is the perpendicu-
lar distance from FACL to JC; b is the perpendicular distance from Fpatella to JC; α is the angle 
of ACL from tibial plateau; β	is the angle of patella tendon from tibial plateau; α legJC

 is the 
angular acceleration of the leg about the JC; a

xleg  and a
yleg  are the linear acceleration of the 

TABLE 17.1

Sex-Based Differences in Mechanical Properties of the Human ACL

Sex

Elongation 
at Failure 

(mm)
Strain at 
Failure

Load at 
Failure 

(N)

Stress at 
Failure 
(MPa)

Stiffness 
(N/mm)

Modulus of 
Elasticity 

(MPa)

Energy at 
Failure 
(N/ mm)

Male (n = 8) 8.95 ± 2.12 0.30 ± 0.06 1818 ± 699 26.35 ± 10.08 308 ± 89 128 ± 35 7280 ± 3624
Female 
(n = 9)

7.48 ± 2.56 0.27 ± 0.08 1266 ± 527 22.58 ± 8.92 199 ± 88 99 ± 50 4691 ± 3623

Combined 
(n = 17)

8.17 ± 2.41 0.28 ± 0.07 1526 ± 658 24.36 ± 9.38 250 ± 102 113 ± 45 5909 ± 3753

Difference 
(%)

16.40 8.36 30.36 14.29 35.30 22.49 35.56

Source: Chandrashekar, N. et al., J. Biomech. 39(16), 2943–2950, 2006. With permission.
Note: Mean ± SD.
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lower leg in the x and y directions, respectively; mleg is the mass of lower leg; MtibiaJC
 is the 

moment of the tibia about the JC; and IlegJC
 is the moment of inertia of the leg about the JC.

In addition to isolated shear loading of the knee joint, the knee can be loaded by an 
internal–external rotational moment or a valgus–varus moment. Shear loading has been 
found to be the primary mode of ACL tensioning, whereas internal–external moment 
and valgus–varus moment do not produce significant tension in the ACL in isolation.12 
However, during physical activity, the knee is typically loaded in a combined loading 
state, in which shear and moment loads act simultaneously. Depending on the knee flex-
ion angle, the combined loading states modulate the tension in the ACL, either increasing 
or decreasing the force compared with pure shear loading.13 Studies show that the ACL is 
most vulnerable to failure at low knee flexion angles while under shear loading, coupled 
with internal rotation moment and valgus moment of the knee (Figure 17.3). In this vulner-
able position, the ACL wraps around the PCL, thereby increasing tension.13,14

Ten female athletes who sustained ACL injuries were studied using video analysis by 
Koga et al.14 The ACL injury was found to have occurred within 40 ms after contact of the 
injured leg with the ground. During this 40 ms period, there was a mean knee flexion 
angle change from 23° to 24° and a mean valgus angle change from neutral 0° to 12°, and 
the knee moved from 5° of external rotation to 8° of internal rotation. The mean peak 
ground reaction force was 3.2 times the body weight at the time of injury.14 These findings 
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FIGURE 17.2
(a) Vector addition of the free body diagram for the tibial plateau. (b) Simplified two-dimensional dynamic 
equilibrium of forces; (c) moments on the tibia about the JC. β is the angle of the patella tendon force on the xy 
plane with respect to the tibial x axis. α is the angle of the ACL force on the xy plane with respect to the tibial x 
axis. The perpendicular distance between the JC and the patella force vector is b, and the ACL force vector is a.
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support the current understanding of the ACL injury mechanism of sudden deceleration 
caused by cutting or landing on one foot while also subjecting the knee to additional inter-
nal and valgus moments.

The injury mechanism of ACL tears is well studied, and many investigators feel that an 
improved biomechanical understanding of the mechanism may help prevent these debili-
tating injuries in both the athletic and general populations. Current investigations have 
also examined the clinical and biomechanical results of varying reconstruction techniques 
to improve the functionality of injured patients. Other research efforts have focused on the 
consequences of ACL rupture to the knee with respect to knee joint stability and degen-
eration of cartilage or the meniscus. The majority of patients with ACL tears range from 
the teens to 30 years old. These patients often experience early-onset osteoarthritis (OA) 
that presents 10 to 20 years later.15–17 In patients with repaired or removed ACLs, there 
are negative impacts to somatosensation, muscle activation, muscle strength, balance, and 
biomechanical loading of the joint, which are all thought to contribute to early-onset OA.18

17.3 Lateral Ankle Ligament Sprain

Among athletic injuries, ankle ligament sprains are the most frequent injury.19 Most com-
monly, ankle sprains are caused by injury to the lateral ligaments of the ankle joint.20 These 
ligamentous injuries account for an estimated 27,000 injuries per day in the United States, 
occurring at a rate of 1 injury per 10,000 people per day.21,22 Ankle sprains from sports and 

(a) (b)

FIGURE 17.3
Additional moments applied to the right knee that will tension the ACL. (a) Valgus moment; (b) internal rotation.



469Injury Mechanisms of Several Common Sports-Related Orthopaedic Injuries

recreation tend to occur commonly in court games and team sports such as soccer, volley-
ball, handball, and basketball.19

The ankle is composed of three primary joints, which include the talocrural joint, the 
subtalar joint, and the distal tibiofibular syndesmosis.23 The talocrural joint is responsible 
for the hinge motion of plantarflexion and dorsiflexion of the foot and consists of the supe-
rior dome of the talus, the tibial plafond, the medial malleolus, and the lateral malleolus 
as part of the fibula.19 The talocrural joint is constrained by a medial and a lateral group 
of supporting ligaments. The medial side is supported by the deltoid ligament consisting 
of five components. The superficial portion of the deltoid ligament contains the tibiocal-
caneal component and the tibiotalar component. The deep portion contains the anterior, 
posterior, and deep tibiotalar components.7 The lateral side is supported by the anterior 
talofibular ligament (ATFL), the calcaneofibular ligament (CFL), and the posterior talo-
fibular ligament (PTFL).7 The subtalar joint is composed of the calcaneus and talus bones 
and allows for inversion and eversion or pronation and supination.19 The subtalar joint is 
supported by several other ligaments as well as partially being supported by the ATFL.

The ATFL is the weakest ligament on the lateral side. It connects the anterior–inferior 
border of the distal fibula to the neck of the talus.24 It is approximately 20 to 25 mm long, 
7 to 10 mm wide, and 2 mm thick.19,25,26 In quasistatic tensile testing, the ATFL has been 
reported to have a failure load of 138.9 ± 24 and 231 ± 129 N.27,28 In the same set of tests, the 
CFL was reported to have failure loads of 346 ± 55 and 307 ± 142 N.27,28 The PTFL and CFL 
are roughly two to three times as strong as the ATFL.27 However, when looking at ligament 
mechanics with respect to sports injury, dynamic properties of the tissue must be taken 
into account due to the nature and duration of the injury event.

Funk et al.29 tested the viscoelastic properties of the medial and lateral ligaments of 
the ankle. The ligaments were harvested from three 50th percentile male cadaver ankles, 
tested in uniaxial tension, and the response was fitted to a quasilinear viscoelasticity 
model. The fresh cadaveric ligaments were also tested to failure at 280 mm/s. The average 
failure loads of the ATFL, PTFL, and CFL were 297, 554, and 598 N, respectively.29 These 
values are higher than those reported previously27,28 partially due to the viscoelastic effects 
of dynamic loading and because the specimens were middle-aged males, as opposed to 
older or female specimens tested in other studies.27–29

The principal function of the ATFL is to prevent the relative anterior displacement and 
internal rotation of the talus with respect to the tibia and fibula.19,30–32 Due to its anatomical 
location, function, and relative weakness with respect to the other ankle joint ligaments, 
the ATFL is most prone to injury.19 It has been reported that 73% of all ankle sprains involve 
the isolated partial or complete tear of the ATFL.19,20,33 It is also estimated that between 20% 
and 25% of ankle sprains have both AFTL and CFL ruptures.34,35

Analysis of the mechanism of injury of lateral ankle sprains revealed dynamic ankle 
inversion-supination, in addition to internal rotation of the foot with respect to the leg as 
the cause of injury.19,25 Lateral ankle sprains have also been found when plantarflexion of 
the ankle joint with subtalar joint inversion occurs.19,36 When the ankle is plantarflexed and 
internally rotated, the bony stability of the joint is diminished, resulting in the supporting 
ligaments carrying a larger portion of the load from weight-bearing or inertial loading.34 
Because the injury is caused by a sudden dramatic twisting of the foot, it has been sug-
gested that the duration of time for the injury to occur is 40 ms, which is the typical time 
of peak force for a landing from a jump.19,37

Most studies assessing the internal forces of the lateral ankle ligaments during weight-
bearing within a complete ankle joint have estimated the forces from other measureable 
parameters such as strain.38–40 However, within ligament tissue, strain does not correlate 
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linearly to load; therefore, this technique may produce inaccurate results. A study by Bahr 
et al.32 was able to directly measure the forces in the ATFL and CFL under both non-
weight-bearing and weight-bearing scenarios at different joint angles by using calibrated 
buckle load transducers. The ligament tensions were measured at varying positions of 
plantarflexion-dorsiflexion and pronation-supination. The weight-bearing scenario was 
tested with a 375 N axial load applied to the tibia. The ATFL peak tension force was found 
to be 76 ± 23 N in supination at 20° plantarflexion (the largest angle of supination tested) 
within the weight-bearing configuration. There was a trend for increasing force in the 
ATFL by increasing plantarflexion, supination, and weight-bearing. The CFL force was 
highest (109 ± 28 N) in supination and 10° of dorsiflexion (the largest angle of dorsiflex-
ion tested). A similar trend was seen in the CFL, in which force increased with increas-
ing supination and dorsiflexion. Weight-bearing seemed to have relatively no effect on 
CFL force.32 The injury mechanism trends found in ATFL and CFL tears with regard to 
plantarflexion-dorsiflexion and pronation-supination of the foot can be seen in Figure 17.4.

Ankle sprains are among the most common sports-related injuries and have been well 
studied for this reason. Many efforts have been made to analyze the skeletal muscular bio-
mechanics of this injury. Further studies have been conducted to determine the stability of 
the ankle after a single sprain, as well as after repetitive sprains.

17.4 Rotator Cuff Tears

Degenerative, chronic rotator cuff injuries are common in the elderly population with a 
prevalence of 50% in patients older than 80 years.41 Traumatic rotator cuff tears are often 
observed in athletes who compete in overhead sports such as baseball, racquet sports, 
swimming, volleyball, and golf. Traumatic rotator cuff tears are also seen in contact sports 
such as football, rugby, hockey, and lacrosse.

The shoulder joint is a ball-and-socket joint comparable to the hip joint. The shoulder is 
composed of the proximal humerus known as the head of the humerus, which is in contact 
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FIGURE 17.4
(a) Injury mechanism for ATFL tears, which includes plantarflexion and supination of the foot. (b) Injury mech-
anism for CFL tears, which includes the dorsiflexion and supination of the foot.
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with the glenoid fossa of the scapula and is referred to as the glenohumeral joint. Whereas 
the hip is constrained by the large bony socket of the acetabulum, which provides passive 
stabilization, the shoulder has a small socket compared with the diameter of the humerus 
head. This allows the shoulder a greater range of motion but at the sacrifice of its passive 
stabilization. The stability of this joint is maintained by active stabilization provided by 
the rotator cuff muscles and the surrounding ligaments. The rotator cuff is a group of 
four intrinsic muscle tendon units (subscapularis, supraspinatus, infraspinatus, and teres 
minor) that act as dynamic stabilizers of the glenohumeral joint and help provide joint 
torque.7

Shoulder joint stabilization is maintained through two mechanisms. First, the rotator 
cuff supplies a counteracting force on the humerus opposing the primary force vector of 
the deltoid. This force couple maintains the articular alignment of the humeral head in 
the center of the glenoid cavity while allowing for joint torque to be generated about the 
JC, thereby producing stable pain-free motion.42 The rotator cuff also provides a compres-
sive force on the humerus against the glenoid and labrum, which is known as a concavity 
compression, to further stabilize the joint against dislocation.43

Factors resulting in tears of the rotator cuff can be classified into three categories: intrin-
sic, extrinsic, and traumatic. Intrinsic factors relate to reduced vascularity and may be 
attributed to the aging process resulting in degenerative tears.44 Extrinsic factors can 
include impingement caused by a coracoacromial arch abnormality or coracoacromial arch 
narrowing, leading to compression and increased friction during upper extremity motion 
(Figure 17.5). This friction leads to irritation of the subacromial bursa and is thought to be 
involved in rotator cuff tears. Traumatic factors include tensile overload due to a single 
event such as a collision or the accumulation of microtrauma from repetitive actions.44,45 
Rotator cuff tears are often multifactorial; for instance, repetitive microtrauma may lead to 
extrinsic irritation, swelling, and impingement. This may also be coupled with an intrinsic 
decrease in vascularity and altered biomechanical properties, which, in turn, may lead to 
impingement and subsequent partial-thickness and full-thickness tears.44

Impingement

Coracoacromial ligament

Supraspinatus tendon

Scapula

Clavicle

Humerus

FIGURE 17.5
(See color insert.) Impingement of the supraspinatus occurs whenever the arm is positioned above the hori-
zontal plane. The coracoacromial ligament (blue) compresses the bursa and supraspinatus tendon (red) against 
the humerus.
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Trauma to the rotator cuff can result from a single dynamic impact or repetitive over-
head arm swinging muscle fatigue, both of which result in unbalanced forces about the 
glenohumeral joint and eventual full-thickness or partial rotator cuff tears.42 Full-thickness 
tears occur as a result of mechanical weakening, often due to a combination of several fac-
tors including age, major trauma, multiple episodes of minor trauma or fatigue, steroids, 
subacromial impingement, or decreased capillary density.46 In contact sports, a partial or 
complete tear of the rotator cuff is usually the result of a single high-energy impact to the 
humerus, sometimes resulting in dislocation.44 However, noncontact athletes that partici-
pate in sports that involve an overhead motion of the arm are also susceptible to rotator 
cuff tears.42 These athletes experience degeneration of the rotator cuff, resulting from the 
formation of multiple microtraumas that accumulate over time.44 The rotator cuff tears 
when the strength of the tendon is less than the stress experienced through the tendon and 
insertion. The tear will initiate at the structurally weakest point and propagate through a 
path of stress concentration.46

The supraspinatus tendon is the most commonly torn rotator cuff tendon.47 Eleven ten-
dons from five males and six females with an average age of 64 years were mechanically 
tested by Itoi et al.46 to determine their structural and mechanical properties. The tendons 
were cut into three even strips (anterior, middle, and posterior) and tested in a position that 
simulated 140° of abduction. The thickness of each strip of tendon was found to be signifi-
cantly different (Table 17.2). The anterior and middle strips were 3.5 ± 0.5 and 3.6 ± 0.7 mm 
in thickness. The posterior strip was thinner at 2.9 ± 0.5 mm. The anterior strip with-
stood an ultimate load of 411 N, which was 2.5 times that of the middle strip at 152 N and 
4.5 times that of the posterior strip at 88 N. The ultimate stresses followed a similar trend 
(anterior, 16.5 ± 7.1 MPa; middle, 6.0 ± 2.6 MPa; posterior, 4.1 ± 1.3 MPa).46 These findings 
indicate that under a distributed load, tears will occur in the weakest location, which is the 
posterior portion of the supraspinatus tendon. This may also mean that tears occurring in 
another portion of the supraspinatus tendon will progress in the posterior direction.

Patients who experience recurring posterior dislocations after the age of 40 often have 
tears in the infraspinatus and teres minor tendons in the posterior portion of the rotator 
cuff.48 Posterior dislocation of the shoulder may result in rupture of the posterior joint 
capsule and teres minor, which are often accompanied by lesions in the infraspinatus; 
however, posterior dislocations are rare.49 Halder et al.50 tested the mechanical properties 
of the infraspinatus tendon in four evenly divided sections and full-thickness teres minor 
tendons. Twenty-two fresh cadaver shoulders with a mean age of 74 years were tested in 
the neutral 0° abduction hanging arm position and 60° abduction until failure.

The mid-superior and inferior strips of the infraspinatus have a higher ultimate load, 
stiffness, ultimate stress, and elastic modulus than the superior strip and mid-inferior 

TABLE 17.2

Geometric and Tensile Properties of the Supraspinatus Tendon

Width (mm)
Thickness 

(mm) Area (mm2)
Failure Load 

(N)
Ultimate Stress 

(MPa)

Anterior strip 7.4 ± 0.7 3.5 ± 0.5 25.5 ± 4.3 411.1 ± 158.8 16.5 ± 7.1
Middle strip 7.0 ± 1.2 3.6 ± 0.7 24.7 ± 5.8 152.6 ± 87.5 6.0 ± 2.6
Posterior strip 7.5 ± 1.2 2.9 ± 0.5 21.9 ± 5.3 88.1 ± 32.1 4.1 ± 1.3
p value 0.48 0.0355 0.27 <0.0001 <0.0001

Source: Itoi, E. et al., J. Orthop. Res., 13(4), 578–584, 1995. With permission.
Note: Mean ± SD.
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strip. The majority (72.7%) of the mid-superior and superior strips failed at the insertion 
site. The majority (63.6%) of the mid-inferior and inferior strips failed at the midsubstance 
of the tendon. The teres minor failed most often (59.1%) in the midsubstance.50 It was much 
weaker than the infraspinatus, which can be attributed to the fact that it remains muscular 
near the insertion site on the humerus. The structural weakness of the superior portion of 
the infraspinatus tendon may dictate where whole or partial tears originate.50 The resul-
tant strength of the infraspinatus tendon was 2058 ± 688 N, which is much higher than 
the estimated peak external rotation force transmitted through the muscle tendon unit 
(909 N).50,51 The geometric, structural, and mechanical properties of the hanging arm tests 
are presented in Table 17.3.

Partial tears of the rotator cuff can take place on the articular surface or the bursal sur-
face. Bursal surface tears of the suprascapularis may be an indicator of abrasive degen-
eration against the acromion (Figure 17.5).44 It is also thought that the narrowing of the 
coracoacromial arch may lead to partial tears on the articular surface of the rotator cuff 
as well.52 This may be due to the generation of shear stresses between the layers of the 
tendon.44 Partial tears due to trauma are often seen on the articular surface.53 Degenerative 
tears are often found on the articular side with lamination causing intratendinous tears 
and are attributed to vascular deficiencies.44

The mechanisms for rotator cuff injury are not as well understood as many other com-
mon sports injuries such as ACL tears or ankle sprains. Many investigators continue to 
study the mechanical and physiological changes that occur before, during, and after a 
rotator cuff tear. Many current investigations study the effectiveness of rotator cuff repair 
techniques with regard to both mechanical strength and clinical outcome.

17.5 Meniscus Tears

Knee injuries account for approximately 3% to 5% of all physician visits. The peak rate 
of meniscal tears in males occurs between the ages of 21 and 30 years and, in females, 
between 11 and 20 years.54 Males also sustain meniscal tears more often than females at a 
rate of 9.0/10,000 individuals to 4.2/10,000 individuals, which is a ratio of 2.1:1.55 Meniscal 
tears in younger patients are often the result of trauma and are typically associated with 
twisting on a loaded and flexed knee.56

TABLE 17.3

Geometric and Tensile Properties of the Infraspinatus Tendon

Thickness 
(mm) Area (mm2)

Failure 
Load (N)

Ultimate 
Stress (MPa)

Stiffness 
(N/mm)

Elastic 
Modulus 

(MPa)

Superior strip 3.4 ± 0.8 29.0 ± 9.4 501 15 109 94
Mid-superior strip 3.2 ± 0.9 26.3 ± 7.8 662 25 143 130
Mid-inferior strip 2.7 ± 1.1 20.8 ± 8.9 331 13 85 84
Inferior strip 2.2 ± 0.9 26.2 ± 8.5 717 30 169 146
Teres minor 3.6 ± 1.1 49.0 ± 17.0 75 2 29 17

Source: Halder, A. et al., Clin. Biomech. (Bristol, Avon), 15(6), 456–462, 2000.
Note: Mean age, 74.8 years (mean ± SD).
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The menisci are two distinct structures that help distribute the joint load across the 
articular surfaces of the tibial plateau and the femoral condyles.57 They act to fill the joint 
space by compensating for the incongruity between the shape of the femoral condyles and 
tibial articulating surface.7 The menisci lubricate the joint and create additional contact 
surface area between the two articulating surfaces.7,54,55,57–59 They also absorb shock during 
movement and stabilize the joint.7,58 When observed in the cross section, the menisci are 
wedge-shaped with a flat surface in contact with the tibia and a concave surface in contact 
with the femur.58 The thick peripheral border of the meniscus is attached to the inside of 
the joint capsule. The inner free border of each meniscus tapers to a thin free edge.60

The lateral meniscus is semicircular and covers a larger area than the medial meniscus.60 
The anterior horn is attached to the tibia behind the ACL. The posterior horn attaches 
behind the intercondylar eminence and in front of the PCL. The lateral meniscus is also 
loosely attached to the peripheral joint capsule.60 It is also constrained by the posterior 
meniscofemoral ligament, which extends from the posterior horn of the lateral meniscus to 
the medial femoral condyle.57 The lateral meniscus is 10.6 mm wide at the posterior horn, 
11.6 mm wide at its midpoint, and 10.2 mm wide at its anterior horn.57,61 It has been found 
to translate an average of 11.2 mm anteriorly/posteriorly during flexion/extension of the 
knee.62

The medial meniscus is semi-lunar-shaped. The anterior horn of the medial meniscus 
attaches to the tibial plateau anterior to the ACL’s attachment on the tibial plateau. This 
attachment merges with the transverse ligament that connects the anterior horns of the 
medial and lateral menisci.60 The posterior horn is securely attached to the posterior inter-
condylar fossa of the tibia. The periphery of the medial meniscus is attached to the joint 
capsule all along its length, and at its midpoint, it is firmly attached to the deep MCL.60 The 
widest point of the medial meniscus is 10.6 mm, the midpoint is, on average, 9.6 mm, and 
the anterior horn is 7.7 mm wide.57 Through the range of flexion and extension of the knee, 
the medial meniscus translates an average of 5.1 mm, which is about half as much as the 
excursion of the lateral meniscus.57

The menisci are structurally composed of a strong collagen matrix.59 The majority of 
these fibers are oriented circumferentially, whereas a small portion of the fibers are ori-
ented radially.59,60,63 The primary functions of the menisci are load transmission and shock 
absorption. The distributed joint force is applied normal to the surface of the menisci. 
Due to the wedge shape of the meniscus, this normal force can be divided into an axially 
oriented compressive force component and a radially oriented force component. The semi-
circular shape of the menisci resists this radial force through the circumferentially ori-
ented fiber bundles. This force is transmitted through the meniscus and into the ligament 
attachments on the tibia (Figure 17.6).59,63 The circumferentially oriented fiber bundles are 
stiff and resist the radially directed force from the femur with tension force that travels 
circumferentially through the meniscus and into the attaching ligaments. The circumfer-
ential force in the meniscus produces hoop strain and hoop stress.59,63 The lateral meniscus 
has been shown to transmit 50% of the joint compressive load in extension and 85% in 
flexion.60 The radially oriented fibers tie the circumferential fibers together. The surface of 
the menisci is composed of randomly oriented collagen fibers that provide a smooth glid-
ing surface.60 This arrangement allows each meniscus to slide along the articular surfaces 
of both the femoral condyles and tibial plateau, while optimally distributing load across 
these surfaces, which diminishes stress concentrations.

The meniscus acts as a biphasic composite material with nonisotropic elastic material 
properties in addition to fluid viscous properties. This is due to the different collagen 
fiber orientations and the interstitial fluid that permeates the collagen matrix.60 Several 
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studies have been conducted to measure the mechanical properties of the menisci both in 
the radial and circumferential directions (Table 17.4). Tissakht and Ahmed64 measured the 
ultimate stress, strain, and elastic modulus of the menisci for the anterior, central, and pos-
terior sections in the medial, middle, and distal layers of each section (Tables 17.4 and 17.5). 
Chia et al.65 studied the effects of strain rate on the compressive modulus in the medial 

TABLE 17.4

Elastic Modulus of the Meniscus Comparing Recent Studies

Elastic Modulus (MPa)

Radial Direction Circumferential Direction

Anterior Central Posterior Anterior Central Posterior

Whipple et al. 1984 — 26.26 — — 132.76 —
Farinaccio 1989 — — — 167.54 115.11 146.8
Fithian et al. 1990 — — — 159.32 160.98 158.57
Skaggs and Mow 1990 10.84 32.68 42.28 — — —
Tissakht and Ahmed 
1995

7.82 11.49 13.04 99.75 90.22 102.12

Source: Whipple, T. L. et al., Clin. Orthop. Rel. Res., 183(105–114), 1984; Farinaccio, R., An Experimental 
and Numerical Study of the Mechanical Response of the Knee Menisci. Masters Thesis. McGill 
Univeristy, 1989; Fithian, D. C. et al., Clin. Orthop. Rel. Res., 252(19–31), 1990; Skaggs, D. L. and 
Mow, V. C., Trans. Orthop. Res. Soc., 15(248), 1990; Tissakht, M. and Ahmed, A. M., J. Biomech., 
28(4), 411–422, 1995.

Note: Modulus measured in MPa.
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FIGURE 17.6
Section of meniscus showing how compressive stress between the tibia and femur presents itself as hoop stress 
in the meniscus. (a) Section of meniscus; (b) three-dimensional view of free body diagram; (c) circumferential 
cross-sectional view; (d) top-down view.
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meniscus of ten fresh cadaver knees with a mean age of 40.4 years. At equilibrium, the 
axial and radial compressive moduli were found to be 83.4 and 76.1 kPa, and at a strain rate 
of 32%/s, which is comparable to what is seen in walking, the axial and radial compressive 
moduli were 718 and 605 kPa, respectively. These data suggest that the rate of strain on the 
meniscus plays an important role in the mechanical response of the tissue.65

Meniscus tears are heterogeneous injuries that include vertical longitudinal, oblique, 
complex, transverse, and horizontal tear structural disruptions.66 The majority (81%) of 
tears occur in the oblique and vertical longitudinal classifications.66 Vertical longitudinal 
tears are also known as “bucket handle tears”; this injury is commonly associated with 
ACL injury. Bucket handle tears are more common on the medial meniscus and typically 
start in the posterior horn and extend anteriorly.54 It is thought that the medial meniscus is 
more commonly affected because it has a more firm attachment to the posterior tibia than 
the lateral meniscus.54 Tears in the medial meniscus may also occur more often because 
of its firm attachment to the MCL, which can increase the tension in the meniscus when 
strained. The injury mechanism for meniscal tears is similar to that of ACL tears in that 
an acute varus or valgus moment is applied with an internal or external moment to the 
weight-bearing knee joint.67

17.6 Proximal Fifth Metatarsal Fractures

Fractures of the fifth metatarsal are the most common foot fracture.68 Fractures of the prox-
imal base of the fifth metatarsal can occur in a variety of ways, each of which gives clues 
as to how the injury was caused. This section will discuss three distinct fractures of the 
proximal fifth metatarsal and the injury mechanisms attributed to each.

The fifth metatarsal consists of a base, tuberosity, shaft, and head (Figure 17.6).69 The 
tuberosity is a prominence that extends laterally off of the base of the metatarsal and is an 
attachment point for the peroneus brevis tendon and peroneus tertius tendon. The lateral 
band of the plantar ligament also attaches to the inferior aspect of the base. The base of the 
fifth metatarsal contacts the cuboid to form the cuboid–fifth metatarsal articulation and 
contacts the fourth metatarsal to create the fourth and fifth intermetatarsal articulation.69 

TABLE 17.5

Average Tensile Properties of the Lateral and Medial Meniscus by Layer

Radial Direction Circumferential Direction

Maximum 
Stress (MPa)

Maximum 
Strain (%)

Maximum 
Stress (MPa)

Maximum 
Strain (%)

Lateral 
meniscus

Proximal 3.75 ± 1.85 41.4 ± 20.75 17.27 ± 5.75 20.6 ± 7.06
Middle 2.52 ± 1.73 55.24 ± 18.15 15.95 ± 4.07 26.37 ± 7.38
Distal 3.53 ± 1.99 38.97 ± 23.64 18.22 ± 5.48 21.97 ± 10.97

Medial 
meniscus

Proximal 3.04 ± 1.00 42.35 ± 20.40 16.32 ± 3.81 27.53 ± 13.70
Middle 1.57 ± 0.90 53.51 ± 18.35 15.1 ± 2.98 31.05 ± 9.98
Distal 3.38 ± 1.46 33.47 ± 18.32 17.21 ± 4.31 27.17 ± 10.53

Source: Tissakht, M. and Ahmed, A. M., J. Biomech., 28(4), 411–422, 1995. With permission.
Note: Mean ± SD (n = 31).
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The base of the fifth metatarsal is also constrained by the plantar and dorsal metatarsal 
ligaments and the plantar and dorsal tarsometatarsal ligaments.

The proximal end of the fifth metatarsal has been divided into three zones to classify 
fracture type (Figure 17.7).70–75 The first zone is the most proximal area of the tuberosity of 
the metatarsal; this includes the insertion of the peroneus brevis tendon and the calcaneo-
metatarsal ligamentous.70 The second zone covers the area around where the fourth and 
fifth metatarsals articulate. The third zone is distal to the ligament insertions and extends 
to the shaft of the metatarsal.70

Each of the proximal zones of the fifth metatarsal classifies a particular fracture type 
(Figure 17.7). Typically, fractures in the first zone are classified as avulsion fractures, where 
the tendon pulls the bone away at the site of its insertion. In fractures of zone I, the pero-
neus brevis tendon is pulled out of the metatarsal tuberosity.76 This occurs at the very 
tip of the tuberosity where the peroneus brevis attaches. Avulsion fractures are the most 
common among proximal fifth metatarsal fractures.76 It is believed that this fracture is the 
result of inversion and plantarflexion of the foot.76 This type of fracture is reported to have 
sufficient healing from nonoperative means.70,77–80

Fractures in zone II occur more distal on the tuberosity and extend obliquely from the 
lateral cortex into the space where the fourth and fifth metatarsals articulate.81 Fractures of 
this kind are referred to as Jones fractures after the physician who originally identified it 
in 1902. Jones fractures are the result of an acute flexion of the metatarsal medially while 
the foot is in supination.82

The Jones fracture is caused by the firm restriction of the fourth and fifth metatarsal base 
in the transverse plane. The adductor moment of the peroneus brevis, coupled with lateral 
load on an inverted distal foot about a fulcrum load from the fourth metatarsal, creates 
a bending moment on the fifth metatarsal in the area between the peroneus brevis and 
tertius tendons (Figure 17.7).76 In this case, the fifth metatarsal may be analyzed as a beam 
in bending (Figure 17.8). This bending stress peaks at a point opposite the fourth metatar-
sal fulcrum on the lateral side of the distal tuberosity. The peak tension and compression 
stress appear on the outside of the cortex at the point of maximum bending stress. The 
peak compressive stress is on the medial side in contact with the fourth metatarsal, and 
the peak tensile stress is opposite on the lateral side.

I

II III

FIGURE 17.7
Schematic of the three fracture zones of the proximal fifth metatarsal. Zone I depicts the area where tuberosity 
avulsion fractures occur. Zone II depicts the area where Jones fractures occur. Zone III depicts where diaphy-
seal stress fractures occur. (Adapted from Quill, G. E., Jr., Orthop. Clin. North Am., 26(2), 353–361, 1995.)
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Fractures in zone III, which is the proximal diaphyseal region of the fifth metatarsal, 
occur as a result of fatigue stress accumulation, also known as a “stress fracture.” The 
mechanism of a stress fracture includes repetitive cycles of stress on the affected area.82 
Each cycle of stress is below the yield stress of the bone, meaning any one of these cycles 
would be noninjurious by itself.76 However, the accumulation of these multiple stresses in 
the bone, over time, creates microcracks and can lead to yielding. These fractures are more 
common in athletes that have to change directions quickly; for example, these injuries 
commonly occur in sports such as soccer, football, baseball, and basketball.83

The fifth metatarsal stress fractures are thought to be due to poor load distribution across 
the bottom of the foot. This may be attributed to a lack of support of the diaphysis of the 
metatarsal, which can be due to improper cleat/shoe fit or design.82 The third, fourth, and 
fifth metatarsals have considerably larger second moments of area in the vertical direction 
as compared with the horizontal direction with regard to bending. This predisposes these 
bones to fracture as a result of repetitive horizontal loading.84 In physiologic loading, the 
metatarsal bones are subjected to much higher normal stresses due to bending than shear 
stresses. Neglecting the shear stress in the metatarsal does not produce significant error 
and therefore can be ignored to simplify calculations.84

By using the mechanics of material beam theory on the fifth metatarsal, Arangio et al.46 
were able to estimate the maximum principal stress in any transverse cross section of the 
bone. In the first case, a 1 N load was applied to the head of the fifth metatarsal in the supe-
rior direction while the base of the metatarsal was constrained. It was found that the peak 
stress of −1.05 MPa occurred on the lateral aspect of the metatarsal on a plane 4.05 cm 
from the proximal tip of the tuberosity. The second case tested was a 1 N load applied to 
the head in a medial direction. The peak tensile stress of 0.95 MPa occurred on the lateral 
aspect of the cross section, 3.38 cm from the proximal tip of the tuberosity.85 Both of these 
peak stresses were estimated in zone III, in which stress fractures are thought to occur.

This model did not take into account the fulcrum three-point bending effect of the fifth 
metatarsal bending about the fourth metatarsal in medial loading. Adding in that con-
straint may shift the point of maximum principal stress back into zone II, where Jones frac-
tures occur. It is estimated that during normal walking, the fifth metatarsal experiences 
loads of up to 50 N.86 By using a common average yield strength of cortical bone, Arangio 
et al.85 estimate that the failure load of the fifth metatarsal is ~100 N, giving the bone a 
safety factor of II during normal physiological loading.

Force Peroneus brevis

Force 4th metatarsal

Force Lateral load

FIGURE 17.8
Free body diagram representative of the loading experienced in a Jones fracture of the fifth metatarsal.
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The interosseous blood supply to the fifth metatarsal tuberosity comes from multiple 
metaphyseal vessels that enter through the nonarticulating surface.74,75 The blood supply 
to the proximal diaphysis comes from the nutrient artery that divides into intramedullary 
branches. The area where the branches of the nutrient artery join with the blood sup-
ply to tuberosity has the worst outcome for fracture healing.69 The underlying tenuous 
blood supply to the “watershed” area of the proximal metaphyseal and diaphyseal regions 
impairs the healing of fractures and makes it difficult to recreate a union between the 
fracture pieces.74,75

In practice, it is common to use compression screws for stress fractures and Jones frac-
tures of the proximal base. For active patients and athletes, Jones fractures and stress frac-
tures are commonly treated surgically by using a modulated intramedullary compression 
screw. The screw acts much like rebar in a concrete structure. The intramedullary screw 
provides a preload of compression to the metatarsal and takes advantage of the cortical 
bones’ ability to withstand higher compressive loads than tensile loads. When the meta-
tarsal is bent, the lateral side of the metatarsal will experience less tensile stress. The screw 
itself also provides resistance against bending stress.

17.7 Summary

Athletic injuries are the most common injuries found in the modern world. More than half 
of all sports injuries occur in the lower extremity followed by injuries to the upper extrem-
ity. Endurance sports tend to have a greater occurrence of overuse, fatigue, degenerative, 
and stress-related injuries. Team sports and sports involving high speed, acceleration, or 
player contact have higher rates of acute traumatic injury.

Traumatic injury in athletic competition can be classified as noncontact injury, in which 
the injury is self-induced or from contact with another athlete or obstacle. Acute injuries 
discussed in this chapter include ACL tears, ankle sprains, meniscal tears, impact-related 
rotator cuff tears, Jones fractures, and avulsions of the fifth metatarsal. Ankle ligament 
sprains are the most common athletic injury. A majority of ankle sprains are caused by 
injury to the lateral ligaments of that joint. ACL and meniscus tears often occur as a result 
of dynamic moments and shear forces to the weight-bearing knee. Jones fractures and 
avulsions are caused by a lateral force applied to a plantarflexed and inverted foot. Acute 
trauma to the rotator cuff is typically associated with a dislocated shoulder from an impact.

Overuse injuries are the result of an accumulation of microtrauma at a rate higher than 
the body’s rate of healing. Two such injuries were discussed in this chapter, including rota-
tor cuff tears and stress fractures of the fifth metatarsal. Fatigue-related rotator cuff tears 
are common in overhead arm-swinging sports such as tennis or baseball. Stress fractures 
of the fifth metatarsal are the result of cyclic vertical or lateral loading (or both) to the foot.

Future research for these injuries should continue to investigate the musculoskeletal 
biomechanics surrounding the injury event. This will focus on better understanding the 
dynamic forces and moments about the relevant joints in addition to the joint angles with 
respect to the time of injury. Research on the short-term and long-term symptoms after 
an injury, as well as the outcome of the orthopaedic repair, is also very important. New 
methods and techniques of injury repair, injury prevention, and rehabilitation are needed 
to improve clinical practice and patient care.
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18
Imaging Approaches to Quantify Tissue Structure 
and Function from the Microscale to the Macroscale

Kyle P. Quinn, Irene Georgakoudi, and Beth A. Winkelstein

18.1 Introduction

Clinical and laboratory assessments of musculoskeletal tissue pathology often rely on 
imaging techniques to provide quantitative information on the functional, structural, or 
mechanical properties of the tissue. A wide variety of imaging approaches have been devel-
oped to characterize the structural and functional properties of musculoskeletal tissues at 
different scales. In this chapter, a brief overview of the current and emerging diagnostic 
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imaging modalities is provided, with a focus on those that are specifically related to 
orthopaedic applications and the relevant hard and soft tissues. Specific applications to 
quantify musculoskeletal structure and function at the macroscale in the clinic and at the 
microscale in the laboratory are highlighted. Finally, quantitative imaging approaches that 
characterize the kinematic responses of tissues to provide insight into mechanical func-
tion and tolerance are described.

18.2 Image Modalities for Obtaining Structural Data

A wide range of imaging modalities have been developed with varied methodologies, 
associated resolutions, risks, and functionality (Table 18.1). As such, these modalities also 
have different utilities in both the clinical and research settings, lending themselves to cer-
tain tissue types, clinical applications, and length scales. Here, we provide a brief review 
of the major imaging modalities used clinically for orthopaedic applications or those that 
have specific advantages for defining structure and function in biomechanical research. 
Where possible, we provide context for the clinical use and specific application to the tis-
sues of the musculoskeletal system.

18.2.1 Radiography

Diagnostic radiography is the standard imaging technology used to assess the struc-
tural properties of bone tissue. Transmission images are produced using very-short 
wavelength (0.01–1 nm) electromagnetic waves (X-rays). X-rays are more likely to be 
absorbed by denser tissues enabling substantial contrast between bone and the soft 

TABLE 18.1

Summary of Image Modalities Used to Quantify Tissue Structure at Different Length Scales

Image 
Modality Source of Contrast

Spatial 
Resolution

Depth 
Penetration Notes

CT Absorption of 
X-rays

0.5–1 mm >50 cm Excellent hard tissue contrast 
through use of ionizing radiation

MRI Hydrogen proton 
spin

0.1–1 mm >50 cm Different soft tissues detectable 
through a range of specialized scans

Sonography Ultrasound 
backscatter

0.1–1 mm 1–50 cm Muscle injury detectable

OCT Backscattering of 
visible-NIR light

10 μm 1–2 mm Soft tissue microstructure can be 
quantified with handheld probe

Optical 
microscopy

Stains, 
birefringence, 
endogenous 
scattering, and/or 
fluorescence

0.2–20 μm 3–1000 μm Variety of endogenous and 
exogenous probes enables contrast 
for a wide range of biological 
components; potential for 
nondestructive, depth-resolved 
imaging

Electron 
microscopy

Electron beam 
interaction with 
sample

0.05–10 nm <100 nm Destructive technique can provide 
surface topology information
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tissues that surround it. Through an inverse radon transform, computed tomography 
(CT) X-ray systems can recreate two-dimensional (2D) image slices based on the attenu-
ation of X-rays at various angles, which allows the three-dimensional (3D) reconstruc-
tion of biological tissues. The use of CT enables the quantification of intricate joint 
geometries and the diagnosis of complex fractures that would otherwise be undetect-
able. The spatial resolution of CT is typically limited to 0.1 to 1 mm, and image scans 
typically can be acquired in 5 to 10 minutes.1 Although CT possesses excellent diagnos-
tic value for assessing mineralized tissues, the cost of this technology and the use of 
ionizing radiation both limit its more widespread use. Furthermore, many soft tissues 
are similar in density, and so this imaging modality is less likely to produce contrast of 
significant diagnostic value.

18.2.2 Magnetic Resonance Imaging

Magnetic resonance imaging (MRI) processes image data in a similar manner as CT does, 
which allows for 3D reconstruction; however, the image contrast is derived from the con-
centration of hydrogen protons. A strong magnetic field (typically ranging from 1.5 to 3 T) 
is applied, causing the protons to align in one direction. A radiofrequency transmitter also 
modifies the electromagnetic field and causes some protons to change alignment. As the 
RF transmitter is turned on and off, some protons will resonate a detectable radio signal. 
Excellent soft tissue contrast can be produced using standard T1-weighted, T2-weighted, 
or proton density-weighted scans.2 T1-weighted images are sensitive to the time it takes 
for the longitudinal magnetization to return to its original state after an RF pulse, and 
these images are typically used to highlight fat deposition. T2-weighted images, on the 
other hand, measure how long the transverse magnetization lasts, which highlights water 
content and so can be used to identify edema. Although T1- and T2-weighted scans pro-
vide good resolution for soft tissue assessment, a variety of specialized MRI scans have 
also been developed to target different tissue characteristics; these are described in more 
detail in Section 18.3 as they apply to specific clinical applications and tissue types. Due 
to the tomographic reconstruction techniques used, 3D models of any anatomical loca-
tion can be produced. However, spatial resolution is generally limited to 0.1 to 1 mm.1 
Although MRI is capable of providing detailed 3D images of tissue structure at the mac-
roscopic level, the long acquisition times, high device costs, and the inability to bring 
ferromagnetic materials near the device limit its use in many clinical musculoskeletal 
applications.

18.2.3 Diagnostic Sonography

Sonography provides a noninvasive approach to quantify tissue structure using ultra-
sound waves and a piezoelectric transducer. Ultrasound frequencies, typically on the 
order of 2 to 20 MHz, are directed toward the tissue of interest and reflect back where 
there is a change in acoustic impedance. Diagnostic sonography can be used for penetra-
tion depths of up to 20 cm, while still providing excellent spatial resolution on the order 
of 1 mm3 (Table 18.1). Improved resolution can be achieved using higher frequencies, 
but the penetration depth will suffer due to increased scattering. Due to its resolution, 
modest cost, and lack of ionizing radiation, sonography is currently used for a vari-
ety of clinical assessments. For orthopaedic applications, sonography offers excellent 
diagnostic value in detecting muscle injuries and even bone erosion that can develop in 
rheumatoid arthritis.3–5
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18.2.4 Optical Coherence Tomography

The development and expanded use of optical coherence tomography (OCT) over the last 
20 years have provided a means to quantify soft tissue structure with higher resolution 
(approximately 10 μm) compared with that of traditional clinical diagnostic techniques. 
Analogous to ultrasound imaging, OCT measures the amount of light that is backscat-
tered to a probe. Using a low-coherence light source, the relatively small amount of back-
scattered light can be detected through interferometry. By combining light reflected back 
from the sample and a reference mirror and measuring the interference pattern, the back-
scattered signal at specific depths can be isolated. Although its spatial resolution enables 
the quantification of smaller structural elements than the macroscopic organ, such as col-
lagen organization, the penetration depth of OCT is limited to 1 to 2 mm (Table 18.1). This 
limitation in depth has constrained the clinical applicability of OCT to studies of macular 
diseases or epithelial pathology.6–8 However, more recent experimental studies related to 
orthopaedic biomechanics have quantified collagen fiber organization and kinematics in 
both isolated tendon and intervertebral disc tissue.9–10

18.2.5 Optical Microscopy

The standard clinical mode of imaging used to assess tissue structure and function at the 
microscale is light microscopy. A range of histological techniques have been developed to 
quantify tissue structure and function and to define pathologies. Traditional histological 
protocols require chemical fixation and processing of the tissue, embedding, and section-
ing at thicknesses of less than 20 μm. A variety of staining techniques have been devel-
oped to differentiate muscle, ligament, cartilage, bone, and other musculoskeletal tissue 
components; immunohistochemistry enables the detection of specific carbohydrates, lip-
ids, or proteins as well. However, due to the destructive nature of these protocols, invasive 
biopsies are a prerequisite for histological analysis in the clinic, and large sample sizes are 
required to characterize temporal changes in biomedical research. Optical resolution (d), 
according to the Raleigh criterion, is defined by the diffraction limit:

 d
n

= 0 61.
sin

λ
θ

, (18.1)

where λ is the wavelength of light, n is the index of refraction of the medium in which the 
objective is being used, and θ is the half-angle over which the objective lens can gather 
light. Using a high-numerical aperture oil immersion objective, the diffraction-limited 
resolution can reach approximately 200 nm (Table 18.1). Imaging at different depths within 
a tissue sample can be achieved with confocal microscopes in which a pinhole rejects out-
of-focus light. However, absorption, light scattering, and the potential for photodamage 
outside of the focal region generally limit the depth penetration of that modality to the 
outer 500 μm of tissues.

Although fluorescent or absorptive dyes can be used to identify tissue microstructure, 
nonlinear optical microscopy techniques provide a means to quantify cell and matrix 
organization through endogenous sources of contrast. Two-photon excited fluorescence 
(TPEF) microscopy has been used to identify microstructural organization based on 
the principle that two longer wavelength photons can be simultaneously absorbed and 
used to excite a molecule that will normally emit a single, shorter wavelength fluo-
rescent photon on relaxation to the initial state.11–12 This relatively rare occurrence of 
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multiphoton absorption can be realized in a manner that is efficient enough to yield 
detectable fluorescence signal through the use of femtosecond-pulsed mode-locked 
titanium/sapphire laser sources that emit light of high peak, but relatively low average, 
intensity. In this way, the potential for phototoxicity is minimized. Furthermore, multi-
photon absorption only occurs within the focal volume of the beam where photon den-
sity is highest, providing intrinsic 3D sectioning ability. The use of near-infrared (NIR)
light to excite fluorophores improves depth penetration due to a reduction in light scat-
tering. Although many standard fluorescent dyes that are excited in the 350 to 450 nm 
range can be used in TPEF microscopy, endogenous cellular fluorophores can also be 
excited to provide quantitative information about cellular biochemical status. Collagen 
and elastin organization can also be detected through TPEF. However, collagen and 
myosin fiber orientation can typically be detected and isolated from cellular fluores-
cence through second harmonic generation (SHG) imaging. Using the same equipment 
as TPEF imaging, SHG is a nonlinear process with the same advantages (e.g., intrinsic 
3D sectioning, near-infrared light source, etc.). In SHG imaging, noncentrosymmetric 
materials (i.e., lacking symmetry about a point), such as collagen, cause a frequency 
doubling phenomenon as the light travels through the material.13–14 The SHG signal at 
exactly half of the initial wavelength can be detected in either the forward or backward 
direction. The application of SHG imaging to orthopaedic research has largely been 
limited to the quantification of fiber structure and organization in muscle, tendon, and 
engineered constructs.14–16

18.2.6 Electron Microscopy

Electron microscopy uses an electron beam with a much shorter wavelength than visible 
light to identify the ultrastructure of a specimen. As a result, resolutions of less than 0.05 nm 
can be achieved.17 Transmission electron microscopy (TEM) images can be produced from 
very thin tissue sections; however, scanning electron microscopy (SEM) is more amenable 
for defining ultrastructure in biomedical applications without the need for ultramicrot-
omy. SEM, unlike TEM, is based on secondary electron emission as the beam interacts with 
the surface of the sample. Scattering electrons may produce additional secondary electron 
emissions, which can blur the image, and, as a result, SEM typically has a slightly lower 
resolution than TEM. Although electron microscopy can provide unparalleled resolution, 
the complex tissue processing that is required to produce a conductive sample surface and 
the need to work in a vacuum eliminate the possibility of live cell microscopy. Although 
SEM is rarely used for clinical orthopaedic applications, experimental biomechanical stud-
ies have frequently used SEM to assess the fiber diameters, fiber orientations, and crimp 
patterns in ligaments and tendons.18–21

18.3  Quantification of Musculoskeletal Structure 
and Function by Clinical Imaging

Musculoskeletal tissue structure and physiology are traditionally assessed in the clinical 
setting using noninvasive techniques such as radiography, MRI, or sonography. Unlike 
radiography and sonography, magnetic resonance (MR) approaches offer a great degree 
of flexibility in sources of image contrast and an ability to obtain 3D image volumes of 
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particular anatomic features in any orientation. In this section, we focus on advanced MR 
image acquisition and processing techniques to quantify musculoskeletal structure and 
function. Image processing approaches to define 3D joint anatomy and kinematics are 
reviewed, and specialized spin-locked MR scans to assess articular cartilage and interver-
tebral disc degeneration are also described. Recently, both functional and diffusion MRI 
approaches, which were originally developed for neuroimaging applications, have been 
implemented to characterize muscle physiology and microstructural organization and to 
detect pathology related to disease or trauma. These are also briefly summarized in this 
section.

18.3.1 Image Analysis of Joint Biomechanics

The 3D imaging approaches are particularly useful in defining joint anatomy and kine-
matics for the very complicated joints—such as the ankle, shoulder, and spine—which 
undergo complex motions with many articulations during even the simplest normal activ-
ities. For example, the ankle has many articulations, and the joint itself experiences com-
plicated multiaxial and coupled 3D motions. On the other hand, the shoulder has fewer 
articulations, but has an extensive range of motions. Furthermore, both of these joints and 
others throughout the musculoskeletal system are difficult to image using planar tech-
niques due to their orientations and the close proximity of the bones in the joint. These 
issues present even greater challenges when measuring changes in motion compared with 
normal responses of the joints. Recently, several approaches have been developed that use 
MRI and CT to capture the full 3D motion of bones.22–25 These approaches have utility for 
providing diagnostic information about joint disease and pathology. They also provide 
data to help in image-guided orthopaedic surgery, in which the bony structures need to be 
identified in preoperative images for optimal surgical planning.26–28 These image data can 
also help with surgical management and follow-up by registering postoperative images 
with those of the preoperative images for progressive comparisons.

The segmentation and separation of the bones in MRI and CT images of a joint are key 
to defining normal anatomy and biomechanics, as well as abnormal motions. However, 
such processes also present a variety of challenges.29 Bones are situated very close to each 
other, which can exacerbate the inherent challenges in segmentation; measuring the joint 
space between bones often depends on the orientation with which the slice planes are 
taken with respect to the articulating bone surfaces. Because there are multiple bones at 
a joint and their surfaces are usually curved, it is even harder to select a slice plane that 
is optimal for a specific application. Both MRI and CT pose hurdles for differentiating 
the edges of bones and distinguishing them from surrounding soft tissues; this problem 
is amplified where the bones or soft tissue (i.e., ligaments and tendons) come together to 
form a joint. Although methods have been developed to segment bones in 3D using MR, 
they are few in number and have focused largely on nonarticulating bones, such as the 
skull.30,31 More complicated methods have been developed for use with articulating joints, 
but many of them use slice-by-slice strategies, which require a considerable amount of 
user time.

To use such image segmentation approaches to define joint kinematics, it is necessary 
to not only classify image voxels as part of a specific bone but to also describe the shape, 
location, and relative motions of the bone. The demand for motion analysis also introduces 
the need for sensitive and specific object registration between different time points or posi-
tions. Typically, image registration assumes that each of the bones of the joint complex is 
a rigid body, but that the spatial arrangements of the bones may change between image 
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volumes captured in different positions.29 Owing to the difficulties presented above, a live-
wire method for segmenting bones can be used in which a user provides assistance to help 
direct the segmentation process; an algorithm performs the delineation in a slice-by-slice 
manner. This approach is more reproducible and efficient than manual boundary tracing 
and has become popular for clinical applications.29,32

Although the live-wire method is manageable for small subject numbers, it becomes 
impractical for obtaining kinematic data from large groups or image sets with hundreds 
of slices. A solution can be obtained by segmenting of the bones of a given joint in one 3D 
image volume and then using that as a rigid model to automatically delineate the bones 
in the other 3D images of the same joint.29 Several other strategies for segmentation of 
the same bone in different positions, such as oriented active shape models and live-wire 
active shape models, have also been developed.29,33 Long bones, such as the tibia and fibula 
at the ankle joint and the glenoid and the humerus at the shoulder joint, pose challenges 
in kinematic analysis because different aspects of those bones appear in different images 
taken for different positions of the joints. Using a method in which the same articulating 
parts of these bones are automatically identified and trimmed in all images facilitates con-
sistent motion analysis.34 Analysis of the motion of a bone (translation and rotation) with 
respect to a reference position is carried out by tracking the surface of the bone between 
images. This registration of images can be done by using the image intensity pattern in the 
immediate exterior and in the interior of the surfaces and by maximizing the normalized 
mutual information criterion.35

Broadly, these techniques have been used for a variety of clinical orthopaedic applica-
tions in the ankle and shoulder. Specifically, the set of architectural parameters derived 
from measurements in images of the foot and ankle has been used to pinpoint the kine-
matic parameters that most effectively characterized deviations from normalcy in a vari-
ety of pathologic conditions.36–38 Those studies also led to the development of quantitative 
diagnostic techniques for ankle ligament injuries and the quantification of the support 
characteristics of external stabilizers such as ankle braces. Those techniques were com-
bined with what Siegler et al.39,40 called “stressed MRI,” in which the joint was placed in 
an additional position via an ankle-loading device and imaged again to define the internal 
flexibility of the ankle and subtalar joints in normal patients and in patients with ligament 
injuries. Their work identified the architectural parameters that carry the most specific 
information about the health of a joint. Rhoad et al.41 used the same approaches to study 
the biomechanics of the gleno humeral joint. In their work, they demonstrated in nine 
asymptomatic joints that it is possible to accurately quantify the translation and rotation of 
the humerus relative to the glenoid through MR images taken in 10° increments of actively 
achieved internal and external rotations.

Stressed MRI or CT has also been used to define the 3D relationships between bones in 
the cervical spine. Flexibility studies were applied to investigate the effect of age, gender, 
and posture on cervical spine mechanics and to quantify the effects of cervical spine fusions 
on the postsurgical mechanical properties of the cervical spine.42,43 Stressed CT has the abil-
ity to leverage the multislice approach to image regions of the spine that are otherwise 
obstructed by other joints using conventional planar imaging. For example, the anatomical 
locations of the clavicle and shoulder obscure the cervicothoracic junction (CTJ) during 
planar imaging, making it difficult to measure CTJ anatomy or biomechanical responses 
to even simple loading scenarios in the spine. Stressed CT was coupled with mechanical 
loading in a cadaver model to segment vertebral surfaces and reconstruct them for clini-
cally relevant loading scenarios.44 That approach produced small errors in translations (0.1 
mm) and vertebral rotations (<0.9°, for primary and coupled rotations). Although stressed 
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CT was adequate for defining the bony kinematics of the CTJ, it is not pragmatic for clini-
cal applications due to the use of ionizing radiation. Recent work using the image analysis 
methods described above has demonstrated that 3D MR images can provide similar utility 
for defining spinal biomechanics.45 In fact, combining sagittal and axial MR image scans 
that are optimized for bone and neural elements, respectively, has provided a means to 
simultaneously define architectural relationships between the bone and neural elements in 
the spine (Figure 18.1). That technique has also shown promise in providing a novel imag-
ing diagnostic approach to localize neural tissue impingement during spinal positioning 
that evokes pain but is not detectable on conventional clinical MRI.46

18.3.2 Quantitative Evaluation of Osteoarthritis and Degeneration Using T1-rho MRI

Traditionally, T2-weighted images have been used to qualitatively evaluate intervertebral 
disc degeneration based on morphology and T2 signal intensity. However, T1-rho imaging 
has emerged as a potential quantitative biomarker for early disc and articular cartilage 
degeneration.47–50 The application of a low-power spin-lock pulse, and the measurement 
of the subsequent spin-lattice (T1-rho) relaxation, enables high sensitivity to interactions 
between water and macromolecules. T1-rho contrast has been shown to correlate with the 
proteoglycan content of bovine articular cartilage tissue.48 In addition, histological com-
parisons of fresh osteoarthritic cartilage from the tibial and femoral condyles demonstrate 
that T1-rho imaging enables a quantitative determination of degeneration that is correlated 
with a loss of proteoglycan content.51 Correlations between T1-rho and sulfated glycosami-
noglycan content have also been established in research studies using human cadaveric 
intervertebral disc.49 In the intervertebral disc, an early hallmark of degeneration is the 

FIGURE 18.1
(See color insert.) 3D reconstruction of three cervical vertebrae (yellow) and their intervertebral discs (orange), 
as well as the spinal cord (purple) and nerve roots (cyan). The architectures of these musculoskeletal and neural 
tissues were produced using segmentation of sagittal (bone) and axial (neural) MR images.
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breakdown of glycosaminoglycans in the nucleus pulposus, which ultimately leads to a 
reduced nucleus pulposus pressure and a reduced disc height that is observed in the later 
stages of degeneration. By detecting lower levels of proteoglycan content, T1-rho imaging 
may enable an earlier detection of degeneration.49 Indeed, T1-rho outcomes seem to be 
more strongly associated with clinical symptoms of degeneration than those from tradi-
tional T2-based assessments.50 The application of T1-rho imaging shows promise for the 
early detection of osteoarthritis and disc degeneration, but may also have applicability to 
the evaluation of tissue fibrosis or other disease states that involve extracellular matrix 
pathology.

18.3.3 Functional MRI to Assess Metabolic and Hemodynamic Changes in Muscle

Functional MRI (fMRI) has been used extensively to assess temporal and spatial patterns 
in brain activity.52–54 More recently, fMRI techniques have been applied to assess nor-
mal muscle function during exercise or abnormalities in function in diseased states.55–59 
Muscle fMRI often uses the rapid acquisition of T2-weighted images to identify meta-
bolic changes during exercise. The change in T2 signal intensity has been attributed to 
increases in intracellular osmolytes; however, hemodynamic changes may also contribute 
to the change in T2 signal intensity.55 Blood oxygen level dependence (BOLD) contrast 
fMRI is sensitive to oxyhemoglobin content in microvasculature, and this technique has 
traditionally been used in neuroimaging studies.57 Detectable changes in BOLD imaging 
have also been observed after exercise and ischemia in muscle tissue.55,56,58 Differences 
in patient age, weight, and physical fitness can produce challenges in evaluating disease 
states in muscle studies using BOLD imaging.59 Although the sensitivity and specificity of 
this technique for muscle-related studies may not be fully defined, it likely has diagnostic 
value to noninvasively monitor the effectiveness of therapy approaches and the muscle 
healing processes over time.

18.3.4 Diffusion MRI to Study Muscle Physiology, Structure, and Injury

Diffusion-weighted imaging has been used extensively to define the structure of a wide 
variety of anatomical tissues, including brain, spinal cord, kidneys, heart, prostate, and 
the intervertebral disc.60–71 Application of this technique and its utility has recently been 
expanded to include skeletal muscle. The normal diffusion of water is altered by the pres-
ence and orientation of physical barriers such as cell membranes, myelin, lipids, and pro-
teins; the measure of how water diffusion changes provides a quantitative value for an 
apparent diffusion.72 Therefore, if there are abnormalities in the tissue that change the fat 
or water content, the signals on T1- and T2-weighted sequences are also changed.73 The fast 
and slow components of the signal are thought to reflect the movements in the extracel-
lular and intracellular spaces, respectively.74 Because the enlargement of the extracellular 
space is believed to be associated with markers of tissue injury in muscle, such as atrophy, 
quantification of changes in the fast apparent diffusion coefficient has been hypothesized 
as providing a sensitive imaging marker of muscle tissue responses.60,73,75,76 Indeed, diffu-
sion-weighted imaging has been used to define the structure and diffusive properties of 
muscles of the lower extremities and lower back in healthy and injured humans, providing 
responses with normal aging, exercise, and different degrees of injury producing muscle 
denervation.77–79

Because muscular degeneration is associated with fatty infiltration that results in a 
change of the signal detected with diffusion-weighted MRI, this imaging approach has 
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begun to receive more attention for its utility as a clinical diagnostic of predicting injury 
progression, symptom resolution, and treatment effectiveness. In particular, the degree of 
fatty infiltration (quantified by the normalized ratio of fat to muscle) has been quantified 
in subjects with traumatic neck pain, such as whiplash-associated disorders (WAD).60,75,76 
A higher amount of fat was detected in the posterior extensor muscles of subjects who 
had been exposed to a motor vehicle crash producing WAD II symptoms (i.e., whiplash) 
than in those from healthy asymptomatic subjects.75 Although the fatty infiltration varied 
throughout the cervical levels, for subjects who were evaluated between three months 
and three years after the trauma, the differences were independent of age, pain symp-
toms, and disability sores.75 The anterior neck muscles were also found to exhibit greater 
fatty infiltrate in the anterior muscles, along with the cross-sectional area, especially for 
the deeper muscle groups.76 Furthermore, those subjects with neck pain from whiplash 
exhibit greater fatty infiltration than those subjects with neck pain not due to trauma, who 
were not different from controls.73 More recently, these imaging techniques and analyses 
have been used to follow the temporal responses of patients with whiplash and show the 
potential for delineating those individuals in whom symptoms may resolve from those in 
which chronic pain develops.80

In addition to measuring differences in diffusion rate with diffusion-weighted MRI 
approaches, the direction of diffusion can be quantified through diffusion tensor imag-
ing (DTI). Anisotropy in diffusion arises from the microstructural organization of a tis-
sue, and tissues with strong fiber orientations, such as white matter and a variety of 
muscles types, have been characterized with this technique.81–87 Defining fiber orienta-
tion is key to understanding structure–function relationships for muscle tissues and 
detecting the onset of disease. The fiber direction in muscle tissue is acquired through 
the application of at least six gradients in different directions that are used to derive 
a gradient tensor.82,83 Through fiber tracking, the muscle fiber orientations of different 
subcompartments in the soleus muscle have been quantified in neutral and plantarflex-
ion configurations.82 The reduced anisotropy observed in patients with calf muscle 
injuries demonstrates that DTI also has utility in detecting and evaluating muscle inju-
ries.87 Collectively, both diffusion-tensor and diffusion-weighted MR techniques offer 
a variety of metrics to evaluate both the structure and function of muscle tissue at the 
macroscale.

18.4 Quantification of Tissue Structure and Function at the Microscale

Several different imaging approaches have been developed and exploited to provide quan-
titative metrics of the structure and function of orthopaedic tissues. To date, the collagen 
fiber organization in soft tissues and mineral density in bone have been studied most 
extensively. Approaches to quantifying the structural organizations of both of these tis-
sues are reviewed in this section, with a focus on the engineering approaches, specific 
analysis techniques, and relative trade-offs among imaging modalities. More recently, 
molecular imaging using clinical imaging modalities and nonlinear optical microscopy 
have enabled methods that evaluate the biochemical status and define the metabolic activ-
ity in tissues and cells. These approaches are also highlighted as they can be integrated 
with other imaging outcomes and provide promise for future discovery in orthopaedic 
biomechanics.
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18.4.1 Collagen Fiber Organization

Changes in tissue microstructure and overall mechanical function have been used to 
quantify engineered tissue development and to detect mechanical injury and disease 
states.20,88–95 To measure these structural and functional changes in musculoskeletal tis-
sues, the quantification of the load-bearing collagen fibers is often required. In addition to 
diffusion-tensor MRI, optical imaging approaches can provide information about the aver-
age fiber orientation for tissue without directly visualizing the collagen fibers. Small angle 
light scattering (SALS) has been used to quantify the collagen fiber organization of tendon, 
cardiac tissue, and engineered scaffolds through the scattering patterns produced by vis-
ible light transmission.96–99 When light with a wavelength similar to that of the collagen 
fibers is transmitted through a tissue, it scatters preferentially in a direction perpendicular 
to the fiber orientation. Angular sampling of this scattering pattern can provide a measure 
of the fiber orientation distribution of the tissue within the beam profile. By quantifying 
the fiber alignment patterns at different magnitudes of tissue deformation, SALS has been 
used to characterize fiber alignment patterns in aortic valve leaflets.96 In particular, that 
work has demonstrated that changes in collagen fiber orientation during loading do not 
directly follow the local deformation in some tissues. However, because fiber alignment 
can only be measured using SALS at a single point in the tissue at a time, raster scanning 
by moving the beam or tissue sample is required to reconstruct a fiber alignment map of 
whole tissues. As a result, image acquisition is typically limited to use with specimens in 
a static configuration, and this approach is used mainly to define the general structural 
organization or the changes in such organization associated with a specific applied defor-
mation or load.

Collagen fiber orientation in a tissue can also be investigated through the use of polar-
ized light.21,88,89,100–106 This technique exploits the natural linear birefringence of collagen 
to define collagen fiber organization. Birefringence causes light to travel through the tis-
sue at a speed that is dependent on the orientation of its fibers.103,107 Both the average fiber 
direction and the magnitude that the light speed is retarded can be quantified from a 
series of images taken with polarizers oriented in different directions. In studies in which 
polarized light passes through a tissue sample that has multiple layers of fibers, the mea-
sured light retardation can be used to estimate the strength of fiber alignment through 
the thickness of the tissue.91 Typically, a set of orthogonal polarizers are placed before 
and after the sample and incrementally rotated to determine a transmission extinction 
angle that corresponds to the fiber orientation in the sample.108,109 However, a quantitative 
determination of the fiber orientation cannot be made through this approach because 
it is unknown which of the two orthogonal polarizer orientations corresponds to the 
collagen fiber orientation. The use of a single rotating linear polarizer and a fixed cir-
cular analyzer in quantitative polarized light imaging (QPLI) eliminates any ambigu-
ity in the absolute fiber orientation.91,110 However, QPLI measurement techniques assume 
that linear birefringence is the dominant optical property of the tissue. If the tissue also 
exhibits diattenuation (e.g., it acts as a partial polarizer), fiber angle measurements will 
systematically deviate from the true fiber orientation. In engineered collagen gels and 
ex vivo human cadaveric capsular ligament tissue, the unique ability of QPLI to acquire 
data with high temporal resolution and adjustable spatial resolution has enabled nonde-
structive measures of collagen fiber kinematics during continuous loading.91,111,112 The fiber 
kinematic measurements inferred through changes in light retardation using QPLI have 
enabled the detection and localization of microstructural damage90 and the development 
of image-based multiscale models characterizing the tissue’s mechanical properties.113 
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However, QPLI requires light transmission through the tissue to determine fiber align-
ment, and so this work is limited by the variability in alignment through the thickness 
of the tissue.

Imaging modalities such as confocal microscopy, SEM, SHG, and atomic force 
microscopy have been used for applications in which the visualization of the collagen 
fibers at the microscale is needed.12,15,18–20,114–118 Because the exact fiber orientation is 
not directly measured during image acquisition using these microscopy techniques, 
image processing is required to elucidate quantitative measurements of fiber align-
ment and organization. Techniques using a 2D Fourier transform have often been 
used to assess fiber orientation in collagenous tissues.16,117,119 Typically, power spectral 
density (PSD) maps are produced from the square of the magnitude of the Fourier-
transformed images (Figure 18.2). By angularly sampling the PSD, a distribution of 
the collagen fiber orientations can be produced (Figure 18.2). This image analysis tech-
nique has been used in SHG imaging studies to identify microstructural damage in 
both fatigue-loaded rat patellar tendon and collagenase-injected equine superficial 
digital flexor tendon.120,121 In addition, these Fourier-based methods also have been 
used to assess the structure of engineered constructs and to guide tissue engineering 
protocols.16,117,119
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FIGURE 18.2
Fourier-derived collagen fiber orientation distributions from SEM images of cadaveric human facet capsular 
ligament tissue. SEM images (a, d) were transformed into PSD maps (b, e), and the fiber distribution (c, f) was 
determined through angular sampling of the PSD. The increased fiber alignment that is visually apparent in 
(d) translates to the increased power in the orthogonal direction in (e) and the higher fiber alignment detected 
between 160° and 170°, which is evident in (f).
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To quantify regional differences in fiber organization, Fourier-based analyses can be 
performed on smaller tissue subregions. However, the size of the PSD image and the 
range of spatial frequencies will decrease when applied over smaller areas, which 
limits  the resolution at which unique data can be sampled at different angles in the 
frequency domain. Additional techniques applied within the spatial domain, such as 
the Hough transform, can be used to identify fiber orientation information by char-
acterizing the polar coordinates of specific image locations.122 By making cumulative 
measurements of the polar coordinates associated with weighted pixel locations, the 
Hough transform has been used to determine collagen fiber orientations within 32 × 32 
pixel  subregions  in  SHG images.16 This image processing technique has also been 
applied to identify muscle fiber orientation from ultrasound images123 and is amenable 
to any imaging modality with sufficient contrast and resolution to visualize discrete fiber 
bundles.

18.4.2 Bone Organization

Dual-emission X-ray absorptiometry (DEXA) uses two X-ray beams with different energy 
levels to produce a sensitive measure of bone mineral density that has proven helpful in 
assessing osteoporosis and the potential for bone fracture.124 However, DEXA does not 
provide a complete understanding of the mechanical strength of bone because, although 
it does provide a quantitative measure of bone mineral density, it lacks information on 
the structural organization of the tissue.125 Furthermore, the ionizing radiation source 
that is required for this approach also limits how frequently DEXA or quantitative CT 
imaging can be used to clinically evaluate osteoporosis. Images of trabecular bone can 
also be obtained through MRI, and the microstructural organization of bone can be 
quantified by texture analysis techniques and correlated with the overall mechanical 
properties of the tissue.1 In addition to morphological measurements, such as trabecu-
lar thickness and the ratio of bone volume to total volume, the fractal organization of 
trabecular bone has been quantified from MR images as a means of assessing the struc-
tural properties of the tissue in diseased states.126 For textural analysis, CT or MR images 
are transformed into a binary image based on a pixel intensity threshold that isolates 
trabecular bone from bone marrow. Frequently, a box-counting method is then used to 
determine the fractal dimension of these binarized images. The number of boxes needed 
to cover the binarized image is determined for different box sizes, and the slope of the 
inverse power law relationship between box size and number of boxes corresponds to the 
fractal dimension.1,126 A higher fractal dimension measured through box-counting has 
been correlated with greater elastic modulus.1 Additionally, the inverse power law decay 
of the 2D PSD of radiographic images can provide insights into the fractal organization 
through analysis by Fourier-based algorithms. Similar to the box-counting method, the 
slope of a log-transformed radially sampled PSD function over log-transformed spatial 
frequency is related to the fractal dimension.127 Fourier-based textural analysis demon-
strates the ability to identify patients with hip fractures and is independent of age or 
bone mineral density.128

18.4.3 Noninvasive Assessments of Tissue Biochemical Status

Most clinical imaging modalities, such as CT or MRI, are sensitive to endogenous sources 
of contrast that reveal anatomical information. Molecular imaging techniques use these 
imaging modalities to quantify specific biochemical differences in the tissue without the 
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need for tissue biopsy and histological analysis. Specific techniques, such as single pho-
ton emission computed tomography or positron emission tomography, are capable of 3D 
localization of gamma-emitting isotopes to reveal cellular metabolic activity or specific 
gene or protein expression. These techniques have been used to detect and localize mes-
enchymal stem cell (MSC) differentiation and osteoblast activity in studies of bone for-
mation.129 Optical imaging approaches, such as bioluminescence imaging, have also been 
used in molecular imaging and do not suffer from the safety concerns associated with 
other modalities. In vivo animal studies have identified joint inflammation in a murine 
model of arthritis using a firefly luciferase reporter gene controlled by the protein com-
plex nuclear factor-κB.130 However, the spatial resolution limits of these techniques present 
challenges in discriminating differences between cell numbers and the level of metabolic 
activity or gene expression.

Establishing a mechanistic understanding of the relationship between cellular bio-
chemical processes and extracellular deposition and remodeling requires measure-
ments at the microscale. TPEF microscopy can be used to determine the metabolic 
activity of individual cells.12,131 Relationships between metabolism and the differentia-
tion status of MSCs have been established through TPEF to help guide the development 
of engineered musculoskeletal tissues in vitro.12 This imaging approach uses the intrin-
sic fluorescence of two coenzymes involved in oxidative phosphorylation: the reduced 
form of nicotinamide adenine dinucleotide and the oxidized form of flavin adenine 
dinucleotide, which can be isolated from each other during image acquisition through 
different excitation and emission wavelengths.12,132 The pixelwise quantification of a cel-
lular redox ratio of these two fluorophores can be computed and is proportional to the 
ratio of energy consumption to energy storage (Figure 18.3). The intrinsic 3D sectioning 
ability of TPEF and use of near-infrared excitation wavelengths can enable future work 
to provide quantitative information on the in vivo biochemical status of musculoskeletal 
tissues during repair and regeneration.
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FIGURE 18.3
(See color insert.) Nonlinear optical image of a mesenchymal stem cell culture undergoing osteoblastic 
differentiation. (a) False-color image highlights nicotinamide adenine dinucleotide (NADH; green) and 
flavin adenine dinucleotide (FAD; blue) fluorescence in cell mitochondria detected through TPEF imag-
ing and collagen deposition (red) detected through SHG imaging. (b) Map of the cellular redox ratio FAD/
(NADH+FAD) can be determined from the TPEF images, indicating higher redox ratios to be in regions 
with collagen fiber deposition.
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18.5 Dynamic Measurements of Structural Kinematics

As imaging techniques become more sophisticated, it has become practical to use them 
to define the kinematics of bones and soft tissues during normal physiological motions, 
during injurious loading, and throughout tissue repair and regeneration processes. In par-
ticular, with current technological advances, it is now possible to define complicated joint 
motions in 3D with sufficiently high temporal resolution to define the dynamic response 
of joints. Furthermore, it is also possible to quantify dynamic subfailure, microstructural 
responses of ligaments during loading using markerless tracking techniques. These are 
reviewed briefly in this section, along with elastographic techniques using clinical image 
modalities, to measure the mechanical properties of tissues in vivo.

18.5.1 Measuring Bony Kinematics through High-Speed Radiography

Clinical and experimental assessments of joint kinematics are required to understand a 
variety of musculoskeletal injuries and disorders. Although a variety of motion capture sys-
tems have been used in studies of gait analysis133,134 and cadaveric injury simulations,135,136 
radiography is often needed to overcome soft tissue artifacts to make noninvasive mea-
surements of complex joint kinematics. Bony motions from high-speed radiography are 
typically quantified by tracking distinct morphological features or radiopaque beads.137,138 
Through a combination of high-speed biplane radiography and static CT measurements, 
in vivo measurements of the canine anterior cruciate ligament (ACL) were quantified dur-
ing treadmill walking.139 Similarly, an orthogonal radiographic system was used to assess 
joint laxity in patients after ACL reconstruction.140 High-speed radiographic imaging has 
also been used in studies of human volunteers to determine the cervical spine kinematics 
during low-speed rear-end impacts.137 Facet joint capsule deformation has been inferred 
from the bony kinematics of the posterior elements in the cervical spine during whole-
cadaver whiplash simulations to assess the potential for ligament injury.141,142 Collectively, 
these radiographic techniques enable a noninvasive understanding of the macroscale joint 
kinematics, which can aid in clinical diagnostic evaluations and experimental studies to 
understand injury potential.

18.5.2 Quantifying Collagen Fiber Kinematics through Vector Correlation

The kinematics of load-bearing collagen fibers have been described during soft tissue 
deformation using OCT, QPLI, and traditional light microscopy.9,89,91,107 The extinction of 
fiber undulation and a rotation of fiber alignment toward the direction of loading have 
been described during tensile loading in a variety of studies initially dating back to the 
work of Viidik in the late 1960s.9,91,107 These descriptions of the overall fiber kinematics of 
soft tissue have provided a foundation for understanding the microstructural organiza-
tion of tissues and have enabled the development of a number of microstructural models 
describing mechanical behavior.113,116,143–145 However, quantitative measurements of local 
fiber kinematics have remained challenging due to the small scale and high density of 
collagen fibers. Furthermore, the complex fiber kinematic response of a tissue to applied 
loads differs among tissue regions and between samples, which creates challenges in 
developing a mechanistic understanding of the microstructural organization and its rela-
tionship to mechanical function. However, the recent establishment of a vector correla-
tion technique to quantify localized changes in fiber alignment has enabled a sensitive 
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image-based detection of microstructural damage.90,146 By correlating QPLI-based fiber 
alignment in consecutive alignment maps during loading, rapid asynchronous changes 
in the pixelwise fiber alignment measurements have been identified. In this method, both 
the mean fiber direction (α) and the strength of alignment (δ) in that mean direction (i.e., 
retardation) acquired during QPLI are used to construct a fiber alignment vector for each 
pixel.147 For each pixel location in each fiber alignment map, two groups (z and w) of align-
ment vectors are created from a 5 × 5 window centered at that pixel in the preceding and 
following alignment maps (Figure 18.4). The variances and covariance ( σz

2 , σw
2 , σzw) of the 
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where the Cartesian coordinates of the alignment vectors in z and w are represented in 
complex form, and z  and w  represent the mean vectors of the group in each map.147 The 
vector correlation coefficient (ρzw) between alignment maps in a given pixel window is 
then defined as
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FIGURE 18.4
(See color insert.) Schematic of a pixelwise vector correlation calculation to assess changes in collagen fiber 
alignment. The vector correlation for each pixel in a given map (i) is calculated from the alignment surround-
ing the pixel in the maps immediately preceding (i − 1) and following (i + 1) it. Normal realignment patterns 
throughout the ligament tissue are demonstrated by correlation values near 1.
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The magnitude of this complex correlation measurement is computed to produce a single 
measure of fiber realignment surrounding the pixel and ranges from 0 to 1, with 1 repre-
senting synchronized fiber realignment between maps. Decreases in the vector correla-
tion coefficient that are detected at a given location in the tissue during loading have been 
associated with transient decreases in the tissue’s overall stiffness, suggesting sensitivity 
to a loss of structural integrity (i.e., damage) at the microscale.90,146 In addition to damage 
detection, this vector correlation metric has been used to track tissue deformation during 
loading by identifying the tissue locations that maximize the correlation value between 
maps.148 The incorporation of vector correlation tracking has enabled measurements of 
both unrecovered laxity in ligament tissue and altered fiber alignment after precondition-
ing loading protocols.149 In addition, altered fiber alignment and unrecovered strain have 
been reported to be colocalized in the cervical facet capsular ligament after loading, simu-
lating the joint kinematics during whiplash simulations.150

18.5.3 Quantitative Elastography Using Clinical Imaging Modalities

In most experimental studies that quantify the mechanical properties of biological tis-
sues, specimens are excised from their in vivo environment and deformed in a material 
testing machine, while force and displacement responses are recorded using transduc-
ers. However, this traditional approach to material testing is not feasible during in vivo 
experiments or in a clinical setting. As a result, elastographic imaging techniques have 
been developed to provide noninvasive measures of the mechanical properties for living 
tissues. Typically, a quasistatic or dynamic mechanical input is applied, and tissue dis-
placement is quantified through sonography or MRI. Correlation techniques have been 
used with sonography to provide a measure of ACL deformation151 and, together with 
assumptions of an isotropic linear elastic material, enable the stiffness measurements. 
Commercial sonoelastography systems have been used to differentiate reduced plantar 
fascia stiffness in patients with fasciitis.152 MR elastography uses a mechanical vibration 
and phase-contrast imaging to enable noninvasive measures of muscle tissue tension.153 At 
the microscale, OCT elastography has been used to characterize stiffness in engineered 
collagen constructs.154 Although the majority of these techniques provide qualitative or 
semiquantitative information about tissue stiffness, the development of quantitative mea-
sures that account for the anisotropy and nonlinear elastic responses at larger strains is 
needed.

18.6 Clinical Considerations and Implications

Substantial advances have been made in developing specialized scans using existing clini-
cal imaging modalities over the last 20 years. Specifically, various MRI scans have been 
developed with sensitivity to tissues with different molecular compositions or kinemat-
ics. Techniques such as T1-rho MRI and diffusion MRI may offer improved sensitivity to 
the early stages of disease or subtle tissue injuries. The continued development of these 
specialized scans offers the potential for providing a more immediate impact on clinical 
diagnoses. Additional progress in developing and commercializing molecular imaging 
probes for MR, radiographic, and optical imaging technologies may further enhance the 
quantification of specific biological processes. However, a mechanistic understanding of 
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the development of clinical problems such as osteoarthritis, acute injuries, or chronic joint 
pain will likely require imaging and biomechanical evaluation at both the macroscale and 
microscale due to the hierarchical organization of musculoskeletal tissues.

Although the direct implementation of optical techniques to noninvasive diagnostic 
imaging is severely limited by light penetration, optical technologies, such as OCT or non-
linear microscopy, have the potential to advance basic orthopaedic research by providing 
3D information related to tissue microstructure and cellular function. OCT has been used 
in clinical applications and certainly offers improved spatial resolution relative to MRI, 
CT, and sonography. However, its source of contrast is limited to light reflectance or retar-
dance. Nonlinear optical microscopy, on the other hand, offers a wide range of potential 
intrinsic sources of contrast through techniques such as multiphoton excited fluorescence, 
SHG, and coherent anti-Stokes Raman spectroscopy. The ability of nonlinear microscopy 
and OCT to acquire depth-resolved images can enable the evaluation of in vivo and in 
vitro models without sample excision and sectioning. Furthermore, because these imaging 
techniques are nondestructive and rely on endogenous sources for contrast, tissues can 
be continuously monitored longitudinally over the course of a study. By combining the 
microstructural information available through TPEF and SHG with biochemical measure-
ments such as cellular redox ratios, nonlinear microscopy can enable a more complete 
understanding of dynamic processes such as tissue development, injury, and repair.

Due to the depth penetration limitations of OCT (1–2 mm) and nonlinear optical micros-
copy (0.5–1 mm), noninvasive assessments of musculoskeletal tissues are limited in the 
clinical setting. Although optical imaging applications for orthopaedic research will pri-
marily be limited to experimental settings, the development of minimally invasive probes 
may enable some degree of clinical translation. Needle-like optical probes have been 
developed for brain imaging and demonstrate the ability to acquire multiphoton micros-
copy images that are centimeters from the surface.155,156 Photoacoustic tomography, which 
achieves contrast through optical absorption by hemoglobin and improved depth penetra-
tion by measuring isothermal expansion with ultrasonic detectors, may also bridge the 
gap between the depth penetration of optical techniques and traditional diagnostic imag-
ing.157,158 Although many new optical approaches may provide advanced clinical diag-
nostic capabilities, it remains unknown whether any of these specialized techniques can 
overcome the challenges associated with commercializing biomedical optical technologies 
for widespread clinical use. Nonetheless, continued research using multimodal optical 
imaging technologies at the microscale is likely to provide a more complete mechanistic 
understanding of musculoskeletal problems, such as osteoarthritis or whiplash-associated 
disorders, which are frequently reported in the clinic but lack a sensitive clinical diagnos-
tic imaging modality.
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19.1 Introduction

Orthopaedic tissue engineering provides an exciting strategy for musculoskeletal tissue 
regeneration and has significant promise for clinical repair. Using a combination of cells, 
growth factors, and biomaterials, as well as biochemical or physical stimulation, the prin-
ciples of tissue engineering1 have been readily applied to the formation of a variety of 
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connective tissues such as bone, cartilage, fibrocartilage, ligament, or tendon in vitro and in 
vivo. The majority of early studies in the field have centered on validating and optimizing 
methods and technologies for the ex vivo regeneration of musculoskeletal tissues. Building 
upon these initial successes, the emphasis in the field of orthopaedic tissue engineering 
in the past decade has shifted from tissue formation to tissue function,2 concentrating on 
imparting biomimetic functionality to orthopaedic grafts and enabling their translation to 
the clinical setting.

This chapter focuses on a critical component of orthopaedic functional tissue engineer-
ing, namely, the controlled application of physiologic or optimized mechanical stimulation 
for the regeneration of musculoskeletal tissues. Specifically, the role of mechanical stimu-
lation in the tissue engineering of several major musculoskeletal tissues such as bone, 
cartilage, ligaments, and tendons, as well as fibrocartilage, will be reviewed. For each type 
of tissue, the native mechanical environment will be described, and current efforts in the 
application of physical stimulation for its regeneration will be highlighted. The chapter 
will then conclude with a summary and recommendations for future directions.

19.2 Bone

19.2.1 Native Mechanical Environment

Bone serves as the primary structural support of the body, and it is the most commonly 
replaced organ, with more than 1 million bone grafting procedures reported annually.1 
It is composed of approximately 25% extracellular matrix (ECM), 50% mineral, and 25% 
water,3 and is populated primarily by three cell types: osteoblasts, osteocytes, and osteo-
clasts.4 Osteoblasts are cells derived from mesenchymal stem cells found within the bone 
marrow and are necessary for bone formation, through the secretion of the collagenous 
matrix, that is later mineralized.5 Osteoclasts, on the other hand, are responsible for bone 
resorption during tissue remodeling and are derived from hematopoietic stem cells found 
in the blood and marrow. Finally, the most common cells in bone are osteocytes, making 
up about 95% of the bone’s cell population.5 These cells are located within the canaliculi 
of the bone matrix and extend their processes to other canaliculi to establish connections 
with surrounding cells via gap junctions.5–7 Osteocytes are the mechanosensors of bone 
and are able to transduce mechanical loading signals into chemical signals that can be sent 
throughout the interconnected cell network quickly and efficiently.

Within the bone matrix, osteocytes, osteoblasts, and osteoclasts are linked together 
through gap junctions between cells to form a number of basic multicellular units. These 
small groupings of cells are interconnected through the growth of cellular processes and 
allow for cell–cell interactions. Under normal physiological conditions, in which the bone 
is consistently cyclically loaded, bone formation and resorption take place throughout life 
in response to daily loading. Mechanical loading of bone leads to fluid flow within the 
canaliculi. It is postulated that this fluid flow over osteocytes imposes cellular deformation 
by shear stresses ranging from 0.08 to 3.00 Pa8 and is primarily responsible for mediating 
cell activity and promoting the release of signaling molecules to activate nearby osteoblasts 
and osteoclasts.5,8–10 More specifically, depending on the location of the bone in the body, 
bone is subjected to different types of loading, including tension, compression, and bend-
ing.11 Although osteocytes respond to local strains as a result of loading and release signals 
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indicating local microdamage within the bone, osteoclasts begin to resorb this minimally 
damaged bone. At the same time, due to a coupling signal, osteoblasts migrate and deposit 
nonmineralized collagen-based bone matrix at the site of bone resorption, which will later 
undergo calcification.12 The matrix deposition that occurs during the remodeling process 
leads to new tissue formation organized along the dominant loading direction. This sug-
gests that bone formation is regulated by the nature of mechanical stimuli, and subsequent 
localized fluid flow within canaliculi, that act on cells within bone.

Defects within bone tissue can develop for a number of reasons, ranging from high 
impact trauma to congenital deformities, as well as age- and disease-related changes in the 
skeleton. Considering that the size and shape, as well as the function and location, of the 
damaged bone can vary in each case, it can be difficult to engineer replacement tissue that 
adequately matches the defect. The current gold standard for large bone defects is the use 
of an autologous bone graft.13 With autografts, there is no concern for immune rejection, 
and in most situations, these grafts can be cut to fit the defect size and shape. However, 
because of the limited supply of autologous bone, as well as issues associated with donor 
site morbidity post harvesting, there remains a significant interest in tissue-engineered 
bone grafts.14 In bone tissue engineering, as for all musculoskeletal regeneration, there are 
a few major components that must be considered to optimize tissue-engineered options. 
These include the choice of scaffold, cells, and culture system. This section will review 
the current use of mechanical stimulation to enhance the performance and mechanical 
properties of tissue-engineered bone grafts, focusing on the effects of perfusion, shear, 
and compression/bending on bone regeneration.

Current efforts in the application of mechanical loading in bone formation and regen-
eration focus on mimicking the native loading environment, as well as the associated 
lacuno-canicular fluid flow experienced by mechanosensory osteocytes. These efforts 
often involve the engineering of bioreactor systems that are able to provide mechanical 
stimulation acting on cell-seeded scaffolds during three-dimensional (3D) culture in vitro.  
The following sections briefly review studies that have developed bioreactors based on 
perfusion or shear flow in order to mimic the lacuno-canicular fluid flow, as well as sys-
tems that impose mechanical loads on scaffolds, including both tension and bending.

19.2.2 Mechanical Stimulation for Bone Tissue Engineering

19.2.2.1 Turbulent Flow

One of the earliest bioreactors used in bone tissue engineering was the spinner flask, a stir-
ring system that effectively mixes the medium surrounding the engineered construct to 
form a turbulent flow field on the surface. This system was initially developed to overcome 
the shortcomings of static monolayer culture, in which cell survival and matrix deposi-
tion were limited due to lack of accessibility to nutrients for cells located within the center 
of 3D constructs. By establishing a fluid flow system, nutrients and other molecules are 
able to diffuse more quickly toward the center of the scaffold, significantly enhancing cell 
survival and proliferation. Sikavitsas et al.15 examined the effects of this fluid mixing and 
its associated shear stresses by seeding rat bone marrow stromal cells on poly-(lactide-co-
glycolide) (PLGA) scaffolds and culturing the cell/scaffold constructs in a spinner flask. 
By day 14, both alkaline phosphatase (ALP) activity and osteocalcin secretion were sig-
nificantly greater than for static controls. Additionally, by day 21, calcium deposition was 
up to 6.6 times higher than that noted for the static culture. However, because of the lim-
ited enhancement in nutrient diffusion within a spinner flask, mineral deposition was 
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confined to the outer surface of the scaffold. Therefore, alternative loading systems are still 
needed for bone tissue engineering.

19.2.2.2 Low Shear, Nonturbulent Flow

Another type of bioreactor developed to enhance nutrient delivery is the rotating wall ves-
sel (RWV), originally designed by NASA. This bioreactor consists of a hollow cylindrical 
growth chamber, oriented horizontally, with an inner co-rotating gas exchange membrane. 
This rotating system allows for increased gas exchange and nutrient diffusion levels, with 
minimal damage-promoting fluid turbulence and shear stresses. Schwarz et al.16 proved 
the efficacy of this device by filling an RWV with BHK-21 cells, along with hollow Cytodex 
microcarriers and culture medium, and allowing the system to rotate under micrograv-
ity conditions. After 90 h in culture, the cells formed 3D aggregates with incorporated 
microcarriers and secreted an organized ECM. Additionally, cell density within the vessel 
increased by 10-fold within the first 250 h of culture. Since the initial success of the RWV 
in culturing neoplastic cells, other groups have cultured cells on 3D scaffolds within an 
RWV and albeit with mixed results.

In the same study mentioned previously for turbulent flow stimulation, Sikavitsas et al.15 
cultured rat marrow stromal cells on porous PLGA scaffolds within an RWV and com-
pared results with both a spinner flask and static culture. They determined an increase 
in ALP activity at 2 weeks when compared with static culture, but an overall lower ALP 
expression and mineral deposition when compared with the spinner flask. Similar results 
have been reported when culturing osteoblastic cells under nonturbulent flow condi-
tions. Utilizing a multi-high aspect ratio vessel rotating unit, Botchwey et al.17 examined 
the effects of nonturbulent flow on the ability of human osteoblast-like cells (SaOS-2) to 
maintain their osteoblastic phenotype when cultured on hollow, lighter-than-water PLGA 
microspheres. In this case, after 7 days in culture, this study showed an increased ALP 
expression and alizarin red staining for loaded scaffolds compared with static controls, 
highlighting an enhanced expression of the osteoblastic phenotype.

Similarly, in a comparison between the effects of fluid flow systems and rotary systems 
as used in the RWV, Goldstein et al.18 seeded rat osteoblastic marrow stromal cells on PLGA 
foams in a rotary vessel. Although the rotating culture performed better than static culture 
in terms of osteoblastic marker expression and the ability of the system to establish a uni-
form cell distribution throughout the scaffold, the rotating vessel resulted in a lower ALP 
activity and osteocalcin expression than cells grown in a spinner flask and flow perfusion 
bioreactor after 14 days in culture. The lack of consistent successes with this device in cul-
turing osteogenic cells highlights the potential need for other modes of mechanical stimu-
lation to promote cell differentiation and expression of osteoblastic phenotype.

To this end, RWVs can also be used to introduce high-rate oscillatory flow instead of non-
turbulent flow, in order to impose a shear stress on scaffolds similar to that experienced by 
osteocytes in the canaliculi during physiological loading. Work done by Yu et al.19 showed 
that, by using a high-aspect-ratio rotational device to culture both heavier-than-water and 
lighter-than-water PLGA foam microspheres seeded with rat primary calvarial cells, the 
osteoblastic phenotype of cells can be enhanced. Based on their study, it was determined that 
the shear stresses induced by this bioreactor led to a twofold increase in matrix mineraliza-
tion on scaffolds, as well as a significant increase in ALP activity and osteocalcin expression 
at both 4 and 7 days when compared with static culture. A summary of studies incorporating 
the application of turbulent and low shear, nonturbulent flow is provided in Table 19.1.
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TABLE 19.1

Summary of Studies Using Application of Turbulent and Low Shear, Nonturbulent Flow

Study Cell Type Scaffold Material
Mechanical 
Stimulation Observations

Botchwey 
et al.17

Human 
sarcoma 

osteogenic 
cells

Hollow, lighter-
than-water PLGA 

microcarriers

Scaffolds cultured in 
a multi-high aspect 

ratio vessel unit 
rotating at 25 rpm

Increased ALP expression and 
alizarin red staining on rotated 
scaffolds compared with 
controls; retention of osteoblastic 
phenotype.

Marolt 
et al.41

Human bone 
marrow 

stromal cells

Porous silk 
scaffolds

Scaffolds cultured in 
slow turning 
bioreactor at 
16–32 rpm

Homogeneous mineralized matrix 
deposition, bone tissue 
formation volume fraction 
similar to native trabecular bone 
after 5 weeks.

Qiu et al.161 Rat bone 
marrow 

stromal cells; 
osteosarcoma 

cells

Hollow 
hydroxyapatite-
coated ceramic 
microspheres

Scaffolds cultured in 
high aspect rotating 
wall vessel (HARV) 

at 18 rpm

Increased cell density and matrix 
deposition in rotated culture for 
both cell types. Visualization of 
nodules indicated early matrix 
mineralization.

Rucci et 
al.162

Rat 
osteoblast-
like cells

Conventional 
tissue culture 

dishes

Scaffolds cultured in 
RWV at 16 rpm (low 
shear, nonturbulent 

flow = 0.008 g)

Increased ALP expression and 
osteopontin and osteonectin 
levels, approximately twofold 
increase in BMP-4 expression 
after 48 h.

Schwarz 
et al.16

BHK-21 cells Cytodex 
microcarriers

Scaffolds cultured in 
RWV at 12–14 rpm 

initial rotation speed 
(increased speed 
with increasing 
aggregate size)

Increased cell density and 
aggregate formation over 250 h 
in culture.

Sikavitsas 
et al.15

Rat marrow 
stromal cells 

3D porous 75:25 
PLGA scaffolds

Scaffolds cultured in 
RWV at 30 rpm or 
within a spinner 

flask with magnetic 
stirrer spinning at 30 

rpm

Increased alkaline phosphate 
secretions and osteocalcin 
expression at day 14, compared 
with static controls. Increased 
calcium deposition in spinner 
flask compared with static 
culture. No changes for RWV, 
decreased calcium deposition in 
RWV.

Song et 
al.163

Rabbit 
osteoblasts 

Bioderived bone 
scaffolds

Scaffolds cultured in 
RWV bioreactor

Fivefold increase in cell number 
compared with static culture; 
increased ALP expression after 
1 week.

Song et 
al.90

Rat calvarial 
osteoblasts

Human 
bioderived bone 

scaffolds

Scaffolds cultured in 
spinner flask (20 rpm 

for first 6 h, then 
increased to 25 rpm) 
or in RWV bioreactor 
at speed necessary to 
minimize mechanical 

stresses

Calcium salt granules and 
mineralized nodules present in 
rotated samples; no calcification 
visible in spun/static cultures. 
Significantly increased cell 
proliferation in rotated samples 
compared with spinner flask.
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19.2.2.3 Perfusion

A third type of bioreactor used for bone tissue engineering is the perfusion flow sys-
tem (Table 19.2). This setup aims to enhance nutrient diffusion and increase fluid flow 
through scaffold pores, as evident in the case of the spinner flask and RWV. This device 
is, however, unique in that it is also able to provide additional mechanical stimulation 
to the culture system in the form of applied shear forces. Using this system, Bancroft et 
al.20 first examined the effects of fluid flow on mineralized matrix deposition for bone 
tissue engineering after culturing rat bone marrow stromal cells on 3D titanium fiber 

TABLE 19.2

Summary of Studies Using Application of Perfusion

Study Cell Type
Scaffold 
Material

Mechanical 
Stimulation Observations

Bancroft 
et al.20

Rat marrow 
stromal cells 
differentiated 
to osteoblasts

3D titanium 
fiber 
nonwoven 
meshes

Scaffolds cultured 
within a flow 
perfusion system at 
0.3, 1, and 3 mL/min 
flow rates

Increased flow rates result in 
increased calcium deposition. 
Increased ALP activity and 
osteopontin expression in all 
groups compared with static 
culture.

Cartmell 
et al.164

Mouse 
osteoblastic 
cells

Hydrated 
trabecular bone 
scaffolds

Scaffolds cultured in a 
steel perfusion block 
at flow rates of 0.01, 
0.1, 0.2, and 1.0 mL/
min

Increased cell proliferation on 
0.1 mL/min scaffolds and 
increased osteocalcin, ALP, and 
Runx2 activity in 0.2 mL/min. 
Medium flow perfusion enhances 
cell proliferation/differentiation.

Frohlich et 
al.165

Human 
adipose-
derived stem 
cells

Decellularized 
trabecular bone 
scaffolds

Scaffolds cultured 
under medium 
perfusion (~0.01 Pa 
shear)

More uniform cell distribution in 
perfused samples. Medium flow 
perfusion unable to promote 
osteogenic differentiation 
without the aid of osteogenic 
supplements.

Glowacki 
et al.166

Mouse bone 
marrow 
stromal cells

Porous type I 
collagen 
sponges

Scaffolds cultured in 
glass column with 
medium flow 
perfusion at flow rate 
of 1.3 mL/min

Increased cell viability in perfused 
scaffolds over static controls.

Goldstein 
et al.18

Rat 
osteoblastic 
marrow 
stromal cells

Porous 75:25 
PLGA 3D foam 
disks

Scaffolds cultured 
within a rotary vessel 
at 20 rpm, spinner 
flask, and constant-
flow system with 
0.03 mL/s flow rate

Increased ALP activity after 7 and 
14 days in culture for flow 
system compared with 
convection system and static 
culture. Both flow and 
convection led to uniform cell 
distribution throughout foams 
versus parabolic distribution 
under static conditions.

(continued)
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TABLE 19.2 Continued

Summary of Studies Using Application of Perfusion

Study Cell Type
Scaffold 
Material

Mechanical 
Stimulation Observations

Gomes 
et al.167

Rat bone 
marrow 
stromal cells

Cornstarch-PCL 
blend 
nanofiber 
scaffolds

Scaffolds cultured in 
perfusion system 
with peristaltic 
pump at flow rates of 
0.3 and 1 mL/min

Immunohistochemical evidence of 
increased expression of growth 
factors (BMP-2, FGF-2, VEGF, 
and TGF-β1) in samples under 
increased flow rate.

Grayson 
et al.168

Human MSCs Mineralized, 
decellularized 
bone

Scaffolds cultured in 
two different 
medium perfusion 
rate systems at flow 
rates of 100 and 400 
μm/s

Twofold increase in cell number in 
higher flow rate group when 
compared with lower flow rate 
groups. Comparable ALP activity 
and protein expression in both 
flow rate groups.

Grayson 
et al.169

Bone 
marrow–
derived 
human MSCs

Decellularized 
trabecular bone 
plugs

Scaffolds cultured in 
perfusion bioreactors 
at varying velocities 
(80, 400, 800, 1200, 
and 1800 μm/s)

Increased DNA content/scaffold at 
all time points compared with 
day 1 for all flow rates, increased 
osteopontin expression in 
80 μm/s group between weeks 1 
and 5, remained constant for 
400 μm/s, and decreased for all 
other groups. Increased 
osteocalcin expression for all 
groups compared with day 1, 
significantly greater osteocalcin 
expression in 80 and 400 μm/s 
groups compared with others.

Holtorf 
et al.170

Rat bone 
marrow 
stromal cells

Titanium 3D 
nanofiber 
meshes

Scaffolds cultured in 
flow perfusion 
bioreactor at flow 
rate of 1 mL/min 
with and without 
osteogenic 
supplements 
(dexamethasone)

Greatest cellularity in perfused 
scaffolds without 
dexamethasone. Increased ALP 
activity/cell in perfused groups 
over static at both 8 and 16 days. 
Greatest ALP activity/cell in 
perfused scaffolds without 
dexamethasone after 16 days.

Holtorf 
et al.171

Primary rat 
bone marrow 
stromal cells

β-Tricalcium 
phosphate-
hydroxyapatite 
porous ceramic 
scaffolds

Scaffolds cultured 
within PMMA 
perfusion block at a 
flow rate of 1 mL/
min

Increased ALP activity in perfused 
scaffolds at days 8 and 16, 
compared with static culture. 
Significantly greater osteopontin 
expression at all time points in 
perfused samples.

Janssen 
et al.172

Goat bone 
marrow 
stromal cells

Macroporous 
biphasic 
calcium 
phosphate 
scaffolds

Scaffolds cultured in 
perfusion bioreactor 
system at flow rate of 
4 mL/min, 
subcutaneous 
implantation 
postculture

Increased cell proliferation, matrix 
deposition, and calcium 
phosphate nodule formation 
after 19 days in culture, 
interconnectivity visible between 
scaffolds; identifiable 
mineralized bone and osteoid 
formation in vivo.

(continued)
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TABLE 19.2 Continued

Summary of Studies Using Application of Perfusion

Study Cell Type
Scaffold 
Material

Mechanical 
Stimulation Observations

Meinel 
et al.173

Human bone 
marrow–
derived 
MSCs

Porous collagen 
I foam discs

Scaffolds cultured in 
static dish, spinner 
flask with magnetic 
stirrer spinning at 
50 rpm, and 
perfusion cartridge 
at a flow rate of 0.2 
mL/min

Increased mineralization in 
scaffolds cultured in both spinner 
flask and perfusion cartridge 
when compared with static culture 
on collagen films, greater total 
calcium content within scaffolds in 
spinner flasks compared with 
perfused cartridge.

Sikavitsas 
et al.174

Rat bone 
marrow 
stromal cells

3D porous 
titanium fiber 
meshes

Scaffolds cultured in 
flow perfusion 
bioreactor at 0.3 mL/
min with media 
containing 0, 3, or 6% 
dextran (to alter fluid 
viscosity/shear)

Doubling medium viscosity 
increases calcium deposition by 
fourfold; sevenfold increase in 
mineral deposition for triple 
viscosity. Thicker, well-distributed 
matrix on surface of perfused 
samples. Greater ALP activity on 
samples under perfusion at day 8.

Sikavitsas 
et al.175

Rat marrow 
stromal cells

PLLA 
nonwoven 
scaffolds

Scaffolds cultured in 
flow perfusion 
bioreactor at flow 
rate of 0.6 mL/min

Cellularity of perfused scaffolds 
2.8-fold higher than static culture 
at 8 days. Significantly increased 
calcium deposition in perfused 
scaffolds at 16 days.

Terai 
et al.176

Neonatal rat 
mesenchymal 
stromal 
cell–derived 
osteoblasts

3D 85:15 PLGA 
foam sheets

Scaffolds cultured in 
rotational oxygen-
permeable bioreactor 

Mineralization observed within 
2 weeks; increased density of 
ECM; cells maintain osteocytic 
differentiation.

Vance 
et al.21

Mouse 
osteoblastic 
cells

Porous 
tricalcium 
phosphate-
hydroxyapatite 
scaffolds

Scaffolds cultured in 
perfusion bioreactor 
at flow rate of 0.025 
mL/min with bouts 
of oscillatory fluid 
flow at rate of 
40 mL/min for 
30 min, performed 
once daily

At 24 h, scaffolds under perfusion 
flow alone and perfusion flow 
with mechanical stimulation 
increased prostaglandin-2 release 
(2.5-fold and 4.5-fold increase, 
respectively).

Wang 
et al.177

Bone 
marrow–
derived 
osteoblasts

β-Tricalcium 
phosphate 
porous 
scaffolds

Scaffolds cultured in 
perfusion culture with 
fresh medium 
delivered at 2 mL/h 
by peristaltic pump, 
subcutaneous 
implantation in rats 
postculture

ALP activity and osteocalcin 
expression significantly higher 
than control; increased osteoblast 
activity and bone formation in 
vivo after perfused culture.

Yu et al.19 Rat primary 
calvarial cells

Heavier-than-
water (HTW) 
and lighter-than-
water (LTW) 
PLGA foam 
microspheres

Microspheres cultured 
(60:40 HTW:LTW) in 
high aspect ratio 
vessel bioreactor at 
36 rpm

Twofold increase in matrix 
mineralization when compared 
with static culture; significant 
increase in ALP activity and 
osteocalcin levels at both 4 and 
7 days.
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meshes and subjecting them to various fluid flow rates. With that approach, as flow rates 
increased up to 3 mL/min, calcium deposition also increased in culture. Additionally, all 
cultures under fluid flow showed an increased ALP activity and osteopontin expression 
when compared with static culture. Based on the success of that study, other groups have 
built upon this system to incorporate flow into their 3D bioreactor systems. In a more 
complex system, Vance et al.21 seeded MC3T3 osteoblastic cells onto porous tricalcium 
phosphate–hydroxyapatite scaffolds and cultured the cell/scaffold constructs within 
a perfusion bioreactor with either low-rate perfusion flow alone or low-rate perfusion 
paired with high-rate oscillatory flow. After 24 h in culture, both perfusion-only scaffolds 
and perfusion–oscillation scaffolds increased the release of prostaglandin-2, a molecule 
important to bone cell mechanotransduction,22,23 by 2.5-fold and 4.5-fold, respectively, 
when compared with static controls.

19.2.2.4 Tensile, Compressive, and Bending

A more recently explored means of mechanical stimulation, tested for future bone tis-
sue engineering applications, comes via bioreactors that are able to generate tensile, 
compressive, and bending loads (Table 19.3). These loading systems are able to impose 
stresses on scaffolds that are similar to those experienced by bone cells under physiologi-
cal conditions, such as tension and bending. In work done by Ignatius et al.,24 human fetal 
osteoblastic cells were seeded on 3D collagen I gels and were stretched daily under uni-
axial tensile loading for 30 min at 1% strain. Results show that uniaxial tensile loading 

TABLE 19.3

Summary of Studies Using Application of Tension, Compression, and Bending

Study Cell Type
Scaffold 
Material

Mechanical 
Stimulation Observations

Ignatius et al.178 Human fetal 
osteoblastic 

cells 

3D collagen I 
gels

Scaffolds stretched 
daily for 30 min at 1% 

strain

Increased cell proliferation 
compared with static culture 
at all time points up to 21 
days. Increased ALP 
expression in stretched gels 
on days 7 and 17 compared 
with static gels. Increased 
osteocalcin levels on day 21 
compared with static.

Mauney et al.26 Human 
bone 

marrow 
stromal cells

Partially 
demineralized 
bone scaffolds

Scaffolds subjected to 
four-point bending in 

triangular waveform of 
5 mm/min with 

maximum external 
displacement of 0.2 

mm for 250 cycles daily

Osteogenic differentiation of 
BMSCs: increased ALP 
activity and osteocalcin and 
osteopontin expression. 
Increased mineralized matrix 
production compared with 
unloaded controls.

Sumanasinghe 
et al.25

Human 
MSCs

Linear 3D 
collagen I 
matrices

Scaffolds subjected to 
uniaxial cyclic tensile 

strain (0%, 10%, or 
12%) for 4 h/day

Significant increase in BMP-2 
expression at all time points 
for 10% strain, at 14 days for 
12% strain.
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increased cell proliferation at all time points, when compared with static culture, as well as 
increased ALP expression at early time points and increased osteocalcin levels by day 21. 
Sumanasinghe et al.25 further proved the osteogenic capacity of uniaxial tension by seed-
ing human mesenchymal stem cells (MSCs) on linear 3D collagen I matrices subjected to 
uniaxial cyclic loading at a number of different strain levels for 4 h/day. After 14 days in 
culture, it was determined that a significant increase in the expression of bone morphoge-
netic protein-2 (BMP-2), a common bone marker and morphogen, could be noted at all time 
points. Each of these studies offers insight into the possibility of applying uniaxial tension 
to bone tissue engineering to enhance osteogenesis in precursor cells.

Another example of a loading system that encourages osteogenic differentiation of pre-
cursor cells is seen in the work done by Mauney et al.26 In their study, human bone mar-
row stromal cells were seeded onto partially demineralized bone scaffolds and subjected 
to four-point bending loads for 16 days. After that period, results show that cells subjected 
to four-point bending underwent osteogenic differentiation, noted by an increase in ALP 
activity and both osteocalcin and osteopontin expression. Additionally, cells produced an 
increased amount of mineralized matrix when compared with unloaded controls. Each 
of these studies indicates that mechanical loading that mimics the forces experienced by 
bone in vivo enhances osteogenesis and subsequent bone formation in vitro.

19.3 Articular Cartilage

19.3.1 Native Mechanical Environment

Articular cartilage lines the surfaces of the joints and enables near-frictionless motion and 
load bearing. Composed of both liquid and solid phases, cartilage is a highly specialized 
tissue with complex structure–function relationships.27 The in vivo loading environment 
of cartilage has been extensively studied using both theoretical models and experimen-
tal approaches. It has been determined that cartilage experiences average stresses of 0.5 
to 7.7 MPa and average compression amplitudes of approximately 13% during activities 
such as walking.28–31 During more aggressive movement, the joints have been estimated to 
experience loading of up to 18 MPa.32 Physiologic frequencies for compressive loading are 
between 0.1 and 2 Hz,33 and the cyclic nature of the loading has been shown to result in 
an increase in interstitial fluid pressure that can support up to 90% of the applied stress.34 
Additionally, the equilibrium shear modulus has been measured to be approximately 2.6 
MPa in human articular cartilage. Similarly, the vertical shift of cartilage due to shear 
forces has been found to range from 9° to 15°.27,35–37

Age- and disease-related degeneration of cartilage often leads to osteoarthritis that 
can result in severe pain and loss of joint function. Cartilage is largely avascular and 
aneural, and consequently, has a limited ability for self-repair.38 Clinical treatments of 
osteoarthritis include joint lavage, periosteal grafts, subchondral drilling, and microfrac-
ture. However, poor long-term outcomes are associated with many of these techniques 
due to unwanted fibrocartilage formation and inadequate graft-to-bone integration.39–41 
Therefore, there is significant interest in tissue-engineered grafts for cartilage regenera-
tion, which includes degradable polymer and hydrogel-based cartilage grafts that have 
been investigated for cartilage repair with promising results.42–49 As such, the primary 
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challenge in functional tissue engineering of cartilage resides in how to design carti-
lage grafts that can withstand the physiologic frictional and mechanical demands of the 
native environment.

To this end, mechanical stimulation has been investigated extensively for cartilage 
tissue engineering, including the use of compression, hydrostatic pressure, and shear. 
Optimization of these loading regimens in terms of the type, magnitude, and duration of 
loading, as well as the effect of loading on diverse cell types and scaffold materials have 
been reported. The studies reviewed in the following sections are organized by load type, 
with a focus on compression, shear, and hydrostatic pressure.

19.3.2 Mechanical Stimulation for Cartilage Tissue Engineering

19.3.2.1 Compression

Compressive loading is the most commonly employed type of loading in cartilage tissue 
engineering (Table 19.4). In 1995, Buschmann et al.50 showed that the biochemical prop-
erties of agarose-chondrocyte constructs could be significantly improved with 10 h of 
dynamic unconfined compressive loading and, conversely, that static loading results in 
the inhibition of chondrocyte biosynthesis. This landmark study revealed that the ECM 
plays a role in mechanotransduction because loading that was employed after ECM elab-
oration resulted in less change in cell shape with respect to loading applied before ECM 
deposition. Subsequent studies have confirmed that static loading leads to a suppression 
of proteoglycan and protein production, whereas dynamic loading leads to an enhance-
ment in matrix synthesis.51–53 These observations collectively suggest that the physiologic 
nature of the loading stress is paramount to enhancing the properties of tissue-engi-
neered constructs.

Mauck et al.54 investigated the effect of extended mechanical loading on bovine chon-
drocytes cultured in hydrogels. That work was highly significant because it was the first 
to examine long-term loading on tissue-engineered constructs. Mauck et al. constructed 
a novel bioreactor that permitted loading without removal from the culture environment. 
Using that system, the constructs were loaded for 1 month using a loading regimen of 
5 days/week with three cycles per day of 1 h on/1 h off. The effect of the scaffold mate-
rial was evaluated because experiments were performed with both agarose and alginate 
constructs; agarose constructs were found to result in higher mechanical properties than 
alginate constructs. Additionally, dynamically loaded constructs had more glycosamino-
glycan (GAG) and collagen than the unloaded controls by day 28 and, most importantly, 
exhibited a 21-fold increase in aggregate modulus.

In an effort to study loading in an environment that more closely mimics the in vivo 
setting, Hunter et al.51 applied short-term loading in a hybrid culture system in which 
agarose-chondrocyte constructs were grown within the annuli of middle zone cartilage 
explants. It was found that constructs cultured within the annuli were more negatively 
impacted by static compression, and were more positively affected by dynamic compres-
sion, than those constructs cultured in isolation. This study introduced a physiologically 
relevant culture model and suggested that fluid pressurization, which occurred due to the 
annular ring, could affect chondrocyte response within the gels. More recently, Seidel et 
al.55 constructed a novel bioreactor that was designed to use long-term mechanical loading 
together with perfusion. In that study, polyglycolic acid (PGA)–chondrocyte constructs 
were cultured for a total of 67 days with the loading applied during the final 37 days of 
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TABLE 19.4

Summary of Studies Using Application of Compressive Loading to Chondrocytes

Study Cell Type
Scaffold 
Material

Mechanical 
Stimulation Observations

Appelman 
et al.58

Bovine 
chondrocytes

PEG with 
fibrinogen, 
albumin, or 
proteoglycan

15%, 1 Hz Matrix bioactivity enhances 
chondrocyte 
mechanotransduction.

Appelman 
et al.179

Bovine 
chondrocytes

PEG with 
proteoglycans, 
fibrinogen or 
albumin 

15%, 1 Hz Permissive scaffolds show a 
larger increase in GAG and 
type II collagen when 
loaded compared with 
instructive scaffolds.

Bian et al.67 Adult canine 
chondrocytes

Agarose Dynamic (10%, 1 Hz) or 
sliding contact loading 
(10%, 0.5 Hz, 10%) 

Continuous growth factor 
supplementation is ideal for 
adult canine chondrocytes. 
Sliding simulates aspects of 
joint articulation and 
promoted engineered tissue 
development. 

Bryant et al.59 Bovine 
chondrocytes

PEG with RGD 5–20%, 0.3 Hz Dynamic loading enhances 
anabolic activities; 
continuous loading inhibits 
catabolic activity; 
intermittent loading 
stimulates catabolic activity. 
Biomechanical cues are 
regulated through 
manipulations in the gel 
structure.

Bryant et al.180 Bovine 
chondrocytes

10% and 20% 
PEGDM 
hydrogel

15%, 1 Hz Dynamic loading does not 
affect GAG synthesis in 
loosely cross-linked gels but 
decreases GAG deposition 
in highly cross-linked gels.

Buschmann 
et al.50

Bovine 
chondrocytes

Agarose Static (0.7 mm) and 
dynamic (3% or 30 μm 
displacement strain 
amplitude, 0.01–1.0 
Hz)

Static compression inhibits 
biosynthesis; dynamic 
compression enhances 
biosynthesis; intensity of 
response is modulated by 
culture time.

Cassino 
et al.181

Equine 
chondrocytes

Alginate Static (15%) and 
dynamic (15% strain, 1 
Hz, triangle 
waveform)

Static compression results in 
higher collagen II mRNA 
expression than dynamic 
loading.

Chowdhury 
et al.182

Bovine 
chondrocytes

Agarose 15%, 1 Hz, 10 duty 
cycles

2 h of intermittent 
compression results in the 
most GAG.

Chowdhury 
et al.183

Human 
chondrocytes

Agarose 15%, 1 Hz TGF-β3 modulates 
chondrocyte response to 
dynamic loading.

(continued)
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TABLE 19.4 Continued

Summary of Studies Using Application of Compressive Loading to Chondrocytes

Study Cell Type
Scaffold 
Material

Mechanical 
Stimulation Observations

Demarteau 
et al.184

Adult human 
chondrocytes

Poly(ethylene 
glycol 
terephthalate) 
and 
poly(butylene 
terephthalate) 
foams

5 ± 5%, 0.1 Hz, 6 × (2 h 
on, 10 h off)

Changes in GAG 
synthesized, accumulated, 
and released are positively 
correlated to the GAG 
content of the constructs 
before loading.

El-Ayoubi 
et al.185

Adult canine 
chondrocytes

PLA 10%, 1 Hz Dynamic loading increases 
chondrocyte viability. 

Fehrenbacher 
et al.186

Porcine 
chondrocytes

Chitosan 5–15%, 0.1 Hz, 45 min 
on, 315 min off

Dynamic loading results in 
enhanced mRNA for 
aggrecan and increased 
GAG and collagen type II.

Hunter et al.51 Bovine 
chondrocytes

Agarose inside 
a 4 mm defect 
formed in 
middle-zone 
cartilage

Static (10%) and 
dynamic (10 ± 4% at 
0.1 Hz or 1 Hz)

Static compression has a 
more negative effect on gels 
in hybrid model than free 
swelling gels; dynamic 
compression enhances 
matrix production in hybrid 
model faster than in free 
swelling.

Hunter et al.57 Bovine 
chondrocytes

Fibrin gels Static (10%) and 
dynamic (10 ± 4% at 
0.1 Hz or 1 Hz)

Dynamic loading results in 
softer gels and inhibits 
GAG and hydroxyproline 
synthesis.

Kelly et al.187 Bovine 
chondrocytes 
± chondrons

Agarose 10%, 1 Hz, 3 h/day, 5 
days/week

ECM that exists before 
loading modulates effect of 
loading with 60 million 
cells/mL.

Kelly et al.188 Bovine 
chondrocytes

Agarose 2 ± 10%, 1 Hz, 3 h/day, 
5 days/week

Dynamic loading does not 
alter the spatial distribution 
of GAG and collagen but 
may improve collagen 
organization.

Kisiday 
et al.189

Bovine 
chondrocytes

Self-assembling 
peptide 
hydrogel

2.5%, 1 Hz, 30 min-1 h 
on, 30 min-7 h off

Alternate day loading 
stimulates enhanced GAG 
production with increased 
mechanical properties.

Kisiday 
et al.190

Bovine 
chondrocytes

Self-assembling 
peptide 
hydrogel

5 ± 2.5%, 0.3 Hz, 6 × (45 
min on, 5 h and 15 min 
off) every other day

Partially mature cartilage 
tissue engineering 
constructs may be 
susceptible to catabolic 
degradation during loading 
due to increased MMPs and 
ADAMTS proteases.

Knight 
et al.191

Bovine 
chondrocytes

Agarose Static (20%) Matrix elaboration 
modulates cell deformation 
in response to loading.

(continued)
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TABLE 19.4 Continued

Summary of Studies Using Application of Compressive Loading to Chondrocytes

Study Cell Type
Scaffold 
Material

Mechanical 
Stimulation Observations

Knight et al.192 Bovine 
chondrocytes

Agarose Static and dynamic 
(0–15%, 0.3 Hz)

Static compression results in 
constant cell deformation; 
dynamic compression 
results in reduced cell 
deformation over time.

Kock et al.193 Porcine 
chondrocytes

Agarose 15%, 0.33 and 1 Hz, in 
the presence or 
absence of GRGDSP

RGD-dependent integrins 
are mechanotransducers 
with a role in the regulation 
of both ECM gene 
expression and matrix 
biosynthesis for 
chondrocytes in this model.

Lee et al.194 Bovine 
chondrocytes

Polyurethane 
fibrin 
composite 

0–10%, 0.1 Hz, 1 h on, 
twice/day

Dynamic loading doubled 
the rate of GAG release to 
the media.

Lee et al.52 Adult canine 
chondrocytes

Type II collagen Static (0–50%) and 
dynamic (10 ± 3%, 
0.1 Hz)

Static compression decreases 
matrix production in a dose 
and time dependent 
manner; dynamic loading 
increases biosynthesis.

Lee et al.65 Zonal bovine 
chondrocytes 

Agarose Static (5–20%) Loading causes cell shape 
changes; matrix elaboration 
modulates shape change 
and leads to increased 
recovery time.

Lee et al.195 Bovine 
chondrocytes 

Agarose Static and dynamic 
(15%, 0.3, 1, or 3 Hz)

Static strain inhibits cell 
proliferation and GAG 
synthesis; dynamic 
compression enhances cell 
proliferation and GAG 
synthesis. 

Lee et al.196 Zonal bovine 
chondrocytes

Agarose Static and dynamic 
(15%, 0.3, 1, or 3 Hz)

Loading response is 
dependent on the 
chondrocyte zone; 
mechanotransduction-
induced regulation of GAG 
synthesis and proliferation 
are uncoupled.

Lima et al.197 Bovine 
chondrocytes

Agarose 10% unconfined 
deformation initially 
and tapering to 2% 
peak-to-peak 
deformation by day 
42, 1 Hz, 3 h/day

Dynamic loading after 
TGF-β3 supplementation 
increases biosynthesis while 
loading during treatment 
decreases biosynthesis.

Mauck et al.63 Bovine 
chondrocytes

Agarose 10%, 1 Hz, 3 × (1 h on, 
1 h off)/day, 5 days/
week

Dynamic loading increases 
matrix and mechanical 
properties for 20 M cells/
mL group but there was no 
increase for 60 M cells/mL.

(continued)
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TABLE 19.4 Continued

Summary of Studies Using Application of Compressive Loading to Chondrocytes

Study Cell Type
Scaffold 
Material

Mechanical 
Stimulation Observations

Mauck et al.64 Bovine 
chondrocytes

Agarose 10%, 1 Hz, 3 × (1 h on, 
1 h off)/day, 5 days/
week

Dynamic loading does not 
enhance matrix with 60 M 
cells/mL but there is an 
increase in mechanical 
properties.

Mauck et al.198 Bovine 
chondrocytes

Agarose 10%, 1 Hz, 3 × (1 h on, 
1 h off)/day, 5 days/
week

TGF-β1 or IGF-1 acts 
synergistically with loading 
to increase matrix 
production and mechanical 
properties.

Mauck et al.54 Bovine 
chondrocytes

Agarose or 
alginate 

10%, 1 Hz, 3 × (1 h on, 
1 h off)/day, 5 days/
week

Dynamic loading enhances 
GAG and collagen and 
results in a 21-fold 
increase in aggregate 
modulus.

Ng et al.199 Bovine 
chondrocytes

Agarose (2% 
layered with 
3% agarose)

10%, 1 Hz, 3 h/day, 
5 days/week

Dynamic loading results in 
preferential matrix 
deposition in 2% agarose 
layer causing the 2% 
agarose layer to be stiffer 
after loading than the 3% 
agarose layer.

Ng et al.200 Bovine 
chondrocytes

Agarose 10%, 1 Hz, 1 h on/1 h 
off for a total of 3 h 
loading/day, or 3 h 
continuous/day, or 6 h 
continuous/day; 
5 days/week

Dynamic loading for 3 and 
6 h increases dynamic 
modulus, cartilage 
oligomeric matrix protein, 
and collagen types II and 
IX. Type II and IX collagen 
deposition increases with 
loading duration.

Ragan et al.53 Bovine 
chondrocytes

Alginate Static (60–100%) and 
dynamic (20 ± 4% at 
0.5 Hz)

Static compression decreases 
aggrecan synthesis and 
increases the amount of 
aggrecan in the media; 
dynamic compression 
increases aggrecan 
production.

Roberts 
et al.201

Bovine 
chondrocytes

PEG with 
hyaluronan 
and link-N 
fragment

15%, 0.3 Hz, 8 × (30 min 
on, 90 min off)/day

Incorporation of ECM 
analogs aides in the 
retention of cell-secreted 
GAGs under loading 
conditions.

Schmidt 
et al.60

Bovine 
chondrocytes

PEG-fibrinogen 15%, 1 Hz Dynamic loading results in 
increased GAG. There was 
no difference between PEG 
and PEG-fibrinogen.

Seidel et al.55 Bovine 
chondrocytes

PGA Static (10%) and 
dynamic (2 ± 5%, 1 h 
on, 23 h off/day, 
0.3 Hz)

Mechanical loading had the 
most effect on peripheral 
rings, top and bottom 
surfaces of scaffold.

(continued)
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culture. It was found that although loading had little effect on the core of the scaffolds, it 
noticeably impacted the peripheral ring of the scaffolds as well as the top and bottom sur-
faces. This study was the first introduction of a bioreactor for cartilage tissue engineering 
that incorporated both loading and media perfusion.

While many groups have developed ways to control the macroscopic culture environ-
ment, Bryant et al.56 investigated the effect of controlling the immediate microscopic 

TABLE 19.4 Continued

Summary of Studies Using Application of Compressive Loading to Chondrocytes

Study Cell Type
Scaffold 
Material

Mechanical 
Stimulation Observations

Stojkovska 
et al.202

Bovine 
chondrocytes

Alginate 10%, 0.42 Hz, 1 h on, 1 h 
off

Dynamic loading results in 
cell proliferation.

Villanueva 
et al.61

Bovine 
chondrocytes

PEG with 
chondroitin 
sulfate

15%, 0.3 Hz Dynamic loading inhibits cell 
proliferation for 20% and 
40% ChS. Proteoglycan 
synthesis is stimulated for 
20% and 40% ChS, but 
collagen deposition is only 
stimulated with 20% ChS.

Waldman 
et al.62

Bovine 
chondrocytes

Porous calcium 
phosphate 

5%, 1 Hz, 400 cycles 
every other day

Mechanical loading increases 
ECM deposition and 
improves mechanical 
properties.

Waldman 
et al.203

Bovine 
chondrocytes

Porous calcium 
phosphate 

1 g amplitude for 
30 min, 1 Hz

Dynamic loading results in 
the largest chondrocytes 
response when applied 
early in culture; a single 
load can improve 
properties.

Wang et al.204 Rabbit 
chondrocytes

Polyurethane 
scaffolds with 
collagen gel 
encapsulation

20% or 30%, 0.1 Hz, for 
4, 8, 12, or 24 h

Dynamic compression 
stimulates aggrecan gene; 
collagen gel encapsulation 
enhances collagen type I 
expression and prolongs 
aggrecan expression during 
postcompression period.

Wernike 
et al.205

Bovine 
chondrocytes

Porous 
polyurethane

10–20%, 0.5 Hz, 1 h/
day, ceramic ball 
oscillated over the 
construct surface 
(±25°; 0.5 Hz)

Mechanical stimulation 
combined with low oxygen 
tension modulates the 
chondrocyte phenotype.

Wiseman 
et al.66

Bovine 
chondrocytes

Agarose 15%, 1 Hz Passage 3 and 4 
chondrocytes are less 
responsive to mechanical 
loading than earlier 
passages.

Xie et al.206 Rabbit 
chondrocytes

Poly(l-lactide-
co-epsilon-
caprolactone)

10%, varies loading 
protocols

Dynamic loading effects are 
modulated by loading 
cycle.

Note: PEG, poly(ethylene) glycol; RGD, amino acid: arginine-glycine-aspartic acid; GRGDSP, amino acid: 
glycine-arginine-glycine-aspartic acid-serine-proline; IGF-1, insulin growth factor-1.
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environment in a loaded system by varying hydrogel cross-linking density of the 
cell-seeded constructs. Polyethylene glycol dimethacrylate gels, with controlled cross-
linking density, were loaded for 48 h after a 24 h preculture period. It was determined 
that loading inhibited cell proliferation and GAG synthesis in highly cross-linked gels, 
whereas loading had no effect on proliferation or GAG synthesis in loosely cross-linked 
gels. This study demonstrated the importance of rational scaffold design for optimiz-
ing mechanical loading response. Similarly, Hunter57 showed that dynamic loading in 
fibrin gels produced softer gels and inhibited matrix synthesis, suggesting that scaffold 
properties play a role in generating beneficial cell responses to loading. More recently, 
groups have designed scaffold systems that allow for controlled incorporation of mol-
ecules into polyethylene glycol hydrogels that can be used to study the effects of scaf-
fold material on loading response. For example, fibrinogen, arginine–glycine–aspartic 
acid sequences, albumin, proteoglycans, and chondroitin sulfate have been incorporated 
into scaffold- loaded culture systems to investigate the effects of these molecules on 
mechanotransduction, cell proliferation, and GAG retention.58–61 A positive response to 
mechanical loading has also been shown on nonhydrogel scaffolds. Waldman et al.62 
demonstrated that bovine chondrocytes exhibit increased biosynthesis, as measured by 
collagen and proteoglycan production, as well as higher mechanical properties when 
seeded atop porous calcium phosphate substrates and subjected to long-term dynamic 
loading (4 weeks). These studies collectively confirm that the local environment in which 
cells experience mechanical loading is vitally important to the enhancement, mainte-
nance, and success of engineered constructs.

Although nearly all the published studies have used bovine chondrocytes, Lee et al.52 
extended loading studies to a more clinically relevant model using adult canine chon-
drocytes. These cells were seeded in type II collagen scaffolds for up to 24 h after about 
30 days of preculture. It was reported that, just as with immature bovine chondrocytes in 
agarose, static compression promoted biosynthesis, and select dynamic loading regimens 
promoted biosynthesis. Importantly, these results demonstrated that adult cells respond to 
mechanical loading in a beneficial manner. In addition to cell age and species, the effects 
of chondrocyte density63,64 and passage number65,66 have been investigated. Interestingly, 
Bian et al.67 later demonstrated the specificity of the optimization of the cell environment 
and loading in a study that determined that a loading regimen optimized for immature 
bovine chondrocyte culture could be further improved for adult canine chondrocytes. 
Preliminary data have shown that the canine agarose-chondrocyte constructs are not 
rejected after a 3-month period when allogenic canine chondrocytes are used. The exten-
sion of agarose scaffolds for use with a mature chondrocyte source is a significant step 
toward clinical translation.

Along this same line, several groups have evaluated the response of MSCs to compres-
sive loading (Table 19.5). Similar to chondrocytes, mechanical loading results in increased 
proteoglycan deposition by MSCs both with transforming growth factor-β (TGF-β) treat-
ment68–77 and without it.76,78,79 Spatial variations in the deposited matrix have been reported 
between the core and periphery of the constructs, which is thought to be due to differences 
in oxygen tension for the core and periphery regions.68,77,80 In addition to chondrogenic 
matrix enhancement, upregulation of collagen II and aggrecan gene expression have also 
been reported.68,72,75,81,82 Despite the focus on the use of growth factor supplementation 
with mechanical loading, there is little consensus on the optimal combination of growth 
factor supplementation and loading, although many of these studies indicate that the time 
of supplementation is a critical parameter for optimization.
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TABLE 19.5

Summary of Studies Using Application of Compressive Loading to Stem Cells

Study Cell Type
Scaffold 
Material

Mechanical 
Stimulation Observations

Angele 
et al.68

Human MSCs Hyaluronan–
gelatin

40%, 0.33 Hz, 4 h/
day

Cyclic compression enhances 
expression of collagen type II and 
aggrecan in mesenchymal 
progenitor cells resulting in an 
increased cartilaginous ECM 
formation.

Bian 
et al.207

Human MSCs Hyaluronic 
acid

10%, 1 Hz, 5% tare 
strain, 4 h/day, 
5 days/week

Dynamic loading increases the 
mechanical properties, as well as 
the GAG and collagen content.

Haugh 
et al.80

Porcine MSCs Agarose 10%, 1 Hz, 1 h, on 
day 0, 7, 14, or 21

Construct core is more favorable for 
chondrogenesis than the periphery; 
cell response to mechanical 
stimulus varies with the spatial 
region and the temporal application 
of loading.

Huang 
et al.69

Bovine MSCs Agarose 10%, 1 Hz, varying 
duty cycles

Dynamic loading in combination 
with a sufficient period of 
chondroinduction and sustained 
TGF-β exposure enhances matrix 
distribution and mechanical 
properties.

Huang 
et al.208

Rabbit MSCs Agarose 15%, 1 Hz, 4 h/day Dynamic loading promotes gene 
expression of Sox9, c-Jun, and both 
TGF-β receptors; TGF-β signal 
transduction and activities of AP-1 
and Sox9 are involved in BM-MSC 
chondrogenesis promoted by 
dynamic compressive loading.

Huang 
et al.78

Rabbit MSCs Agarose 10%, 1 Hz, 4 h/day Dynamic loading alone induces 
chondrogenic differentiation of 
rabbit BM-MSCs as effectively as 
TGF-β or TGF-β plus loading 
treatment.

Jung et al.71 Rabbit MSCs PLCL-fibrin 
composite

5%, 1 Hz, continuous Mechanical loading enhances ECM 
deposition.

Kisiday 
et al.79

Equine MSCs Agarose 2.5% with 7.5% static 
offset, 0.3 Hz, 
varying duty cycles

Dynamic loading for 12 h/day 
results in higher PG synthesis, even 
in the absence of growth factors.

Li et al.72 Human MSCs Polyurethane 
fibrin 
composite 

Compression (15%, 
20%, or 30%, 0.1 or 
1 Hz) and shear 
(ball oscillation of 
±25° at 0.1 or 1 Hz)

Dynamic loading and surface shear 
enhance chondrogenesis of hMSCs; 
higher load frequency and higher 
compression amplitude induce 
higher GAG synthesis, chondrocytic 
gene expression, and TGF-β1 and 
TGF-β3 gene expression.

Mauck 
et al.209

Bovine 
chondrocytes 
and MSCs

Agarose 10%, 0.33, 1.0, or 3 Hz Increased loading duration increases 
aggrecan and decreases type II 
collagen promoter activity for 
chondrocytes; loading increases 
GAG deposition by MSCs.

(continued)
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19.3.2.2 Hydrostatic Pressure

Hydrostatic pressure has been investigated for stimulating the cell response in several 
culture systems (Table 19.6), with the majority of the early studies performed using mono-
layer culture.83–88 In 1991, Hall et al.89 first demonstrated that matrix production could be 
enhanced in bovine cartilage slices by applying physiologic pressure (5–15 MPa), whereas 
supraphysiologic pressure (20–50 MPa) did not result in enhanced matrix production. 
The effects of hydrostatic pressure have been comprehensively reviewed by Elder and 

TABLE 19.5 Continued

Summary of Studies Using Application of Compressive Loading to Stem Cells

Study Cell Type
Scaffold 
Material

Mechanical 
Stimulation Observations

McMahon 
et al.74

Rat MSCs Type I 
collagen-
GAG 
composite

10%, 1 Hz, 
continuous

Dynamic loading increases the rate 
of GAG synthesis.

Meyer 
et al.210

Porcine MSCs Agarose 10%, 1 Hz, 1 h/day, 
5 days/week

Continuous exposure to low oxygen 
tension is a more potent pro-
chondrogenic stimulus than 1 h/
day of dynamic compression.

Mouw 
et al.75

Bovine MSCs Agarose 10 ± 3%, 1 Hz Response to mechanical stimulation 
is dependent on growth factors, 
samples treated with TGF-β1 and 
dexamethasone being the most 
responsive. Collagen type I and II 
gene expressions were more 
responsive to loading than aggrecan 
expression.

Pelaez 
et al.211

Human MSCs Fibrin gel 10%, 0.1, 0.5, or 1 Hz Significant chondrogenic response 
achieved by hMSC in fibrin 
constructs after 8 h of compression 
spread out over 2 days.

Schatti 
et al.81

Human MSCs Polyurethane 
fibrin 
composite 

Compression 
(10–20%, 1 Hz) and/
or shear (ball 
oscillation of ±25° at 
1 Hz, with a 0.4 mm 
static offset)

Shear, superimposed on dynamic 
compression, leads to significant 
increases in chondrogenic gene 
expression.

Terraciano 
et al.82

Human MSCs 
and human 
embryoid 
body-derived 
cells

PEGDA 10%, 1 Hz, varying 
times

Mechanical stimulation increases 
ECM elaboration and expression of 
Sox-9, type II collagen, and 
aggrecan even in the absence of 
TGF-β1 for MSCs; inhibits 
differentiation of hEBd cells in the 
absence of TGF-β1 but increased 
differentiation in the presence of 
TGF-β1.

Thorpe 
et al.77

Porcine MSCs Agarose 10%, 1 Hz, 1 h/day Early (day 0) dynamic loading can 
inhibit chondrogenesis; inhibition 
does not occur if dynamic loading 
is started at day 21.

Note: PLCL, poly (l-lactide-co-ε-caprolactone); PEGDA, poly(ethylene) glycol diacrylate.
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Athanasiou,90 and this chapter will focus on the studies that apply hydrostatic pressure in 
combination with 3D culture because the latter is critical for maintaining chondrocyte phe-
notype and cartilage formation. For chondrocytes, hydrostatic pressure has been shown to 
increase both GAG and collagen synthesis in PGA scaffolds.91–93 Similarly, the application 
of hydrostatic pressure to cell-based 3D constructs results in increased proteoglycan and 
collagen deposition as well as an increase in aggregate modulus (Tables 19.6 and 19.7).94–96 
Conversely, hydrostatic pressure applied to chondrocytes with immature or freshly depos-
ited ECM has been shown to reduce gene expression of proteoglycan core protein and col-
lagen II and upregulate the expression of apoptotic and catabolic genes such as IL-6, IL-8, 
and ADAMTS-5.97 Mizuno and Ogawa98 similarly reported the modulation of anabolic and 
catabolic molecules produced by immature zonal bovine chondrocytes in the presence of 
hydrostatic pressure.

TABLE 19.6

Summary of Studies Using the Application of Hydrostatic Loading to Chondrocytes

Study Cell Type
Scaffold 
Material

Mechanical 
Stimulation Observations

Carver and 
Heath92

Equine 
chondrocytes

PGA 500 psi, 5 s on, 15 s off 
for 20 min every 4 h

Hydrostatic loading increases 
GAG production.

Carver and 
Heath91

Equine 
chondrocytes

PGA 3.44 and 6.87 MPa, 20 
min/4 h

6.87 MPa of loading increases 
both GAG and collagen.

De Maria 
et al.93

Adult bovine 
chondrocytes

3D PGA 1 Hz, h = 200 mm, 
approach and 
retraction velocities 
of 0.0116 m/s and 
0.002 m/s, 
respectively

Loading increases GAG 
production after 24 and 48 h 
of stimulation.

Elder and 
Athanasiou95

Bovine 
chondrocytes

Scaffold-free 
(3D)

1, 5, or 10 MPa, 0, 0.1, 
or 1 Hz, 1 h/day

10 MPa combined with 
TGF-β1 increases GAG, 
collagen and mechanical 
properties.

Elder and 
Athanasiou94

Bovine 
chondrocytes

Scaffold-free 10 MPa, applied at 
varying time points

Application of hydrostatic 
loading from days 10 to 14 
results in the highest 
aggregate modulus.

Hu and 
Athanasiou96

Bovine 
chondrocytes

Scaffold-free 
(3D)

10 MPa, 1 Hz, 4 h/
day

Hydrostatic pressure increases 
collagen production.

Kunitomo 
et al.97

Rabbit 
chondrocytes

Alginate 10 or 50 MPa, 
continuous for 12 h

Nonphysiological hydrostatic 
loading on chondrocytes 
with the ECM in poor 
condition reduces matrix 
gene expression and 
increases expression of 
apoptosis and catabolic 
genes.

Mizuno and 
Ogawa98

Zonal bovine 
chondrocytes

Collagen gels 
inside 
polyvinylidene 
difluoride 
pouches

0–0.5 MPa, 0.5 Hz 
(accompanied by 
osmotic loading)

Hydrostatic loading results in 
mRNA of anabolic and 
catabolic molecules in 
surface-, middle-, and 
deep-zone cells, in 
descending order of 
magnitude.
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Hydrostatic pressure has also been used to stimulate MSC differentiation into chondro-
cytes (Table 19.7). Specifically, it has been reported to increase GAG and collagen deposition 
by porcine,99 ovine,100 and human adult stem cells.101–103 Similarly, hydrostatic pressure has 
been shown to result in the upregulation of chondrogenic markers such as collagen II and 
aggrecan.102–106 Chondrogenic differentiation of human MSCs in pellet culture via hydro-
static pressure has been demonstrated both with and without TGF-β3 supplementation.106

19.3.2.3 Shear and Complex Loading

The effect of shear loading on tissue engineering constructs has also been investigated, 
both in isolation and in combination with compression (Table 19.8). Waldman et al.107 
compared shear and compressive loading for chondrocytes seeded on calcium phos-
phate substrates and determined that shear loading produced the highest mechanical 
properties. It has since been demonstrated that flow frequency and duration modulate 
collagen II synthesis, GAG production, and mechanical properties of tissue-engineered 
constructs.108 Additionally, the combined stimulation of compression and shear can result 

TABLE 19.7

Summary of Studies Using Application of Hydrostatic Loading to Stem Cells

Study Cell Type
Scaffold 
Material

Mechanical 
Stimulation Observations

Angele 
et al.101

Human 
MSCs

Scaffold-
free

0.55–5.03 MPa, 1 Hz, 
4 h/day

Hydrostatic pressure enhances GAG and 
collagen deposition.

Finger 
et al.104

Human 
MSCs

Agarose Steady (7.5 MPa) or 
ramped (1–7.5 MPa 
over a 14-day period, 
1 Hz) 4 h/day

Ramped and steady hydrostatic pressure 
enhances Sox9 expression but not 
collagen II and aggrecan mRNA.

Luo 
et al.100

Ovine 
MSCs

Polyester 0.1 MPa, 0.25 Hz, 
30 min/day

Light, low-frequency pulsatile hydrostatic 
pressure results in increased 
proliferation, GAG and collagen.

Meyer 
et al.99

Porcine 
MSCs

Agarose 10 MPa, 1 Hz, 1 h/day, 
5 days/week, starting 
at day 0 or day 21

Hydrostatic pressure results in enhanced 
collagen and GAG content, however 
response is donor-dependent.

Miyanishi 
et al.105

Human 
MSCs

Pellet 
culture

0.1, 1, or 10 MPa, 1 Hz, 
4 h/day

Different levels of intermittent hydrostatic 
pressure differentially modulate hMSC 
chondrogenesis in the presence of 
TGF-β3.

Miyanishi 
et al.106

Human 
MSCs

Pellet 
culture

10 MPa, 1 Hz, 4 h/day Hydrostatic pressure increases 
chondrogenic mRNA levels in both the 
presence and absence of TGF-β3.

Ogawa 
et al.102

Human 
adipose-
derived 
stem cells

Collagen Cyclic hydrostatic 
pressure at 0–0.5 MPa, 
0.5 Hz

Chondrogenic-specific gene expression of 
type II and X collagen, aggrecan, and 
SRY-box9 and rate of ECM accumulation 
are increased in the hydrostatic pressure 
group.

Wagner 
et al.103

Human 
MSCs

Type I 
collagen 
sponge

1 MPa, 1 Hz, 4 h/day Hydrostatic pressure increases 
proteoglycan staining and mRNA 
expression of aggrecan, type II collagen, 
and Sox9; also increases expression of 
type I collagen, but not Runx2 or TGF-β1 
mRNA.
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in enhanced ECM deposition and, subsequently, higher compressive and shear moduli of 
the constructs.109

To systematically study the effects of complex loading, advanced bioreactors have been 
designed that are capable of applying mechanical stimuli that more closely mimic the 
physiologic stimulation that cartilage experiences in its native environment. For example, 
Wimmer et al.110,111 introduced a novel bioreactor, with contiguous cell-seeding capabili-
ties, in which multiaxial loading delivers cyclic axial compression in tandem with surface 
motion. Using this system, the effects of complex loading on surface zone protein and 

TABLE 19.8

Summary of Studies Using the Application of Shear and Complex Loading

Study Cell Type
Scaffold 
Material

Mechanical 
Stimulation Observations

Cooper 
et al.212

Bovine 
chondrocytes

PEG 0.5 Hz (15 mL/min) 
and 1.5 Hz (17 mL/
min)

Flow increases collagen type II 
gene expression.

Gemmiti 
et al.213

Bovine 
chondrocytes

Scaffold-free 0.001 Pa (0.1 mL/min) 
and 0.1 Pa (3.0 mL/
min); continuous

Flow increases type I and type II 
collagen expression within 24 h 
of exposure and increasing 
shear results in increased 
mechanical properties.

Gemmiti 
et al.214

Bovine 
chondrocytes

Scaffold-free 1 dyne/cm2 Fluid shear increases collagen 
and collagen II production and 
results in enhanced mechanical 
properties.

Grad 
et al.215

Bovine 
chondrocytes

Polyurethane 5%, 10%, or 20%, 0.1 
Hz, with aluminum 
ball oscillation at 0.6 
Hz with an amplitude 
of ±60°; 1 h on, twice/
day

Surface motion upregulates 
surface zone protein and 
hyaluronan production.

Stoddart 
et al.112

Bovine 
chondrocytes

Scaffold-free 0.5 N, 0.276 Hz, 
intermittent and 
continuous loading 
via roller mechanism

Continuous cyclic loading leads 
to a decrease in GAG 
production and intermittent 
loading leads to an increase 
in GAG production.

Waldman 
et al.107

Bovine 
chondrocytes

Calcium 
polyphosphate 
substrates 

6 min every other day 
of compression (5%, 
1 Hz) or shear (2%, 
1 Hz)

Shear loading results in the 
highest GAG, collagen, and 
mechanical properties.

Waldman 
et al.109

Bovine 
chondrocytes

Calcium 
polyphosphate 
substrates 

Combined 
compression–shear 
(2–5%, 0.5 Hz, 400 
cycles/day)

Dynamic combined compression 
and shear increases GAG and 
collagen production.

Wimmer 
et al.111

Bovine 
chondrocytes

Polyurethane 5%, 10%, or 20%, 
0.1 Hz, with 
aluminum ball 
oscillation at 0.6 Hz 
with an amplitude of 
±60°; 1 h on, twice/
day

Surface motion stimulation 
increases cartilage oligomeric 
matrix protein mRNA 
compared with simply loaded 
constructs.
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hyaluronan production/expression were investigated. Another novel bioreactor, intro-
duced by Stoddart et al.,112 applies load through a roller mechanism and can stimulate 
up to 20 constructs with four different loading patterns simultaneously. Schultz et al.113 
reported on a bioreactor that is capable of mechanical loading and tissue perfusion with 
a special focus on ensuring system sterility, which is in line with the current efforts to 
upgrade laboratory procedures to ensure the product safety of potentially translatable 
constructs.

19.4 Tendon and Ligament

19.4.1 Native Mechanical Environment

The lack of a robust healing response in tendons and ligaments, due to the limited vas-
culature and innervation present within these tissues, necessitates surgical intervention 
upon injury.114 Because grafts are typically required to replace the damaged tissue, such as 
in the case of an anterior cruciate ligament (ACL) rupture,115 tissue engineering is gaining 
increased attention due to its potential to eliminate shortcomings associated with graft 
healing and also result in superior healing. Conventional attempts to engineer ligaments 
and tendons have focused on the use of fibrous scaffolds, fabricated from both natural116 
and synthetic117 polymers, to mimic the collagenous ultrastructure of native tissue. As the 
field has developed, research has focused on supplementing scaffolds and cells, the two 
primary components of tissue engineering approaches, with exogenous factors such as 
chemical and mechanical stimuli to further direct cell response and tissue formation.

Tendons and ligaments, much like other musculoskeletal tissues, are routinely exposed 
to mechanical challenges in their native environment because their major function is to 
maintain joint alignment and guide joint motion.118 The primary modes of loading expe-
rienced by both tendons and ligaments are tensile and torsional loading.2,118,119 The mag-
nitude of these loads has been shown to depend on the tissue of interest and also varies 
between individuals, as may be expected due to differences in muscle strength.120 Relative 
to failure capacity, tendons develop much larger forces than ligaments, reaching 30% to 
40% of ultimate strength, whereas those of ligaments rarely exceed 10% to 12% of failure 
force.2 Many studies have similarly established that the magnitude of strain varies between 
tendons and ligaments.121,122 As a result, it is necessary for tissue engineering approaches 
to replicate the mechanical characteristics of the specific tissue of interest. Biomechanical 
considerations must also account for the fact that injuries to these tissues can cause joint 
instability, altering the load distribution and manifesting in abnormal knee kinematics 
and damage to other tissues surrounding the joint,123 thereby underscoring the necessity 
of recapitulating the mechanical characteristics of native tissue.

Early research in this area focused on elucidating the importance of mechanical stim-
uli on tissue development and remodeling at the cellular level, specifically as it relates 
to the tendon and ligament cell response. Although it was initially shown that cyclic 
stretch affects the human fibroblast response,124 more extensive studies evaluating the cell 
response to cyclic mechanical load were performed by Banes et al.125,126 using avian teno-
cytes. Applying 5% strain at 1 Hz for 8 h/day to cells cultured on flexible silicone sub-
strates, it was shown that mechanical strain, in conjunction with various growth factors, 
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can modulate tenocyte DNA synthesis.126 Further studies revealed that mechanical load 
stimulated the expression of type I collagen and calmodulin.125 It has since become well 
established that cyclic stretching of tendon and ligament cells in vitro enhances collagen 
synthesis and results in a variety of intracellular changes, including an enhancement 
of matrix protein and metabolite gene expression.127,128 In addition, it has been widely 
reported that mechanical stimulation has similarly beneficial effects on explanted tendon 
and ligament tissues when applied in vitro.129 Based on these findings, mechanical stimula-
tion has been incorporated into ligament and tendon tissue engineering strategies.2 The 
following sections will provide a summary review of the studies that have focused on the 
application of static/dynamic tensile, shear, and torsional loading for ligament and tendon 
regeneration.

19.4.2 Mechanical Stimulation for Ligament/Tendon Tissue Engineering

19.4.2.1 Static Tensile Loading

The simplest approach to mechanical stimulation of tissue-engineered constructs has been 
the application of static loads to guide cell orientation and matrix formation130,131 of primary 
tendon and ligament cells (Table 19.9). For example, Cao et al.130 cultured avian tenocytes 
on PGA fibrous scaffolds subjected to static tensile strain using a spring wire system. Their 
findings showed that the application of constant strain enhanced tissue maturation and 
increased mechanical properties of engineered tissue. However, the resulting collagenous 
matrix was more compacted than native tendon, indicating that static loading systems 
may not be optimal for tissue formation. Deng et al. extended this work and compared the 
response of human tenocytes and dermal fibroblasts on PGA fibers to static tension. It was 
reported that neo-tendon tissue formed using dermal fibroblasts was indistinguishable 
from that formed by tenocytes, indicating that dermal fibroblasts may be a suitable cell 
source for tissue engineering applications. Similar approaches have also been devised to 
study MSC response to static loads. van Eijk et al.131 tested the effect of varying the tem-
poral application of static load and found that static loading applied during the seeding 
process to MSCs, which were subsequently cultured on PLGA scaffolds, resulted in the 
greatest number of cells being present after 5 days of culture.

TABLE 19.9

Summary of Studies Using the Application of Static Tension

Study Cell Type
Scaffold 
Material

Mechanical 
Stimulation Observations

Cao 
et al.130

Avian 
tenocytes

PGA fibers Static tension Static strain increases the mechanical properties 
of constructs

Deng 
et al.216

Human 
tenocytes, 

Human dermal 
fibroblasts

PGA fibers Static tension Neo-tendon tissue formed using dermal 
fibroblasts on scaffolds subjected to static 
tension is indistinguishable from that formed by 
tenocytes using the same system

van Eijk 
et al.131

Goat bone 
marrow stem 

cells

Braided 
PLGA 

scaffold

Static tension 
applied by 
spring wire

Loading during seeding results in the greatest 
number of cells on scaffolds after 5 days 
although no differences in cell number or 
differentiation results after 23 days
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19.4.2.2 Dynamic Tensile Loading

Extensive work has been performed using more physiologically relevant dynamic tensile 
stimulation regimens to guide cell response (Table 19.10). In early work performed with 
differentiated cells, Garvin et al.132 reported on the application of 1% tensile strain at 1 Hz 
to avian flexor tendon cells cultured in collagen gels. It was demonstrated that cells align 
in the direction of the strain, and mechanical stimulation results in a threefold increase 
in construct ultimate tensile strength. In two separate reports, Webb et al.133 seeded 
porous polyurethane scaffolds with human fibroblasts and evaluated cell response. In the 
first study, it was shown that tensile strain combined with ascorbic acid supplementa-
tion (0  versus 1 mM) can increase construct modulus, whereas tensile strain alone can 
enhance fibroblast proliferation. Mechanical strengthening of constructs was also accom-
panied by the expression of several matrix proteins, including type I collagen, TGF-β1, 
and connective tissue growth factor. Subsequently, in studies evaluating the impact of 
varying loading parameters, it was shown that fewer cycles per day, corresponding to 
the low to subphysiologic range of parameters, resulted in the greatest increases in con-
struct elastic modulus.134 Lee et al. investigated the effects of substrate morphology and 
mechanical stimulation on human ligament fibroblasts using unaligned and aligned poly-
urethane nanofiber scaffolds. Both total collagen and collagen per cell were enhanced 
with mechanical stimulation on the aligned nanofiber substrate as compared with the ran-
domly oriented unaligned scaffold. Studies have also demonstrated that the response of 
differentiated cells can be enhanced with loading when using natural scaffolds, such as 
decellularized tendon tissue.135,136

Extending to stem cells, Butler et al. conducted a range of studies to investigate the 
impact of tensile stimulation on MSCs using a collagen sponge system for both ligament 
and tendon applications. Initial work, aimed at using tissue-engineered constructs for rab-
bit patellar tendon repair, evaluated type I collagen sponges seeded with rabbit MSC. After 
stimulating constructs for 2 weeks, once every 5 min for 8 h/day to a peak strain of 4%, it 
was observed that mechanically stimulated constructs had 2.5 times the linear stiffness 
of nonstimulated constructs. Furthermore, upon implantation in vivo into a rabbit patel-
lar tendon defect model, increased mechanical properties were measured for stimulated 
constructs indicating that in vitro stimulation can improve tendon repair biomechanics.137 
Extending upon this work, MSC response to mechanical stimulation was further evaluated 
using gene expression analyses. It was observed that the application of similar mechanical 
stimulation regimen resulted in the upregulation of collagen type I and type III expres-
sion.138 To further investigate the effect of mechanical stimulation, studies were conducted 
comparing the effect of loading on MSCs seeded in collagen sponges versus collagen gels. 
After subjecting both constructs to an identical loading regimen (2.4% strain every 5 min 
for 8 h/day) over a period of 14 days, it was observed that mechanical loading increased 
the linear stiffness of cell–sponge constructs but did not produce any such improvement 
in cell–gel properties, suggesting that the application of mechanical stimulation may need 
to be optimized based on the scaffold conformation.139 Using the collagen sponge sys-
tem, the loading regimen was optimized with an iterative approach in which peak strain 
(0.6%–4.8%), cycle number (10–10,000/day), and cycle repetition (1–50) were varied while 
maintaining frequency (1 Hz). Based on this analysis, it was determined that constructs 
stimulated with 2.4% strain for 3000 cycles/day and one cycle repetition produced the 
stiffest constructs.140 To further investigate the effect of mechanical stimulation and scaf-
fold stiffening, an alternative method was also evaluated to enhance construct stiffness. 
Specifically, type I collagen sponges were strengthened using additional dehydrothermal 



538 Orthopaedic Biomechanics

TABLE 19.10

Summary of Studies Using Application of Dynamic Tension

Study Cell Type
Scaffold 
Material Mechanical Stimulation Observations

Abousleiman 
et al.144

Rat MSCs Human 
umbilical 
veins with 
cell-seeded 
collagen gels

2% strain at 0.0167 Hz for 
1 h/day

Mechanical stimulation 
results in a significant 
increase in cell number and 
greater construct strength 
after 2 weeks.

Angelidis 
et al.143

Adipose-
derived 
stem cells

Decellularized 
rabbit hind 
paw flexor 
tendons

1.25 N uniaxial stretch 
force, 1 cycle/min in 
alternating 1 h periods of 
mechanical loading and 
rest

Seeded constructs subjected 
to tensile strain reach an 
elastic modulus and ultimate 
tensile strength comparable 
to those of fresh tendons.

Barber et al.217 Human 
MSCs

Braided 
nanofibrous 
scaffold

10% strain at 1 Hz for 
2 h/day

Tenogenic growth factors 
combined with cyclic strain 
result in differentiation 
toward a tenogenic lineage 
with significant upregulation 
of scleraxis.

Chokalingam 
et al.218

Murine 
MSCs

Collagen 
sponge

2.4% peak strain for 20 s 
at 1 Hz followed by 0% 
strain for 100 s, 5 h/day

Tensile stimulation increases 
type I collagen gene 
expression and linear 
stiffness.

Doroski 
et al.219

Human 
marrow 
stromal 
cells

PEG hydrogel 10% strain, 1 Hz, 2 h of 
strain followed by 3 h 
rest

Cyclic strain significantly 
upregulates all tendon/
ligament fibroblastic genes.

Farng et al.220 Murine 
bone 
marrow 
stromal 
cells

Porous PCL 
scaffold

10% strain at 0.33 Hz Mechanical and chemical 
stimulation (GDF-5) 
enhances mRNA production 
of collagen type I, II, and 
scleraxis.

Garvin et al.132 Avian 
flexor 
tendon 
cells

Collagen gel 1% strain at 1 Hz for 1 h/
day

Cells align in the direction of 
strain, mechanical loading 
resulted in a threefold 
increase in ultimate tensile 
strength.

Issa et al.145 Rat MSCs Human 
umbilical 
veins with 
cell-seeded 
collagen gels

2% strain at 0.0167 Hz for 
1 h/day

The lowest seeding density (3 
million cells/mL) results in 
the greatest construct tensile 
strength after 1 week of 
bioreactor culture.

Joshi et al.134 Human 
dermal 
fibroblasts

Porous 
polyurethane

2.5–10% strain amplitude, 
5–50%/s strain rate, 
0.1–1 Hz frequency, 
1400–43,200 cycles/day 
for 1–24 h

Low to intermediate values of 
experimental variables (2.5% 
strain, 25%/s strain rate, 
0.1–0.5 Hz frequency and 
7200–28,800 cycles/day) 
result in highest construct 
elastic modulus.

Juncosa-
Melvin 
et al.137

Rabbit 
MSCs

Collagen 
sponge

4% strain, once every 5 
min for 8 h/day

Mechanical stimulation 
results in constructs with 2.5 
times greater linear stiffness.

(continued)
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TABLE 19.10 Continued

Summary of Studies Using Application of Dynamic Tension

Study Cell Type
Scaffold 
Material Mechanical Stimulation Observations

Juncosa-
Melvin 
et al.221

Rabbit 
MSCs

Collagen 
sponge

2.4% strain, once every 
5 min for 8 h/day

Mechanical stimulation 
significantly increases the 
expression of type I collagen 
and type III collagen.

Kuo et al.45 Human 
MSCs

Type I 
collagen gel

Static tension; dynamic 
tension of 1% strain at 
1 Hz for 30 min/day

Cyclic strain maintains 
scleraxis expression and 
regulates Wnt gene 
expression. 

Lee et al.222 Human 
ligament 
fibroblasts

Polyurethane 
nanofibers

5% uniaxial strain at 
12 cycles/min for 24 h

Tensile stimulation of 
fibroblasts on aligned 
nanofiber scaffolds increases 
collagen production.

Nirmalandhan 
et al.141

Rabbit 
MSCs

Collagen 
sponge

2.4% strain, 3000 cycles/
day and one cycle 
repetition

Additional dehydrothermal 
cross-linking to stiffen 
scaffolds before mechanical 
stimulation results in 
decreased repair stiffness in 
vivo.

Nirmalandhan 
et al.139

Rabbit 
MSCs

Type I 
collagen gel; 
type I 
collagen 
sponge

2.4% strain, once every 
5 min for 8 h/day

Mechanical stimulus 
improves linear stiffness and 
modulus of sponge 
constructs but not gel 
constructs.

Nirmalandhan 
et al.223

Rabbit 
MSCs

Type I 
collagen gel; 
type I 
collagen 
sponge

2.4% strain, once every 
5 min for 8 h/day

Sponge constructs of greater 
length result in the highest in 
vitro linear stiffness.

Nirmalandhan 
et al.140

Rabbit 
MSCs

Collagen 
sponge

Varied peak strain, cycle 
number, and cycle 
repetition while 
controlling cycle 
frequency (1 Hz), rise 
and fall times (25% and 
17% of the period, 
respectively), hours of 
stimulation/day (8 h/
day), and total time of 
stimulation (12 days)

Ideal loading regimen consists 
of 2.4% strain, 3000 cycles/
day and one cycle repetition.

Noth et al.224 Human 
MSCs

Type I 
collagen gel

3 mm stretch at 1 Hz 
continuously for 8 h/day

Cyclic strain results in the 
formation of a ligament-like 
matrix and an increase in the 
expression of collagen types 
I and II, fibronectin and 
elastin.

Petrigliano 
et al.225

Rat bone 
marrow 
stromal 
cells

Porous PCL 
scaffold

6% uniaxial strain at 
0.125 Hz for 23 h/day

Stimulatory effects of bFGF 
are dose-sensitive and 
influenced by the addition of 
mechanical strain.

(continued)
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cross-linking (ADHT), seeded with cells, and then subsequently mechanically stimulated. 
After implantation in a rabbit patellar tendon defect model for 12 weeks, it was demon-
strated that increasing construct stiffness via ADHT decreased repair biomechanical 
properties.141 These findings indicate that although cross-linking combined with mechani-
cal stimulation may increase initial stiffness in vitro, these differences may not translate 
to improved in vivo outcomes. Studies performed by Subramony et al.142 investigated the 
impact of nanofiber scaffold alignment and dynamic tensile strain on the fibroblastic dif-
ferentiation of MSCs. It was shown that applying 1% tensile strain for 90 min twice daily at 

TABLE 19.10 Continued

Summary of Studies Using Application of Dynamic Tension

Study Cell Type
Scaffold 
Material Mechanical Stimulation Observations

Raif et al.226 Bovine 
synovial 
cells

Woven 
polyester 
scaffold

Varied applied strain from 
0.5% to 4.7% at 0.35%/s

Application of strain results in 
collagen fibrils aligned in the 
direction of load and cell 
proliferation and ECM 
synthesis depends on 
magnitude of load.

Saber et al.135 Rabbit 
tenocytes

Decellularized 
rabbit 
hindpaw 
flexor 
digitorum 
equivalents

1.25 N uniaxial stretch 
force, 1 cycle/min in 
alternating 1 h periods of 
mechanical loading and 
rest

Bioreactor loading 
significantly increases the 
ultimate tensile strength and 
elastic modulus of seeded 
constructs.

Shearn et al.227 Rabbit 
MSCs

Collagen gel 2.4% strain, once every 
5 min for 8 h/day

Preculturing with mechanical 
stimulation in vitro 
significantly increases 
structure and material 
properties of repaired in vivo 
tissue.

Subramony 
et al.142

Human 
MSCs

Aligned and 
unaligned 
PLGA 
nanofibers

1% strain for 90 min 
twice/day at 1 Hz

Fibroblastic differentiation 
only induced on aligned 
nanofibers when coupled 
with tensile loading.

Webb et al.133 Human 
fibroblasts

Porous 
polyurethane

10% strain at 0.25 Hz for 
8 h/day

Tension increases construct 
modulus after 1 week in 
conjunction with ascorbic 
acid, strain alone 
significantly increases 
fibroblast proliferation. 
Strengthening was 
accompanied by increased 
expression of type I collagen, 
TGF-β1 and connective 
tissue growth factor.

Woon et al.136 Human 
adult 
dermal 
fibroblasts

Cadaveric 
human flexor 
and extensor 
tendons

Varied duty cycle, 
conditioning duration 
and load magnitude

Ultimate tensile strength of 
human allograft constructs is 
enhanced by reseeding and 
dynamic loading.

Note: GDF-5, growth/differentiation factor-5; bFGF, basic fibroblast growth factor.
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a frequency of 1 Hz to MSCs cultured on aligned PLGA nanofibers resulted in the produc-
tion type III collagen and the upregulation of several fibroblastic genes (type III collagen, 
fibronectin, and tenascin-C). Interestingly, it was shown that the same applied loading 
regimen did not result in fibroblastic differentiation of cells cultured on unaligned nano-
fibers, thereby indicating that biomimetic scaffold alignment and tensile stimulation are 
both critical for inducing fibroblastic differentiation of MSCs.

The response of stem cells to tensile stimulation has been further studied using extracel-
lular matrix-based scaffolds. Angelidis et al.143 reported that dynamic tensile strain of adi-
pose-derived stem cell–seeded, decellularized rabbit flexor tendons can increase construct 
elastic modulus and ultimate tensile strength. Sikavitsas et al.144 studied the response of 
rat MSCs seeded in human umbilical veins to dynamic strain; mechanical stimulation was 
shown to result in a significant increase in cell number and greater construct strength after 
2 weeks of culture. In addition, lower cell seeding densities were shown to be optimal for 
long-term tissue formation.145

19.4.2.3 Dynamic Tensile and Torsional Loading

For more complex loading regimens, bioreactors have been designed to apply torsional 
strain, as well as sequential tensile and torsional strain, to tissue-engineered constructs 
for ligament or tendon tissue engineering (Table 19.11). Scaglione et al.146 applied torsion to 
mouse 3T3 fibroblasts seeded in porous polycaprolactone (PCL) scaffolds and demonstrated 

TABLE 19.11

Summary of Studies Using Application of Dynamic Torsion

Study Cell Type Scaffold Material
Mechanical 
Stimulation Observations

Altman 
et al.148

Human MSCs, 
bovine MSCs

Type I collagen gel 10% stretch, 25% 
rotational strain 
concurrently at 
0.0167 Hz

Application of mechanical stress 
upregulates ligament fibroblast 
markers and results in cell 
alignment in the direction of 
applied load.

Chen 
et al.149

Human bone 
marrow 
stromal cells

Silk fiber matrix 45° rotation at 
1.39e-4 Hz

Cell response depends on the 
temporal application of 
mechanical stimulation.

Moreau 
et al.150

Human bone 
marrow 
stromal cells

Silk fiber matrix Static tension; 45° 
rotation at a rate 
of 1 cycle/h; 45° 
rotation at a rate 
of 0.5 cycles/h

Rotation at 0.5 cycles/h is optimal 
when combined with bFGF 
stimulation.

Sawaguchi 
et al.147

Rabbit patellar 
tendon 
fibroblasts

Chitosan and 
hyaluronan 
scaffold

Stretch: 5% strain 
at 0.5 Hz for 18 h 
followed by 6 h 
rest, Rotation: 90° 
rotation at 0.5 Hz 
for 18 h followed 
by 6 h rest

Dynamic stretch combined with 
rotation results in greater cell 
number and increase expression 
of types I and III collagen and 
fibromodulin.

Scaglione 
et al.146

Mouse 
fibroblasts 
(3T3)

Porous 
polycaprolactone

Torsion of 100° at 
600°/min

Collagen types I and III, 
tenascin-C gene expression are 
upregulated with the application 
of torsion.
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that types I and III collagen and tenascin-C expression were upregulated. Similar findings 
were also reported by Sawaguchi et al.,147 who applied a combination of tension and tor-
sion to rabbit patellar tendon fibroblasts seeded in a chitosan and hyaluronan scaffold. 
It was shown that the dynamic loading regimen resulted in greater cell number and an 
upregulation of fibromodulin and types I and III collagen.

Altman et al.148 evaluated the effect of tensile and torsional stimulation on MSCs. Initial 
studies were performed by seeding type I collagen gels with human MSCs and subjecting 
them to 10% stretch and 25% rotational strain concurrently at a frequency of 0.0167 Hz. 
It was reported that the application of mechanical stress upregulated the expression of 
ligament fibroblast markers, resulted in the production of type III collagen, and guided 
cell alignment in the direction of the applied load. Extending those findings, studies were 
conducted using a silk fiber–based ligament construct to optimize cell response.116 In an 
effort to evaluate the effect of temporal variation in the application of mechanical stimula-
tion, metabolic assays were conducted on MSC-seeded silk fiber ligament constructs. A 
loading regimen consisting of 45° of rotation at a frequency of 1.39 × 10−4 Hz was applied 
1, 3, 6, or 9 days after cell seeding. The greatest enhancement of cell metabolic activity 
was found to occur when loading was applied 9 days after seeding.149 Most recently, the 
effect of combined chemical and mechanical stimulation was evaluated using the silk fiber 
system. After optimizing the loading regimen in growth factor–free medium, cells were 
primed with medium containing basic fibroblast growth factor and epidermal growth fac-
tor, and then subjected to the optimal mechanical regimen (45° of rotation at 0.5 cycle/h 
for 12 h). Sequential chemical and mechanical stimulation was shown to enhance matrix 
production and ingrowth, and to direct cells toward fibroblastic differentiation.150 These 
studies collectively demonstrate the multitude of parameters that can be varied to apply 
mechanical stimulation and direct tissue formation.

19.5 Fibrocartilage

19.5.1 Native Mechanical Environment

Fibrocartilaginous tissues, such as the meniscus, intervertebral disc (IVD), and the liga-
ment and tendon-to-bone interfaces are of great interest for tissue engineering applications 
due to the high injury rates associated with these tissues and the myriad of subsequent 
pathological issues associated with such injuries. These tissues typically reside in mechan-
ically complex environments, further increasing the difficulty of engineering suitable 
replacements and also complicating the process of recapitulating the native environment 
for mechanical stimulation purposes. The meniscus, which resides within the knee and 
acts as a shock absorber and joint stabilizer, is subjected to tension, compression, and shear 
as it supports the femoral condyles and guides joint motion. The IVD is composed of two 
distinct structures, the annulus fibrosus and the nucleus pulposus, which together serve 
to dampen the loads placed on the spine and enable spinal motion. The annulus fibrosus, 
which comprises the outer ring of the IVD, is characterized by a lamellar fibrocartilaginous 
structure that undergoes tension and compression as it maintains spinal stability. Lastly, 
the fibrocartilaginous insertion sites of ligaments, such as the ACL, and tendons, includ-
ing the rotator cuff tendons, undergo a distinct transition from fibrous ligament/tendon 
tissue, to nonmineralized fibrocartilage, to mineralized fibrocartilage, and subsequently 
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to bone. During physiological loading, these structures experience both tension and com-
pression and are instrumental in minimizing the formation of stress concentrations and 
in mediating load transfer.151

19.5.2 Mechanical Stimulation for Fibrocartilage Tissue Engineering

Based on the wide variety of locations that fibrocartilage is found within the body, as 
well as the diverse types of loading it is exposed to, a number of bioreactors have been 
developed to expose tissue-engineered scaffolds to mimic in vivo loading (Table 19.12). The 
earliest research in this relatively new field focused on engineering fibrocartilage found 
within the intervertebral disc. Specifically concerned with the development of the annu-
lus fibrosus, Neidlinger-Wilke et al.152 examined the effects of applying cyclic stretching 
and hydrostatic pressure to human annulus fibrosus cells seeded within collagen I gels. 
Based on these studies, it was shown that under cyclic stretching, annulus fibrosus cells 
increase collagen II and aggrecan expression, with a marked decrease in the expression of 
a destructive matrix metalloproteinase (MMP), that is, MMP-2. As for the effects of inter-
mittent hydrostatic pressure on these same cells, cells within this collagen matrix show an 
increase in the expression of both collagen I and aggrecan, while decreasing the expres-
sion of the destructive MMPs, including MMP-2 and MMP-3.

Reza and Nicoll153 built upon these promising findings regarding hydrostatic pressure 
by examining the effects of pressurized loading on annulus fibrosus cells seeded in a more 
physiologically relevant, fibrous matrix material. In their study, both bovine outer and 
inner annulus fibrosus cells were seeded onto fibrous PLGA scaffolds and pressurized for 
4 h daily. This hydrostatic pressurization resulted in increased collagen II production and 
enhanced matrix organization when compared with unloaded controls. More recently, 
other forms of loading have also been applied to cells of the intervertebral disc to enhance 
fibrocartilage formation. In a study done by Chang et al.,154 bovine annulus fibrosus cells 
were seeded on porous silk scaffolds and cultured under dynamic flow in spinner flasks 
with magnetic stir bars rotating at 60, 90, and 120 rpm. The results of their study showed 
that dynamic flow increases cell proliferation, collagen deposition, and proteoglycan accu-
mulation when compared with static cultures.

Through elastographic imaging of neonatal bovine tibiofemoral joints, Spalazzi et al.155 
examined the strain profiles present along the length of the ACL and ACL-to-bone inser-
tion site. According to these studies, both compressive and tensile loading are evident at 
the native ligament-to-bone interface. In accordance with these findings, research involv-
ing mechanical stimulation for ligament-to-bone and tendon-to-bone tissue engineering 
focuses on the application of dynamic loading to enhance the formation of fibrocartilagi-
nous insertion tissue. To incorporate a compressive load profile during tendon-to-bone 
healing, Spalazzi et al. developed a mechanoactive collar, composed of aligned PLGA 
nanofibers and sintered PLGA-bioglass microspheres, which was first wrapped around 
the bovine patellar tendon and then allowed to contract the native tissue over time. Under 
these conditions, by day 1, loaded tendon tissue showed an increased matrix density 
and cellularity, as well as increased proteoglycan production. After 14 days in culture, 
the tissue maintained its dense, cellular appearance, as well as an increased expression 
of fibrocartilage markers, including collagen II, aggrecan, and TGF-β3.156 In addition, 
Thomopoulos et al.157 have recently examined the effects of both compression and tension 
in the form of cyclic loading on rat mesenchymal stromal cells for application toward the 
development of the tendon-to-bone interface. Cells were seeded into a collagen I gel matrix 
and exposed to a tensile hydrostatic stress field, subjecting separate regions of scaffolds 
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TABLE 19.12

Summary of Studies Using Application of Mechanical Stimulation for Fibrocartilage Tissue 
Engineering

Study
Target 
Tissue Cell Type

Scaffold 
Material

Mechanical 
Stimulation Observations

Aufderheide 
and 
Athanasiou158

Meniscus Rabbit 
meniscus 
fibrochon-
drocytes

Agarose gels, 
PGA 
nonwoven 
meshes

Shear: scaffolds 
cultured in a 
rotating wall 
bioreactor 
rotating at a 
speed adjusted 
to maintain 
constructs in a 
settling 
regimen.

More intense Safranin O 
and Picrosirius Red 
staining for PGA 
scaffolds than agarose. 
Decreased GAG 
concentration for 
rotated scaffolds 
compared with static 
controls.

Baker et al.160 Meniscus MSCs Aligned PCL 
nanofiber 
scaffolds

Tension: 
scaffolds 
precultured for 
6 weeks, then 
loaded at 6% 
strain at 1 Hz 
for 3 h/day.

Increased collagen 
deposition, gene 
expression (fibronectin, 
lysyl oxidase), and 16% 
increase in modulus 
and stiffness over 
unloaded controls.

Chang et al.154 Interver-
tebral 
disc

Annulus 
fibrosus cells 
from bovine 
caudal discs

Porous silk 
scaffolds

Perfusion: 
scaffolds 
cultured under 
dynamic flow 
in spinner 
flasks with 
magnetic 
stirring at 60, 
90, and 120 
rpm.

Dynamic flow increases 
tissue formation and 
matrix deposition 
compared with static 
culture; increased cell 
proliferation, collagen 
deposition/cell, and 
proteoglycan 
accumulation (90 rpm). 
No effect on cell 
distribution.

Connelly 
et al.228

Meniscus Bovine calf 
bone marrow 
stromal cells

Fibrin gel 
constructs

Tension: 
scaffolds 
subjected to 
sinusoidal 
displacement of 
10% at 1 Hz for 
1 h, followed by 
3 h of rest (six 
times daily).

Stimulatory effect on 
protein synthesis but 
not proteoglycan 
synthesis over first 12 
days, increased 
collagen II, decreased 
collagen I and 
increased aggrecan.

Fox et al.229 Meniscus Equine 
fibroblast-like 
synoviocytes

PLGA 
nonwoven 
scaffolds

Laminar fluid 
flow: scaffolds 
cultured in 
slow turning 
lateral vessel 
bioreactor at 
22.5 rpm (with 
or without 
bFGF, TGF-β1, 
or IGF-1).

In combination with 
other appropriate 
stimuli (i.e., growth 
factors), synoviocytes 
have potential for 
fibrochondrogenesis in 
rotating system.

(continued)
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TABLE 19.12 Continued

Summary of Studies Using Application of Mechanical Stimulation for Fibrocartilage Tissue 
Engineering

Study
Target 
Tissue Cell Type

Scaffold 
Material

Mechanical 
Stimulation Observations

Marsano 
et al.159

Meniscus Primary 
human and 
bovine 
articular 
chondrocytes

Esterified 
hyaluronan 
nonwoven 
meshes

Shear: scaffolds 
cultured in a 
rotary culture 
bioreactor 
spinning from 
16 rpm (at start) 
up to 50 rpm (at 
end) with a 
flow rate of 0.6 
mL/min.

Bizonal cartilage 
formation with 
outgrowing fibrous 
capsule and inner 
GAG region for both 
cell types. 

Neidlinger-
Wilke et al.152

IVD: 
Annulus 
fibrosus

Human 
annulus 
fibrosus cells

Collagen I 
gels

Cyclic and static 
stretching: 
scaffolds 
subjected to 
cyclic stretching 
at 1%, 2%, 4%, 
and 8% strain at 
1 Hz for 24 h or 
0.25 MPa of 
intermittent 
hydrostatic 
pressure (IHP) 
at 0.1 Hz for 
30 min daily.

Increased cell 
proliferation 
throughout 4-week 
period in IHP group, 
increased collagen I 
and aggrecan 
expression with 
decreased MMP-2 and 
MMP-3 expression in 
IHP group. Increased 
aggrecan, collagen II/
decreased MMP-3 
expression in cyclic 
strain group.

Reza and 
Nicoll153

IVD: 
Annulus 
fibrosus

Bovine outer 
and inner 
annulus 
fibrosus cells

PLGA 
scaffolds

Hydrostatic 
pressure: 
scaffolds 
pressurized 
4 h/day.

Significant increase in 
collagen II production 
in constructs at day 14 
compared with 
unloaded constructs. 
Enhanced ECM 
organization.

Spalazzi 
et al.151

Tendon-
to-bone 
interface

Bovine 
patellar 
tendon cells 
within a 
bovine 
patellar 
tendon graft

PLGA 
nanofibers 
and 
PLGA-
bioglass 
microsphere 
graft collar 

Scaffold-induced 
compression of 
tendon graft: 
over 15% graft 
compression 
after 14 days.

Increased tissue density 
and cellularity at both 
days 1 and 14. 
Increased expression 
of collagen II, 
aggrecan, and TGF-β3 
at day 14 compared 
with uncompressed 
control. Greater 
proteoglycan content 
after day 1 in 
compressed grafts.

(continued)
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to either compression or tension; cells that undergo cyclic loading in this environment 
express high levels of scleraxis, collagen I, and aggrecan as compared to static samples. 
More specifically, during cyclic loading, regions under cyclic tensile stresses show greater 
aggrecan and scleraxis mRNA expression when compared with cyclically compressed 
regions.

Work regarding the development of the fibrocartilage region of the meniscus has also 
been examined. In 2005, Aufderheide and Athanasiou158 studied rabbit fibrochondro-
cytes under shear by seeding cells onto both agarose gels and PGA nonwoven meshes. 
In this study, scaffolds were cultured within a rotating wall bioreactor, which rotated 
at a speed adjusted to maintain constructs in a settling regimen. After 7 weeks, histol-
ogy showed a more intense Safranin O and Picrosirius Red staining for PGA scaffolds 
cultured within this bioreactor system than seen in agarose gels. Additionally, a higher 
density stain can be seen surrounding the cells and nodules of PGA samples cultured 
within the rotating wall bioreactor, as compared with a lighter, but more uniform stain 
seen in static samples.

Similarly, Marsano et al.159 examined the effects of shearing on both human and bovine 
articular chondrocytes in a rotary culture for application to meniscus tissue engineering. 
In this study, cells were seeded onto esterified hyaluronan nonwoven meshes and cultured 
in a rotary cell culture system at a rotational speed between 16 and 50 rpm, adjusted to 
maintain simulation of a continual free fall, and a flow rate of 0.6 mL/min. Based on gross 
analysis of scaffolds, a bilayer tissue was formed, with an outer layer of fibrous tissue 
resembling a fibrocartilage-like capsule, containing elongated cells within a collagenous 
matrix, and an inner GAG region. This distribution was shown to be consistent for both 
cell types, highlighting the potential for rotational culture in forming a bizonal cartilage 
tissue similar to that found within the native meniscus.

Also, toward the development of tissue-engineered menisci, Baker et al.160 evaluated the 
ability of dynamic tensile loading to stimulate fibrous gene expression in nanofiber scaf-
folds seeded with MSCs. In this study, MSCs were seeded onto aligned PCL nanofibers 
and loaded at 6% strain at a frequency of 1 Hz for 3 h daily. Culturing under dynamic 

TABLE 19.12 Continued

Summary of Studies Using Application of Mechanical Stimulation for Fibrocartilage Tissue 
Engineering

Study
Target 
Tissue Cell Type

Scaffold 
Material

Mechanical 
Stimulation Observations

Thomopoulos 
et al.157

Tendon-
to-bone 
interface

Rat 
mesenchymal 
stromal cells

Collagen I 
gel

Cyclic versus 
static 
compression 
and tension: 
1.5 mm 
amplitude and 
1 Hz to apply 
cyclic tensile 
and compressive 
forces, as 
compared with 
static 
compressive 
and tensile 
loaded groups.

Increased scleraxis, 
aggrecan, and collagen 
I expression for 
cyclically loaded 
samples. Greater 
aggrecan and scleraxis 
expression in tensile 
region of cyclically 
loaded groups. On 
addition of 
chondrogenic TGF-β3, 
decreased Sox9 and 
increased aggrecan 
under cyclic loading.
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tension resulted in higher collagen I deposition, as well as fibrous gene expression, includ-
ing fibronectin, a cell-binding molecule and collagen deposition precursor,102 and lysyl 
oxidase, an enzyme responsible for collagen cross-linking, when compared with unloaded 
controls. Tensile loading also resulted in an increased tensile modulus and matrix stiffness 
for loaded scaffolds.

19.6 Summary

The field of functional tissue engineering has advanced significantly in elucidating the 
role of mechanical loading in stimulating the regeneration of orthopaedic tissues. This 
chapter focuses on studies that have applied these understandings to the formation of 
bone, cartilage, tendon, ligament, and fibrocartilage, with substantial progress in all areas 
but many opportunities for future advances.

The studies highlighted in this chapter, as well as in others, demonstrate the impor-
tance of mechanical stimulation for the development of functional tissue-engineered scaf-
folds. The bioreactors developed thus far are able to minimize mass transport limitations 
associated with static culture, as well as use loading paradigms that are similar to those 
observed in vivo to promote new tissue formation. Current design in bioreactors must con-
tinue to be optimized and innovated for orthopaedic tissue engineering. Specifically, the 
design of bioreactors that facilitate temporal growth factor addition, biomimetic loading 
regimens, and long-term sterility is needed.

A range of studies have demonstrated that dynamic stimulation techniques can guide 
cell orientation, proliferation, and matrix deposition to enhance the functional properties 
of tissue-engineered constructs. As the field has advanced, a shift toward more clinically 
obtainable stem cells has developed, with many groups focusing on using dynamic stimu-
lation to differentiate these cells toward a desired musculoskeletal phenotype. However, 
the optimal scaffold and mechanical stimulation parameters for this purpose have yet to 
be determined and require further investigation to advance the field and enable the clini-
cal implementation of stem cell–based tissue-engineered grafts.

In closing, physiological loading is an essential component of the functional tissue engi-
neering of orthopaedic grafts. Significant advances in this effort will be guided by contin-
ued understanding of the mechanism of mechanotransduction, as well as innovations in 
bioreactor design that will enable the integrative culture and stimulation of musculosk-
eletal tissue grafts. It is anticipated that such developments will enable the formation of 
functional tissues for clinical implementation and subsequent tissue regeneration.
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20.1 Introduction

The study, analysis, and development of biomaterials are of key importance in the field 
of clinically relevant orthopaedic devices. The main considerations are the biocompat-
ibility and functional performance (e.g., mechanical, electrical, chemical) of the materials 
and systems involved. This chapter focuses on current, clinically available materials and 
emerging solutions for bone, cartilage, ligaments and tendons, and tissues of the spine.
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20.2 Bone

Although bone has been studied as a tissue for many years, it is only within the past few 
decades that its mechanical and material properties have been given careful consideration.1 
Bone is composed of water (15%), mineral ions (39%), and organic extracellular matrix (42%).2 
Type I collagen is the major matrix protein in bone, forming 70% to 90% of the nonmineral-
ized content of the bone. The mineral content of bone is made of calcium phosphates, most 
importantly hydroxyapatite (HA), which has a calcium deficiency of between 5% and 10%.3

The long bone, the most common type of bone in the body, is made up of cortical bone 
and trabecular bone. Cortical bone makes up the outer layer of the tissue and is very dense, 
with spaces only for blood vessels and bone cells or osteocytes. However, trabecular bone, 
the inner portion of the tissue, consists of a network of voids or trabeculae that are inter-
connected and occupied by bone marrow.

Bone is an anisotropic material, with its highest strength being in compression along 
the long axis of the bone. Cortical bone is very stiff, with only about a 2% failure strain. 
However, it is very strong, with an ultimate strength of approximately 200 MPa in com-
pression.4 Failure of bone can occur in a variety of ways because the material can undergo 
many different modes of loading. Traumatic failure can occur due to compression, bend-
ing, or torsion, although usually it is some combination of the three. Likewise, fatigue 
failure can occur in bone after many millions of cycles. In bone, this fatigue failure is due 
to a propagation of microscopic cracks in the tissue.5,6

20.2.1 Fracture Fixation

For the fixation of bone defects and fractures, patients usually require the use of pins, rods, 
screws, and plates, and possibly augmentation by the injection of cement for fixation.3, 7–10 
However, these fixation devices usually require secondary procedures to remove them 
once bone healing is complete.

The first absorbable sutures, developed in the 1960s, were made from synthetic polymers 
and were designed to be absorbed after serving their typical wound-closing function.7,11 
This eliminated the need for a follow-up procedure to remove a suture after the wound 
healing occurs. The use of synthetic, absorbable sutures has been the inspiration for the 
incorporation of other absorbable polymers that are now used to correct bone defects and 
for fracture fixation. Implants manufactured from bioabsorbable polymers have several 
advantages over nonabsorbable orthopaedic implant devices. They eliminate the need for 
a subsequent surgery to remove the construct after it has served its function, and allow 
natural bone to grow onto the polymer as it is being absorbed. The latter advantage results 
in the bone having superior structural integrity as it is regrowing and being able to sup-
port load earlier than with nonabsorbable materials. Additionally, absorbable implants 
may contain bioactive molecules that enhance growth and accelerate fracture healing.12,13 
The significant advantages of absorbable polymer implants have led to a large growth of 
research in this field.

Middleton and Tipton11 identified four main criteria to assess the applicability of an 
absorbable polymer for use in fracture fixation devices:

 1. The polymer absorption rate should match that of the rate of bone growth onto the 
polymer.

 2. The polymer should ideally aid bone growth or at least not prevent it.
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 3. The polymer and its degradation products should be biocompatible to prevent an 
adverse reaction in the body.

 4. The mechanical properties of the polymer must be appropriate to the specific 
application and be maintained throughout the life of the polymer.

The mechanism of polymer degradation is an important design consideration for absorb-
able materials in orthopaedic applications (Figure 20.1). Bulk degradation is the process 
invoked for most traditional absorbable polymers. In this process, water enters the bulk 
polymer in vivo and degrades it via hydrolysis. The products of the breakdown, carbox-
ylic acids, progressively build up within the hollowed portion of the polymer, which, in 
turn, causes a further drop in the pH of the polymer. This continues until the polymer 
finally breaks apart, releasing the acid groups in a process called “acid bursting.” This can 
result in inflammation in the tissue and a decrease in mechanical properties in the earlier 
stages of degradation.11,14 Polylactic acid (PLA) is a polyester that is often used clinically 
for orthopaedic pins and screws. As it is an absorbable polyester, it holds clear advantages 
over nonabsorbable polymers. Although absorbable polymers such as PLA are generally 
preferred over their nonabsorbable counterparts, PLA has one major disadvantage in that 
it follows a bulk degradation pattern.15,16

In contrast to bulk degradation, surface erosion (Figure 20.1) results in the gradual thin-
ning of the material while still maintaining the integrity of the bulk polymer. Absorbable 
polymers that typically undergo surface erosion are hydrophobic, so water is far less likely 
to enter the material, thus preventing bulk degradation from within. Significant research 
efforts are currently focusing on these emerging polymers, including tyrosine-derived 
polycarbonates, poly(ortho esters) (POEs), and polyimides.

Tyrosine-derived polycarbonates have amide, ester, and carbonate groups that can be 
hydrolyzed. These polycarbonates have demonstrated sufficient mechanical properties for 
bone fixation9,17 and are biocompatible in vivo.9 Tunable degradation times can be achieved 
with POEs by the addition of lactide or glycolide segments (or both) to the polymer.18 
Polyimides have been reported to degrade via surface erosion16,19 and have been shown 
to be biocompatible in vitro.16 Variable degradation times (from 1 to 63 days) can also be 
achieved with polyimides.20
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FIGURE 20.1
Schematic of polymer degradation mechanisms.
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20.2.2 Total Joint Replacement

Devices for total joint replacement (TJR) incorporate low-friction–bearing surfaces to 
replace the function of cartilage. They are also needed in cases in which the bones in artic-
ulating joints are severely fractured or have worn away due to osteoporosis and no longer 
have full functionality. TJR systems are considered some of the most successful surgical 
procedures; they have a 90% survival rate at 10 years but decline precipitously after that.21 
Today, with an increasingly older population, and many younger patients needing joint 
replacement surgeries, it would be beneficial to improve the success rate for even longer 
durations.

One major problem affecting the success rate of TJR surgeries is implant loosening. It is a 
phenomenon originally thought to be caused by the use of bone cement for fixation of TJR 
implants. This loosening is associated with the presence of a fibrous tissue membrane that 
grows between the cement and cancellous bone, and can be seen clearly in autopsies or on 
radiographs as a large radiolucent gap.22,23 Progression and widening of the fibrous mem-
brane gap is termed “cement disease” and is seen as a physiological reaction to cement as 
a fixation technique.24,25 Indeed, bone cement, typically made of polymethylmethacrylate 
(PMMA), does have clear disadvantages. PMMA polymerizes in situ through an exother-
mic reaction, which can reach temperatures as high as 90°C, potentially causing necrosis 
at the bone-cement interface.26,27

An alternative is cementless TJR designs for younger patients with normal bone quality. 
The designs began with simple impaction of the implant into the medullary canal28,29 or a 
threaded system.30 However, even these cementless designs are still affected by implant 
loosening and the infiltration of fibrous tissue layers between the bone and the implant.31–33

A fibrous response to implants is caused, in part, by the natural, chronic inflamma-
tory response in the body known as the “foreign body reaction”.34 This reaction is also 
made worse by the presence of wear debris from ultrahigh molecular weight polyethylene 
(UHMWPE), metal alloys, and PMMA, which are typically used as the lining on the artic-
ulating surface of an implant. These foreign body reactions not only can prevent active 
bone regrowth but also can cause bone resorption, which is termed osteolysis.35 This limits 
the structural integrity of bone and may accelerate the loosening of the device.

Osseointegration is the structural and functional connection between the living bone 
tissue and the implant.36 In other words, osseointegration is the direct opposite of asep-
tic loosening, and also its solution. Significant research has been undertaken to develop 
methods to induce osseointegration in TJR implants. For bone to properly and securely 
anchor onto an implant, five factors must be controlled:37

 1. Biocompatibility of the material
 2. Form and macroscopic texture of the implant
 3. Surface conditions (microtexture) of the implant
 4. Surgical technique
 5. Postimplantation loading conditions

For osseointegration of orthopaedics implants, care must also be taken to minimize both 
foreign body reactions and stress shielding to ensure long-term implant stability and fixa-
tion to bone. Stress shielding occurs when one material of greater stiffness and strength 
prevents the transfer of load to a second material. If an implant prevents the loads from 
being transmitted appropriately to bone, it can actually inhibit new bone ingrowth.
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Titanium (Ti) has proven to be a good candidate for intramedullary stems in TJR implants 
due to its excellent biocompatibility, which permits tissue integration.38–40 However, 
the amount of bone contact with the implant has been shown to be lower with smooth 
implant surfaces compared with that of rough implant surfaces.41 For this reason, since 
the 1980s, many researchers have focused on developing new surface textures to improve 
initial implant stability and bone integration. Popular implant surface modifications cur-
rently include plasma-sprayed HA and Ti coatings [titanium plasma-sprayed (TPS)] on 
implants.42

HA makes up approximately 67% of bone and, as such, is a natural choice for use in 
implant surface treatment because of its osteoconductive nature. Additionally, increased 
roughness on TPS implants prohibits bone ingrowth on the porous structure, serving as 
an alternative to osteoconductive materials such as HA. Desired coating thicknesses are 
approximately 50 to 100 μm. With a continually aging population, damage to, and failure 
of, bone tissue—from injury or aging and osteoarthritis—will become an increasingly per-
vasive problem. The development and design of new materials for fracture fixation and 
total joint replacement will ensure that bone healing is as effective and complete as pos-
sible. As the use of resorbable polymers in this field continues to advance, the number of 
successful clinical procedures may increase and would reduce the need for costly revision 
surgeries.

20.3 Articular Cartilage

Cartilage is a soft tissue composed of the macromolecule collagen and proteoglycans. 
There are three types of cartilage: elastic cartilage, fibrocartilage, and articular cartilage. 
Articular cartilage, a prevalent type of cartilage in the body, is the subject of significant 
past and current research and will be the focus of this section. This type of cartilage is 
located on the articulating surfaces of all joints, and its main functions are to provide low-
friction movement of the bones within the joint, while preventing contact stresses in the 
joint from reaching levels higher than the critical stress of bone. Along with synovial fluid, 
articular cartilage provides for a low-friction and wear-resistant surface. In fact, articular 
cartilage and synovial fluid lubricant combine to produce a coefficient of friction (0.005) 
that is lower than any man-made engineered system.43

20.3.1 Structure, Composition, and Function

Articular cartilage is composed of a high percentage of water (60%–80%), as well as col-
lagen and proteoglycans. Additionally, there are chondrocytes, which are the cells respon-
sible for the synthesis and maintenance of the cartilage extracellular matrix. Chondrocytes 
account for only 1% to 10% of the total volume of the tissue.44

Collagen is the largest nonaqueous component of cartilage. The building blocks of col-
lagen are the tropocollagen molecule, which is composed of three polypeptide chains in a 
helical structure. Tropocollagen is 300 nm long and 1.5 nm wide, with a molecular weight 
of approximately 300 kDa. Articular cartilage largely contains type II collagen, although 
other collagen types are reported to be present in far lower amounts, including types V, 
VI, IX, X, and XI.45 Collagen’s molecular design makes it ideal for supporting tensile loads; 
however, its specific role in any soft tissue composite depends on the tissue in question 
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and the nature of the loading. In articular cartilage, the collagen fibers are closely associ-
ated with macromolecular gels, and their interaction provides for excellent compressive 
loading support. The diameter and spatial orientation of the fibers vary with depth below 
the articular surface.46 Superficially (near the articulating surface), collagen is aligned in 
sheets, parallel to the surface,47 whereas in the deep zone of the cartilage, the fibers are 
oriented more perpendicularly to the cartilage−bone interface.48

Proteoglycans are biomolecules that are composed of a protein core and at least one 
glycosaminoglycan (GAG) chain covalently attached. Several GAGs exist in cartilage, 
namely, chondroitin sulfate (CS), keratin sulfate (KS), and hyaluronan. The most abundant 
proteoglycan in cartilage is aggrecan (Figure 20.2). Aggrecan is a polyanion due to the 
negatively charged sulfate and carboxyl groups associated with KS and CS. This feature 
is important as it controls the ability of aggrecan to bind water osmotically. Only a small 
amount of water in cartilage is intracellular; most of it is imbibed due to the proteoglycan’s 
hydrophilic nature. The highest water content is found near the articulating surface and 
decreases progressively moving toward the subchondral bone.49 Movement of interstitial 
water in articular cartilage is important for joint lubrication and chondrocyte nutrition 
and viability.

20.3.2 Mechanical Properties

The function of articular cartilage is to provide low-friction, wear-resistant support for the 
joints while withstanding significant physiologic loads over the course of a lifetime. The 
physical and chemical interactions of the various components of cartilage are responsi-
ble for the mechanical properties of the tissue. In articular cartilage, there is a relation-
ship between the osmotic swelling pressure—related with the concentration of charged 
GAGs—and the hydrostatic pressure. That relationship is caused by the tensile stresses on 
the collagen fiber network; that is, they balance one another. Fluid flow within cartilage is 
a function of the pressure differential (Δp), and its rate is related to any externally applied 
pressure (Papplied), the hydrostatic pressure (Pelastic), and swelling pressure (Pswelling) by the 
following relationship:

 Δp = Papplied + Pelastic − Pswelling. (20.1)

Chondroitin sulfate

Keratin sulfate

Core protein

FIGURE 20.2
Schematic of an aggrecan molecule.
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The time-dependent “creep” behavior is characteristic of all viscoelastic soft tissues. 
These tissues are traditionally modeled as biphasic materials, with a solid phase and a 
fluid phase. In compression, the primary loading mode of articular cartilage, several stud-
ies have shown an initial elastic behavior followed by a time-dependent creep in response 
to a rapidly applied force.50,51 In vivo compression tests of cartilage are usually done via 
indentation tests and confined/unconfined uniaxial tests. The compressive aggregate 
modulus, HA, of articular cartilage ranges from 0.08 to 2 MPa.52–56

Shear stresses are also an important factor in the analysis of the mechanical behavior 
of articular cartilage, as the tissue undergoes shear during normal rotational and trans-
lational movements of the joint. The shear modulus at equilibrium—that is, when there 
is no fluid flow in to or out of the cartilage—has been found to range between 0.05 and 
0.25 MPa.57 Understanding the biomechanics of articular cartilage is important, as knowl-
edge of the tissue’s mechanical behavior can provide insight into injury and degeneration 
pathways.

20.3.3 Mechanisms of Injury and Loss of Function

Cartilage will lose its functional properties in two ways: aging and injury. Because of a 
lack of vasculature that leads to a lack of adequate nutrient delivery, continued degenera-
tion of the material is a major issue in articular cartilage, as the healing response is often 
insufficient.

Several changes occur to articular cartilage during the aging process. There is a decrease 
in thickness of cartilage at the articulating surfaces of adult versus immature cartilage.58–60 
Likewise, the number of chondrocytes decreases with age.61 This is due to lower meta-
bolic activity, increased apoptosis, and a subdued response to growth factors.62–64 Collagen 
cross-linking has been observed to increase with age,61 whereas proteoglycan content 
decreases,65 resulting in a stiffer collagen. All these aging processes also make articular 
cartilage more prone to injury.

Cartilage injuries are classified as microfractures, chondral defects, and osteochondral 
defects. These can all be caused by repeated (although nondestructive) loading, torsional 
loading, impact loading, and joint malalignment. Damage to the cartilage network first 
leads to a loss of superficial GAGs.66 Microfractures can trigger a change in the load distri-
bution of the matrix, resulting in stress concentrations that can lead to further damage and 
also thickening of the subchondral bone.67 As mentioned previously, articular cartilage is 
avascular, so repeated loading on the defects in the tissue often does not lead to pain (at 
least in the case of microfractures and chondral defects), which then also leads to further 
degeneration. Osteochondral defects do lead to bleeding, as the defect reaches the bone, 
and thus releases growth factor and progenitor cells unlike microfractures and chondral 
fissures. However, the repair tissue that is formed is a mixture of fibrocartilage and articu-
lar cartilage, which has impaired functionality.68 This will lead to an eventual degenera-
tion into osteoarthritis.

20.3.4 Current Clinical Treatment Methodologies

There are several clinical treatments that have traditionally been used to alleviate the pain 
due to osteoarthritis or to restore the functionality of articular cartilage. Chondral defects 
can be treated with a process called debridement, in which the defect is smoothed and 
reshaped. Removal of burrs, diseased tissue, delaminated tissue, and flaps can improve 
the low-friction gliding motion and provide relief to the joint. Cartilage debridement has 
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been performed in the knee, elbow, ankle, and shoulder with a relatively high rate of suc-
cess and patient satisfaction.69–74

Microfracture can also serve as a surgical technique. In response to the low healing 
response of avascular cartilage, growth factors from an intentional microfracture process 
have been widely used for chondral defects of the knee, shoulder, and ankle.75–78 The draw-
backs to this method are obvious, since the healing response has been described previously, 
and the fibrocartilage has inferior material properties for the application needed. Also, the 
fibrocartilage replacement can leave a layer that is thinner than the rest of the tissue, result-
ing in abnormal load distribution that can lead to degeneration. To improve upon these 
issues, the microfracture technique has been used with a combination of coverings such as a 
periosteal flap or natural or synthetic materials.76, 78–81 A recent study has shown that micro-
fracture procedures are effective within the first 24 months in improving knee function, but 
their effectiveness subsequently wears off, particularly in older patients.82,83

Tissue grafting is also a common clinical solution. The three biological grafting pro-
cedures are autografts, allografts, and xenografts. These grafts, although they may be 
less stiff, contain live cells to potentially allow for tissue remodeling. Autografts present 
the lowest immunological response risk of the three because the donor material comes 
directly from the host. In this case, grafts are typically taken from non-load-bearing areas. 
Autografts have shown efficacy for up to 10 years.84 Problems encountered with this 
method are an increased number in invasive surgeries (two are needed, one to remove the 
graft and one to place it in the defect), scarcity of source material, and donor site morbidity. 
Allografts solve the problem of donor tissue scarcity, but the risk of an immune response 
increases,85 as well as the risk of disease transmission. Xenografts further heighten the 
immunological response risk.86 Additionally, all methods have potential problems with 
creating a graft that adequately fits the defect.

20.3.5 Emerging Biomaterial Solutions

The lack of adequate, long-term success with current surgical techniques has led to an 
exploration of cell-based repair systems. Tissue engineered constructs in vitro must have a 
viable source of cells. These can come from native chondrocytes, although there are often 
too few in the body to be reasonably harvested for patient therapies.87 Another possible cell 
source is autologous progenitor/stem cells. These cells are an attractive choice because they 
can be expanded in vitro to the required number of cells and then differentiated into their 
desired cell type. Also, stem cells are more plentiful because they can be found in many 
parts of the body. Recent focus has been on mesenchymal stem cells, adipose-derived stem 
cells,88 embryonic stem cells (ESCs), and other sources. Much of the work to date support-
ing the use of ESCs for cartilage tissue engineering has come from mice.89 Mouse ESC dif-
ferentiation into chondrocytes has been demonstrated in vitro using bone morphogenetic 
proteins (BMP-2 and BMP-4).90

For in vitro engineered tissue constructs, one key design component is ensuring that the 
implant can support normal joint forces immediately after implantation. For this reason, 
cell-seeded systems are typically contained within a scaffold with inherent mechanical 
integrity. These scaffolds are typically resorbable. The success of the construct depends 
on the cells’ ability to fabricate a substantive matrix at a rate comparable to the resorption 
rate of the scaffold.86

Although chondrocytes occupy a small percentage of articular cartilage tissue volume, 
they are indispensable in the synthesis and maintenance of the extracellular matrix. This is 
why the choice of cell types to use is crucial. Additionally, it is known that the loading profile 
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of a tissue determines its growth and response. To properly create a tissue-engineered carti-
lage construct, the mechanotransduction pathways must be better understood. Investigating 
these pathways in vitro is a key challenge. Analysis of the engineered tissue’s response in 
compression, tension, sheer, and fatigue, as well as friction coefficients, must be performed 
in the laboratory.

Implantation of cartilage scaffolds in vivo is an emerging trend. This method allows 
for regeneration to occur with minimal additional manipulation. Physiological loads are 
applied naturally, and the biochemical and biomechanical cues needed for tissue growth 
are inherently present. One recent study is focused on repairing defect sites by inserting 
autologous or allogenic cells or tissue into the defect site and then covering it with a peri-
osteal flap.91 Other proposed solution methods include a functional insert that can restore 
mechanical function but does not regenerate tissue,92,93 and using synthesized polymers, 
such as hydrogels, that can transition from a fluid to a fixed gel in vivo.94,95

20.4 Ligaments and Tendons

Ligaments connect two or more bones, whereas tendons connect muscle tissue to bone. 
Ligaments are primarily for the stabilization of joints, whereas tendons are important for 
muscle-directed movement. Both ligaments and tendons fall under the category of soft con-
nective tissues. As most connective tissues have a similar composition, and therefore similar 
mechanical properties and functions, both tissues will be reviewed together in this section.

20.4.1 Structure and Composition

Connective tissues such as tendons and ligaments are primarily composed of collagen.96 In 
fact, collagen is the most abundant protein in the mammalian body. Specifically, type I col-
lagen is the primary collagen type in these tissues (nearly 80% of dry weight), providing the 
main load-bearing component. Collagen is particularly suited to resist large loads in tension. It 
is fibrous in nature, providing ligaments and tendons with an overall fibrous tissue structure. 
These tissues have a regular fiber orientation in the direction of the commonly applied load.

Tendons and ligaments consist of fascicles of collagen fibers, which largely run parallel 
to one another. The fibers are assembled from fibrils, which are 0.02 to 0.20 μm in diameter. 
Fibrils are broken down into the smaller subcomponents, subfibrils and microfibrils, and the 
individual tropocollagen molecule. Single fascicles and groups of fascicles are surrounded 
by sheaths, the former being the endotenon and the latter called the peritenon. Collagen 
bundles are subsequently cross-linked to each other, allowing for increased mechanical 
integrity. As with cartilage, cell density is low.97 These fibroblasts are attached to individual 
collagen bundles and are responsible for the synthesis and propagation of the collagen.

20.4.2 Mechanical Properties

Both tendons and ligaments must withstand very large loads under regular physiologic 
applications. Tendons act to transmit muscular pulls to the skeletal structure. Experiments 
have shown that the tendon stresses can range from 42 to 110 MPa.98,99 Due to muscle 
tone, a small amount of tension is always present in the tendon, ensuring that it is con-
stantly taut even when the muscles are relaxed. Ultimate tensile strength in ligaments is 
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approximately 38 MPa, whereas maximum tensile load is approximately 1700 N.100 Both 
ligaments and tendons must be able to withstand significant amounts of cyclic loading. 
The average healthy individual gets nearly 1.5 million strides per year.101

Ligaments and tendons exhibit viscoelastic behavior and are subjected to the same creep 
and relaxation responses as other viscoelastic tissues. However, this behavior is not as 
pronounced as in cartilage due to less fluid movement through the tissue during loading. 
Figure 20.3 shows a typical stress−strain response of a ligament or tendon. During the 
initial “toe” phase, minimal stresses are produced from relatively high strains, as crimped 
collagen fibers are elongated and straightened. During the “knee” phase, the fibers begin 
to be “recruited” and support the applied load. In the “linear” phase of the response, col-
lagen fibers are fully recruited and bearing the applied load. This phase has the greatest 
increase in stress per unit strain (Figure 20.3).

20.4.3 Damage/Degeneration Mechanisms

The most common tissue injuries to ligaments and tendons are lacerations (partial thickness 
tears), ruptures (full thickness tears), and inflammation. These may be caused by a singular 
macrotrauma or progressive microtrauma, which itself is due to overuse.102 The number of 
overuse injuries in the United States is estimated to be approximately 30% to 50% of all sports-
related injuries.103 Overuse injuries are a result of repetitive microtrauma caused by repeated 
exposure to forces whose magnitudes would not lead to failure in an isolated incident.102

As with most biological tissues, changes due to aging increase the likelihood of injury 
and reduce the effectiveness of normal biological healing mechanisms. Collagen con-
tent decreases as an individual ages.1 With this reduction in collagen comes an associ-
ated decrease in mechanical strength of the tissue. This, combined with an already high 
incidence of ligament/tendon injuries (e.g., there are between an estimated 60,000 and 
150,000 anterior cruciate ligament (ACL) reconstruction surgeries performed each year in 
the United States, amounting to more than $2 billion in medical expenses),104 represents a 
significant problem for clinicians and engineers.
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FIGURE 20.3
Typical stress–strain behavior of a tendon, subjected to uniaxial tension at 0.01%/s.
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20.4.4 Current Clinical Solutions

A number of clinical remedies exist for the treatment of damaged ligaments or tendons. As 
mentioned previously, these tissues have low vascularization and so also have a limited 
capacity to heal.105,106 For this reason, a simple suture procedure can often be ineffective. 
The other traditional surgical route is the use of grafts, either autogenic or allogenic.108 
Like cartilage, these grafts are advantageous in that they inherently possess the desired 
mechanical properties and promote cell proliferation. However, both approaches present 
some key disadvantages as well, including donor site morbidity and an added surgical 
site for autografts and an increased risk of disease transmission and immune response for 
allografts.

20.4.5 Emerging Technologies

As is the trend with most biomaterials, current research is investigating if the shortcom-
ings of present solution methods can be overcome by biodegradable or absorbable poly-
mers. These polymer grafts must be comparable to the natural tissue. Namely, they must 
be biocompatible, have a similar fatigue life cycle to that of natural tendon/ligament, and 
be resistant to creep behavior. Additionally, these materials should ideally degrade at the 
rate of natural tissue ingrowth to eliminate the problem of stress shielding and must pro-
mote tissue integration.108

Commonly chosen synthetic polymers for this application are PLA and polycaprolac-
tone (PCL). PLA has been widely used in ACL devices as it degrades completely into lactic 
acid within ten months to four years depending on crystallinity, molecular weight, shape, 
and implantation site.109 PCL has an even slower degradation rate and is often combined 
with PLA to reduce its brittle nature in slow-degrading devices. Silk, a natural polymer, 
has also been proposed for ligament and tendon repair due to its biocompatibility, slow 
degradation, and high tensile strength. Silk fibers lose the majority of their tensile strength 
only after one year in vivo.110

Braiding and twisting of fibers are the most common techniques for synthetic graft pro-
duction. Their design allows them to be conformable and also shear-resistant. The com-
posite architecture should be designed to accurately mimic the biomechanical profile and 
mechanical properties of the tissue.111,112 Another consideration for the tissue-engineered 
scaffold is pore size. A minimum pore diameter of 150 μm is suggested for bone ingrowth 
and 200 to 250 μm for soft tissue ingrowth.113 These pores increase the overall surface 
area for cell attachment, which, in turn, can enhance the regenerative properties of the 
implant by allowing tissue ingrowth into the interior of the matrix.111 Overall, fabrication 
parameters, such as braiding and twisting angles, fiber diameter, and material selection, 
can greatly affect both the architecture of the graft, in terms of pore size and surface area, 
and mechanical properties under tensile load.

20.5 Spine and Intervertebral Disc

The spine is responsible for transferring loads from the head and trunk, along with any 
externally applied loads, to the pelvis. It is also important for the movement and flexibil-
ity of the upper body and is critical in the protection of the spinal cord from injury due 



572 Orthopaedic Biomechanics

to trauma and excessive motion.114 Injury, disease, and aging can affect the spine’s ability 
to perform these essential functions. Often, this results in back pain, which represents a 
major problem in the health industry. More than 60% of the population experience back 
pain throughout their lifetime,115 and this alone accounts for 2% of all physician visits.116 
There is a large research community investigating the spine, attempting to gain further 
knowledge.

20.5.1 Anatomy and Biomechanics

The interface between each vertebral body and its adjacent intervertebral disc (IVD) is 
called the endplate. Because the IVD is the largest avascular tissue in the body, all nutrient 
flow is achieved through diffusion and fluid flow,114 for which the primary vehicle is the 
endplate. The endplate is partly cartilaginous and partly bony.

The disc has two distinct regions: the nucleus pulposus (NP) and the annulus fibrosus 
(AF). The composition of these two regions is important for the mechanical behavior of 
the disc and the spine in general. The cellular content of the disc is low; it comprises only 
0.25% of tissue volume.117 The extracellular matrix plays a large role in determining disc 
mechanical properties. The nucleus is a gelatinous structure made mostly of water (nearly 
77% of wet weight). Proteoglycans are the next largest component of the NP, comprising 
14% of disc wet weight. Randomly organized collagen fibers are also present in this area. 
The collagen provides tensile strength, whereas the proteoglycans create a large osmotic 
potential and draw water into the tissue. The annulus serves to contain the nucleus and is 
made up of the same constituents, although collagen represents a much larger portion of 
its dry weight (50%–70%).118 The AF is organized in concentric layers called lamellae. These 
lamellae are made up of type I collagen and are arranged in alternating 30° angles.

The primary loading mode of the spine is compression, with torsion and bending being 
secondary. Most natural movements of the body result in the spine being loaded in some 
combination of these three modes. The vertebral bodies in the anterior column of the spine 
carry most of the applied compressive load. The IVD dissipates much of the energy that is 
transmitted to it. During loading, the NP builds a hydrostatic pressure and expands out-
ward, putting the annulus fibers into radial tension.119

The IVD exhibits viscoelastic tissue properties due to the presence of hydrophilic pro-
teoglycans. During a period of sustained creep loading, the spine can lose 1 to 2 mm 
of height because of the expulsion of water from the discs.120 It is believed that postural 
effects on pain perception and spine mechanics are exaggerated during this period.

20.5.2 Damage and Degeneration

Damage to either the vertebral bodies or the IVD affects the entire spine. In the bony por-
tion of the vertebral column, a traumatic event can result in vertebral body fractures. In 
addition to decreased stability, these fractures can result in increased load transfer to the 
adjoining vertebral bodies.

Within the disc, annular fissures may result from large loads on the spine. Significant fis-
sures can lead to disc herniation, in which the gelatinous nucleus material can be expelled 
through the annular layers and even from the disc itself. The NP travels through the tears 
that have propagated through the thickness of the annulus. If the herniation is directed 
posteriorly, it will often cause spinal cord impingement, which can be a source of great 
pain.
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Aging and associated degenerative changes also pose problems for spinal function. The 
vertebral bodies are subject to osteoporosis, which increases the risk of injuries due to 
trauma or even general use. In elderly patients, overloading can result in a “wedge frac-
ture,” in which the anterior portion of the vertebra collapses.121 In an attempt to compen-
sate, the posterior elements will often stress shield the anterior portion where the fracture 
is located. However, this increased load capacity can lead to an increased risk of injury 
in the neural arch and bony processes. Additionally, the stress shielding at the site of the 
wedge fracture can lead to bone loss at this location, increasing the chance of injury during 
spinal flexion.122

Increased bone loss directly affects the IVD in two ways. First, a loss of bone will limit 
the nutrient transport to the disc via the endplates. Because the IVD is avascular, this 
mode of attaining nutrients is vitally important for the tissue. Second, osteoporosis will 
lead to increased stresses being transferred to the disc, increasing the risk of catastrophic 
damage to that region.123

Disc degeneration is a major clinical issue. Although the pathways of disc degeneration 
are not fully understood, investigators point to a decreased uptake of nutrients through 
the endplate in combination with cumulative mechanical damage over time as the primary 
factors. A degenerated IVD has less collagen and proteoglycan content than a healthy one, 
particularly in the NP. This has an effect on the load-bearing behavior of the disc, reduc-
ing its water content and making the NP less gel-like and more fibrous.124 As a result, the 
disc is less capable of dissipating the energy transferred to it and often behaves stiffer. This 
can impact the vertebrae, as they retain more of the applied load. Progressive disc degen-
eration can also lead to changes in stress concentrations in the AF and endplate (Figure 
20.4).123
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FIGURE 20.4
(See color insert.) Representative stress profiles for a young adult disc (top), old disc (middle), and degenerated 
disc (bottom). Stress concentrations increase with age and become large with degeneration. P, posterior; A, 
anterior. Photographs show midsagittal sections of corresponding similar discs. (Reprinted from Adams, M.A. 
et al., Copyright 2009, with permission from Elsevier.138)
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20.5.3 Current Solutions

Common surgical interventions for the spine and IVD are spinal fusion and total disc 
arthroplasty (TDA). For patients suffering from discogenic pain, herniations, or vertebral 
body fractures, a spinal fusion technique is often the proposed solution. Interbody fusion 
is used when the IVD is the cause of pain and discomfort. The procedure involves the 
disc in question being completely removed and having a bone graft placed in between the 
vertebrae in the now-unoccupied space. Spinal fusion surgery uses several devices includ-
ing vertebral cages, in which the bone graft is inserted, and screws and wires to provide 
stability.125

Selection of materials for this application is as varied as it is paramount. The vertebral 
cage structure is of particular importance, as it will bear a significant amount of load and 
must not allow for stress shielding in the inferior or superior sections of the spine. Metals 
are typically used as the material for vertebral cages. Pure titanium and Ti alloys, as well as 
cobalt chrome, have been used in some devices. These designs are typically threaded and 
have a UHMWPE cap at each end. The UHMWPE caps are designed to contain the bone 
grafts within the hollow metal cage and prohibit adhesion to surrounding nerves and blood 
vessels. Titanium has the mechanical strength to satisfy the load-bearing requirement of the 
device, whereas its threaded structure provides stability to the implant. These constructs, 
however, are subject to fatigue failure if the bone graft does not fuse to the vertebrae and 
the metal’s high modulus can still lead to stress shielding in adjacent sections of the spine.125 
Cobalt chrome has also been implemented as a porous metal in spinal surgery.126 However, 
these designs have experienced problems with metal ion release, which can increase pain 
and also cause implant loosening and local bone resorption at the implant site.127

More recently, composite materials have been used in spinal cages to address the draw-
backs of their metal counterparts. Polyaryletherketones (PAEKs) are in a family of high-
temperature thermoplastic polymers that have been widely used in spinal fusion cage 
applications since their introduction in the 1990s.128 The chemical structure of PAEKs 
allows for customization of the material and mechanical properties with the use of rein-
forcing agents such as glass and carbon fibers. Devices that use PAEKs are able to modulate 
the material to specifically mimic the properties of bone to adequately support physiologic 
loads in the spine without stress shielding.

The induced rigidity and abnormal curvature that can result from spinal fusion surger-
ies have spurred the need for the development of a fusion system whose rigidity decreases 
with time. Bioresorbable materials can provide the desired effect. Resorbable cages have 
stiffnesses comparable to those of bone, are radiolucent, and resorb over time, leaving 
the scaffold and allowing bone ingrowth.129 These cages provide the additional benefit of 
eliminating the need for an additional surgery for implant removal. The most commonly 
used biodegradable materials are PLA and poly(glycolic acid) along with their isomers 
and copolymers. Because the chemical backbones of these polymers are hydrolytically 
unstable, their chains degrade when placed in the aqueous environment of the human 
body. Resorbable PLA cages have performed well in comparison with Ti cages in clini-
cal studies. One such study showed that the PLA cages maintained 90% of their initial 
strength after six months, decreasing slowly to 70% after nine months, and then continue 
to be absorbed after two years.130 Gradual resorption of the cage material allows for the 
fusion to gradually assume the role of structural support and potentially improve the suc-
cess rate of fusion surgeries.

Nevertheless, spinal fusion has its limitations, which include morbidity of the har-
vested bone graft, accelerated degeneration of adjacent level discs, and long postoperative 
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recuperation times.131 The use of TDA for the treatment of isolated degenerative discs 
and associated spinal problems has increased in popularity in recent years. The proce-
dure eliminates the problematic disc while attempting to preserve the range of motion.133 
Stainless steel, cobalt-chromium alloys, and titanium alloys are the most common materi-
als for the TDA prosthesis endplate. The prosthetic endplate interfaces with the bone via 
screws, fins, or serrations. Secure attachment is facilitated by producing a rough surface on 
the metal to facilitate bony ingrowth, as well as the use of titanium spray, calcium sulfate, 
or HA coatings.132

The choice of material for the bearing surface of the TDA device must be carefully con-
sidered. The material is expected to last for at least 85 million cycles without significant 
degeneration,133 have high wear resistance, and have a low immunologic response to its 
wear particles. For this application, UHMWPE is often the material of choice. The polymer 
is often formed in a convex shape and articulates with a concave metal surface.

20.5.4 Emerging Solutions and Future Directions

The current trend in spinal surgical treatments is toward less invasive and destructive pro-
cedures. Additionally, it is desired to be able to intervene earlier in the disc degenerative 
cascade so that spinal fusion and TDA are unnecessary. Toward this end, researchers are 
investigating the usage of hydrogels for NP replacement.134–137 These hydrogels could be 
implanted or simply injected into the disc and would help restore the tissue to its normal, 
healthy properties. This field of research is very new, and many different materials are 
being explored and analyzed. Examples include biodegradable gelatin, poly(ethylene gly-
col), and even CS-based hydrogels. CS-based hydrogels are of particular interest because 
they allow for the creation of a biomimetic material and because the NP is naturally made 
up of proteoglycans containing CS. This biomimetic polymer, which could be designed to 
be enzymatically resistant, would solve the issue of the breakdown and subsequent loss of 
aggrecan and CS within the disc.

Although the development and use of biocompatible materials for clinical applications 
have been occurring for decades, this is still very much an emerging field. There is still a 
great deal to be investigated and understood regarding the use of absorbable polymers to 
aid with tissue regeneration or the creation of polymers that can replace damaged tissue 
and restore normal function. The latter issue is of particular importance because device 
lifetimes of 10 to 20 years may no longer be suitable for the growing size of the aging 
population. The advancement of the field of biomaterials can also have a great effect on 
reducing the invasiveness of surgical procedures and the frequency with which such pro-
cedures need to be performed. Of particular importance is the desire to reduce the number 
of secondary or revision surgeries. Addressing these challenges is the overall goal for the 
future activities of researchers in clinical biomaterials.
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21
Prosthetics and Orthotics

Aaron K. L. Leung and Winson C. C. Lee

21.1 Prosthetics and Orthotics

Prostheses and orthoses are used by people with physical disabilities to substitute for or 
assist with the functions of their affected limb or trunk segments. For the design of pros-
thetic and orthotic devices, the transmission of forces between the anatomical segment 
and the device, the distribution of pressure between the human–device interface, as well 
as the structure and material properties of the device need to be carefully considered.

This chapter starts with an introduction describing the relationships among prosthetic 
socket design, socket–limb interface pressure, and comfort in prosthetics intervention. It 
then proceeds to review residual limb pain, the effects of mechanical stress, and pros-
thetic socket design. Experimental measurement and prediction of interface pressure and 
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prosthetic shank flexibility using a finite-element (FE) modeling method are also dis-
cussed. Then, the biomechanical consideration for the use of advanced osseointegrated 
prosthetics is addressed. After that foundation, the second part of the chapter focuses 
on orthotics. This starts with a general description on the classification, requirements, 
and objectives of orthotic intervention. Following a regional approach, the biomechanical 
functions, including the strength and flexibility of various designs of orthotic interven-
tions (from foot to hip levels for common pathological conditions), are discussed.

21.2 Prosthetics

There have been significant advancements in prosthetic components in the last two decades. 
By incorporating appropriate composite materials of carefully designed geometries, pros-
thetic feet can now store energy at heel strike and release the energy at terminal stance in 
an attempt to compensate for the loss of the active ankle joint motions. Some prosthetic 
designs use electric sensors to monitor the movements of the amputees and give signals to 
the prosthetic knee and ankle for appropriate motions. However, the most advanced pros-
thetic feet and knee do not ensure a successful prosthetic fit. A prosthesis cannot function 
if the interface between the prosthesis and the body limb segment is not well considered. 
A prosthetic socket is part of the prosthesis that contacts with human skin. Its design 
determines whether discomfort and pain are produced. This section introduces the state-
of-the-art research in prosthetic biomechanics, with a focus on the lower limb. It looks into 
the mechanics at the socket–limb interface and residual limb pain, which can result from 
the unreasonably high stress applied at the interface.

21.2.1 Prosthetics, Prosthetic Socket, Interface Stress, and Comfort

There are millions of people globally who have had amputations. Most involve the lower 
limb at the transtibial level.1,2 Amputation can happen at any age. Traumatic accidents, 
tumor, and infection are the major causes of amputations. Diabetes mellitus can lead to 
vascular disease, which is also one of the main causes of lower-limb amputation; there is a 
decreasing trend in the mean age of people suffering from diabetes mellitus. In addition, 
some babies are born with the absence of parts of the limbs as a congenital deficiency. 
Prosthetic replacement is one of the most significant rehabilitation programs for those who 
have lost their limbs.

The major function of an upper-limb prosthesis is to perform grasping. A mechanical 
upper-limb prosthesis requires body power (e.g., shoulder flexion) through harnessing 
to produce the desired controls and motions (e.g., prosthetic hand opening and closing). 
More advanced prostheses use electric signals (such as electromyographic signals) to con-
trol different components of the tasks. The main function of a lower-limb prosthesis is to 
restore walking. The prosthesis should be able to support the entire bodyweight, requiring 
that attention be paid to the distribution of mechanical stresses between the prosthesis 
and the residual limb.

A prosthesis should be comfortable to ensure that the amputee does not give up on the 
use of the prosthesis easily. To provide comfort, there should be an efficient transfer of 
mechanical stresses to the residual limb through the prosthetic socket. The socket of a 
lower-limb prosthesis is designed to support the bodyweight of an amputee by applying a 
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reasonable amount of stress to the residual limb. The shape of a prosthetic socket is not an 
exact replica of the residual limb but is modified so that the mechanical stresses are trans-
ferred to the residual limb efficiently. In doing so, the nonuniform thickness of the soft 
tissue and the difference in pain tolerance among different regions of the residual limb 
are managed. The following sections discuss the relationships among prosthetic design, 
mechanical stresses developed at the socket–limb interface, and pain. The focus will be on 
prostheses for amputations at the transtibial level due to the large percentage of amputees 
at this level.

21.2.2 Phantom and Residual Limb Pain

Pain is an unpleasant sensory experience associated with actual or potential tissue dam-
age. It is common that individuals with acquired amputation experience pain. The loca-
tions of pain in amputees are commonly described as the phantom limb and the residual 
limb. Phantom limb pain is a painful sensation perceived in the region of the missing 
limb. Commonly, pain in the amputated portion of the limb is similar to the pain per-
ceived in the limb before amputation,3–5 and the pain site is primarily localized to the 
distal part of the missing limb.6 This kind of pain is not related to mechanical stresses. It 
has been suggested that phantom pain is caused by the central nervous system misinter-
preting impulses generated from the residual limb as originating from the missing limb.7 
Psychological factors and the degree of blood flow to the residual limb may also play a role.

Residual limb pain is different from phantom limb pain in that the pain site is at the 
residual limb as opposed to the phantom limb, which is perceived in the missing portion of 
the limb. Although residual limb pain is less frequent, those who have this pain experience 
it for longer periods, at a greater level of intensity, and with a greater amount of interfer-
ence in their daily lifestyles than amputees who were experiencing phantom limb pain.8 
Residual limb pain can usually be explained biomechanically. Improper prosthetic fitting 
is one of the major causes of limb pain.9,10 This occurs when the prosthesis applies intoler-
able pressure to the residual limb.

21.2.3 Residual Limb Pain and Mechanical Stresses

Pain tolerance in the context of prosthetics refers to the maximum average pressure the 
residual limb can tolerate without excessive effort. Pain tolerance can be measured by 
using a simple indentation method (Figure 21.1). In such measurements, force is applied to 
the test regions perpendicular to the skin surface through a flat-ended indenting material 
connected to a mechanical force transducer until it cannot be tolerated, and it is stopped 
when directed by the recipient.

Different regions of the residual limbs can be tested for pain. A study of eight transtibial 
amputees revealed that the areas of the midpatellar tendon (MPT) and medial tibial flare 
tolerated the highest amounts of pressure, whereas the distal end of the fibula tolerated 
the least amount of pressure.11 This quantitative finding is consistent with the qualita-
tive description of Radcliff and Foort.12 Therefore, a patellar tendon–bearing (PTB) socket 
(detailed later in Section 21.2.4) is designed to have undercuts at the MPT and medial tibial 
flare regions, which relieves pressure at the distal end (Figure 21.2).

As far as other test regions are concerned, the soft-tissue regions, including the medial 
and lateral regions’ tibial muscles, the midshank of the fibula, and the popliteal muscles, 
have lower pain tolerances than the thin-skin regions, including the tibial tuberosity, the 
fibular head, the medial tibial flare, and the midtibial crest (Table 21.1). This is in line with 
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FIGURE 21.1
(See color insert.) Mechanical force transducer used to measure the force applied to the residual limb in the 
indentation test.

Medial
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FIGURE 21.2
Typical patellar tendon–bearing (PTB) socket.

TABLE 21.1

Pain Tolerances of Different Regions of the Residual Limb

“Thin-Skin” Regions Pain Tolerance (MPa) “Soft Tissue” Regions Pain Tolerance (MPa)

Tibial tuberosity 0.75 ± 0.24 Anteromedial tibia 0.60 ± 0.14
Fibular head 0.67 ± 0.23 Midshaft of fibula 0.54 ± 0.18
Medial tibial flare 0.67 ± 0.20 Popliteal muscle 0.51 ± 0.19
Midtibial crest 0.63 ± 0.20 Anterolateral tibia 0.48 ± 0.13
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the design of the PTB socket. Undercuts and reliefs of the PTB socket are described in terms 
of displacements instead of force and pressure; for example, about 5 mm of relief is usually 
suggested for the socket at the fibular head region. Because the mechanical properties of 
the bony regions with the thin layer of soft tissue are much stiffer than the fleshy regions 
covered with the thicker soft tissue, for a given magnitude of undercut displacement, the 
stress produced in the thin-skin regions would be greater than that in the fleshy regions. 
Although the fleshy regions have a lower pain tolerance, they can tolerate displacement 
better than thin-skinned regions without pressure significantly shooting up. It is the basic 
principle of the PTB socket to allow more deformation to be applied at regions with more 
soft tissue and less deformation at regions with a thin layer of soft tissue.

With the same indentation method and the eight transtibial amputees,11 each region was 
tested with two different indenters—Pelite and polypropylene. Pelite is a relatively soft 
material that is often used as a liner at the socket–residual limb interface, and polypro-
pylene is a thermoplastic material commonly used for the fabrication of prosthetic sockets 
and orthoses. It was found that each region tolerated significantly higher loads with the 
softer indenting material (Pelite) than the harder material (polypropylene). This explains 
why the use of a Pelite prosthetic liner can improve comfort; the softer Pelite indenting 
material has the ability to deform when loading is applied. The deformation can reduce 
the peak tissue stress by increasing the contact area with the tissue. The effects of the 
sharp edge of the indenting material could also be attenuated by the deformability of the 
Pelite. The relatively stiff polypropylene indenter, however, deforms very little. The stress 
in the soft tissue at the edge of the stiff polypropylene indenter could be several times 
greater than that at the center of the indenter.

Another study of six transtibial amputees showed that the pain tolerance increases 
after walking.13 Amputee subjects were asked to walk at self-selected comfortable walk-
ing speeds on a treadmill. At each trial, they walked for an assigned number of walking 
steps: 500, 1000, 1500, and 2000 steps. The order of the trials was randomized, and an at 
least 30-minute rest period was given to the subjects between trials. Immediately after 
each walking trial, pain tolerance of the residual limbs was measured. It was found that 
the pain tolerance increased as the number of walking steps increased. The pain tolerance 
at 2000 steps was 13.4% significantly higher than that recorded before the walking trials. 
The increase in pain tolerance can be explained by the massage-like effect when the pros-
thetic socket repeatedly applies pressure onto the residual limb during walking. Some 
other studies showed that massage aids venous return, relaxes musculature, and relieves 
tension throughout the body, which helps relieve pain.14 Noting the potential pain-relief 
ability, gentle tapping to the distal end and massage over the residual limb have been the 
therapeutic interventions for amputees with residual limb pain. Some studies also suggest 
that exercise causes the secretion of endorphins, which may reduce pain.15

21.2.4 Prosthetic Design and Mechanical Stress

21.2.4.1 Basic Socket Design

A PTB transtibial socket (Figure 21.2) deforms areas that are deformation-tolerant and pro-
vides relief to some pressure-sensitive areas.12 The transtibial residual limb has several areas 
that are covered by a thin layer of soft tissues. These areas include the patella, tibial crest, 
fibular head, and tibial and fibular distal ends. If these thin-skin areas are compressed, high 
stresses are produced. To reduce the chance of pain and skin breakdown, a PTB socket is 
designed to provide relief to these areas. Reliefs are also made at the hamstring tendons 
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and the peroneal nerve that passes the neck of the fibula. Both areas cannot tolerate high 
pressure. Stress reduction to these areas has to be achieved by redistributing the stress to 
other areas that have to bear higher stresses. A PTB socket has some undercuts at the areas 
of the patellar ligament and medial tibial flare, which are the major weight-bearing areas. 
Undercuts are also created at the areas of the posterior calf muscles, medial shaft of the 
tibia, and lateral shaft of the fibula, which are covered by a thicker layer of soft tissues.

21.2.4.2  Experimental Measurement of Prosthetic Socket–Residual Limb Interface Stresses

Pressure sensors can be used to directly measure the socket–limb interface stresses. Two 
measurement techniques have been used: (1) thin sensors are placed between the skin 
surface and the socket, and (2) holes are drilled at the socket and sensors are positioned 
through the socket. Previous studies have documented the changes in the socket–limb 
interface pressure due to fluctuations of the limb volume and under different alignments, 
cadence, walking tasks, and distal prosthetic components. The accuracy of the measure-
ment depends on the size and type of the sensors, calibration methods, and the consider-
ation of the viscoelastic properties of the soft tissue, as well as the sensors. The maximum 
pressure applied from a PTB socket during walking is usually less than 220 kPa. Very low 
pressure is recorded at the bony prominence, hamstring tendons, and the distal end of the 
residual limb where there is little physical contact with the socket.

21.2.4.3 Computational Finite-Element Modeling

FE analysis divides large and complex structures into small elements of simple shapes. 
Classic mechanics equations are used to describe the force and displacement of each ele-
ment. The behavior of the entire structure can then be calculated by combining the equa-
tions. Some commercial software packages are available that enable users to build a model 
in a computer environment and compute the mechanical stress upon application of loads 
using FE analysis.

In lower-limb prosthetics, FE modeling has been used to study the effects of the shapes 
and the material properties of the socket,16–18 the materials of the liners,18,19 prosthetic align-
ment,17,20 residual limb geometry,18 and frictional properties at the interface21 on the stress 
distribution over the residual limb. Attempts have also been made to use FE models to 
perform real-time stress analyses of the soft tissues and to evaluate the fit of a prosthetic 
socket by comparing the socket–limb interface pressure with the pressure tolerance of dif-
ferent regions of the limb.

FE analysis has advantages over experimental tests in that pressure, shear stress, and 
motions can be analyzed over the entire structure, and parametric analysis can be performed 
efficiently. However, the accuracy of model predictions depends on the geometrical repre-
sentation of the residual limb and the socket, mechanical properties, and load assignments, 
as well as the simulation techniques used for the contact between the limb and the socket.

21.2.4.4 Processes of Creating an Finite-Element Model 
to Study Socket–Limb Interface Stresses

Three steps are required in establishing the FE models: (1) Geometries of the residual limb 
and the prosthetic socket must be obtained. Computed tomography and magnetic reso-
nance imaging (MRI) can be used to obtain the geometry of the internal bones and the 
residual limb surfaces of an individual amputee. In earlier days, a less expensive method 
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using biplanar X-ray to obtain the bones and a digitized loose-wrap cast to obtain the 
residual limb surface were employed. Anthropometric data from the literature have also 
been used.22,23 Geometries of the prosthetic socket can be created by using appropriate 
computer-aided design (CAD) software; (2) Material properties must be assigned. Bones 
and prosthetic sockets are usually assigned by a Young’s modulus and a Poisson ratio 
based on previous measurements or values in the literature. They are sometimes assumed 
to be rigid and fixed bodies. Regarding soft tissues, many previous models assumed it 
to be elastic, isotropic, homogeneous materials to reduce the complexity of the model; 
and (3) Loading profiles and contact characteristics are assigned. Loading has been either 
applied to the proximal end of the femur with the socket fixed or applied to the distal end 
of the socket with all of the bones and upper end of the soft tissue fixed. The force data 
are based on those obtained from force platforms, strain-gauge instrumented pylons, or 
approximated from the bodyweight of the subject. Some earlier models assumed that the 
residual limb and the prosthetic socket were tied together, where slip and separation at 
the socket–residual limb interface were not allowed.17,20 This is unrealistic but saves com-
putational time for a model simulation. More recent models separated the two structures. 
They allow sliding between the prosthetic socket and the residual limb24,25; the coefficient 
of friction at the interface between the socket and the limb was defined. If the shear force 
exceeds the frictional force, sliding occurs.

21.2.4.5  Using an Finite-Element Model to Investigate Effects of 
Shank Flexibility on Socket–Limb Interface Stress

Conventionally, a transtibial prosthesis is composed of a prosthetic socket and a prosthetic 
foot that is attached rigidly by means of a metal pylon and some adaptors (Figure 21.3). 
This is the most common approach that has been in use for more than 50 years. Another 
approach is to fabricate the socket together with the shank out of one piece of a high-
temperature thermoplastic material (Figure 21.3). The thermoplastic prosthesis is called a 
“monolimb.” It is far less commonly used due to concerns about durability. In addition, the 

(a) (b)

FIGURE 21.3
(See color insert.) A monolimb in which the socket and the shank are formed by one piece of thermoplastic (a), 
and a conventional transtibial prosthesis in which the shank and the foot are connected by a metal shank (b).
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exchange of prosthetic components is not allowed. However, the flexibility of the shank 
can be tailored. Reducing the material thickness and the cross-sectional area of the shank 
would increase its flexibility. This could potentially compensate for the lost ankle motions. 
The shank flexibility might also reduce the mechanical stress applied to the residual limb 
because the shank deformation can absorb some energy.

An FE model was created to study the effect of shank flexibility on the prosthetic socket–
residual limb interface stress. In this FE model,24,25 the geometries of the bones and soft 
tissues were obtained by MRI of a transtibial amputee. The geometry of the prosthesis 
was prepared from CAD software; a PTB socket was used. Different geometries of shanks 
were created (Figure 21.4), giving different degrees of shank flexibility. A commercial soft-
ware package for FE analysis was used. An FE mesh with three-dimensional (3D) tetra-
hedral elements was assigned. The number of elements assigned varied among different 
monolimb designs ranging from 37,836 to 38,565. Appropriate material properties were 
assigned, with the Young’s modulus of 200 kPa for soft tissues and 1500 MPa for the mono-
limb structure, as well as a Poisson ratio of 0.45 for soft tissues and 0.3 for the monolimb. 
The prosthetic foot was partitioned into a keel region and a surrounding rubber foam and 
was assigned Young’s moduli of 700 and 5 MPa, respectively.

The four bones were given fixed boundaries. External loading was applied at the plantar 
surface of the prosthetic foot according to gait analysis data of the same amputee to simu-
late heel strike of the gait.24,25 A coefficient of friction (μ) of 0.5 was assigned for the socket–
limb interface. Sliding was allowed only when the shear stress at the interface exceeded 
the critical shear stress value τ > τcrit = μp, where p is the value of normal stress. The analy-
sis was performed with different shank designs of the monolimb as shown in Figure 21.4.

Shank flexibilities were altered by changing the cross-sectional geometry of the shank. 
For the monolimb design A (Figure 21.4), the prosthetic foot dorsiflexed to 4.2° at heel off. 
Reducing the anteroposterior dimension of the shank at the distal end (design B; Figure 
21.4) led to increases in the flexibility of the shank. The foot dorsiflexed to 16.3° at heel off 
in the monolimb design B.

As expected, high pressures fell on the MPT, anterolateral tibia, anteromedial tibia, 
and popliteal depression regions, where socket undercuts were made. The peak stress 
values at those four critical regions were different when different shank designs were 
used. Increases in shank flexibility tended to lead to general decreases in the peak stresses 
applied to the residual limb. For example, the pressure applied at the patellar tendon areas 

Design A Design B

Posterior Anterior

Uniform cross section of the
shank

Uniform cross section of the
shank

48 mm

48 mm

28 mm

FIGURE 21.4
Two different shank designs analyzed using FE model.
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was reduced from 350 to 230 kPa when switching from design A to design B. The trend 
could be explained when considering energy. Deformation of the prosthesis absorbs some 
energy, causing the reduction of the energy to actually be transferred to the residual limb. 
The magnitude of the stresses applied onto the skin surface of the residual limb is related 
to the comfort perceived by the amputees. A subsequent gait analysis26 revealed that sub-
jects perceived greater comfort when using a prosthesis with a more flexible shank.

21.2.5 Advancement of Lower-Limb Prostheses—Osseointegration

Researchers are developing a surgical technique that allows a prosthesis to be directly 
anchored to the bone. The technique is called “osseointegration.” The anchorage relies on 
a fixation system that includes a titanium implant and an abutment.27 The proximal end of 
the abutment is directly attached to the implant, and it protrudes through the soft tissue that 
allows the attachment of the external prosthesis. The absence of a prosthetic socket can alle-
viate residual limb pain.28 Amputees using transfemoral osseointegrated prostheses exhibit 
a greater range of hip motion and report better sitting comfort.29 They also have improved 
sensory feedback.27 There are over 90 transfemoral amputees in the world that are fitted with 
osseointegrated fixation developed by Dr. R. Branemark. They have had complications in 
using a socket-type prosthesis due to short residual limbs and soft tissue problems.27

Those who use osseointegrated prostheses have to complete a long rehabilitation pro-
cess so that the bone can tolerate the load during walking. Mechanical failures of the abut-
ment sometimes occur after extended use or accidental application of high magnitude of 
load.28 Loosening of the implants after long-term usage also may be an issue due to stress 
shielding that triggers bone resorption, but the very strong bonding between the titanium 
implant and the bone may also prevent this from happening. The above-mentioned factors 
are mechanically related. Biomechanists have measured the 3D loads applied at the abut-
ment during various activities, including walking upstairs, downstairs, up and down an 
incline, and around a circle.30,31 Attempts have also been made to use these measured data, 
together with computational FE modeling, to analyze the stresses transferred to the bone.32

21.3 Orthotics

Orthoses are classified by the International Organization for Standardization according 
to the body parts to which the orthoses are applied. Related orthotic components or parts 
can be generally divided into interface materials, connectors, structural components, and 
exterior materials.33

Orthoses are classified as follows:

 1. Lower-limb orthoses include foot orthosis (FO), ankle–foot orthosis (AFO), knee 
orthosis (KO), knee–ankle–foot orthosis (KAFO), hip orthosis, and hip–knee–
ankle–foot orthosis (HKAFO).

 2. Upper limb orthoses include hand orthosis, wrist–hand orthosis, elbow orthosis, 
elbow–wrist–hand orthosis, shoulder orthosis, and shoulder–elbow–wrist–hand 
orthosis.
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 3. Spinal orthoses include cervical orthosis, cervicothoracic orthosis, cervicothoraco-
lumbosacral orthosis, thoracolumbosarcal orthosis, and lumbosacral orthosis.

The functional requirements of these orthoses include the following:34

 1. To prevent, reduce, or stabilize a deformity
 2. To modify the range of motion (ROM) of a joint
 3. To add to the length, or alter the shape, of a segment
 4. To compensate for weak muscle activity or to control muscle hyperactivity
 5. To reduce or redistribute the load on tissues

An orthosis, through one or more of the functions listed above, achieves the following 
objectives:34

 1. Relieve pain
 2. Manage deformities
 3. Prevent an excessive range of joint motions
 4. Increase the range of joint motions
 5. Compensate for abnormalities of segment length or shape
 6. Manage abnormal neuromuscular functions
 7. Protect tissues
 8. Promote healing
 9. Promote other effects such as placebo, provide warmth, and offer positional 

feedback

Because lower-limb orthoses are most commonly used, this discussion will focus on 
information related to lower-limb orthotics.

Orthoses apply a three-point pressure control system or a ground reaction force (GRF) 
control system to maintain anatomical joints in a correct position. In a three-point pressure 
control system, an orthosis stops or resists the rotation of two body segments about their 
shared point of rotation. Two forces are applied at the free end of a limb segment, and both 
are opposed by a third force applied at the point of rotation. A variation of the three-point 
pressure control, which is more often used in orthotic practice, is the four-point pressure 
system35 in which the central force is separated into two forces. The four-point pressure 
system also produces the required bending moment but without inducing an undesired 
shearing stress.

When the foot or the orthosis/shoe combination comes in contact with the ground, a 
GRF is applied to the lower extremity by the ground. This produces moments about the 
anatomical joints. The resulting motion at the anatomical joints depends on the position 
of the line of action of the GRF and the movement available at the anatomical joints. If the 
line of action of the GRF goes through the anatomical joint, then no moment or rotational 
motion will be created about that joint. If the line of action of the GRF is aligned to one 
side of the anatomical joint, then a moment is created about the joint. In that case, the GRF 
rotates the segment about the joint unless it is restricted by counteracting moments from 
the muscles, ligaments, bony blocks, or other structures. During the swing phase of walk-
ing, the foot and orthosis do not touch the ground and no GRF is generated.
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21.3.1 Foot Orthoses

An FO is a mechanical device that applies force or pressure through soft tissue to the bony 
structure to treat various foot and foot-related problems, such as flatfoot, clubfoot, hallux 
valgus, plantar fasciitis, callus formation, and foot ulcers. The functions of FOs include 
the following: (1) redirection of forces passing through the foot structure, (2) increase of 
total contact area, and (3) redistribution of the interface pressure between the foot and the 
orthoses. FOs can be divided into two basic categories: corrective and accommodative. 
They can be used to relieve pain, increase heel cushion, correct flexible deformity, increase 
foot stability, and prevent skin breakdowns such as ulcerations.

The triplanar axis of the subtalar joint forms an angle with all three cardinal planes.36 
The triplanar motions that occur at the subtalar joint are called pronation and supination. 
Wright et al.37 defined the neutral position of the subtalar joints as the relaxed standing 
foot posture (RSFP) when the subject was standing relaxed with the knees fully extended, 
the arms at the sides, feet 6 in. apart, and with a comfortable amount of toeing-out. Root et 
al.38 defined the subtalar joint neutral position (SJNP) as neither pronated nor supinated. 
McPoil and Cornwall redefined the “neutral” position of the subtalar joint during a walk-
ing cycle as the RSFP, which had an average value of 3.64° in eversion, rather than the 
SJNP.39 The average time to maximum pronation occurred at 37.9% of the gait cycle. The 
mean path of subtalar joint motion during the first 60% of the walking cycle occurred 
between the static angles measured at the RSFP and single leg standing.40 The SJNP should 
not be the aim of orthotic intervention because the neutral position of the subtalar joint 
occurred at 66% and 74% of the gait cycle and was supinated.41

“Posted orthosis” refers to the use of wedges added or posted under the forefoot or the 
hindfoot to prevent abnormal pronation of the subtalar joint. This is de-emphasized, and 
total contact approach FO is an effective way to control pronation.42 The medial surface con-
tour of the orthosis must stabilize the medial apical bony structure of the arch.43 The orthosis 
should also transmit load through the lateral support structures of the foot, locking the cal-
caneocuboid joint and decreasing strain in the plantar aponeurosis.44 A nonposted orthosis 
reduces maximum pronation as does a posted orthosis.45 The thermally formed foam plastic 
total plantar contact FO is one of the most commonly used orthoses for patients with struc-
tural foot deformities and neuropathic foot problems such as plantar fasciitis, hallux valgus, 
and diabetic feet. The orthosis is usually applied to redistribute and reduce plantar pressure 
under the heel and the metatarsal regions.46,47 FOs are made with materials of different den-
sities. However, the custom-molded shape rather than the material stiffness of the insoles is 
more important in reducing peak pressure.48 An atypical amount or pattern of loading may 
reflect systemic or localized lower extremity pathology and may serve as an indicator or a 
predictor of further pathology or worsening of the existing pathology.49

Three types of foot shape collection methods are used for the provision of a custom-
made FO. These include (1) the digitizing or scanning approach of computer-aided design 
and computer-aided manufacturing (CAD-CAM) methods, (2) partial weight-bearing 
foam impression, and (3) nonweight-bearing impression or casting. Although the second 
and third approaches are still commonly used, the CAD-CAM method is increasingly 
gaining popularity.

The effects of nonweight-bearing plaster casting, partial weight-bearing foam impres-
sion, nonweight-bearing laser scanning, and partial weight-bearing laser scanning meth-
ods on shape and plantar pressure have been compared.50 However, there is no literature 
to support that the CAD-CAM methods offer better function to patients as compared with 
the traditional means.
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21.3.2 Ankle–Foot Orthoses

AFOs are commonly prescribed to improve the gait of patients with neuromuscular dis-
eases, such as stroke, cerebral palsy, or brain injury. A patient with a spastic ankle joint 
may require an AFO to prevent foot drop, whereas a patient with ankle instability may 
need it for better stability. An understanding of the mechanical properties inherent in the 
design of an AFO, such as flexibility, distribution of force, pressure, and strain, is important 
because it is key in preventing underprescription or overprescription and in providing an 
optimal orthosis for a patient. New generations of AFOs with torsional spring dampers,51 
artificial pneumatic muscles,52 or oil dampers53 have been designed with articulated joints 
to adjust the flexibility. With increased rigidity and depending on various angulations 
at the ankle section of the AFOs, external moments induced by the GRFs influence more 
proximal joints such as the knee and the hip to improve gait and posture. The amount 
of passive ankle joint stiffness and ankle ROM in subjects with various pathologies are 
commonly evaluated manually in the clinical setting. In addition, previous methodolo-
gies have involved the use of various devices in evaluating ankle stiffness and ROM.35,54,55 
These parameters are particularly important for orthotists to assess to enable them to 
determine the mechanical properties required in an AFO design. The mechanical charac-
teristics of an AFO and the physiological characteristics of an anatomical ankle joint need 
to be matched to maximize the benefit from an orthotic intervention.56

Both neural and passive changes contribute to an incremental alteration in ankle joint 
stiffness.57 The neural change may be caused by increased motor neuron excitability, 
whereas the passive change may be due to alterations in the passive mechanical properties 
of the muscle. The neural component of ankle joint stiffness is controlled by the central 
nervous system (CNS) independently from the passive component.58 This control by the 
CNS deteriorates in the affected ankle joint in patients with stroke. If the change in the 
passive component of ankle joint stiffness is related to gait in patients with stroke, then 
the reduction of its stiffness by stretching therapies will result in change in their gait. 
Therefore, it could be hypothesized that an alteration (reduction) in the ankle joint stiff-
ness would result in a demonstrable change (improvement) of certain gait parameters in 
patients with stroke. This may also be equated to a less asymmetric gait pattern between 
the affected and unaffected side. However, comparison of gait velocity between prestatic 
and poststatic stretching or after cyclic stretching treatment has not revealed significant 
differences within or between conditions.59 This may be due to the fact that any improve-
ments in ankle joint stiffness produced by stretching protocols, when measured during 
static non- or semi-weight-bearing conditions, may not be replicated in dynamic ankle 
motion.

AFOs improve gait velocity and balance in patients with stroke.60–62 The use of AFOs 
results in a functional limb–orthosis combination with increased stiffness depending on 
the material used and the trim lines chosen. It is likely that improvement in gait and bal-
ance functions in patients with stroke may be attributed to a more typical sagittal plane 
inclination of the shank during midstance when compared with healthy age-matched 
controls.63,64

Functional analyses of AFO65 have been conducted using either strain gauges to mea-
sure forces acting on an orthosis, gait analysis systems to measure plantar and dorsiflexion 
angles as a parameter of flexibility, experimental AFO to measure the moment generated, 
or in-shoe pressure measurement systems to measure pressure distribution. The advan-
tage of functional analyses is that they capture the combined effect of an AFO and a lower 
limb and incorporate the influence of the interface frictional forces and the viscoelastic 
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properties of a limb on an AFO. However, multiple parameters that originate from human 
factors, such as the type of disease presented or the degree of gait deficiency, would make 
it difficult to synthesize the results to obtain a minimum of predictability in designing 
new AFOs.

Bench analyses have been conducted to investigate the torque–angle or torque–deflec-
tion relationships using a tensiometer, strain gauge, load cell, dial gauge, force plate, or 
muscle training machine.65 Methods used to apply force to an AFO in previous bench 
studies have been generally grouped into two types, either direct application of force to 
a specific area of an orthosis or indirect application of force via a surrogate shank. The 
advantage of conducting bench analyses is that it is easier to control the experimental 
parameters in comparison to functional investigations. However, bench conditions do not 
completely represent the mechanical behavior of an AFO when it is worn during walking 
because the applied force cannot completely mimic the force acting on an AFO during 
ambulation. The flexibility of an AFO has been conventionally computed as torque (Nm) 
versus angle (degrees) or stiffness (Nm per degree). Measurement of flexibility in bench 
analyses has mainly been conducted in the sagittal plane, but measurements in other 
planes have also been attempted.

21.3.3 Knee Orthoses

The knee is the largest and most complex synovial joint, and its principal motions are flex-
ion and extension. The rolling and sliding action of the femoral condyles on the tibial pla-
teau present a continually changing center of rotation. As the bone geometry of the joint is 
incapable of providing stability to the joint, the major stabilizing elements are the fibrous 
tissues surrounding the joint. The joint capsule and ligaments provide the most stabiliza-
tion. On the other hand, injury to the joint capsule or ligaments will produce instability. 
Orthotic devices are generally designed to control or prevent undesirable movement and 
promote a stabilized joint.

The bony articulation surfaces offer token stability. The fibrous structures around the 
joint, with its inherent ligamentous thickenings and the menisci, offer a greater but mod-
est degree of stability. A number of the muscles that cross the knee joint offer some sta-
bility depending on their origin and insertion. The principal stabilizing structures are 
the two collateral and two cruciate ligaments. Knee braces are designed to transfer load. 
Depending on the designs of the leverage systems, they can be applied to prevent instabil-
ity; for example, the designs can prevent abnormal forward translation of the tibia under 
the femur in anterior cruciate ligament injury or valgus deformity due to medial collateral 
ligament deficiency. Polycentric orthotic knee joints are preferred to match with normal 
knee motions to avoid complications such as chronic laxity of the prestressing ligaments.

Prophylactic knee braces aim to limit the strain on the medial cruciate ligament and 
the anterior cruciate ligament by shifting a lateral impact force away from the joint line 
to a more distal or proximal point.66 However, this increases energy expenditure and 
restricts motion. Inferior migration of the brace also limits brace efficacy.67 Rehabilitative 
knee braces are used to manage anterior cruciate ligament, posterior cruciate ligament, 
and medial cruciate ligament injuries with or without surgery. This aims to protect the 
damaged or reconstructed ligaments and allows early immobilization.68 The propriocep-
tive ability of a knee joint is affected after an anterior cruciate ligament reconstruction. 
With the use of a knee brace, proprioception and muscle coordination are enhanced.69 
Functional knee braces are mainly designed for patients with anterior cruciate ligament 
deficiency or a reconstructed knee to participate in sports activities. Although there are 
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some subjective benefits, knee braces cannot control the translation and axial rotation at 
the physiological loads during vigorous exercise.70 The valgus-inducing knee brace has 
been prescribed for osteoarthritis of the knee to reduce pain. The orthosis reduces the 
need for the muscles and ligaments to counteract pathological forces and also reduces 
internal joint forces within the medial compartment.71

21.3.4 Knee–Ankle–Foot Orthoses

A KAFO is required to augment the functions of the foot, ankle, and knee. Conceptually, a 
KAFO is a combination of a KO and an AFO. Sometimes, a distal section is added to a KO 
to prevent distal migration, thereby turning a KO into a KAFO. In other words, KAFOs 
are used in situations in which the forces required to accomplish an established condition 
are too great to be provided by a KO, or where the suspension of a KO may be too difficult 
to achieve. They are also indicated when both ankle and knee stability or weakness is 
present. Most KAFOs consist of proximal and distal arrangements joined by some kind of 
orthotic knee joint and are mainly divided into conventional and cosmetic (thermoformed) 
orthoses. A conventional KAFO can have single or double uprights (otherwise known as 
side members), which may be used to provide control of flexion and extension and lateral 
stability to the knee. The main biomechanical functions controlling motion, namely, free 
and limited motion or a locking action, may be applied to both the knee or the ankle in 
any combination. Double upright KAFOs are still sometimes called long leg calipers. As 
the name implies, cosmetic KAFOs are made of thermoplastic foot and ankle sections and 
thigh arrangements and are usually jointed by steel or duralumin uprights incorporating 
the desired type of orthotic knee joint. They are, for the most part, lighter in weight but are 
more difficult to adjust.

KAFOs are generally prescribed to control or prevent undesirable movement of the knee 
joint. The majority of patients who are prescribed a KAFO have difficulty in maintaining 
an upright position during the stance phase of gait. This may be due to an inability to 
prevent knee flexion because of muscle weakness or to the presence of a combined knee 
and ankle flexion deformity. The deformity may present itself in the coronal plane as genu 
valgum (bow leg) or genu varum (knock knee), or in the sagittal plane as genu recurvatum 
(knee hyperextension). KAFOs may be used to perform a number of biomechanical func-
tions to influence the stability ROM of the knee and ankle joint. The way in which a KAFO 
can affect the function of the knee joint depends on the type of proximal arrangement, the 
materials used, and the type of orthotic knee joint chosen. Various types of orthotic knee 
joints may be used to achieve the required biomechanical function.

The most common orthotic application is to provide lateral stability to an unstable knee 
joint, in which restriction of movement in the sagittal plane is not desired. Genu varum 
and genu valgum are two conditions in which using the long lever arm of a KAFO can be 
effective in reducing the corrective forces to a minimum. If the deformity is severe enough 
to consider a weight-relieving design, then a setback type of free knee joint, which uses 
axial loading to lock itself into extension, should be used. In cases in which there is mini-
mal axial load to be transmitted by the KAFO, it may be possible to use a single upright 
orthosis to control the deformity. A KAFO with stop function is required when there is a 
need to limit the range of joint motion. When the knee is required to be held in both flex-
ion and extension, it may be achieved by straight uprights without knee joints or by using 
orthotic knee joints that lock and unlock but still provide a hold function when locked.

A number of stance-control KAFOs, both mechanical and electronic, have been devel-
oped for patients with quadriceps weakness. These designs prevent knee flexion in the 
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stance phase to provide stability, while also allowing knee flexion in the swing phase. This 
enables the patient to walk with a more normal gait pattern. Gait biomechanics and energy 
efficiency are improved compared with a locked knee device.72,73

21.3.5 Hip–Knee–Ankle–Foot Orthoses

The hip joint is a ball-and-socket articulation between the femoral head and the acetabu-
lum, formed from the ilium, ischium, and pubis of the hip bone. The acetabular labrum 
and the transverse acetabular ligament increase stability by deepening the articulation. 
The head of the femur is completely positioned in the acetabulum when the hip is in flex-
ion, abduction, and internal rotation. HKAFOs have a wide diversity of use and vary con-
siderably in their design. They may be used for reciprocal walking, to control range of joint 
motion, and as support of the lower limb. The general orthotic objective at the hip level 
is to permit standing and ambulating where possible. Control of ROM of the hips can be 
provided by attaching an orthotic hip joint and a supporting band to the lateral upright of 
a KAFO, thus converting it into an HKAFO.

Perthes disease is an osteochondritis of the capital epiphysis of the femur. Some authori-
ties advocate the use of an ischial weight-bearing KAFO to reduce axial forces transmit-
ted through the hip during the remodeling period. These are made intentionally longer 
than the lower limb to force the leg into an unweighted abducted position, which orients 
the head of the femur into the acetabulum in a position that favors spherical remodeling 
as it heals. This maximum containment or close-packed position is deemed to be at 40° 
of abduction and 40° of flexion with induced internal rotation of the hip. The abducted 
position also reduces the forces generated by the hip abductors as the individual walks. 
The lateral uprights of the orthosis transmit body weight from the ischial tuberosity to the 
distal weight-supporting end. When weight-bearing relief is not part of the accepted treat-
ment regime, various orthoses may be used to allow hip and knee flexion for sitting while 
giving the required degree of abduction. It has the disadvantage of not inducing internal 
rotation and indeed usually produces external hip rotation.

In the past, a paraplegic patient was usually fitted with conventional KAFOs or HKAFOs. 
In most instances, the wheelchair became the primary means of mobility because of the 
high energy consumption required to use the orthoses.74 To improve the physiological 
and psychological well-being of such patients, they are encouraged to resume their abil-
ity to stand or walk in some way.75 Physiologically, standing and walking can prevent the 
loss of bone mass and improve balance and hemodynamic response. These activities can 
also prevent joint contractures, improve urinary and bowel function, reduce spasticity, 
and decrease the incidence of pressure sores.76 Likewise, patients can generally improve 
psychologically. Despite the fact that orthotic ambulation is not, for the most part, a func-
tional replacement of wheelchair mobility, regular walking exercise is encouraged among 
patients with paraplegia.

A reciprocating gait orthosis allows one leg to be placed ahead of the other during walk-
ing to simulate a reciprocal walking gait. It is more often prescribed for patients with 
higher lesions. The trunk muscles of these patients are severely impaired. They require 
the trunk section of the reciprocating orthosis to support and stabilize their trunk during 
walking. The reciprocal walking gait pattern requires less effort to ambulate compared 
with the swing-through gait, which is facilitated by the conventional orthosis. The orthosis 
allows the transfer of energy from one leg to the other during the weight-shifting process.77 
Flexion of one hip causes a reciprocal hip extension of the opposite limb. With proper brac-
ing of the trunk and hips, and the application of additional stiffness of the lateral uprights, 
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a reciprocating gait orthosis can provide a firm support to patients so that they can stand 
without the use of crutches or walkers. Their hands then become free to perform other 
activities while standing.78 However, a pair of elbow crutches is normally required for 
walking. The gait performance of various orthoses, including reciprocating gait orthoses, 
among patients with paraplegia has been studied. Compared with other orthotic devices, 
the reciprocating gait orthosis is more energy efficient.79 Powered walking devices or reha-
bilitation robotics have been developed and tested for some years. The mobility of people 
with paraplegia will be enhanced with the new development.

21.4 Summary

This chapter has focused on lower-limb prostheses and lower-limb orthoses because they 
are the most commonly used prosthetic and orthotic devices. In these external devices, 
biomechanics plays an important role because both types of devices modify the force sys-
tems applied to the body segments in an attempt to achieve some specific treatment goal(s). 
A lower-limb prosthesis allows amputees to regain locomotion by replacing the missing 
portion of the limb and transferring the ground reaction to the residual limb. To avoid 
soft tissue breakdown and pain at the residual limb, special attention has to be paid to the 
design of the prosthetic socket, as well as to the load tolerant capability of the different 
regions of the residual limb. A lower-limb orthosis can relieve musculoskeletal problems 
by applying a three-point force control system directly to the limbs, or by altering the way 
that the GRF is applied to the anatomical joints. Such force systems can stabilize the joints, 
modify ROM, and compensate/control for the weak/hyperactive muscles.

Future investigations should focus on how these modifications of the overall force sys-
tem can affect the architecture of the soft tissue and bone. This would help elucidate the 
underlying mechanism of the prosthetic and orthotic treatments. This approach would 
also help identify if side effects, such as bone resorption after usage of prostheses and joint 
stiffness after immobilization, can be produced. In improving the prosthetic and orthotic 
designs, the choices of materials, shapes of the devices, functions of movable compo-
nents, production cost, and time should be considered. Future designs should incorporate 
more electronic and intelligent components to control the movable parts of prosthetic and 
orthotic devices.
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FIGURE 3.1
(a) Intervertebral disc (IVD) is situated between the vertebral bodies in the spinal column and supports loads, 
provides flexibility, and dissipates energy in the spine. (b) Disc is composed of distinct anatomic zones: the AF, 
NP, and cartilage endplates. The AF consists of concentric lamella of highly aligned collagen fibers, with cells 
typically aligned along the fiber direction. The NP is a gelatinous, highly hydrated tissue, with cells typically 
exhibiting rounded, unaligned morphologies.
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FIGURE 3.2
(a) NP cell–PCM morphology. In rat IVD tissues, nearly all NP cells are associated with a PCM region that is rich 
in type VI collagen (green). A majority of cells (>80%) reside in a PCM containing two or more cells in the NP. 
Scale bar = 20 μm, red = cell nuclei. (b) AF cell–PCM morphology. In rat NP tissues, AF cells are also associated 
with a PCM region rich in type VI collagen (green). A majority of AF cells are found in the PCM containing one 
or two cells (>90%) in the inner AF region, whereas more than half of the cells resided in the PCM containing  
three or more cells in the outer AF region. Scale bar = 20 μm, red = cell nuclei.
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FIGURE 3.8
(a) Three-dimensional FEM of NP and AF cells in representative CMUs. FEM geometry models of CMUs in tet-
rahedron element meshes. For clarity, only meshes of the PCM and cell surfaces are shown above (not to scale). 
CMUs in the NP were subjected to an unconfined compression with 5% compressive strain along the principal 
axis of the CMU. CMUs in the AF were subjected to a uniaxial tension with 5% tensile strain along the principal 
axis of the CMU. All surfaces of the ECM are assumed to be free-draining. (b) Model predictions of volumetric 
strain in the AF cell and surrounding PCM after application of a tensile load. Volumetric strain for AF cells in 
the inner (IAF) and outer (OAF) regions at equilibrium under uniaxial tension. Strain amplification was seen 
from the extracellular to the pericellular and cellular scales. The strain amplification ratio was the highest in the 
CMUs with three or more cells and lowest in the CMUs with just one cell.
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FIGURE 4.1
Structure and function of muscle across several length scales. Muscle has a unique hierarchical structure that 
allows the actions of molecular motors that each generate pico-Newtons of force to be coordinated to generate 
up to 103 N of force in a whole muscle. Structural variations at each level of this hierarchy allow muscles to be 
tuned to their specific shape, size, and function. Similarly, muscle pathologies could arise at any level of this 
hierarchy and result in muscle dysfunction. (“Contractile proteins” image from Rayment, I., Rypniewski, W. R., 
Schmidt-Base, K., Smith, R., Tomchick, D. R., Benning, M. M. et al. 1993. Three-dimensional structure of myosin 
subfragment-1: A molecular motor. Science 261(5117):50–58. Reprinted with permission of AAAS. “Muscle tis-
sue” image reprinted from J. Biomech., 43, 16, Sharafi, B. and Blemker, S. S., A micromechanical model of skeletal 
muscle to explore the effects of fiber and fascicle geometry, 3207–3213, Copyright 2010, with permission from 
Elsevier. “Musculoskeletal system” image reprinted with kind permission from Springer Science+Business 
Media: Ann. Biomed. Eng., A model of the upper extremity for simulating musculoskeletal surgery and analyz-
ing neuromuscular control, 33, 6, 2005, 829–840, Holzbaur, K. R., Murray, W. M., Delp, S. L.)
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FIGURE 4.2
Molecular motors and the sarcomere. The action of myosin (a) provides force production within a muscle, 
and the sarcomere (b) is the fundamental structural unit of a muscle cell. Sarcomeres exhibit a force–length 
behavior (c) that is a result of changes in overlap between actin and myosin as the proteins slide past each 
other. Sarcomeres exhibit a force–velocity behavior (c) that is a result of the speed at which myosin motors can 
attach and reattach to actin. (Part (a) reprinted from Rayment, I., Rypniewski, W. R., Schmidt-Base, K., Smith, R., 
Tomchick, D. R., Benning, M. M. et al. 1993. Three-dimensional structure of myosin subfragment-1: A molecular 
motor. Science 261(5117):50–58. Reprinted with permission of AAAS.)
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FIGURE 4.3
Muscle tissue structure. Muscle fibers are arranged within fascicles and surrounded by intramuscular connec-
tive tissue (a). Recent advances in micromechanical modeling (b, c) have allowed the exploration of how the 
morphological properties of fibers and connective tissues affect tissue-level mechanics of muscle. (Parts (a) and 
(c) reprinted from J. Biomech., 43, 16, Sharafi, B. and Blemker, S. S., A micromechanical model of skeletal muscle 
to explore the effects of fiber and fascicle geometry, 3207–3213, Copyright 2010, with permission from Elsevier.)

FIGURE 5.2
Diagram of the skull showing the location of temporal (red) and sphenoid (yellow) bones. Sphenoid and tempo-
ral bone form portions of the base of skull (right) and lateral walls (left) of the cranial cap. (From Gray’s Anatomy, 
courtesy of Wikimedia Commons.)
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FIGURE 5.6
Suture samples (Masson’s trichrome under transmitted light microscopy). Bone edges are outlined with dashed 
lines. (a) Neonate, showing the net-like arrangement of fibers in the mesenchyme. (b) The 9-month-old, display-
ing an increase in arranged fibers although still lacking order at the bone interface. (c) The 11-month-old, similar 
to the 9-month-old, showing increase in arranged fibers specifically in the bottom portion of the suture. (d) The 
18-month-old, suture space narrows and is more clearly defined by bone edge and fibers are more aligned with 
the bone faces.
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FIGURE 5.8
Both the modulus of elasticity and ultimate stress differ significantly between cortical, sandwich, and suture 
skull structures, but the same pattern is not observed for ultimate strain. Varying loading rate from 4 to 
400 mm/s has no effect on any of the mechanical properties.
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FIGURE 6.1
Overall anatomy of the TMJ, including the major muscles of mastication, the main ligaments, as well as an 
enlargement of the joint itself, highlighting its major components. The closed mouth position of the TMJ is 
shown in solid blue; the open mouth position is shown in dashed red.
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FIGURE 6.2
Superior view of the three-zone model and the trampoline model representations of the TMJ disc. In the tram-
poline model, trampoline springs represent the tension-generating function of the ligaments.
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FIGURE 5.11
Pediatric skull bone images used to measure surface area interdigitation index. (a) Using Avizo 6.0 imaging 
software, a three-dimensional mesh was created from micro-CT scans of bone–suture–bone strips. (b) Two 
bones outlining the suture were separated to observe the suture interface. (c) Using LS-DYNA, the surface area 
was measured from both bone segments and excluded the top, bottom, and sides of the bone strip.
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FIGURE 9.1
Human hand bony structure and functional components including wrist, palm, and digits. 1, distal phalanx; 
2, middle phalanx; 3, proximal phalanx; 4, metacarpal bone; 5, carpal bones.

Zone I

Zone II

Zone III

Zone IV

Zone V

FIGURE 9.2
Flexor tendons are divided into five zones in the hand, wrist, and forearm. Zone I is the most distal portion. 
Zone II is the tendon portion that is located within the flexor sheath. Zone II is the critical zone in which two 
of the flexor tendons (FDP and FDS) are frequently injured. Zone III is the tendon portion from the proximal 
flexor sheath to the distal carpal tunnel. Zone IV is the tendon within the carpal tunnel area. Zone V is the most 
proximal portion of the tendon from the muscle origin to the proximal wrist.

FIGURE 9.14
Passive DIP and PIP joint motion result in buckling of the FDP tendon when the wrist is placed in flexion posi-
tion, in which the force applied to the tendon was diminished. (Adapted from J. Hand Surg. Am., 17, Horii, E. et al., 
Comparative flexor tendon excursion after passive mobilization: An in vitro study, 559–566, Copyright 1992, with 
permission from Elsevier.)
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FIGURE 10.8
Pes cavus (a, d, and g), neutrally aligned (b, e, and h), and pes planus (c, f, and i) foot types. Right foot, trans-
verse plane superior view (a, b, and c), sagittal plane medial view (d, e, and f), and coronal plane posterior view 
(g, h, and i).

FIGURE 10.7
Neutrally aligned foot in eight positions.17 From top left to bottom right: from maximal plantar flexion, inver-
sion, and internal rotation to maximal dorsiflexion, eversion, and external rotation. Neutral position is the bot-
tom left position. (Reprinted with permission from the American Society of Mechanical Engineers.)
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FIGURE 10.9
Distribution of plantar pressure for pes cavus (a), neutrally aligned (b), and pes planus (c) subjects. The cavus 
subject bears load on the lateral side of the foot, specifically on the base and head of the fifth metatarsal. The 
neutrally aligned subject bears load through the second metatarsal and the great toe. The planus subject bears 
load through the first metatarsal head.
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FIGURE 11.5
Sarcomere: the contractile “force” behind muscle. (a) Sarcomere is complex structure composed of repeating 
units of actin- and myosin-containing filaments (thin and thick, respectively) that are bound by Z-lines. Actin 
and myosin slide against one another to generate contractions. (b) Sarcomere assembly model.
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FIGURE 11.6
Schematic of three costameric connective structures: (a) focal adhesions, (b) spectrin-ankyrin, and (c) DGC 
between sarcomeres and the ECM as indicated. Although vastly incomplete and omitting all of the biochemi-
cal signaling pathways, the sheer complexity of the diagram and multiple transductive pathways for force is 
apparent.
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FIGURE 12.6
Maximum isometric muscle force production for different muscle groups throughout growth and development. 
Although each curve advances with subject age, the shape and slope of the curves are muscle group-dependent. 
These functional data reveal up to a 4-fold increase in muscle force production from 4 to 16 years of age. (Data 
from Neuromuscul. Disord., 11(5), Beenakker, E. A. et al., Reference values of maximum isometric muscle force 
obtained in 270 children aged 4–16 years by hand-held dynamometry, 441–446, Copyright 2001.)
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FIGURE 14.8
FEA specimens released from a permeation chamber after growth: contours of the final proteoglycan (PG) 
and collagen (COL) volume fractions for a shear growth trigger normalized. This configuration corresponds 
to release from the permeation chamber. The average dimension of the elements are 25.33 × 63.85 μm. The cur-
vature deformation is scaled by a factor of 5 to highlight the nonuniform geometry that results from growth.
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FIGURE 14.10
Contact stress distribution on the lateral tibial plateau under 200 N drawer and 1500 N compression preload. (a) REF, 
reference intact; (b) PLM, partial lateral meniscectomy; (c) +4%, plus 4% strain in ACL pre-strain; (d)−4%, minus 4% 
strain in ACL pre-strain; (e) PLM +4%, combined PLM with 4% strain increase in ACL pre-strain; (f) PLM −4%: 
combined PLM with 4% decrease in ACL pre-strain. Note that the maximum pressure is given for each case with a 
common legend for ease in comparisons. L, M, and P label the lateral, medial, and posterior directions, respectively. 
(From Shirazi, R., and Shirazi-Adl, A., Clin. Biomech. (Bristol, Avon), 24 (9), 755–761, 2009. With permission.)
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FIGURE 14.11
Finite-element model. (a) Posterior view of the tibiofemoral joint (also used to extract the lateral compartment to 
study the effect of bone injuries on overlying AC and knee joint biomechanics). (b) Lateral compartment of the 
joint with the calcified cartilage and tibial bony elements (subchondral, cancellous, and cortical) incorporated. 
(c) Top view of the tibial lateral cartilage at the calcified region depicting the localized area for various osteochon-
dral defect models used in this study. (d) Top view of menisci (horns in blue) and tibial AC. (From Shirazi, R. and 
Shirazi-Adl, A., J. Biomech., 42 (15), 2458–2465, 2009. With permission.)
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FIGURE 17.5
Impingement of the supraspinatus occurs whenever the arm is positioned above the horizontal plane. The cora-
coacromial ligament (blue) compresses the bursa and supraspinatus tendon (red) against the humerus.
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FIGURE 15.6
Movement analysis profile (MAP). (a) Data from the person being assessed and the average values for healthy 
adults plotted on the same graphs with the area between these traces shaded. This is a good visual representa-
tion of the root mean square difference between the traces that are the values plotted in the MAP histogram on 
(b). Values for (a) are in red and the right side in blue. The gait profile score (GPS) is the root mean square aver-
age of the values for all the data and can be taken as an overall score of gait abnormality. It can be defined for 
(a) (red), (b) (blue), or both (green). (Reprinted from Gait Posture, 30, 3, Baker, R. et al., 265–269, Copyright 2009, 
with permission from Elsevier.)



FIGURE 18.1
3D reconstruction of three cervical vertebrae (yellow) and their intervertebral discs (orange), as well as the 
spinal cord (purple) and nerve roots (cyan). The architectures of these musculoskeletal and neural tissues were 
produced using segmentation of sagittal (bone) and axial (neural) MR images.
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FIGURE 18.3
Nonlinear optical image of a mesenchymal stem cell culture undergoing osteoblastic differentiation. (a) False-
color image highlights nicotinamide adenine dinucleotide (NADH; green) and flavin adenine dinucleotide 
(FAD; blue) fluorescence in cell mitochondria detected through TPEF imaging and collagen deposition (red) 
detected through SHG imaging. (b) Map of the cellular redox ratio FAD/(NADH+FAD) can be determined from 
the TPEF images, indicating higher redox ratios to be in regions with collagen fiber deposition.
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FIGURE 18.4
Schematic of a pixelwise vector correlation calculation to assess changes in collagen fiber alignment. The vector 
correlation for each pixel in a given map (i) is calculated from the alignment surrounding the pixel in the maps 
immediately preceding (i − 1) and following (i + 1) it. Normal realignment patterns throughout the ligament 
tissue are demonstrated by correlation values near 1.
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FIGURE 20.4
Representative stress profiles for a young adult disc (top), old disc (middle), and degenerated disc (bottom). Stress 
concentrations increase with age and become large with degeneration. P, posterior; A, anterior. Photographs 
show midsagittal sections of corresponding similar discs. (Reprinted from Adams, M. A. et al., Copyright 2009, 
with permission from Elsevier.)

FIGURE 21.1
Mechanical force transducer used to measure the force applied to the residual limb in the indentation test.
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FIGURE 21.3
A monolimb in which the socket and the shank are formed by one piece of thermoplastic (a), and a conventional 
transtibial prosthesis in which the shank and the foot are connected by a metal shank (b).
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Given the strong current attention of orthopaedic, biomechanical, and biomedical
engineering research on translational capabilities for the diagnosis, prevention,
and treatment of clinical disease states, the need for reviews of the state-of-the-
art and current needs in orthopaedics is very timely. Orthopaedic Biomechanics
provides an in-depth review of the current knowledge of orthopaedic biomechanics
across all tissues in the musculoskeletal system, at all size scales, and with direct
relevance to engineering and clinical applications.

Discussing the relationship between mechanical loading, function, and biological
performance, it first reviews basic structure–function relationships for most
major orthopedic tissue types followed by the most-relevant structures of the
body. It then addresses multiscale modeling and biologic considerations. It
concludes with a look at applications of biomechanics, focusing on recent
advances in theory, technology, and applied engineering approaches.
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• Focuses on trauma and injury as well as diagnostic techniques such as gait
analysis and imaging biomarkers

With contributions from leaders in the field, the book presents state-of-the-art
findings, techniques, and perspectives. Much of orthopaedic, biomechanical,
and biomedical engineering research is directed at the translational capabilities
for the “real world.” Addressing this from the perspective of diagnostics,
prevention, and treatment in orthopaedic biomechanics, the book supplies
novel perspectives for the interdisciplinary approaches required to translate
orthopaedic biomechanics to today’s real world.
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