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Preface

We are delighted to present the proceedings of the 10th Asia-Pacific Network
Operations and Management Symposium (APNOMS 2007), which was held in
Sapporo, Japan, on October 10–12, 2007.

The Organizing Committee (OC) selected the theme of this year’s sympo-
sium to be “Managing Next Generation Networks and Services.” Recently, var-
ious convergences in wired and wireless networks, as well as the convergence of
telecommunications and broadcastings, have taken place for ubiquitous multi-
media service provisioning. For example, broadband IP/MPLS wired networks
have been actively converged with IEEE 802.11e wireless LAN, IEEE 802.16
Wireless MAN, 3G/4G wireless cellular networks, and direct multimedia broad-
cast (DMB) networks. For efficient support of service provisioning for ubiquitous
multimedia services on broadband convergence networks, well-designed and im-
plemented network operations and management functions with QoS-guaranteed
traffic engineering are essential.

This year, the APNOMS call for papers resulted in 161 paper submissions
from 24 different countries, which included countries outside the Asia-Pacific
region (from Europe, the Middle East, and North and South America). Each
paper was carefully reviewed by at least three international experts. Based on
review scores and the discussions that followed, APNOMS 2007 Technical Pro-
gram Committee reached the consensus that 48 high-quality papers (29.8% of
the submissions) should be selected as full papers and 30 as short papers. Ac-
cepted papers were arranged into 10 technical sessions and 2 short paper sessions
(poster presentations). These sessions focused on the management of distributed
networks, network configuration and planning, network monitoring, and espe-
cially the area of management of wireless networks and security.

The Technical Program Committee (TPC) Co-chairs would like to thank
all the authors who contributed to the outstanding APNOMS 2007 technical
program. We also thank the TPC, OC members and reviewers for their support
throughout the paper review and program organization process. Also, we are
grateful to IEICE TM, Japan, and KICS KNOM, Korea, for their sponsorship,
as well as IEEE CNOM, IEEE APB, TMF, and IFIP WG 6.6 for their support
of APNOMS 2007.

October 2007 Shingo Ata
Choong Seon Hong
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Abstract. Digital home services have been provided separately by each service 
provider who has a closed service delivery infrastructure for delivering home 
services. Because of this, 3rd party service providers who do not have the infra-
structure to deploy home services have difficulties in participating in the home 
network market. Also, it is difficult for 3rd party service providers to provide a 
control-device-specific graphic user interface to service users due to the limita-
tion of home gateway resources. In order to solve these problems, we propose a 
digital home service delivery and management system for small business com-
panies that need to provide various home services to users. Also, this system 
supports functions for providing a user friendly graphic user interfaces dedi-
cated to mobile device. By using the proposed system, the service aggregator 
can lead the competition of 3rd party service providers in the home network 
service market, and help it grow rapidly. 

1   Introduction 

Traditional service providers such as the telephone and the cable TV companies all 
have dedicated wires into the home. However, this configuration will be unmanagea-
bly complex in the networked homes of the future.  Furthermore, diversified portfolio 
of services such as home security, health monitoring, telephony, and audio/video 
media may employ different communication technology protocol, which will compli-
cate the configuration. To mitigate this potentially chaotic situation, developers have 
proposed the home gateway; a centralized device that interfaces between the external 
Internets and internal home device and appliance networks. Some common hardware 
components of a home gateway include a processor, persistent storage, networking, 
and device interfaces, which are typically powered by an operating system or real-
time operating system [1,2]. Home devices can be connected to the Internet via the 
home gateway that supports many network interfaces such as Power Line Communi-
cation (PLC), Ultra Wide Band (UWB), Wireless Local Area Network (WLAN), Fast 
                                                           
* This work was supported by the IT R&D program of MIC/IITA[2006-S068-01, Development 

of Virtual Home Platform based on Peer-to-Peer Networking]. 



2 T. Hwang, H. Park, and J.-W. Chung 

Ethernet, and Bluetooth. Through these interfaces, the outdoor home users can moni-
tor and control indoor home devices.   

In the well established home infrastructure, a service provider can provide a health 
monitoring service that can send health data measured by an indoor healthcare device 
to a remote doctor, and deploy crime prevention and disaster prevention services by 
using a home viewer device. To offer these services to service users, the service pro-
viders need an outdoor infrastructure such as a security system, accounting system, 
and portal system as well as an indoor home infrastructure to provide services to the 
users. But, it is difficult for 3rd party service providers, who do not have a service 
delivery infrastructure, to deploy home services because of the expensive overhead 
cost of building the infrastructure. Thus, 3rd party service providers need an open 
Digital home Service delivery and Management (DSM) System to provide the basic 
functions for service provisioning.  

Fig. 1 illustrates the traditional service delivery architecture. This architecture is 
closed because the digital home services are provided separately by each service pro-
vider who has a closed service delivery infrastructure for delivering home services. 
Thus, the 3rd party service providers have difficulties in participating in the home 
services market. Furthermore, it is difficult for the service users to find necessary 
services among many available ones.  
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Fig. 1. Conventional Service Delivery Architecture 

To solve this problem, we propose the DSM system illustrated in Fig. 2. This sys-
tem provides the functionalities of a service gateway to deliver various services to a 
service user through a single path so that the 3rd party service providers can partici-
pate in the market. Furthermore, service users can easily search necessary home  
services among many available services. With this configuration the device manufac-
turers do not need to develop a service dependent device. Service providers can easily 
provide convenient service to service users. As a result, the device manufacturers and 
the 3rd party service providers can easily participate in the home service market 
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through the DSM system that performs function of service delivery between a home 
gateway and a service provider server.  
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Fig. 2. The Proposed Service Delivery Architecture 

Another issue on home service delivery is how to deploy a Graphic User Interface 
(GUI) for each remote control device. Conventionally, home service management 
systems deliver to a home gateway service bundles that include the GUI module for 
controlling a home device. Thus, each home gateway should have all of these GUI 
modules for controlling devices such as a cell phone, a Personal Digital Assistant 
(PDA), and a personal computer.  

DSM Server

…

Current Home ServiceCurrent Home Service
Management SystemManagement System

Proposed Home ServiceProposed Home Service
Management SystemManagement System

GW_1 …

GUI
For PC

GUI
For Phone

GUI
For PDA

Device
Control 
Logics

GW_2

Device
Control 
Logics

GW_N

Device
Control 
Logics

GW_1

…
GUI

For Phone

GUI
For PC

GUI
For PDA

Device
Control 
Logics

GW_2

GUI
For Phone

GUI
For PC

GUI
For PDA

Device
Control 
Logics

GW_N

GUI
For Phone

GUI
For PC

GUI
For PDA

Device
Control 
Logics

Internet

Home Device Control Interface 

 

Fig. 3. Deployment of GUI Module dedicated to Control Device 

But, the home gateway is a physical device limited in such hardware resources as 
CPU, memory, and storage, thus this approach is not a good choice for this type of 
system. Also, service providers are difficult to change a GUI module for each mobile 
device in case of applying this solution to the system. To solve these problems, the 
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proposed DSM system installs only device control module on a home gateway, and 
the DSM system manages the GUI module for control devices as illustrated in Fig. 3. 
For this reason, 3rd party service providers can provide a control-device-specific GUI 
to service users regardless of home gateway resources, and easily upgrade the GUI 
module dedicated to mobile device. In this section, we explained problems with con-
ventional service delivery architecture and how the DSM system can handle these 
problems. Next, we will describe how OSGi framework cooperates with the proposed 
system, and then introduce the works related to the proposed system. 

2   Related Works 

The OSGi is an independent, non-profit industry group to define and promote an open 
standard for connecting the coming generation of intelligent consumer and business 
appliances with Internet-based services [3,6]. As Fig. 4 illustrates, the OSGi-
compliant gateway can download and install bundles when they are needed or 
uninstall them when they are no longer needed. Furthermore, the modules may be 
installed or uninstalled “on-the-fly” without the need to restart the whole system.  

RS CS TR RD TD CD
TALK / DATA

TALK

 

Fig. 4. OSGi Framework 

OSGi framework provides basic essentials for life cycle management of service 
bundles as described in the above. But, this framework can’t control and manage all 
of the service delivery and management processes such as service creation, service 
advertisement, service subscription, and payment management. To fully control all of 
them, we need the DSM system which cooperates with OSGi framework installed on 
a home gateway. In other words, OSGi framework is mainly used for end user’s de-
vices in an indoor infrastructure, but, the DSM system covers not only an indoor in-
frastructure but also an outdoor one. 

ProSyst developed mPower Remote Manager (mPRM) using OSGi framework [4], 
which enables the seamless delivery of services, remote administration and manage-
ment as well as the exchange of data between devices and manufacturers, network 
operators and external service providers. mPRM can be easily integrated with existing 
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enterprise systems, such as application servers, databases, billing systems or messag-
ing middleware. To be sure mPRM has powerful service management functions, but 
indeed it is not an end user friendly system because it is mainly focused on a service 
provider or a gateway manager. mPRM offers to service users a home portal which is 
installed on home gateway. This portal enables a remote user to control home devices 
or monitor the state of home security. But, this approach is not suitable for applying to 
a variety of remote control devices. That is because a new GUI module has to be 
installed on a home gateway whenever new remote devices are added. Thus, this 
approach may cause the shortage of a home gateway resource in a case where remote 
control devices are very diverse. To alleviate these problems, we divide each service 
bundle to a heavy GUI and a device control module, and deliver only the device con-
trol module to a home gateway with leaving the GUI module in the DSM system. So, 
we can easily add and update the GUI modules dedicated to remote control devices. 

Telia unveiled home gateway and management system [5], solution for service 
transferring network. With a motto of "No New Boxes", the system stripped itself of 
the existing method to put home gateway in each home so as to place service  
gateways on network. This new method makes distinctive difference from other con-
ventional types of products. The service gateway solution installed on network is 
proposed to work as cost-effective and flexible solution to provide distribution  
services as well as better security and scalability while helping customers get new 
methods to deal with new service in their home. In addition, service gateways can be 
managed by the management system in the network as it is required to make concen-
trated management of services by external network or service network. A drawback of 
this approach is that applicable area is limited to All-IP environment. This is because 
service gateways can’t directly control non-IP home devices as they are installed on 
access network not home network. But, the DSM system targets the service gateway 
on the home network and dynamically delivers device control bundles into it. Thus, 
The DSM system can directly control non-IP home devices connected by various 
home network interfaces. In the following section, we design the DSM system for the 
Open Service Gateway initiative (OSGi) framework. 

3   Design of the DSM System 

Before we show the detail architecture of a DSM system, we explain how services 
such as the healthcare and cyber education are delivered by the DSM system, which is 
illustrated in Fig. 5. First, a service provider requests the service development to a 
service and contents manufacturer, by whom the developed services are then regis-
tered on the DSM system through the service registration interface for the service 
provider. The registered service is now advertised to service users by the DSM sys-
tem, and then the service users can subscribe to the registered service, which the DSM 
system will install and start on the OSGi-compliant home gateway which is in the 
users' home. Based on the duration and frequency of usage of each service, the user 
will receive a single bill that summarizes all user activities.  
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Fig. 5. Service Delivery Scenario 

In this paper, we propose a DSM system illustrated in Fig. 6. The DSM System 
consists of a Control Module (CM), Management Module (MM), Service Provider 
Module (SPM), and Management Agent (MA). 
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Fig. 6. DSM System Architecture 

The CM and the MM are logically detached modules for system scalability. They 
can be located in a single physical server or be separated for load balancing of the 
MM. The CM monitors the MM status and balances the load of the MM. When a 
home gateway requests an IP address of a MM to the CM, and the CM checks the 
state of the MM, and then assigns the home gateway to the lowest load MM. The MM 
is the main engine for the service management, the home gateway management, the 
home device control management, the user authentication, and the account manage-
ment. Also, the MM has portals for the service provider, service user, and system 
manager. The SPM performs function to connect a SP server and a MM. Thus, this 



 Design of a Digital Home Service Delivery and Management System 7 

module has service interfaces that can invoke services provided by a MM. By using 
them, service providers can register service packages as well as service bundles, and 
authenticate service users. Lastly, the MA acts as the agent to handle the messages 
received from the MM. It also bootstraps to initialize a home gateway. 

The DSM system supports three types of service interfaces. One is for invoking 
services to initialize home gateways, handling fault events occurred by home gate-
ways, and locating family [7]. Another is for handling event messages occurred by 
home devices, locating device drivers for controlling home devices [8]. The other is 
invoked by SP servers and it is used for the service registration, the user accounting, 
and the user authentication [9]. We define these service interfaces using WSDL (Web 
Service Description Language). Also, SOAP (Simple Object Access Protocol) is used 
for exchanging messages defined by WSDL between the MM and the MA or between 
the MM and the SPM. Though remarkable other protocols such as SNMP (Simple 
Network Management Protocol) exist, the DSM is implemented based on SOAP 
which has lightweight and platform independent feature. That is why the DSM system 
can communicate with a variety of home gateways and SP servers. All of the inter-
faces described in the above were standardized in TTA (Telecommunications Tech-
nology Association), which is the IT standards organization in Korea that develops 
new standards and provides one-stop services for the establishment of IT standards as 
well as providing testing and certification for IT products. 

4   Home Service Delivery Process 

In this section, we describe the service delivering process from service registration by 
a service provider to service usage by a service user. First, a service provider registers 
service bundles via the service provider portal of the MM, and then he/she creates a 
new service after binding the registered bundles and inputs detailed service informa-
tion such as the service accounting policy, service description, and bundle list.  

Upon end at the service registration process, a service user can subscribe to  
the service. After the service user subscribes to a service in the service categories, the 
resource manager checks the available disk space and the processing power of  
the service user’s home gateway. If his/her home gateway has sufficient resource, the 
service bundle is installed on the home gateway, and then the service user can use  
the subscribed service via the DSM system. Fig. 7 shows each of the above proce-
dures in detail. Next, we explain the registration process of the home gateway illus-
trated in Fig. 8. When a home gateway is booted, of which the bootstrap management 
agent requests an IP address of the MM to the CM. Upon reception of the IP address, 
the bootstrap management agent sends the identification number of the home gateway 
to the MM with the received IP address. After receiving the URL of the management 
agent from the MM, the bootstrap management agent downloads and starts a home 
gateway management agent from the received URL. After successfully started, the 
home gateway management agent sends the platform profile of the home gateway to 
the MM, and then receives the URLs of system bundles such as the resource man-
agement agent, framework management agent, accounting agent, and permission 
management agent bundle. Finally, the home gateway management agent downloads 
the system bundles from the received URLs, and then starts the bundles.   
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Fig. 7. Service Delivery Process 
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Fig. 8. Home Gateway Registration Process 

Fig. 9 shows how new home devices are detected and registered by the DSM sys-
tem. First, upon connection in home network, a home device is detected by a base 
driver. The base driver requests a device driver for handling the detected device to the 
home device control agent, which successively requests the URL of the device driver 
to the home device control manager, and receives it, and then downloads the device 
driver from the received URL. 

After device detection, a service user downloads a client program on his/her mo-
bile phone. With the client program, the user establishes the connection to the control 
connection manager of the DSM. Through the established connection, the control 
connection manager installs on the connected mobile phone the GUI module that 
enable the home devices to remotely control, and finally the service user can control 
home devices via the GUI module dedicated to the mobile phone. Fig 10 shows more 
detailed control procedures of home devices. 
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Fig. 9. Home Device Detection 

Home Gateway  

Fig. 10. Home Device Control 

5   Conclusions 

In this paper, we proposed the DSM system to deliver and manage 3rd party service 
provider’s services to home service users. We described the functional modules of the 
DSM, and showed how home services of the service providers can be delivered to the 
service user via the DSM. The proposed DSM can lead competition of the 3rd party 
service provider in home services market. The service user can be provided with vari-
ous services through reliable service aggregator, and receive a single bill for the sub-
scribed services. Also service providers can dynamically provide a user friendly GUI 
module dedicated to remote control device. 
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Abstract. Most of Voice over IP(VoIP) systems are deployed using SIP
protocol and based in a client-server architecture. A lot of people and
companies could be benefited if the system did not require the configu-
ration and maintenance of central servers. Some proposals are found in
the literature. In order to improve the efficiency of such approaches and
to provide a complete self-configuring service of IP telephony, we suggest
a new solution based on the P2P algorithm Kademlia. According with
the results of our experiments, our approach has a better performance
when network experiences different kind of delays due to the fact that
Kademlia supports concurrent searches, improving the latency in user
location, and providing a faster call establishment.

1 Introduction

Voice over IP(VoIP) systems are becoming very popular nowadays, with many
services being offered in the market. Deployment of services based on IP tele-
phony have good advantages, such as low cost calls and mobility to the users.
The configuration and maintenance of such systems requires the configurations
of server and specialized employees to do so. Knowledge of the signalling proto-
cols are need, for example. However, a lot of small-size to middle-size companies
can’t make use of an IP telephony system due to lack of specialized employees
or lack of enough money to hire a third-party company to install and keep its
telephony IP system.

Day by day, distributed applications based on a Peer-to-Peer architecture are
becoming popular and with this DHTs (Distributed Hash Tables) are being more
utilized. DHTs are known by its decentralization, fault tolerance and scalability
characteristics.

In many scenarios, deployment of DHTs instead of centralized servers is a
good deal. Telephony IP systems can make use of such benefits. Using these
DHTs characteristics, we propose in this article another approach to replace
VoIP centralized servers by an approach using DHTs, envisioning a complete
self-organizing and self-configuring IP telephony system using Kademlia P2P
algorithm.

S. Ata and C.S. Hong (Eds.): APNOMS 2007, LNCS 4773, pp. 11–20, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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1.1 P2P Networks

There are a great number of definitions to P2P(Peer-to-Peer) system. In the most
basic level, a P2P system is a system where multiple software applications interact
with each other to realize a task. The node group, as a whole, is some times re-
ferred to as an Overlay Network. This contrasts with the traditional client-server
model, where a piece of centralized software(the server) process tasks from differ-
ent clients. The P2P or the client-server model choice is a matter of architecture
decision of where the data-processing of the information will happen.

A P2P architecture does not necessarily implies that each node must offer
all kind of services or store all available data. All nodes on the overlay network
must provide all services collectively, but any node can provide just a fraction
of the services. For example, a group of nodes may provide a database service
and each one may store a small fraction of the database itself. If a big number of
nodes share the task, the chances that some entry will be stored in one chosen
node is small, but at least one node on the overlay network will store the entry,
making sure that, as a group, the nodes offer a complete database system.

In a structured P2P architecture, nodes are connected to each other in a logical
and well defined structure, such as a ring, a tree or a grid. Many arrangements
are possible, but in general an unique identifier is given to a node when it is
inserted into the overlay network. This identifier may be specified in a randomly
way or determined by the hash of some property of the node, such as his IP
address. The ID determines with which other nodes the node must establish
contact. For example, a new node must connect to other nodes ”near” him, to
some notion of proximity.

A very special type of structured P2P system is widely deployed, called DHT
(Distributed Hash Table). Some of the most discussed DHTs algorithms are
Chord[1], Kademlia[2] and Bamboo[3]. In a DHT, not only the connectivity
structure among the nodes is controlled in a mathematical way, but also the
way the resources are shared. An ID is given to each resource in the same ID
space that the ID given to the nodes. In other words, the range that the values
that a resource ID can have is the same as the node ID. The resource identifier
is the hash of some property of the resource, such as the filename or another
keyword that identifies the resource. The hash of this keywork is done, yielding to
the resource ID, and the node with ID ”closer” stores the resource. The definition
of proximity and redundancy are very dependent of the algorithm deployed.

1.2 SIP - Session Initiation Protocol

SIP [4] is a protocol based and derived from HTTP(Hiper Text Transfer Pro-
tocol), so its types of messages and traffic are very similar to the http traffic.
SIP is a general protocol to establish and control multimedia sessions, but is has
been mostly used in the VoIP field.

Devices implementing SIP may be configured to communicate directly with
each other, but usually in systems with more than two UAs(User Agents) a
central server or a proxy is used. In SIP’s specification [4] the functions of a



A Self-managing SIP-Based IP Telephony System 13

server are divided, including the proxy server and the registrar server function.
This functions are often implemented together, and for the sake of clarity, in
this article we will refer to the server realizing the previous cited functions as
proxy server. A SIP proxy keeps information about user location and it is also
responsible for all the routing and establishment of calls.

1.3 OpenDHT

With the goal to serve applications that would make use of a public DHT,
it was created OpenDHT[5]. OpenDHT is a public shared DHT that runs in
about 200 machines of the PlanetLab1 globally distributed. OpenDHT imple-
ments the BambooDHT[3] algorithm. Nodes that run OpenDHT code are con-
sidered infrastructure nodes. Clients may run codes that uses OpenDHT through
RPCs(Remote Procedure Calls), but they do not have OpenDHT code imple-
mented. In this way, applications do not need to worry about DHT implementa-
tion. But on the other hand, nodes can not execute specific codes at the infras-
tructure nodes. In most of the applications today, the DHT is executed through
a local library that implements it. The adoption of a library that implements the
DHT allows the use of specific code and code optimized to the application, but
each application must implement its own DHT. OpenDHT offers an opposite ap-
proach, with a smaller flexibility of utilization, but the application programmer
does not need to worry about DHT implementation.

1.4 Kademlia

Kademlia[2] is a P2P Distributed Hash Table. Kademlia uses the same general
approach as others DHTs. An 160-bit ID is associated to each node and it is
given and algorithm that searches and locates successively closer nodes to some
given ID, converging the search in a logarithmic way. Kademlia treat nodes as
leaves in a binary tree, where the position of each node is determined by the
smalled unique prefix of its ID.

To some given node, the tree is divided in a series of successively smaller
subtrees that do not contain the node. The biggest subtree consists of half the
subtree that doens’t have the node. The next smaller subtree consist of half the
remaining tree not having the node and so on.

Kademlia protocol assures that each node knows the location of at least one
node in each of its subtree, if that subtree has a node. With this warranty, each
node can locate another node through its ID by successively querying the best
node the knows, trying to locate it in smaller subtrees and finally the search
converges to the target node. Usually searches are made in a concurrent way,
that is, more than one query is sent at the same time. The parameter α controls
this behavior.

Each Kademlia node has an ID of 160 bits. Node IDs are usually randomly
numbers of 160 bits. Key IDs are also 160 bit longer. To give a pair <key,

1 www.planet-lab.org/
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value> to a node, Kademlia uses the notion of distance between identifiers.
Given two IDs of 160 bits, x and y, Kademlia defines the distance between
them as their bitwise exclusive or(XOR) interpreted as an integer. Kademlia
nodes keep contact information about each other to make routing of messages
possible. For each 0 < i < 160, each node keeps a list of tripes <IP, UDP Port,
node ID> to nodes with distance between 2i and 2i+1 of itself. These lists are
called k-buckets.

More details about the algorithm can be obtained at [2]. Kademlia is the
algorithm implemented in one of the most popular file share software, Emule.

2 Related Work

In [6] it is proposed the use of OpenDHT as an alternative to resource location
servers of SIP architecture. SOSIMPLE [7] is a project that aims to implement a
system without servers, based on a SIP P2P communications. In this project all
P2P traffic is managed using SIP messages and the DHT implemented is based
on the Chord algorithm. Skype [8] allows users to make free calls to other Skype
users as all as paid phone calls to regular phone numbers. Skype is parcially
P2P, once that it users centralized servers to authentication and authorization.
Skype is based on a proprietary protocol and it is not compatible with other
protocols such as SIP and H323. Kundan Singh and Henning Schulzrinne from
Columbia University have a project [9] with a similar approach to SOSIMPLE,
using Chord as the DHT. The main differences are related to the transport and
routing of data inside the P2P overlay network.

All works cited above requires Internet connectivity to work, otherwise com-
munication will fail or not even be established.

3 Our Proposal

We want our proposal to promote cost reduction, because there will be no need to
buy physical servers, and management simplification, once it will not be needed
any personnel to keep the system running. To achieve such goals the main point
is to remove the need of a centralized resource location server in SIP based
systems. The centralized server will be replaced for one adapter that will run
locally at the machine and will be responsible for all the server functions.

It is a requirement that it will not be necessary to adapt existent UAs and
that every UA that is SIP compliant will be able to use the adapter.

The adapter was written in C++ using the library Resiprocate2 to treat
SIP messages. The implementation using Kademlia used the code from Anulus
project3. Anulus project implements Kademlia algorithm in C++ and one of the
authors of this article is part of the Anulus developer team.

2 http://www.resiprocate.org/
3 http://code.google.com/p/anulus/
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SIP has been the definitive standard adopted by many companies and most
of the VoIP providers today have their system based on this protocol. This is
why SIP was chosen as the signaling choice.

3.1 Adapter Behavior

Call establishment flow in a centralized approach can be made in one of two
ways: either using a redirect server or a proxy server. When a server behaves
like a redirection server, the caller sends a SIP INVITE to the server, showing
the intention of initialize a session with a callee. The redirect server then lo-
cates the IP address of the callee. After the IP is located, the server sends back
a 302 Moved Temporarily message to the caller. The caller then sends out a
new SIP INVITE to the callee using the IP address returned by the redirec-
tion message. All the later message flow is done directly between the caller and
callee. When the server behaves like a proxy, basically it handles all the sig-
nalling between the two parties. It was adopted the redirection server behavior
in our adapter. The redirection server does not need to keep track of the sessions
established, making its implementation simpler.

3.2 The Adapter

The adapter is responsible for all the resource location(user location) process
as well as user maintenance in the DHT. Basically the adapter can be divided
into two main modules: the SIP module, who implements the redirection server
functions and SIP message treatment, and the P2P module, responsible for lo-
cating and keeping the users in the P2P overlay as well as have the algorithm
Kademlia running. Communication between these modules are done through an
API(Application Programming Interface) exported by the P2P module, allowing
registering and searching of users to be done.

3.3 Initialization Process

To enter the P2P overlay network, a node needs to find another node that is
already part of the overlay. OpenDHT was used to store a reference to a node
in the overlay, so that another node can find a participant node. The idea to
store a reference in OpenDHT is based on the idea of Dynamic DNS, but using
a public shared DHT to do such. In Dynamic DNS the entries are updated in
real time.

The reference is store using as key bootstrap.node.br and as value related
to the key IP:Port of a node that is already in the P2P network. In this way,
when a node searches for that key, it will be returned the information need to
contact a node in the P2P overlay.

When the adapter is initialized, it searches for the key bootstrap.node.br
at OpenDHT. In case of a successful search, the adapter uses that information
and starts the bootstrap process.
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In case of an unsuccessful search, initially the node tries to register at
OpenDHT the key bootstrap.node.br with its own IP, so that he can be-
come a reference for future nodes that try to join the overlay. After the register
attempt at OpenDHT, the node try to locate any other node at the P2P overlay
sending a broadcast. Broadcast is used because the unsuccessful search for the
key at OpenDHT may indicate, for example, that connectivity with the Internet
was lost, or that this is an attempt to establish a telephony IP system in an
environment that does not have connectivity to the Internet or even that this is
the first node at the overlay.

If any node at the overlay notice the search broadcast, it answers it with its
IP. The node who generated the request then starts the bootstrap process with
that node. Only the first reply to the broadcast is considered.

3.4 User Registration

During the register process, the UA send a SIP REGISTER to the adapter. The
SIP module notices that the packet is a register message. DHTs store pairs <key,
value>. After a user is located in a telephony IP system, the UA need the in-
formation regarding the port and IP address of where the UA of the callee is
running, so the call can be established. So, when using a DHT to store informa-
tion regarding users location, pairs are stored using the following format: <User,
IP:Port>. In this way, when a search is performed, it will be returned the IP
and port where the callee is located.

3.5 User Maintenance

The main use of Kademlia today is file sharing. When a search is made for some
key, nodes that participate in the search, that is, that are on the search path,
cache a copy of the search. In this way, future searches to this key may be faster
due to the probability that a node on the search path may have a copy in cache. In
the case of telephony IP, the register of users can not be persistent because users
may enter and leave the network at any time, and they may have a different IP
address each time they come back. The behavior of Kademlia algorithm had to
be changed in order to support the needs of telephony IP systems. An expiration
time of 3600 seconds was added to the key, and after that the entry is deleted.

Softphones must update its registry with the servers at regular intervals. This
is done by sending SIP REGISTER messages at regular intervals to the server. We
took advantage of this feature to update the user registry expiration time at the
DHT. When the adapter receives a SIP REGISTER, a new key is inserted in the
DHT and the expiration time is initialized to 3600 seconds. 3600 seconds is the
default time for most of the softphones available today. When it receiver another
SIP REGISTER message, the node responsible for that user updates the registry
expiration to 3600 seconds again, unless other value is specified at the message.
Cached copies of user registries are not updated. But the expiration of cached
copies is not a problem because, as a characteristic of Kademlia algorithm, all
the searches converge to the node responsible for the key. So, in our case, even
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after all the cached copies expire, during a new search, new cached copies will
be formed.

3.6 User Location and Call Establishment

As said before, our adapter behaves like a redirection server. When a UA wants
to establish a call with another UA, a SIP INVITE message is sent to the adapter,
who in turn searches for that user into the DHT. In case where the user is found,
a 302 Moved Temporarily is built according to SIP specifications[4], with all
the information necessary to redirect the call. This message is sent back to the
caller UA and then the caller sends a new SIP INVITE to the callee. When the
user is not found inside the DHT, a 404 Not Found message is returned.

3.7 Performance

The system can be self-configured and self-mainteined but the effects of this
decentralization must be measured. In a centralized approach, user location is
made in O(1) while most of the DHTs, including Kademlia, is designed to locate
a resource with O(log(n)) messages[2], where n is the number of nodes in the
overlay network. This affects the call establishment time, once it will take more
time to locate a specific user before the call can be established.

In order to measure the efficiency of our approach regarding call establishment
time, we used three machines connect to each other by a 100Mbps full duplex
link, using a switch to do so. In each node we started 20 adapters, in a total of
60, and after they were started, seven different users were registered.

Concurrent searches improve latency in resource location when timeouts for a
request is experienced, since more than one request is sent at a time. In order to
measure how the concurrency parameter(α) would affect user location time, we
divided our experiments in three different scenarios. In our adapter, the request
to search for a value has a timeout of 3 seconds before re-transmission. In the
first scenario, all 60 nodes did not experienced delay. In the second scenario, half
the nodes were programmed to hold the search response for 2 seconds before
sending it to the node who made the search. In the third scenario half of the
nodes were configured to hold the search responses for 4 seconds. So, in the first
scenario no delay at all, in the second a delay smaller than the retransmission
timout and on the third one a delay that would cause a new transmission due to
timeout. 40 searches were made in each scenario and we repeated the experience
for α = 1 and α = 5. The value 1 for α was chosen so we could see how DHTs
that does not support concurrency would behave; the value 5 was chosen based
on the studies presented at[10]. This way we could check what impact does the
concurrency has when the network introduces delay(simulated by the induced
delay on half of the nodes).

The results can be seen in figure 1 for α = 1 and in figure 2 for α = 5.
We could see on figure 1 that as delay increases on the network, the average

time to locate a resource also increases. When a 2 second delay were introduced
in half of the nodes, the requests that reached those node had a higher response
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Fig. 1. Time to locate a user at Kademlia with α = 1

time. When a 4 second delay were introduced, the requests that reached those
nodes were re-transmitted to other nodes after the 3-second timeout. When the
experiment were run with α = 5(figure 2) we can see that the resource location
time were not that much affected. That happens because five requests are sent
concurrently, and if some requests reach nodes pre-programed to introduce a
delay, some would still reach nodes with no programmed delay.

With these experiments, we can conclude that when multiple concurrent re-
quests are sent we have a better chance to get a faster response even when
some nodes on the overlay network are experiencing network congestion. When
α = 1, Kademlia is similar to Chord in message cost [2]. Chord does not support
concurrent searches. We could see from our experiments that an approach that
supports concurrency can improve the mean response time for user location. All
other approaches found on literature, but Skype, use Chord as the underlying
DHT.

4 Future Work

4.1 NAT Traversal

Users behind NAT is still an open issue. At the present time, we assume that all
users can be found on reachable IPs. One alternative would be the implemen-
tation of some solution like STUN(Simple Traversal of UDP through NAT) on
the adapters with valid IP address.

4.2 Authentication

At the present time we do not provide any sort of authentication and assume
that all users can be trusted. But this can not be a valid assumption on various
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scenarios. The solutions listed on section Related Work do not treat authenti-
cation in a very effective way. One alternative would be the PGP web of trust
model. Another one would be to store centralized certificates in a central point
in the network, but this would require a centralized authority to be consulted.
In the case of ad-hoc or transiente networks, no verification may be required or
desirable. An authentication system is still an open issue and is under analysis.

5 Conclusion

Our approach is effective in building a decentralized, self-configuring and self-
managing telephony IP system. Self-configuring is provided by the fact that it
is not necessary to install and configure a centralized server. Once the adaptor
is initialized, not further configuration is required. Self-managing is provided by
the fact that the system does not require any person to manage it. Users joining
and leaving the system are handled by the P2P network without the need of a
centralized server to store user information.

Our solution works well on environments with Internet connectivity or without
it. For example, if the connectivity to the Internet of a company is lost, the IP
telephony system would not stop in our solution. In scenarios where there may
not be an Internet connection available, our approach still works.

Our solution is the first one that uses the algorithm Kademlia for such pur-
pose. Concurrent searches can reduce significantly the mean delay time in re-
source location when nodes are experiencing packet loss or high traffic as we
could see from our experiments. Other approaches found on the literature do
not use concurrent searches because of the DHT deployed. The fact that our
approach is the first one to use Kademlia also leads our work to be the first
one to analyse how the concurrency parameter on Kademlia can benefit user
location time on decentralized IP telephony systems under different network
circumstances.
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A decentralized approach offers cost reduction because there is no need to
buy any special hardware(servers). Another characteristic is management sim-
plification, once the systems manages itself and there is no need to have someone
specialized to keep the system up and running. In scenarios where there is the
need to rapidly establish a communication system, such as a disaster area with
wireless network or a conference, for instance, installation of servers can be time-
consuming and our solution provides agility.

Our solution works with softphones, but it could be used a similar approach
to code the adapter and embedded it inside hardphones. Our adapter is SIP
compliant, it can be used with any softphone that supports SIP.
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Abstract. In the area of electronic commerce, the personalized goods 
recommendation system is a very important research issue that raises user 
satisfaction, and increases loyalty towards the content provider. For this, the 
correct analysis of user preferences is essential, and most existing researches 
use a purchase history or a wish list. However, due to the rapid development of 
information technologies, commerce has progressed from e-commerce to 
U(Ubiquitous)-commerce. In the ubiquitous environment, computing devices of 
various types, including the mobile device itself, exist in user space; in addition, 
a broad range of information related to user preferences is generated while 
using these devices. Hence, if the information is efficiently managed, a more 
effective recommendation strategy will be established. This paper proposes a 
multi-agent based U-commerce system to efficiently collect and manage diverse 
context information that can occur in the ubiquitous environment. Therefore, a 
more personalized recommendation, which is reflected by various user 
preferences, is possible. A prototype was implemented in order to evaluate the 
proposed system, then, through results, the existing recommendation method is 
compared and the effectiveness of the system is confirmed. 

1   Introduction 

In electronic commerce, personalized content and goods recommendation are 
necessary, in order to raise user satisfaction and promote commerce. Hence, the 
correct analysis of user preferences is very important. 

To obtain user preferences, existing researches in the area of e-commerce use 
methods that either explicitly represents interest information such as response, 
purchase history, wish list, or inferred information by implicit user action, such as 
browsing time for each web page, and terms extracted from their favorite site list 
stored in the browser [1]. The obtained information is managed is a distributed 
manner in each shopping location, or in the latter case, although the preference 
information stored in the user’s device, these different context data containing 
preferences are not unified. 

Internet access is available anytime, anywhere due to the rapid development of 
network technology and the spread of wireless devices. Also, with the advent of ubiqu-
itous computing, E(Electronic)-commerce is evolving to U(Ubiquitous)-comm-erce, and 
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surpassing M(Mobile)-commerce. Hence, various researches are progressing to support 
the new commerce form employed in U-commerce [2]-[5]. 

The greatest difference between U-commerce and M-commerce is existing 
computing devices of various types as well as traditional mobile device, such as PDA 
and cellular phone. Hence, diverse information related to user preferences is 
generated while the user interacts with these devices, and new methods to collect and 
manage the information are required. 

This paper proposes a multi-agent based U-commerce system to efficiently manage 
diverse context information that can be generated in the ubiquitous environment. 
Therefore, more personalized services are possible, also obtaining satisfactory results 
such as raising user satisfaction and increasing loyalty toward the content provider. 

A prototype was implemented to evaluate and compare the proposed system, with 
existing recommendation methods, in terms of recommendation suitability. Through 
the results, the effectiveness of the system is confirmed.  

The paper is organized as follows: Section 2 introduces related works. Section 3 
describes the overall structure and behaviors of the proposed system. Section 4 
confirms the scalability via a sample scenario, and evaluates the accuracy for 
recommendation results. Section 5 concludes this paper, and identifies future work. 

2   Related Work 

In the past few years, the existing E-commerce domain has been greatly enhanced by 
the development of various methods that recommend goods based on the user 
purchase history or goods of interest. Most recommendation systems use a method 
that combines content-based recommendation and collaborative recommendation in 
order to offer more accurate personalized information [6][7]. Content-based 
recommendation is a method recommending information by analyzing the similarity 
between user profile and content, and collaborative recommendation is a method 
recommending the information between users with similar profile. For this, 
generating the user’s profile, which reflects accurate preferences, is very important. 

While E-commerce is shifting to M-commerce, the greatest difference is that users 
can use commerce regardless of time and space [8]. By using this feature, user location 
based researches are progressing [9], gradually moving towards U-commerce. 

U-commerce differs from E-commerce or M-commerce in the following ways. 
First, U-commerce uses various type devices surrounding the user, as well as 
traditional mobile devices such as PDA, and cellular phone using a wireless network. 
Second, everything (i.e., goods, refrigerator, shelf, counter, etc) related to commerce 
is interconnected via a network [2]. Hence, autonomous commerce is possible, in 
most devices, through interaction between devices. Therefore, diverse context 
information should be collected and integrated from heterogeneous devices, based on 
more correct user preference analysis. 

Recently, various researches are progressing to support the new commerce. 
Representative studies are Metro Group’s Future store [2] and Fujitsu’s NextMart [3]. 
They are developing various recommendation services via built-in computing ability 
in different peripheral objects such as shopping cart, shelf, and mirror, which connect 
with each other using a network. 
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However, most existing research is insufficient to infer the user’s preference by 
analyzing the relevance between the context information generated from using the 
different devices.  

This paper proposes a novel U-commerce system that can more correctly analyze 
user preferences through embedding agents in the various computing devices and user 
circumstance and cooperation between these devices. In the next section, the proposed 
system is introduced in detail. 

3   Proposed System 

The proposed system is aimed at developing a U-commerce system which collects 
information related to preferences, from the heterogeneous user peripheral devices, 
these are based on recommending the goods, in order to support the commerce 
occurring in the ubiquitous environment. 

3.1   The Proposed System Architecture 

As presented in Figure 1, the proposed system is composed of three parts: Client 
Module (CM) is embedded in the different devices surrounding the user, and the client’s 
information collected by the CM is integrated in a User-data Management Server 
Module (USM). Then, a Recommendation Server Module (RSM) decides on the suitable 
goods taking into account the user preferences, via interaction with the USM, and then, 
recommends the goods. The USM is located at the default server of the user’s home 
location or a portal server managing user accounts, and the RSM is located at the 
commercial off-line store. The role of each principal component is as follows. 

 

Fig. 1. Overall architecture of the proposed system 

 Context Observer(CO): The CO is embedded in the client device, and collects 
the data that can be used to infer the user preferences. It is developed as various 
forms, and extracts keywords implicated in documents built-in the browser, to 
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monitor the user’s web browsing pattern, analyze logs generated from 
applications, and so on. 

 Context Synthesizer(CS): The CS integrates the data collected from the several 
COs. 

 Browser: The browser shows the received recommendation content. 
 Profile Generator(PG): The PG processes the information transmitted from the 

CM based on the Word Dictionary, and generates a user profile. Hence, stop 
words missed by the CO, are removed (the stop word means that is a commonly 
used word such as ‘the’). The extracted keywords and appearance frequency are 
represented in the vector space. 

 User-data-Manager(UDM): The UDM renews the stored user data using the 
profile received from the PG, and clusters the users to the group with similar 
propensity. 

 Decision Agent(DA): When the user preferences are requested from the RSM, 
the DA measures similarity and decides scope of user profile, which will be 
informed to the RSM, included from the product’s metadata, including the 
request message. 

 Word Dictionary: The stop list and terms to recognize the synonyms of 
keywords are stored. It is designed and located at the server, and considers the 
resource constraints of mobile client devices. In future work, it should be 
provided to the ontology, including commerce domain, to improve the 
performance of the system.  

 Sensor: The sensor recognizes the client device’s identity. 
 Analysis Agent(AA): The AA finds the location of the USM, storing user 

information based on the information received from the sensor. Also, it selects 
some metadata of the principal goods in the Product Information database, in 
order to inform the information of the store to the USM. 

 Recommendation Agent(RA): It lastly decides the recommendation goods based 
on the user preferences received from the USM, and sends this to the CM. This 
phase is based on the seller’s policy. 

 Interface: The Interface is used to input the metadata of goods by the seller. 
 Product Information Manager(PI): The PI describes the metadata of goods as a 

vector representation, and after recommendation, records hit rates using user’s 
feedback in the product database. 

 Communicator: It is embedded in each module, and performs interaction. 

3.2   Context Information in U-Commerce 

This section introduces preference information that can be gathered while users use 
various computing devices in the ubiquitous environment. 

 

(1) Gathering preference in the web documents 
The user searches information using a computing device such as desktop, PDA. 
Hence analyzing of user preferences is possible by analyzing the characteristics of 
web documents viewed by the user. For this, TF-IDF methods [10], represent user 
interest in vector space, using the appearance frequency of terms appearing in the web 
document. This method is commonly used in the information retrieval domain. 



 A Collective User Preference Management System for U-Commerce 25 

However, in general, web pages contain several items that cannot be classified as 
‘primary content’ (e.g., navigation sidebars, advertisements, copyright notices, etc.) 
[11]. Hence, this paper extracts the keywords containing user interests, by analyzing 
the hyperlink phrase or terms inputted in the search field, rather than by analyzing the 
entire page. These phases are presented in Figure 2. 

 
Step 1. Finds the anchor tag and form tag by analyzing the html source 
of a web page 
Step 1.1. Collects the URL and hyperlink phrase linked with anchor tag 
Step 1.2. Generates a mapping table 
Step 1.3. Analyzes the URL linked with form tag, and find the URL pro

cessing the query 
Step 2. Analyze the next page’s URL viewed by the user 
Step 2.1. Extracts the phrase linked with the URL from the mapping table 
 Step 2.2. If next page is the URL linked with form tag, and extracts t
he query from the entire URL 
Step 3. Removes the stop word(including articles and prepositions) defi
ned in advance 
Step 4. Records the extracted keywords and the appearance frequency, an
d periodically sends it to the UMS 

Fig. 2. The extraction phase of keywords from web pages 

The collected keywords are presented in formula (1). Where w means the weight 
value for each term, and uses the appearance frequency of the term. 

)},()...,,(),,{( 2211_ nntypecontext wtermwtermwtermUserID =  (1) 

An example that extracts the principal keywords from a hyperlink phase and query 
of a web page, is presented as Figure 3. 

This method can apply to analysis using patterns of the web store. The user 
searches the required goods via keywords and category searching via the web store. 
The searching keywords inputted by the user, contain information such as brand 
name, product type, and specific good name. Hence, this data explicitly represents the 
user’s interest even if it does not specify processing. Category searching can be used 
to extract the type of goods of interest to the user. 

 

 (2) Obtaining preference from the interaction TV 
TV programs selected by users contain a lot of information that reflects the 
preferences of each user. For example, background music, actor’s name, clothing, and 
place are information that can affect commerce. 

Moreover, the TV is no longer a static system, evolving towards an interactive 
system, where users can select programs as desired. Hence, this paper used the VOD 
service on the Web as an early model of interactive TV. This service offers a web page 
that includes a summary or various explanations of content, such as a movie clip. 
Hence, important keywords can extract methods as introduced in the previous section. 

In future work, if the mpeg7 [12] is used, more efficient information collection is 
made possible. 
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Fig. 3. Example of extracting the keywords from a web page 

(3) Acquisition preference from the Navigation 
The information for the user’s destination is very important, because it can identify 
the user location and moving route. The current navigation executed on the PDA 
mostly records the destination information in log form. Hence, this paper collects user 
preferences by analyzing the log. 

3.3   User Clustering Reflecting the Multi Preference 

As introduced in the previous section, the information collected from the various 
devices is represented in the vector space. This section introduces the behavior of the 
User-data Manager (UDM), which clusters the users having similar preferences, using 
collected information. 

First, USM compares the profile for product of a user randomly which is selected 
as the criterion, with the other user’s profiles. The nodes, is representing users, are 
dispersed according to this result.  

Second, the user profile for the TV program makes of a new axis, and the users are 
disseminated to the two dimension space. Then, it adds a new dimension using the 
user profile for the place collected from the navigation, and clusters the users. 
According to these phases, the users are grouped by similar preferences. The 
clustering of multi-dimension data like this is performed using the K-means 
algorithm, which groups proximity nodes using distance concepts. The clustering 
phases are presented in Figure 4.  

After the group is constructed, the UDM extracts keywords that are not duplicated 
from the profile of other nearby users, and these keywords are mapped with the 
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Fig. 4. Clustering phase by K-means algorithm 

existing user profile. Therefore, a user can take recommended information from other 
users having similar preferences. 

3.4   Recommendation Algorithm 

The RSM requests the user preferences from the USM, in order to recommend the 
goods to the user visiting the store. At this time, the RSM sends the metadata for the 
main products selling at the store. This is vector set composed of keywords in the user 
profile. 
   The USM compares user profile with product information, and extracts principal 
keywords. The size of product information is restricted to prevent obtaining the entire 
user information by the RSM.  

The similarity measurement between the user profile and the product information is 
performed using the cosine similarity measure commonly utilized in the information 
retrieval domain. Then, the result is transmitted to the RSM. 

∑∑
∑
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* where, ),( is pusim : measurement of the similarity between user profile and 

product info. 
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The RSM decides recommendation goods using the result, and sends the 
recommendation information to the user. 

Through these methods, item-to-item recommendation is issued not only via 
similarity between user profile and product information, but also by interactive 
recommendation between users in the same group. 

4   System Evaluation 

This section confirms the applicability of the proposed system using a sample 
scenario, and compares this system with existing recommendation method in order to 
evaluate the system. 
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4.1   A Sample Scenario for U-Commerce 

The user searches information via various computing devices in circumference, drives 
a car, and watches TV. At this time, the CM embedded in each device collects the 
data used to infer user preferences. 

 

Fig. 5. Sample scenario for U-Commerce 

A seller of an off-line store selling a type of fashion accessory has described the 
information of goods in detail, such as ‘Actor Alice wore an accessory in a TV series 
called Friends’, in order to recommend more suitable goods to the user. The RSM 
extracts the keywords from the information, generating product metadata.  

Then, when users have been in the store, the RSM identifies the user data including 
a USM location, via user’s portable device, and sends the product information to the 
USM storing the user’s information. 

The USM informs the some keywords related to the store’s goods, among the user 
preference information to the RSM based on product type delivered from the RSM. 
Then, the RSM decides final recommendation goods based on this information. 
Therefore, users can receive recommendation goods related on TV programs that the 
user prefers. In this way, through the proposed system, applying a more diverse 
recommendation strategy is possible as an existing recommendation method, it 
considering only the purchase history or goods of interest. 

In another way, this can extend services such as recommending TV programs 
preferred between users, like the goods of specific brands or those having similar life 
style, or recommending famous places, as well as goods recommendation. 

The information, transmitted to the user, would contain useful information such as 
product location, hereafter, can adapt to appropriate type based on characteristics of 
user devices.  

4.2   System Evaluation 

We implemented a prototype to evaluate the system, compared existing 
recommendation methods, based on the purchase history and the interest goods in the 
web shopping mall, with the recommendation results of the proposed system based on 
the multi preference information. 
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In the experiment, we collected the purchase history and the interest goods list 
from 20 users. We implemented a web browser collecting the hyperlink information, 
and a log analyzer on the PDA, embedding the navigation, then took usage patterns 
about the web shopping mall, web TV, and recent destination information. 

We also described the product information of 100 items, and users select the goods 
of interest among these lists, and then measured the correctness of the 
recommendation results for each method. A measure is used for the precision and the 
recall, which are broadly used for performance evaluation of information retrieval 
system. The precision means the ratio of the number of relevant information 
corresponding to user’s intent among recommended information, and recall means the 
ratio of the number of relevant information recommended to the total number of 
relevant information in the database. 
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As a result, the existing method exhibited low accuracy because most users haven’t 
been buying the fashion accessories. However, the 
proposed system demonstrated relatively high accur-
acy due to being based on different user preferences.  

Although clustering is not satisfactorily accomp-
lished because the number of users that participated 
in the experiment was few; yet the proposed system 
demonstrated sufficient evidence only using the item-
to-item recommendation method. The evaluation 
result is presented in Figure 6. 

 

Fig. 6. Comparison of recommendation result 

5   Conclusion 

In this paper, we proposed a multi-agent based system that builds more flexible 
recommendation strategies using coordination management about the various user 
preference information generated in the ubiquitous environment.  
   We implemented the system prototype, and performed the comparison with the 
existing recommendation method, and as a result, confirm that the proposed system 
makes possible more accurate recommendation. This feature of the system is expected 
to make possible more effective commerce in the ubiquitous environment. As future 
work, the following topics will be investigated. 

 A method to use the personal information of the specific user, which does not 
violate privacy when user sends a present to another user. 

 A method that selects the most effective device to represent the 
recommendation content, and adapts the content according to the characteristics 
of the device or the user preference. 

 A client agent that blocks unnecessary recommendation information. 
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Abstract. In recent years, the number of messages transferred through networks 
has skyrocketed with the rising number of network nodes. For example, servers 
collect variant sensor information and store it. Although related works exist that 
present cache servers intended to reduce network costs, those cache functions 
do not work well for short lifetime content because most cached contents with 
short lifetimes are expired before referral. In this paper, we propose a method to 
resolve the problem for the coming ubiquitous network society, which is an 
asynchronous cache management method according to the application 
requirement. This method enables the CPU load of the servers to be reduced 
through service and application management for short-lifetime content, too. 
Furthermore, we propose a load-balancing method using autonomous message 
exchange instead of a management system. This method enables the CPU load 
to be balanced over multiple servers. 

Keywords: Service management, Server management, Sensor information. 

1   Introduction 

In recent years, the number of nodes connecting networks has increased. For example, 
a sensor node, such as an RFID tag reader, is connected to a network. The information 
collected by its reader is often called the context. The provision of context-aware 
services has commenced [1], and the trend looks set to continue with the 
announcement by the Japanese Ministry of Internal Affairs and Communications of 
the u-Japan policy [2]. Generally, there are context generators, context providers and 
service providers, and they are located in different administrative domains to provide 
context-aware services. Context providers collect context such as sensor information 
and store it, and provide it to various service providers. This means there will be 
various node administrators in the future, meaning that future networks should 
incorporate a management function over different administrative domains in addition 
to the function for large-scale networks.  

As such networks proliferate, the number of messages will also increase, for 
example, when servers collect sensor information, such as the IDs of RFID tags. In 
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these cases, although the message size is small, the frequency of transmission is very 
high. Hence, one of the requirements for the servers is the capability to process large 
numbers of messages, which is also an inevitable requirement for future networks. 

In this paper, we propose an asynchronous means of cache management and load 
balancing to solve this problem, and evaluate its advantages via a prototype system. 

2   Background to the Research 

2.1   Need for a Context Transfer Platform 

We illustrate the example of providing multiple context-aware services in Fig. 2-1. 

 

Fig. 2-1. The provision of context-aware services 

In this case, there are a context provider and two service providers. The context 
provider publishes the information for many service providers and each service 
provider offers a context-aware service using such context information. Two services 
are the temperature information service and the appliance control service, and they are 
operated by different companies. 

In recent years, it has been proposed that the service implement an environment to 
enable context information to be easily used by service providers, thereby enabling 
service providers to offer context-aware services easily. Moreover, many users can 
use the services, too. However, as many context providers and service providers will 
appear in future, we believe that a context transfer platform is desirable. 

We also believe that a method of reducing the load on the context server using 
caching technologies is needed because there is a massive volume of contexts, 
because each context has a short lifetime and because not all contexts are used by 
service providers. Moreover, we think that cache servers should incorporate a 
management function over different administrative domains. 
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3   Requirements for Distributed Cache Management 

3.1   Related Works and Problems 

The number of services has increased and this caused an increase in the number of 
attributes and requirements, as well. There are various context-aware services. For 
example, some are a real-time services based on a context that reflects the latest 
sensor information, while others are non-real-time services based on a context at some 
point in time. The latter type of service allows a time range for context accuracy. In 
this paper, we focus on the non-real-time services, illustrate the problem that occurs if 
existing cache technologies [3][4] apply to such services. For example, it is assumed 
that a temperature information service provider requires a context every fifteen 
minutes and an appliance control service requires a context every minute. If a 
temperature sensor pushes the context to the context server every second, the context 
server sets one second as the context’s lifetime. In this case, an introduced cache 
server also sets one second as the expiry time and each context expires after one 
second. In this case, most cached contexts with short lifetimes expire before referral, 
thereby preventing cache functions from working well. This occurs because the 
context referral interval is longer than the context’s lifetime. 

Moreover, each service is operated by different companies and each cache server is 
also operated by different companies. If an existing cache technology including 
hierarchical cache model [5][6] is applied to cache servers, the operator of the cache 
server has to publish the server’s information and has to maintain the published 
information. Therefore there is the problem that it is impractical from viewpoint of 
ease of maintenance in the coming ubiquitous network society if the existing 
technology is applied. 

3.2   Requirements for the Cache Server 

We have identified the following two requirements for a cache server if the cache 
server is introduced to reduce the messages processed by a context server in the 
situation described above: 

(a) The cache needs to be used effectively, even though the context is changed 
frequently and has a short lifetime, as in the case of sensor information. 
(b) Load balancing needs to be conducted over different administrative domains 
autonomously without a central management system. 

4   Asynchronous Cache Servers and Their Load Balancing 

To meet the requirements described above, we propose an asynchronous cache system 
and a load-balancing function for the cache servers. As the non-real-time service 
described in section 3.1 is assumed, the cache server does not have to set the cache 
expiry time to correspond to the context lifetime based on the renewal interval of the 
sensor information because the service does not require the newest context. The 
feature of an asynchronous cache system involves optimally setting the cache refresh 
time instead of the cache expiry time based on the clients’ requests, and look-ahead 
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contexts based on cache refresh time. This system works well because the cache does 
not expire based on the setting made by the client, including the requirements of the 
application. Moreover, the load-balancing function does not involve managing the 
cache servers collectively, but simply switching the connection of servers via 
negotiation among the cache servers when one cache server’s load is high. 

4.1   Asynchronous Cache System 

4.1.1   Overview of the Asynchronous Cache System 
We illustrate the overview of the asynchronous cache system in Fig. 4-1. In Fig. 4-1-
(a), the cache server updates its cache periodically according to the attribute that the 
client has indicated, and maintains the connection with the context server, which 
enables the cache server to have the optimal cache. In this case, the client is the 
application that provides services. The client can then indicate the application’s 
attribute, such as the context referral interval. In this paper, we use the context referral 
interval as the application’s attribute. Therefore the cache server can set the refresh 
time of the cached context. If there are several context referral intervals, the shortest 
one is adopted. In Fig. 4-1-(b), the cache server can return the previously cached 
context to the client when the cache server receives a request of the context in Fig. 4-
1-(b). In this system, the update of the cache between the cache and context servers in 
Fig. 4-1-(a) and the requirement of context between the client and cache server are 
operated asynchronously. As above, the cache server updates the context according to 
the refresh time determined by the attribute from the client’s request and maintains 
the cache refresh time. Therefore the context server can avoid excessive requests from 
the applications’ requirements. 

Client
(Application) 

Client
(Application) 

Cache Server 

Cache Server 

Context Server 

Attribute indicated 
in context request

Context Server 

Update caches periodically 
according to indicated attribute

a  Cache u date hase

b  Cache referral hase

Requirement of Context

 

Fig. 4-1. Overview of the Asynchronous Cache System 

4.1.2   Operation of the Asynchronous Cache System 
Fig. 4-2 shows a sequence where the client requires context with the referral interval 
being indicated to the cache server. 
The sequence works as follows: 
1. A cache server receives a context referral request from a client. The context 

referral request contains the context address, referral interval and client ID. 
2. The cache server checks whether it has a cache of the required context or not. 
3. If the cache server has no caches related to the required context, it sends the 

context referral request to a context server. 
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4. The context server registers the cache server and load information. The latter is 
then used in the load-balancing function, described later. 

5. The cache server registers the requirement from the client on a DB (database). The 
requirement contains the context address, referral interval and client ID. 

6. The cache server registers the client information on the DB. The client information 
includes the client’s address, the number of the client and total context size to 
which the cache server is referred. This information is used in the load-balancing 
function. 

7. The cache server periodically updates the context with decided refresh time, A. 
As described above, the cache server receives indications about the referral interval 
within the context referral request from clients. In other cases, if the cache server has 
a cache and the referral interval related to the context required from the client exceeds 
that of the cache, steps 3 to 5 are not executed. If the referral interval is shorter than 
that of the cache, steps 3 to 7 are executed in order to update the refresh time.  

CClliieenntt CCaacchhee SSeerrvveerr CCoonntteexxtt SSeerrvveerr
1. Context referral 
request 
- Context address 
- Client ID 

2. Check cache (no cache)

7. Update with refresh time A 
Context

Context

4. Register cache server 
info and load info 

3. Context referral request 
- Context address 
- Cache Server ID

Save the context on the cache

5. Register the requirement 

6. Register the client load info - Source address 
- Number of clients 
- Total context size

- Context address 
- Refresh time A 
- Client ID

 

Fig. 4-2. Sequence of the Context Referral Request 

4.2   The Load-Balancing Function for Cache Servers 

4.2.1   Overview of the Load-Balancing Function for Cache Servers 
In this function, a cache server whose load becomes high switches the subsidiary 
cache server(s) from itself to another server with a relatively low load, by negotiating 
with other cache servers (Fig. 4-3). The objective is to balancing the load among 
cache servers. From the viewpoint of ease of maintenance, the function proposed here 
has an advantage over other systems that spreads the load using a server list of other 
domains that is published by the administrator of the domains. This is because the 
load balancing proposed here can be applied to cases where cache servers are 
managed by different administrative domains without having a server list of other 
domains. The trigger for the switching of cache servers is the number of accesses per 
second and the total size of the context referred from clients and subsidiary cache 
servers. Fig. 4-3 represents an example. When the loan on cache server A becomes 
high, the cache and context servers search the switching server by negotiating with 
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each other, and switch cache server C from cache server A to cache server B, whose 
load is low. 

Context server 

Switch 

Negotiation

Cache server B 
Load: Low 

Cache server D 
Load: Medium Cache

servers
Cache server C 

Cache server A  
Load: High 

 

Fig. 4-3. Overview of the Load-Balancing Function for Cache Servers 

4.2.2   Operation of the Load-Balancing Function for Cache Servers 
We describe the sequence relating to server connection switching in Fig. 4-4. In this 
sequence, when the load of a cache server exceeds the threshold, the highest load 
cache server among the subsidiary cache server is switched to another cache server or 
a context server. 
The steps for the sequence chart are as follows: 

1. Cache server A detects that the load exceeds the threshold and it is a high load 
condition. In addition, cache server A searches for the cache server with the highest 
load among its subsidiary cache servers. In this case, it is cache server C. 

2. Cache server A sends a switching server search request to the context server, which 
is its higher-level server. 

3. The context server searches for a switching server whose load is low among the 
subsidiary cache servers. In this case, it is cache server B. Subsequently, the 
context server asks cache server B whether B accepts a switching request. This 
message includes as a parameter for conducting the check the load that cache 
server C has in relation to cache server A. 

4. Cache server B checks its load using the received parameter to ascertain whether 
cache server C can be connected or not. In this case, cache server B determines the 
load to be low; meaning that cache server C can be connected, and thus returns a 
response to the context server. 

5. The context server evaluates the response from cache server B. In this case, the 
response is OK, so it stops searching for switching servers. If the response is NG 
(meaning “no good”), which means cache server C cannot be connected to cache 
server B, steps 4 to 5 are executed. Subsequently, the context server returns the 
address of cache server B as the switching server to cache server A. 

6. A switching request is sent from cache server A to cache server C. This message 
indicates cache server C to connect to cache server B. 

7. Cache server C switches the connecting server from cache server A to cache server 
B, so cache server C sends a connection request to cache server B. The connection 
request consists of the set of context referral requests that cache server C referred 
to cache server A. 
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8. Cache server B registers the load information relating to cache server C, and sends 
the context referral requests that cache server B has not yet referred. 

9. When cache server A receives the response from cache server C, it deletes the load 
information relating to cache server C and sends the context referral termination 
requests that are received from cache server C to the context server. 

 

Fig. 4-4. Sequence of Server Connection Switching 

5   Evaluation of Development Technologies 

In this section we present the results of evaluation relating to the technologies 
described in section 4. As a result of evaluation, the operation and performance of the 
development technologies are shown to be confirmed and it is possible that our 
technologies are applicable in the assumed environment.  

5.1   Performance of the Cache Server 

5.1.1   Prototype System 
This prototype system is implemented on the IA server using free software. The 
implementation environment is as follows: 

− Hardware architecture, CPU and memory: Intel x86, Xeon 3.06GHz and 2GB, 
respectively. 

− Operating system, JavaVM and application server: CentOS 4.4 (Kernel 2.6.9), 
Jrockit 1.5.0_08 and Jboss 3.2.7, respectively. 

Fig. 5-1 shows our prototype system configuration used in the evaluation. 
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Fig. 5-1. System for Evaluation 

5.1.2   Performance Measurement and Evaluation 
In Fig. 5-1, client A sends context referral requests to cache server D at specified 
intervals. In this scenario, we measured the CPU utilization of cache server D, with 
the results shown in Fig. 5-2. The size of the referred context was 1.5KB. 
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Fig. 5-2. Result of Assessing the Performance of the Cache Server 

Fig. 5-3 shows the change in the CPU utilization of cache servers A and B when 
the load of cache server A becomes high, and cache server C is switched to cache 
server B. 
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Fig. 5-3. Change in CPU Utilization at Connection Switching 

During period 1, connection switching is yet to take place. The load of cache server 
A exceeded that of cache server B. Subsequently, during period 2, cache server A 
detects that the load is high, and during period 3, the load of cache server A is 
temporarily higher because cache server A searched the switched cache server. In 
period 4, cache server B registered the information that was referred, meaning its load 
increased, while during period 5, the load of cache server A rose by deleting 
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information relating to cache server C. Period 6 came after connection switching, 
meaning that the load of cache server A declined. 

5.2   Results of Simulating the Cache Server 

5.2.1   Simulation Model 
We set a load to each cache server per unit time, following which subsidiary cache 
servers, connecting to cache servers whose loads exceed the threshold ahead, are 
switched to other cache servers. There are two ways for searching for a switching 
server. One involves searching from neighboring servers, and the other involves 
searching from the route server in a tree structure. We adopted the former in order to 
reduce the number of searches. In addition, to avoid switching subsidiary cache 
servers, i.e. deepening the tree structure, we limited the depth. 

We set the number of cache servers at 250,000, and simulated a one-year period 
assuming the unit time to be a single day. 

5.2.2   Simulation Results 
To evaluate the overhead via server connection switching, we counted the number of 
searches, i.e. the number of times switching servers were searched, in each process 
(Fig. 5-4). 
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Fig. 5-4. Simulation Results 

5.3   Discussion 

As shown in the measurement results in Fig. 5-2, it was confirmed that our cache 
server processes about 80 context referral requests per unit time and is capable of 
caching contexts effectively according to clients’ requirements. In addition, the CPU 
utilization of the cache server increases almost linearly with the increase in the 
number of context referral requests per unit time. In order to operate the cache server 
with CPU utilization of 80% or less, the switching process should be generated when 
CPU utilization exceeds 80%. Based on the result of Fig. 5-3, it was confirmed that 
our cache servers negotiate with each other and can operate switching processes when 
one of the cache servers has to deal with a high load. 

Here, it is assumed that the number of clients sending context referral requests is 
one hundred million (which is assumed to be the number of cellular phone users), and 
each client sends a context referral request once every ten seconds. Under these 
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circumstances, we need 125,000 cache servers to which the clients are directly 
connected. At this time, if we use an existing load balancer, it is unrealistic to expect 
it to sort the requests to 12,500 servers, and copy the context to the servers. We also 
assume that when cache servers are connected in a tree structure, and the cache hit 
rate in each cache server is assumed to be 50%, the tree structure becomes a binary 
tree. Based on these assumptions, the total number of cache servers can be 
provisionally calculated at about 250,000. Fig. 5-4 shows that almost 100% of the 
switching process is completed after double the number of searches. Therefore, if 
there are 250,000 cache servers constructed in a tree structure, the overhead generated 
by the server connection switching process has no effect on other processes, and 
connection switching among servers can be implemented. As described above, the 
possibility of load balancing over different administrative domains is confirmed. 

6   Conclusion 

In this paper, we proposed asynchronous cache management and a load-balancing 
technique in preparation for the coming ubiquitous network society, in which servers 
should handle short lifetime contexts over multiple administrative domains. We 
created a prototype system and evaluated its advantages in terms of performance. As a 
result, the cache server we proposed can process 80 context referral requests per 
second, and we estimated that 250,000 servers are needed based on the server’s 
processing performance, even if the number of users is one billion. Furthermore, the 
proposed load-balancing technique can sort the requests successfully. Consequently, 
the methods proposed herein offer significant advantages in terms of scalability. 
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Abstract. Windows and Unix systems have been traditionally very dif-
ferent with regard to configuration storage and management. In this
paper we have adapted our CIM-based model-driven management frame-
work, AdCIM, to extract, integrate and modify management and con-
figuration information from both types of OS in a multiplatform and
seamless way. We have achieved very low latencies and client footprints
without sacrificing the model-driven approach. To enable this function-
ality for a wide range of system administration applications, we have im-
plemented both an efficient CIM XML dialect and a distributed object
infrastructure, and we have assessed its performance using two different
approaches: CORBA and Web Services.

Keywords: Management, Distributed Systems, WMI, CORBA, Web
Services, CIM.

1 Introduction

System administrators have to take into account the great diversity of hardware
and software existing nowadays in organizations. Homogeneity can be achiev-
able in some instances, but also has risks; i.e., a monoculture is more vulner-
able against viruses and trojans. The combination of Windows and Unix-like
machines is usual, whether mixed or in either side of the client/server divide.
System administration tasks in both systems are different due to a great variety
of interfaces, configuration storage, commands and abstractions.

To close this gap, there have been many attempts to emulate or port the time-
proven Unix toolset. Windows Services for Unix [1] are Microsoft’s solution,
enabling the use of NIS and NFS, Perl, and the Korn shell in Windows, but
it is not really integrated with Windows as it is a migration-oriented toolset.
Cygwin [2] supports more tools, such as Bash and the GNU Autotools, but it is
designed to port POSIX compliant code to Windows. Outwit [3] is a very clever

� This work was funded by the Ministry of Education and Science of Spain under
Project TIN2004-07797-C02 and by the Galician Government (Xunta de Galicia)
under Project PGIDIT06PXIB105228PR.

S. Ata and C.S. Hong (Eds.): APNOMS 2007, LNCS 4773, pp. 41–50, 2007.
c© Springer-Verlag Berlin Heidelberg 2007



42 I. Dı́az, J. Touriño, and R. Doallo

port of the Unix tools that integrates Unix pipelines in Windows and allows
accessing the registry, ODBC drivers, and the clipboard from a Unix shell, but
its scripts are not directly usable in Unix.

The subject of performance and low-latency issues in system administration
is discussed in several works. Pras et al [4] find Web Services more efficient
than SNMP for bulk administration data retrieval, but not for single object
retrieval (i.e. monitoring), and conclude that data interfaces are more important
for performance than encoding (BER vs XML). Nikolaidis et al [5] show great
benefits by compressing messages in a Web Service-based protocol for residential
equipment management, but only use Lempel-Ziv compression. Yoo et al [6]
also implement compression and other mechanisms to optimize the NETCONF
configuration protocol which uses SOAP (Web Services) messaging.

Also, there are several works that use XML to represent machine configura-
tions, like the ones by Strauss and Klie [7], and Yoon et al. [8], both mapping
SNMP to XML. The drawback is that SNMP has a very flat structure that does
not represent aspects like associations as flexibly as CIM [9].

The framework used in this paper, AdCIM [10] (http://adcim.des.udc.es),
can extract configuration and management data from both Windows or Unix ma-
chines, represent and integrate these data in a custom space-efficient CIM XML
dialect, and manipulate them using standard XML tools such as XSLT. One ob-
jective of this framework is to support monitoring applications with low-latency
gathering of structured data and small footprint. To achieve multiplatform inter-
operability and low-latency network messaging, two different distributed object
technologies will be used: CORBA [11] and Web Services [12].

The paper is organized following the structure depicted in Fig. 1. Thus, Sec-
tion 2 presents the XML Schema transformation and the advantages of the mini-
CIM XML format. Section 3 details the different processes used in Windows and
Unix to extract miniCIM configuration data. Section 4 discusses the use and im-
plementation details of both CORBA and Web Services middleware. Section 5
presents experimental results to compare the performance of both approaches.
Finally, conclusions and future work are discussed in Section 6.

Fig. 1. Overview of the integrated management framework
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2 Schema Transformation

This section details how the CIM schema is translated into an XML Schema,
and then derived into an abbreviated XML syntax of CIM (which we denoted as
miniCIM) that keeps all semantic constraints and helps to reduce latency and
transfer times in our framework.

<CIM InetdService namespace=”dc=udc”>
<SystemCreationClassName>CIM ComputerSystem</SystemCreationClassName>
<SystemName>shalmaneser</SystemName>
<CreationClassName>CIM InetdService</CreationClassName>
<Name>ftp</Name>
<SocketType>stream</SocketType>
<Protocol>tcp</Protocol>
<Wait>nowait</Wait>
<User>root</User>
<Command>root/usr/sbin/tcpd</Command>

</CIM InetdService>

Fig. 2. Example of miniCIM inetd service instance

cimXML [13] is the official DMTF representation of CIM in XML, which
represents both the CIM schema and CIM instances. Since these two aspects are
not separated it is very cumbersome to represent instances. Schema information
can be merged from an external file, but there is still overhead; e.g, key properties
must be present both in the name of the instance and as properties. Thus, a
declaration of services of a machine in cimXML is 305Kb long, which is reduced
to 3Kb in our approach by removing schema information from instances. This
greatly reduces message size, which will be shown later as a main factor in the
speed of the framework.

In order to simplify matters, we decided to translate the schema information
to XML Schema [14], which supports type inheritance, abstract classes and keys,
with XSLT. The resulting XML Schema defines a much terser instance syntax,
miniCIM. Such an instance for inetd services can be seen in Fig. 2. Its format is
property-value pair based, but semantic information is not lost, only moved to
the XML Schema. Invalid instances, or dangling references, are reported by the
XML validator.

An XSLT stylesheet processes the cimXML schema and its CIM classes de-
pending on their abstractness status, superclass, and association type if appli-
cable. These will be mapped to attributes of a new type in the final schema. For
example, association-related properties are represented as application-defined
attributes, and others like abstractness and superclass, supported using XML
Schema inheritance constructs.

Association references are also mapped as properties. Constraints are mapped
to XML Schema constructs, such as cardinality, addressed with minOccurs and
maxOccurs. The reference properties Antecedent and Dependent in each asso-
ciation can have their names changed by child classes. To account for that, the
Override qualifier is also supported.
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3 Configuration Data Extraction

This section describes the methods used both in Unix and Windows systems
to extract configuration data from system files. Configuration information is
collected from two sources: flat text sources, such as files and internal commands,
and the WMI (Windows Management Instrumentation) subsystem present in all
post-2000 Windows systems.

Usually, Unix-based OS codify almost all configuration data in text files and
directory structures that are seldom available in XML format, so our framework
parses and transforms them to XML to facilitate further processing. To do so,
data are serialized to plain text and processed with grammar rules.

import Martel; from xml.sax import saxutils
def Item(name): return Martel.Group(name,Martel.Re(”\S+\s+”))
fields =Item(”name”)+Item(”socktype”)+Item(”proto”)+Item(”flags”)+Item(”user”)+Martel.ToEol(”args”)

4 offline =Martel.Re(”#<off>#\s∗”)+Martel.Group(”off”,fields)
commentary=Martel.Re(”#”)+Martel.Group(”com”,Martel.ToEol())
serviceline =Martel.Group(”service”,fields)
blank=Martel.Str(”\n”)
format=Martel.Group(”inetd”,Martel.Rep(Martel.Alt(offline, blank, commentary, serviceline)))

9 parser = format.make parser()
parser.setContentHandler(saxutils.XMLGenerator())
parser.parseFile(open(”inetd.conf”))

Fig. 3. Martel program used for parsing inetd.conf to XML

#echo stream tcp nowait root internal
ftp stream tcp nowait root /usr/sbin/tcpd /usr/sbin/proftpd
#<off>sgi fam/1−2 stream rpc/tcp wait root /usr/sbin/famd fam

(a) Sample lines with original inetd.conf format
<doc>

<commentary> <com>#</com>echo stream tcp nowait root internal </commentary>
<line> <id>ftp</id> <ws> </ws> <id>stream</id> <ws> </ws> <id>tcp</id> <ws> </ws>

<id>nowait</id> <ws> </ws> <id>root</id> <ws> </ws> <id>/usr/sbin/tcpd</id>
<ws> </ws> <id>/usr/sbin/proftpd</id> </line>.........
<off> <com>#</com>&lt;off&gt;#<ws> </ws>

<line> <id>sgi fam/1−2</id> <ws> </ws> <id>stream</id> <ws> </ws> <id>rpc/tcp</id>
<ws> </ws> <id>wait</id> <ws> </ws> <id>root</id> <ws> </ws>
<id>/usr/sbin/famd</id> <ws> </ws> <id>fam</id> </line>

</off>
</doc>

(b) Result of parsing inetd.conf to XML

Fig. 4. Input and output of parsing inetd.conf to XML

Grammar rules are described using Martel [15], a Python module to parse text
files into SAX events, then directly transcribable as XML data. Fig. 3 shows an
example of a Martel program that produces a structured XML file from the inetd
services configuration file /etc/inetd.conf (shown in Fig. 4(a)). In this code,
Martel operators Re and Alt represent the “*” and “|” regular expression opera-
tors, respectively, and operator Group aggregates its second argument into a single
XML element. Finally, ToEol matches any text before the next end of line.

This Martel code defines the inetd.conf file as composed of three types of
lines: off lines (line 4), commentaries (line 5), and normal lines (line 6). Every
normal line maps to an enabled service, and off lines to temporarily disabled
services. The program also has to discriminate between commentaries and the
#<off># sequence that begins an off line. Each line is partitioned as a list of items
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import Martel; from xml.sax import saxutils
def Group(x,y): return Martel.Group(x,y)
def Re(x): return Martel.Re(x)
def Item(name): return Martel.Group(name,Martel.Re(”\S+”))
def Date(name): return Martel.Group(name,Martel.Re(”\S+\s+\d+\s+[0−9:]∗”))
def Space(): return Martel.Re(”\s∗”)
def Colon(): return Martel.Re(”:\s∗”)
def Origin(): return G(”origin”,Re(”\w+”))+Col()
def OriginPid(): return (Group(”origin”, Group(”name”, Re(”[\w() −]+”)) +Re(”\[”)+

Group(”pid”, Re(”[0−9]+”)) +Re(”\]”)+ Colon()))
fields =(Date(”date”) +Space()+ Item(”host”) +Space()+ Martel.Alt(OriginPid(),Origin(),Space()) +

Martel.UntilEol(”message”) + Martel.ToEol())
format=Group(”file”,Martel.Rep(fields))
parser = format.make parser()
parser.setContentHandler(saxutils.XMLGenerator())
parser.parseFile(open(”m”))

Fig. 5. Martel program used for parsing /var/log/messages to XML

import sys, win32com.client, pythoncom, time; from cStringIO import StringIO
locator = win32com.client.Dispatch(”WbemScripting.SWbemLocator”)
wmiService = locator.ConnectServer(”.”,”root\cimv2”)

4 refresher = win32com.client.Dispatch(”WbemScripting.SWbemRefresher”)
services = refresher .AddEnum(wmiService, ”Win32 Service”).objectSet
refresher . refresh ()
pythoncom.CoInitialize()
string = StringIO()

9 for i in services :
(string .write((
”<SystemCreationClassName>”+unicode(i.SystemCreationClassName)+”</SystemCreationClassName>”+
”<CreationClassName>”+unicode(i.CreationClassName)+”</CreationClassName>”+
”<Name>”+unicode(i.Name)+”</Name>”+”<State>”+unicode(i.State)+”</State>”+

14 ”<StartMode>”+unicode(i.StartMode)+”</StartMode>”+”</CIM Service>”).encode(”utf8”)))
print string .getvalue()

Fig. 6. Python script to extract service information from WMI

that are mapped to fixed properties in the resulting instances. The abridged
output in Fig. 4(b) is still a direct representation of the original data in Fig. 4(a),
now structured.

Grammar rules can document the configuration format formally, following
the original file format very closely, or simply describe the high-level format
of the document (e.g. line-oriented with space separators). The latter approach
makes it easier to process many formats without doing much work specifying
rules, but the former has the benefit of early-on error checking and validation of
configuration formats. Since Martel supports backtracking, multiple versions of
the same file can be identified using different trees aggregated by an alternation
(or) operator at their top.

The output of Fig. 4(b) is processed by an XSLT stylesheet, which can be
executed server-side or in the client, but the former is preferred because servers
usually have more processing power, and also to reduce footprint and latency in
the client. Nevertheless, there are very efficient C XSLT processors [16] that can
be used in some client nodes to reduce load on the server.

Figure 5 shows a more complex example of grammar rules that parses the
/var/log/messages log file, composed of messages, warnings and errors from
various system processes and the kernel. The format is line based, each line
consisting of date, host name, optional originator and pid (process id), and a
free-form message.

Windows discarded files in favor of the registry as system configuration repos-
itory as of the Windows 95 release. Thus, to extract configuration data it would
seem necessary to manipulate registry data. Instead, we have used the Windows
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WMI subsystem, which provides comprehensive data of hardware devices and
software abstractions in CIM format, exposed using COM (Component Object
Model), the native Windows component framework. WMI is built-in since Win-
dows 2000, but it is also available for previous versions. Queries can also be
remote using DCOM (Distributed COM). Its coverage varies with Windows ver-
sion, but it can be extended by users.

WMI data can be uniformly retrieved using simple code, such as the one
shown in Fig. 6, which uses the COM API and directly writes XML data of mini-
CIM instances. The code uses a locator to create a WMI COM interface named
SWbemRefresher (see line 4) which makes possible to update WMI instance data
without creating additional objects. In the next lines, instances contained in the
refresher interface are queried and their data written as miniCIM instances. A
StringIOPython object (line 8) is used to avoid string object creation overheads.

4 Distributed Object Technologies

This section describes the use of both CORBA and Web Services distributed
object middleware in our framework. As can be seen in Fig. 1 the purpose of
this middleware is to transfer efficiently miniCIM instances or raw XML data
between clients and servers.

CORBA achieves interoperability between different platforms and languages
by using abstract interface definitions written in IDL, from which glue code for
both clients and servers is generated. This interface is a “contract” to be strictly
honored. This enforces strict type checking, but clients become “brittle”: any
change or addition in the interface breaks them and needs their recompilation
and/or readaptation.

Using an XML Schema validated dialect has two benefits: first, it promotes
flexibility, since changes in format can be safely ignored by older clients and,
second, preserves strict validation. Both aspects are important due to the exten-
sibility of the CIM model, but in very time-critical instances a direct mapping
of a CIM class to IDL is still possible.

To pass XML data via CORBA they are flattened to a string. This solution
is not optimal, since time is lost in serialization and de-serialization. A more
efficient solution would be to pass the data as a CORBA DOM Valuetype [17],
which is passed by value with local methods. Then, the parsed XML structure
would not be flattened, so clients would manipulate the XML data without
remote invocations. Unfortunately, this is a feature not yet well supported in
most production-grade ORBs. Our implementation of choice is omniORB [18],
a high-speed CORBA 2.1 compliant ORB with bindings for both C++ and
Python.

In contrast with CORBA, Web Services (WS) solutions provide an interop-
eration layer than can be both tightly coupled (using XML-RPC messaging) or
loosely coupled (XML document-centric). Gradually, WS are being more oriented
to support web-based service queries than to offer distributed object middleware,
but there is a significant overlapping between the two approaches.
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WS use XML dialects for both interface definition (WSDL) and transport
(SOAP). It may seem that using XML dialects would promote synergy, but the
use of XML as “envelope” of the message and representation of it is orthogo-
nal at best. It is worse, in practice, since the message must be either sent as
an attachment (which implies Base64 transformation), or with its XML special
characters encoded as character entities to avoid being parsed along with the
XML elements of the envelope. Additionally, two XML parsings (and the corre-
sponding encoding) must be done, being added to message-passing latency. In
the foreseeable future, there is not any support in view for platform independent
parsed XML representation in WS.

As implementation we have chosen the Zolera SOAP Infrastructure [19], the
most active and advanced WS library for Python.

5 Experimental Results

We have proceeded to evaluate the performance of our framework for various
representative tasks and the impact of the integration technology (Web Services
vs CORBA). The tests have been performed using Athlon64 3200+ machines
connected by Gigabit Ethernet cards.

We have tested three different cases of use of our framework, each both in
Windows and Unix (Linux). The parameters measured for these cases have been
total time, latency and message size, with and without compression. Total time is
defined as the round-trip time elapsed between a request is sent and the response
is completely received. Latency is the round-trip time when the response is a 0-
byte message. Two different algorithms have been used for compression: zlib and
bzip2. The three cases tested are:

– CPU load retrieval, shown in Fig. 7. This case is representative of monitor-
ing applications, usually invoked several times per second, which need fast
response times and low load on the client.

– Service information discovery, shown in Fig. 8. This case represents discovery
applications, invoked with a frequency ranging from minutes to hours.

– Log file information retrieval and parsing (data analysis), shown in Fig. 9.
This case represents bulk data requests invoked manually or as part of higher-
level diagnostic processes. These requests have unspecified total time and
data size, so they are invoked ad-hoc, with little or no regularity.

The code examples of Section 3 have been used for the second and third cases.
The code of the first case was omitted for brevity.

The first case in Fig. 7 shows lower latency and total time for CORBA vs
WS in both platforms. Base latency for CORBA is roughly 0.2 ms, whereas it
is 20-30 ms using WS, in great part due to the overhead of parsing the envelope
and codifying the message. Compression benefits WS but slows down CORBA
performance. Figure 7(b) shows the cause: WS messages are large enough to be
slightly benefitted from compression, but CORBA messages (less than 50 bytes
long) are actually doubled in size. In the second case (Fig. 8), web service times
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(a) Total time and latency (b) Message size

Fig. 7. Performance measurements for test one: CPU Load

(a) Total time and latency (b) Message size

Fig. 8. Performance measurements for test two: Service Discovery

(a) Total time and latency (b) Message size

Fig. 9. Performance measurements for test three: Log Parsing
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are very similar to those obtained in the previous case, since parsing overhead
dominates total time. CORBA times are longer than in the first case, but shorter
than those of WS.

In these two test cases, Windows times are higher than those of Unix, because
of the overhead of operating with COM objects. Nevertheless, these overheads
are smoothed over in the third test case. From figures 7 and 8, it is clear that
message size determines total time, affecting WS much more, both due to their
XML envelope and codification. The envelope size (almost fixed) clearly affects
only the first case, but codification introduces a 20% message size overhead on
average.

The third case (Fig. 9) shows a much narrower spread of values due to mes-
sage size (1Mb+); thus, total time is dominated by transfer time, instead of by
protocol overheads. In this test compression in WS achieves times comparable
to those of uncompressed CORBA. This would be more noticeable with less
bandwidth, as WS compression ratios of 40:1 are reported in Fig. 9(b).

In general, all times are very acceptable, although CORBA has a clear advan-
tage. The benefits of compression are dubious, except in the third test for WS.
bzip2 is slower and is oriented to larger data sets than zlib, which is a better
choice for the tested cases. Although both WS and CORBA are acceptable so-
lutions for information exchange in our framework, monitoring and low-latency
applications strongly favor CORBA over WS due to its message compactness
and better processing time.

6 Conclusions

We have explored the adaptation of our AdCIM framework to various system
administration applications, focusing on the following relevant features:

– Definition of an XML Schema and a new XML mapping of CIM, named
miniCIM, that simplifies the representation and validation of CIM data and
allows the use of standard XML Schema tools to manage CIM seamlessly.

– Extraction of monitoring, service and log data from Windows and Unix
into miniCIM instances. This is achieved using different techniques (text-
to-XML parsing grammars, WMI scripts) due to the different management
approaches supported by each OS.

We have also discussed methods and alternatives to implement multiplatform
and low-latency transport methods using two different approaches: CORBA and
Web Services technologies. Lastly, we have validated and tested the implemen-
tations by defining a testing framework for measuring total time, latency and
message size.

The chosen domain of processor statistics, network services and log data anal-
ysis has illustrated the use of these methods for administration domains partic-
ularly dissimilar between operating systems. But the scope of our approach is
not limited to such domains, as the model and implementation technologies are
truly general and extensible.
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As future work, we plan to implement CORBA interfaces based on Valuetypes,
design real-time support agents that diagnose and aggregate global network is-
sues, and extend WMI coverage (i.e. for text-based Windows configurations).
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Abstract. The mobile devices have gained much functionality and intelligence 
with the growth of network technologies, the abundance of network resources, 
and the increase of various services. At the same time they are also becoming 
complicated and related problems to services and resources of mobile devices 
frequently occur. Since it is not easy for the manufacturers to completely 
remove the software errors of the mobile devices before they sell them, the 
users face inconvenience caused by them and the credibility of the 
manufacturers also decreases. So far, no definitive method has been given to 
debug software errors of the sold mobile devices. In this paper, we propose a 
debugging method to find and correct the software errors of the sold mobile 
devices based on the Open Mobile Alliance (OMA) Device Management (DM) 
standard. We define the managed objects (MOs) for composing the execution 
image and design the management operations for collecting MOs at the central 
server. We present a system that we have developed based on the MOs and the 
management operations. We also present how to debug software errors with the 
execution image and JTAG debugger. 

Keywords: Device Management, Software Debugging, Mobile Device Diagn-
ostics, OMA DM, OMA DM DiagMon. 

1   Introduction 

Recently, the growth in ubiquitous and mobile computing systems has led to an early 
introduction of a wide variety of intelligent wireless and mobile network capable 
devices [1]. They have gained much functionality and intelligence as the hardware 
and software technologies are getting advanced. The mobile devices are becoming 
more complex continuously. The higher the complexity of a device becomes, the 
higher the possibility of errors in it [15]. 
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It is very difficult for manufacturers of mobile devices to completely remove 
software errors before they sell them. Therefore, the sold mobile devices usually still 
have software bugs, which cause the device to self-reset, freeze, or have system 
malfunctions. The most common method in solving these problems is to reset the 
system, which is only a temporary solution. Hence, the users still have to face these 
on-going problems. Furthermore, the manufacturers cannot find the root cause of 
these software errors even when they are reported to the service center, since it is 
difficult to reproduce the same errors in experiments. Therefore, it is difficult to locate 
the source code’s exact error of the software. This leads to a decrease in the 
credibility of the current mobile devices, and there will not be a solution to fix the 
software errors in the products that are to be manufactured in future. 

In this paper, we propose a debugging method to find and correct the software 
errors of the sold mobile devices. Through this method, the software errors can be 
corrected by the manufacturers and updated software versions can be provided to the 
users via service centers, and the corrected software can be applied to the future 
mobile devices as well. This will alleviate the users’ inconvenience and increase the 
mobile device’s credibility. 

One of the methods for debugging the software error is to dump the execution 
image when an error occurs and to make use of it. The execution image includes 
registers, stack, key events, and so on. This method is used in common software 
debugging. For example, we debug using ‘core dump’ in the UNIX system, and report 
the gathered errors and logs to the Microsoft server in the Windows system. We also 
use this debugging method to correct the software errors with the execution image. 
That is, the software errors of the mobile device can be fixed by using the dumped 
execution image when the device is automatically or manually reset.  

It is difficult to collect the execution image of the sold mobile devices due to the 
large size of data, and low bandwidth and high error rate of the wireless network 
environment. Moreover, the process of collecting the images in the central server is very 
complex. That is, when a reset occurs, the execution image must be produced, and the 
reset must be reported to the central server, where the image needs to be gathered. When 
debugging the software error, the system information of the mobile device like CPU 
type, memory size, etc. is also required along with the execution image.  

To satisfy these constraints, the Open Mobile Alliance (OMA) Device 
Management (DM) framework [2, 3], which is the international standard for the 
mobile device management, can be used. The DM protocol proposed by the OMA is 
appropriate for collecting large-scale data in a wireless network environment. In 
addition, the DM protocol includes the management operations needed for collecting 
the execution image from the mobile device. In the OMA DM framework, the system 
information of the mobile device has already been defined as the standardized 
managed objects (MOs) [4]. We only need to add new MOs to define all of the 
information for debugging in the OMA DM framework. Therefore, we defined the 
MOs for creating the execution image and designed the process for collecting it. 

In this paper, we present the remote software debugging system for user mobile 
devices. This system can collect MOs and create the execution image to debug the 
software errors. The developed system consists of a client and server. The client 
collects the system data related to the defined MOs, while the server collects such 
data and uses it to correct the software errors with the JTAG debugger. 
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The remainder of this paper is organized as follows. Section 2 describes the OMA 
DM and the OMA DM Diagnostics and Monitoring standard [11, 12]. Section 3 
describes the management architecture, management information and management 
operations. Section 4 presents the system development for validating our proposed 
solution. Finally, conclusions are drawn and future work is discussed in Section 5. 

2   OMA DM and OMA DM DiagMon 

In this section, we describe the specification of the OMA DM and the OMA DM 
DiagMon standard. We present bootstrapping, device description framework, and 
OMA DM protocol as well as the functions defined by the OMA DM DiagMon 
Working Group (WG). 

2.1   OMA DM 

OMA has been established by mobile operators, information technology companies, 
wireless equipment vendors, and content providers. It has defined the standard for 
wireless mobile terminals. The OMA DM WG is one of the major WGs in OMA. It 
has proposed how to define the management information for the mobile devices in the 
form of DM tree and how to manage the mobile devices remotely using DM protocol 
[5], which is an SyncML [6] based protocol aimed at providing remote 
synchronization of mobile devices. The OMA DM standard includes three logical 
components such as device description framework (DDF) [7], bootstrapping [8], and 
OMA DM Protocol [5]. DDF provides necessary information about MOs in device for 
the server. Bootstrapping configures initiative setting of devices. The OMA DM 
protocol defines the order of communicated packages by the server and client. Each 
device that supports OMA DM must contain a management tree [9], which organizes 
all available MOs in the device as a hierarchical tree structure where all nodes can be 
uniquely addressed with a uniform resource identifier (URI) [10]. The management 
tree is not completely standardized yet. OMA allows each device manufacturer to  
 

 

Fig. 1. OMA DM Protocol Packages 
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easily extend the management tree by adding new management functions in their 
devices by defining and adding the management nodes to the existing management 
tree. We show how this can be done in Section 3. 

The OMA DM protocol consists of two parts as shown in Fig. 1: setup phase 
(authentication and device information exchange) and management phase [5]. The 
management phase can be repeated as many times as the server wishes, and the 
management session may start with package 0 (the trigger). 

Table 1. OMA DM Commands 

Feature Description OMA DM 
Command 

Reading a MO content  
or MO list 

The server retrieves the content from the DM Client or the 
list of MOs residing in a management tree.    Get  

Adding a MO or MO content A new dynamic MO is inserted    Add  
Updating MO content Existing content of an MO is replaced with new content    Replace  
Removing MO(s) One or more MOs are removed from a management tree    Delete  
Management  session start Convey notification of device management session    Alert  
Executing a process New process is invoked and return a status code or result    Exec  

Table 1shows the OMA DM commands, which are similar to SNMP operations [16, 
17]. A management session is composed of several commands. The server retrieves the 
MO content or MO list from the DM client by the ‘Get’ command. The server can add a 
new MO by the ‘Add’ command. Moreover, the server can replace or delete by 
‘Replace’ or ‘Delete’ command. The client can notify the management session by 
‘Alert’ command, while the server can execute a new process to the client by ‘Exec’ 
command. We can design the diagnostic process by a composition of these commands. 

2.2   OMA DM DiagMon 

The OMA DM WG has introduced device management diagnostics and device 
monitoring functionality to remotely solve the problems of mobile devices. The 
overall goal of OMA DM DiagMon [11] is to enable management authorities to 
proactively detect and repair problems even before the users are impacted, or to 
determine actual or potential problems with a device when needed [12]. The 
management authority is an entity that has the rights to perform a specific DM 
function on a device or manipulate a given data element or parameter. For example, 
the management authority can be the network operator, handset manufacturer, 
enterprise, or device owners.  

The OMA DM DiagMon includes the following management areas: diagnostics 
policies management, fault reporting, performance monitoring, device interrogation, 
remote diagnostics procedure invocation, and remote device repairing. The OMA DM 
WG publishes the standard documents as the following sequence: WID (Work Item 
Document), RD (Requirement Document), AD (Architecture Document), TS 
(Technical Specification), and EP (Enablers Package). The OMA DM DiagMon WG 
is currently working on TS. DiagMon only defines MOs for common cases of 
diagnostics and monitoring. We have expanded MOs for reset diagnostics based on 
MOs defined by DiagMon. 
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3   Management Architecture 

Our goal is to provide an efficient method in order to debug software errors by 
collecting the reset data from the sold mobile devices. Fig. 2 shows the overall 
management architecture of our proposed solution, which is composed of the DM 
Server and DM Client. The DM Server sends the initialization and execution request 
of the reset diagnostic function to the DM Client. The DM Client, which is equipped 
in various mobile devices such as PDA, cell phone, lap top etc., replies the result of 
the request by the DM Server. The analysis server obtains the data related to reset and 
debugs the software errors by JTAG debugger. The presenter shows the data and the 
result of the debugging. 

 

Fig. 2. Overall management architecture 

 

Fig. 3. DM tree for reset diagnostics 

3.1   Management Information 

We have defined the DM tree for the reset diagnostics (shown in Fig. 3) by expanding 
the DiagMon node and DiagFunc node defined by the OMA DM DiagMon WG. 



56 J.-M. Kang et al. 

These are not the standard nodes but under consideration of the standards. We have 
created the Reset node for the reset diagnostics. Each node has its own access control 
list (ACL), format, and scope attributes, which are denoted in the parenthesis in each 
node of Fig. 3. For example, the DM server can request GET, DELETE, and EXEC 
command on Reset node because its ACL is (G, D, E). The format defines the type of 
the node. The scope specifies whether the node is permanent or dynamic. 

 

We have defined three children nodes under the Reset: ResetConfig, ResetStatus, 
and ResetData. The ResetConfig node is a placeholder for the reset configuration 
information. This interior node has following three children nodes: 

 ToPolicy: the type of reporting schedule (value: Dynamic, Static) 
 Dynamic: collect reset data from StartTime to EndTime and report it 

periodically. (e.g., if the Period is equal to 0, then report it immediately.) 
 Static: report the reset data at the ReportTime. 

The ResetStatus node specifies the operational state of the reset function. Its value 
is one of the followings: 

 None: the collection of reset data is stopped 
 Prepared: the Exec command of reset data collection is received 
 Active: the collection of reset data is started 
 Processed: the reset data is collected 
 Reported: the collected reset data is sent 

The ResetData node is a placeholder for the reset data. The child nodes contain the 
relevant information for analyzing the reset. We can reproduce the reset case on the 
JTAG debugger using this data. It includes the following children nodes. 

 Register: register dump when the reset occurred. 
 Stack: stack dump when the reset occurred 
 UIPrimitive: last UI Primitives on MMI(Man Machine Interface) 
 KeyEvent: event value of KEY_EVENT and data on MMI 
 ScenCb: scenario and call back data dump 
 ExitCode: pre-defined exit code value of the device 

The usage of each node will be described in Section 3.2 

3.2   Management Operations 

We have designed the management operations based on the DM tree defined in 
Section 3.1. There are three separate phases in the management operation: 
initialization, execution, and gathering phase. At the initialization phase, the DM 
Server checks whether the mobile device can support the reset diagnostics or not. 
Also, it can create the reset MOs in the mobile device’s DM tree if possible. At the 
execution phase, the DM Server sets the policy information related to the reset 
diagnostics and executes it. At the gathering phase, the DM Server gathers the reset 
data from the DM Client when it notifies the reset event.  

By dividing the management operation into three phases as shown in Fig. 4, an 
efficient management operation can be achieved. First, each management phase 
consists of the same management commands. Hence, a single management command 
can process an operation of many MO addresses (Target LocURIs), which decreases 
the size of management package. Second, each phase can be independently used for 
its purposes. That is, to diagnose a reset, all three phases do not need to be repeated. 
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Once the initialization is processed, it does not need to be repeated. Also, after the 
execution phase, there is no need to repeat it to process gathering, as long as the 
policy for collecting the data remains unchanged. Therefore, it is more efficient than 
processing all three phases to diagnose a reset. 

Fig. 4 (a) shows the initialization phase of the reset diagnostics. When the DM 
Server wants to initialize the reset diagnostics function, it needs to send the 
NOTIFICATION message [13] to the DM Client. When the DM Client receives the 
notification message, it sends the server-initiated ALERT command to the DM Server 
with the device name. Next, the DM Server sends the ADD command to initialize the 
reset diagnostics function and the REPLACE command to set ACL for Reset as GET, 
DELETE, and EXEC. For efficiency, as shown in the package #4 of the sequence 5 
and 9 in Fig. 4 (a), we have added many MOs by using one ADD command. 

If the mobile device supports the reset diagnostics, it can add Reset to its DM tree 
and send a successful STATUS command (200) to the DM Server. If the addition of 
the Reset is successful, then the DM Server adds ResetConfig, ResetStatus, and 
ResetData step by step. Finally, the DM Server sends a completion message to the 
DM Client to finish this management session. After the initialization phase, the 
mobile device is ready to execute the reset diagnostics function. 

 

Fig. 4. Three phases of management operation: (a) Initialization phase (b) Execution phase (c) 
Gathering phase 
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Fig. 4 (b) shows the execution phase of the reset diagnostics. When the DM Server 
wants to execute the reset diagnostics function, it sends the NOTIFICATION message 
like the initialization phase. Then the DM Client sends the server-initiated ALERT 
command to the DM Server. The DM Server sends the REPLACE command to set the 
policy information. Since we need the real time data for analyzing the reset, the policy 
is dynamic in order to get the data from StartTime to EndTime periodically. The 
Period is 0 in order to receive the reset event immediately. If the mobile device has 
initialized the reset diagnostics function, then it sends the status code as 200 (success). 
Otherwise, it sends the status code as error code. Then, the DM Server sends the 
EXEC command to execute the reset diagnostics function. The DM Client executes 
the reset collecting process. Finally, the DM Server sends the completion message to 
the DM Client and the management session is finished. 

Fig. 4 (c) shows the gathering phase of the reset diagnostics. When the reset 
occurs, the DM Client stores all relevant information to its DM tree. When it is ready 
to report, it sends the generic ALERT command to the DM Server. The DM Server 
sends the GET command for the ResetData node to retrieve all information related to 
the reset. It saves data to the database. As mentioned earlier, we can reproduce the 
reset case on the JTAG debugger using this data and find the error in the source code. 

4   System Development 

We now present the system development based on the DM tree and management 
operations presented in Section 3.  

4.1   Design 

Our proposed system is composed of the DM Client and the DM Server as illustrated 
in Fig. 5. The major components of the DM Client are DM Tree Handler and Reset 
Detecting Process. DM tree Handler manages the MOs for the reset diagnostics by 
commands which the manager requests. Reset Detecting Process detects the reset in 
the mobile device, collects the relevant information when the reset occurs, and fills it 
in the DM Tree. The major component of the DM Server is Reset Tester. Reset Tester 
runs initialization phase and the execution phase on the user’s request. When the DM 
Client notifies the reset, it runs the gathering phase to retrieve the reset data and saves 
it to the data storage.  

4.2   Implementation 

Fig. 6 shows the screenshot of the Reset Diagnostic Client and the Reset Diagnostic 
Server. We have developed it based on the open source project called SyncML 
Conformance Test Suite [14]. Fig. 6 (a) shows the client system which initialized the 
reset diagnostic function. Fig. 6 (b) shows the server system which gathered the device 
information and the reset data from the mobile device 1. 
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Fig. 5. System Architecture Design: (a) DM Client and (b) DM Server 

 

Fig. 6. (a) Reset Diagnostic Client system (b) Reset Diagnostic Server system 

The server gathers the reset data from the client and the data is used to debug the 
reset error using JTAG debugger. Fig. 7 shows the screenshot of debugging using 
Trace32 debugger [18] as JTAG debugger. First, it loads the CMM file in accordance 
to the mobile device model and configures the debugging environment. The mobile 
device model information is recorded in the standard object DevInfo. This debugger 
can set the LR address in Register14 and we can find the source location of Register 
14 address in the Data.list window. The name of source file and function can be found 
in the symbol.info window. 
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Fig. 7. Screenshot of debugging software error using JTAG debugger 

5   Concluding Remarks 

The software errors of the sold mobile devices cause inconvenience for the end-users. 
So far, we have used temporary solutions such as the system reset because it is not 
easy to completely remove them. In this paper, we proposed a debugging method to 
find and correct the software errors of the sold mobile devices based on OMA DM. 
We defined the MOs for the reset diagnostics and designed the management operation 
as three phases. We also developed the client and the server system for validating our 
proposed solution. Finally, we presented how to debug software errors with the reset 
data and JTAG debugger. 

For future work, we need to evaluate the performance of the management 
operations and develop a system for integrating the firmware update system with our 
proposed system to solve the software errors and apply the solution to the mobile 
devices. 
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Abstract. We propose a new technique that realizes flexible process
control by combining “the planning paradigm” and “the constraint sat-
isfaction paradigm.” Two factors should be kept consistent in business
processes: business objects and activity sequences. We adopted the plan-
ning paradigm to control the sequence of processes and the constraint
satisfaction paradigm to keep the objects consistent. We then developed
a new process control technique that allows operation support systems to
suggest executable activities and consistent values to users dynamically.
We implemented a prototype system and confirmed its feasibility.

Keywords: constraint satisfaction, planning, process control, workflow.

1 Introduction

The need for flexibility of workflow management systems (WfMSs) has been
recognized while they help to improve the efficiency of business processes. There
are certain types of business processes where a WfMS may cause a decline in
efficiency because of its insufficient flexibility. People tend to define only well-
known flow patterns because the number of flows that they can define in advance
is finite and the form for representing flow patterns leads people into modeling
in such fashion. If someone has to proceed with an undefined flow, the system is
no longer in operation and needs to be modified. In such cases, the efficiency of
business processes may deteriorate greatly contrary to the purpose of WfMSs.
As a result, the over all loss of efficiency may become too large to ignore even
if the WfMS contributes to efficiency in regular cases. This does not matter if
we can define all the flow patterns that can occur in advance or easily modify
workflow schemas at any time. However, that is very difficult when various flow
patterns are required or possible. First, it is often difficult to enumerate all the
possible sequences because it is hard to anticipate all cases while constructing
the system, and in that case the number of flow patterns might be too huge to
enumerate. Second, it is very difficult to modify flow patterns because relations
between activities in a WfMS tend to be interdependent and complicated.

The above issues occur frequently in some business processes such as access
network resource allocation, because of the huge number of flow patterns that
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must be considered. Various flow patterns may be possible since dependency
among activities may be weak in such processes. At the same time, with such
processes, the aim is mainly to move the business objects into a particular state.
In other words, there are certain business objects that are dealt with in a business
process and certain conditions that the business objects must obey. Moreover,
efficiency depends on whether the system can work with operations proper to
the state of business objects at each moment. People tend to implement a WfMS
in an ad-hoc manner to manage such business object conditions. This leads to
difficulties when modifying workflow schemas. Hence, it is necessary to get the
state of business objects and the sequence of activities to interact.

Our purpose is to provide a new flexible technique for managing business
processes that are unsuitable for WfMSs. There are two kinds of flexibility re-
quired for such business processes, an adequate number of alternative flows and
the capacity for modification. WfMSs lack both kinds of flexibility in a business
process capable of (or requiring) a large number of flow patterns.

We set the following basic functions as requirements for our technique:

1. manage sequence of activities in the business process
2. ensure consistency of the business objects
3. make the process sequence and object state interact

Needless to say, the first is already met by WfMSs. However, the way to repre-
sent relations between activities embraced in general WfMSs causes the lack of
flexibility. Therefore, we adopt a different paradigm to represent the relations
between activities. Moreover, it is greatly preferable to consider the interaction
between the process sequence and the business object state as mentioned above.

In this paper, we describe a new technique that achieves flexible process man-
agement by controlling the sequence of activities and consistency of objects (e.g.
a suite of equipment in an optical access network service) and getting them to
interact. Specifically, we control the consistency of objects with the constraint
satisfaction paradigm and the sequence of activities with the planning paradigm,
while causing each of their states to influence each other through a predefined
mapping. Our technique helps to improve the process management method as
regards both types of flexibility mentioned above, namely an adequate number
of alternatives at runtime and the easy modification.

2 Preliminary

Now we briefly introduce the two paradigms that we adopt. There are certain
solver libraries that can easily derive the solutions of either paradigm [1], [2].

2.1 Constraint Satisfaction Problem

A constraint satisfaction problem (CSP) concerns finding values that meet all
the constraints [8]. Constraint satisfaction is a paradigm for finding solutions
while formalizing a problem to a CSP.
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Definition 1 (CSP). A CSP is defined as a triple PC = (X, D, C) where:

– X = {x1, x2, . . . , xn}: a set of n variables.
– D = {D1, D2, . . . , Dn}: a set of finite domains of X, that is, each Di ∈ D is

a set of values assignable to xi ∈ X.
– C = {c1, c2, . . . , cm}: a set of constraints. A constraint is a subset of a direct

sum of certain domains, i.e. cj ⊆ Dj1 × · · · × Djk
. Each element in a con-

straint is a tuple of values simultaneously assignable to respective variables.

Definition 2 (Solution of CSP). We call (v1, . . . , vn) a solution of the CSP
PC if it is an element of D1 × D2 × · · · × Dn and satisfies all the constraints in
C, that is, (vj1 , vj2 , . . . , vjk

) ∈ cj for all cj in C.

2.2 Planning Problem

A planning problem is a problem related to finding a sequence of activities to
execute under given conditions [4].

Definition 3 (Planning Domain). A planning domain Σ is defined as a triple
(S, A, γ) where:

– L = {p1, p2, . . . , pn} is a set of propositional symbols. S is equal to (or a
subset of) 2L. Each element of S is a subset of L and called state.

– Each a ∈ A is called action and characterized by a tuple of four subsets of
L, (p+(a), p−(a), e+(a), e−(a)). p+(a) and p−(a) are called preconditions of
a. e+(a) and e−(a) are called effects of a. A positive set and a negative set
have no common elements, i.e. p+(a) ∩ p−(a) = e+(a) ∩ e−(a) = ∅.
If a state s ∈ S satisfies (s ⊆ p+(a)) ∧ (s ∩ p−(a) = ∅) for an action a, then
a is applicable to s.

– γ that maps some of S × A to an element of S is defined as follows:

γ(s, a) =

{
(s \ e−(a)) ∪ e+(a) a is applicable to s,

undefined a is not applicable to s.

Definition 4 (Planning Problem and Solutions). A planning problem is
a triple PP = (Σ, s0, g), where s0 ∈ S is the initial state and g ⊆ L is goal
propositions. A solution of a planning problem PP is a finite sequence of actions
〈a1, . . . , ak〉 such that g ⊆ γ(· · · γ(γ(s0, a1), a2) · · · , ak).

We use the term “activity” to refer to atomic tasks in business processes rather
than “action” that corresponds to that of planning problems.

3 Details of Our Method

Our technique achieves business process flexibility and business object con-
sistency simultaneously while causing two paradigms, namely the constraint
satisfaction and planning paradigms, to interact. The constraint satisfaction
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paradigm copes with the static aspects of the business process, that is, the
consistency of constraints and various data. The planning paradigm copes con-
currently with the dynamic aspect of the business process, that is to say, activ-
ities executed successively and the state that varies along with those activities.
Furthermore, the state of one aspect influences the other through the mapping
between them. As a result of the interaction between these two paradigms, the
system with our technique accomplishes flexible processes management.

Until the goal conditions are satisfied, the following procedure repeats:

1. System → User: show executable activities.
2. User → System: select an activity to execute.
3. System → User: show its target variable and consistent values.
4. User → System: select a value for the variable.
5. If the state of planning does not meet the goal propositions, return to Step 1.

The system regards the addition of a constraint to fix a value to a variable as an
activity. In Step 1, the system presents alternative activities that are executable.
The system uses the planning paradigm to derive such activities. In Step 3, the
system presents values that are consistent for all constraints. To derive such
values, the system applies the constraint satisfaction paradigm.

3.1 Difference Between Workflow and the New Method

Although planning and workflow function similarly in that they suggest exe-
cutable activities for each moment, they differ as regards the form of relations
between activities. The form of the planning paradigm is superior to that of
workflow in terms of both types of flexibility.

In workflow schemas, the definitions of relations between activities depend
directly on the existence of particular activities. For example, the relation be-
tween two activities A and B is generally represented like “A is followed by B.”
Besides, all flow patterns must be described in advance. Therefore, people tend
to model their business processes from the viewpoint of how to proceed with
the processes and thus define only regular processes (over-specification). Hence,
it is often necessary to modify the definition of the workflow schema when the
business has changed or an exception has occurred. But then, people with work-
flow schemas are likely to define (and implement) detailed jobs in each activity
considering their sequence. Moreover, in order to make sequences dependent on
the state of the business objects, people often define and implement complicated
ad-hoc rules. As a result, it is often very difficult to modify workflow schemas.

In planning description, the preconditions and effects of each activity are
represented based on the state. Hence, we can define each activity independently
of others. For example, activities A and B are handled as follows:

1. As a result of A, the state has changed into a certain state.
2. B is one of the activities that can be executed in this state.

This means that there is less interdependence that might cause over-specification
and difficulty of modifying in WfMSs. Moreover, people can define very simply,
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Temporary constraints c
PC = (X, D, C)

Planning Problem

PP = (Σ, s0, g)

Plan Controller

State s

Planner

Data Controller

Temporary constraints c

CSP solver

PC = (X, D, C)
CSPPlanning Problem

PP = (Σ, s0, g)

R1: activity �→ target variable

R2: (executed activity, CSP state) �→ effects

Relation table

Relation Manager
Relation table

R1: activity �→ target variable

R2: (executed activity, CSP state) �→ effects

: working memory.

: solver library.

: given.

User side

Fig. 1. System architecture

unlike with workflow, a process that has a large number of flow patterns because
people have to describe not flow patterns but conditions for activities. Planning
description has such a nature, and thus is suitable for flexible business processes.

Besides, with our technique, rules can be implemented more independently
than the ad-hoc manner in WfMSs. Because our technique leads users to sepa-
rate rules for activities and rules for business objects, and makes it possible to
separate them from its implementation.

3.2 Components

The consistency is controlled by three components (cf. Figure 1), namely Plan
Controller (PC), Data Controller (DC) and Relation Manager (RM).

Plan Controller. PC manages an activity sequence in a business process. As
a result of the activity executed by the user, PC receives effects from RM that
should operate on the state and updates the state with these effects. PC derives
alternatives of activities that are executable for the state of that moment using
the planning paradigm and returns these alternatives to RM. PC has a plan-
ning problem PP = (Σ, s0, g) defined in advance and a current state s ∈ S. Σ
represents the activities in the business process. At the beginning of a business
process, s is set to s0. If s satisfies g, namely g ⊆ s, PC will notify RM that
the process has finished. “Executable” means applicable and reachable to the
goal, that is, an activity said executable if it is the first step of a solution of
(Σ, s, g). We can regard PC as a function that maps a pair of positive and nega-
tive effects e+, e− ⊆ L to executable activities considering the current state, i.e.
f s

Σ : 2L × 2L → 2A. s will be replaced with (s ∪ e+ \ e−) as a side effect of the
function. We show the details in Figure 2.
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fs
Σ(e+, e−)� �

1: s:= (s \ e−) ∪ e+;
2: act := ∅;
3: for each a ∈ A
4: if (a is applicable to s) then
5: s′ := (s \ e−(a)) ∪ e+(a);
6: if the planning problem

(Σ, s′, g) has solutions then
7: act := act ∪ a;
8: end if
9: end if

10: end for each
11: return act ;� �

Fig. 2. Algorithm for deriving executable
activities and update the state

Fig. 3. Algorithm for deriving consis-
tent values when assigning a value v to
a variable x of (PC , c)

Data Controller. DC maintains the consistency of business objects. DC has
a CSP PC = (X, D, C) defined in advance and a set of constraints c. Each of
X corresponds to business objects (e.g. fibers, connectors). D consists of sets of
alternatives for each of X . C is the business object constraints (e.g. the fiber and
the connector should be connected). c varies with progress of the business process
by the addition or removal of constraints. For example, a constraint will be added
to c when the user inputted a value to a variable (e.g. select a connector from
the available connectors). Normally, there are two kinds of interactions between
DC and RM. One is the addition (or removal) of constraints to fix a value to
a variable, and the other is to pass valid domains (subsets of Di that consist
of consistent values) to RM. There are several methods for calculating valid
domains. Which method is suitable depends on the scale of its CSP, that is, the
number of variables, size of the domains and complexity of the constraints. In
Figure 3, We illustrate one of the procedures for calculating valid domains. In
this procedure, DC calculates and memorizes all valid domains δi ⊆ Di for each
variable xi when a constraint is added to c. In reply to a request for the valid
domain of xi from RM, DC will return δi calculated in advance.

Relation Manager. RM serves as an interface to the user side and an in-
termediary between PC and DC. As relations between activities defined in the
planning problem and the CSP, RM has the following two mappings:

1. R1 : A → X . This maps each activity to the variable that should be inputted.
2. R2 : A × 2D1 × 2D2 × · · · × 2Dn → S × S. This maps an executed activity

and a state of CSP domains to positive and negative effects. The intention
of this mapping is for the state of DC to affect s. We regard (δ1, δ2, . . . , δn)
as a state of the CSP. Results of this mapping will be fed to fs

Σ .



68 H. Nozue et al.

Fig. 4. Sequence diagram

According to R1 and the selected activity, RM perceives that a variable xi is the
target to input in the activity. RM then retrieves δi (the set of consistent values
of xi) from DC and shows the contents of δi to the user. Next, RM receives a
value inputted to the variable by the user, and passes it to DC. Thereafter, RM
receives the state of the CSP from DC and abstracts effects to affect s according
to R2 and the received state. Finally, RM reports the effects to PC.

3.3 Procedure in Regular Cases

Figure 4 shows a sequence diagram that represents the procedure in regular cases.
At the beginning of the process, the state of PC is set to s0, which is the initial
state of the predefined planning problem, and the set of temporary constraints
c is initialized to an empty set. First, PC derives executable activities in the
initial state, and hands them to RM. After that, the loop section in Figure 4 is
repeated continually until the state of PC satisfies the goal propositions.
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planning domain� �
( define (domain travel)
(:requirements :strips)
(:predicates
(selected ?data)
(reserved ?resource))

(:action input-max-cost
:effect (selected trn))

(:action select-start
:effect (selected trn))

(:action select-destination
:effect (selected trn))

(:action select-transport
:effect (selected trn))

(:action reserve-transport
:precondition (selected trn)
:effect (reserved trn)) )� �

planning problem� �
( define
(problem reserve-transport)
(:domain travel)
(:init

(not (selected trn))
(not (reserved trn)))

(:goal (reserved trn)) )� �
CSP� �
start == transport.from;
destination == transport.to;
max_cost >= transport.cost;� �

Fig. 5. Problem descriptions in the example

3.4 Other Features

In addition to the procedures mentioned in Section 3.3, our system can release
values that were once fixed and accept inputs of inconsistent values. Users can
release values assigned to variables whenever they like. When a “release activity”
is performed, some effects may be given to PC. If a user inputs an inconsistent
value, DC calculates the variables that it is appropriate to release to regain the
consistency of the CSP at little cost [9]. Then, RM shows the result to the user,
and finally some variables are released. That is to say, even if inconsistent values
are inputted, the CSP in DC will quickly become consistent. As a result, the
CSP in DC is kept consistent throughout.

4 Example

We provide a simple example that is an application to support travel plan-
ning. Specifically, a user makes a reservation after determining the mode of
transport while inputting the starting point, destination and budget. Figure 5
shows descriptions of the problems. The description of the planning problem is in
PDDL [3]. PDDL is a standardized language for describing planning problems.
The CSP definition is written in independent forms designed for our system.
Table 1 shows the mapping from activities to variables. Each activity except
“reserve-transport” has one target variable. Table 2 shows the mapping from
activities and CSP state to effects. After an arbitrary activity except “reserve-
transport,” if there are multiple consistent values for the variable “transport,”
no effect will affect. If the variable “transport” is settled on one value by the
propagation caused by an input, the effect “(selected trn)” will affect the
state of PC. As a result, the precondition of the activity “reserve-transport” is
satisfied, therefore, the reservation will be executable. If the user executes it,
“(reserved trn)” will affect the state of PC. Then, the state satisfies the goal
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Table 1. Mapping from activities to variables in the example

activity name target variable
input-max-cost max cost

select-start start
select-destination destination
select-transport transport
reserve-transport no target

Table 2. Mapping from activities and CSP state to effects in the example

activity name state of CSP effects
reserve-transport any state (reserved trn)
other activities |δtransport| = 1 (selected trn)

otherwise no effects

propositions and the procedure finishes. Input to each variable is executable at
any time because the preconditions except that of “reserve-transport” are empty.

5 Implementation

We implemented a prototype of a middleware that employs our technique and
confirmed the feasibility of our technique. We developed three applications, the
network resource allocation, travel planning and clinical processes, on the mid-
dleware. Although the response time of our prototype system was not very long,
the achievement of a practical response time for real (large) problems is a subject
for study because the applications are so-called toy-problems.

6 Related Work

A method has been proposed that applies constraint satisfaction to network
resource allocation [6]. Its purpose is to extend the degree of freedom greatly in
activity sequences. Constraint satisfaction achieves the persistent consistency of
business objects. However, a user must judge which activity to execute because
the sequence of activities is completely free. Therefore, if there are rules about
the activity sequences, it may be difficult to ensure that the rules are obeyed.

ConDec is a declarative language for modeling business processes [7]. This
language succeeded in concisely representing various flow patterns by adopting
a declarative notation instead of the conventional procedural notation. There
is a technique that realizes a large variation in flow patterns by leaving room
to define flows in the runtime [5]. However, it is difficult to change workflow
schemas because people have to define relations between activities directly with
these methods. Furthermore, they are not designed to deal with the consistency
of business objects. Hence, the problem presented in this paper is not completely
resolved by these methods.



Process Control Technique Using Planning and Constraint Satisfaction 71

7 Conclusions and Future Work

This paper has provided a new technique for realizing flexible process manage-
ment by the interaction between two paradigms, namely constraint satisfaction
and planning. With our technique, we can easily realize business process models
capable of various alternative flows because relations between activities are de-
fined as a planning problem suitable for describing business processes that have
weak restrictions of sequences. Moreover, constraint satisfaction allows business
processes to proceed while business object constraints are kept satisfied. In ad-
dition, we can enjoy flexibility as regards modification because each activity can
be defined independently of other activities. Our technique includes the concept
of workflow. That is, we can easily define and execute a business process equiva-
lent to a process represented in a conventional workflow style. Therefore, system
with our technique can deal with business processes suitable for WfMSs and
business processes that require a large number of alternative flows. Moreover,
these processes can coexist and interact without loss of flexibility.

Modeling processes and problems are considered as future work with a view
to easing its difficulty. In addition, we plan to study scalability and the func-
tions required for practical systems, for example, a reduction in computational
complexity, connection to a database and the capacity for multi-user.
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Abstract. On the process of converting existing IT service management 
structure into ITIL based ITSM structure, many of operation management 
systems that introduced the guideline of ITIL are able to confront several side 
effects at operation of fault management process. The typical instances of the 
side effects are business disorder caused by refinement of fault management 
process, accuracy decrease of RCA (Root cause analysis) caused by reliability 
shortage of KEDB information, and delay of fault recovery time caused by the 
collaboration work to handle a fault between management steps, etc. In this 
paper, we proposed several mechanisms for KEDB-centric fault management in 
order to minimize the side effects of fault management process of the ITIL 
based ITSM. The main objects of proposed fault management mechanisms are 
to support effective collaboration system for handling a fault between 
management steps, to provide essential information for analyzing faults, and to 
provide accurate fault recovery path for prompt handling of various types of 
faults. The proposed mechanisms were applied to an implementation of Internet 
service resource management system in KT. As the result, the proposed 
mechanisms contributed to achieve business goals that are expected by 
introduction of ITIL based ITSM paradigm, such as TCO reduction through 
effective resource management and systematic management of service quality 
based on SLA with customer. 

Keywords: ITIL, ITSM, KEDB, Service Support, Fault Management, Incident 
Management, Problem Management, Change Management. 

1   Introduction 

1.1   ITSM and ITIL 

Common business goal that IT service providers have been pursuing continually is 
first, enhancement of customer satisfaction by guarantee of service quality that was 
contracted with customers and second, TCO (Total Cost Ownership) reduction by 
efficient IT resource management.  

ITSM (IT Service Management) can be defined as a methodology to integrate all 
service components for service delivery and to manage these services effectively [5]. 
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ITIL (IT Infrastructure Library) is the most widely accepted approach to ITSM in the 
world. ITIL provides a comprehensive and consistent set of the best practices for 
ITSM, promoting a quality approach to achieving business effectiveness and 
efficiency in the use of information systems [1], [2], [3], [4].  

In order to realize effective ITSM, ITIL provides two frameworks such as Service 
Delivery and Service Support. For the purpose of improving service quality, Service 
Delivery framework offers operational guidelines for Service Level Management, 
Availability Management, Capacity Management, IT Continuity Management, and 
Financial Management. And for the purpose of TCO reduction, Service Support offers 
operational guidelines for Service Desk, Incident Management, Problem 
Management, Change Management, and Configuration Management [5], [6], [7].  

1.2   Realization of ITIL Based ITSM 

Compared with existing IT management structure, ITIL has some peculiar 
management structure and operational guidelines in Service Support framework. For 
example, ITIL recommends service management process to be separated into several 
steps in order to deal with customers’ VOC professionally and systematically. ITIL 
recommends relevant organizations to cooperate in handling customers’ VOC based 
on their role and responsibility. Also ITIL recommends fault management process to 
utilize KEDB (Know Error DB) in order to handle repeatedly occurred faults 
accurately and rapidly. The expected effects according to conform these guidelines of 
ITIL can be summarized as below. 

 
 Conversion of technical centric organization into process centric organization 
 Enhancement of flexibility for various business requirement and environment changes 
 Enhancement of customer satisfaction through accurate and rapid VOC handling 
 Enhancement of operators’ professionalism through process centric organization 
 Enhancement of efficiency for IT resource management through professionalism 

 
But, the common problems that come out when ITIL based ITSM paradigms are 
applied to existing IT management system in real field can be summarized as below. 

 
 Operator’s refusal feeling to newly introduced management paradigm 
 Business blank by absence of organization which takes charge of new defined processes 
 Business disorder by which existing single process is separated into multiple processes 
 Business complexity by cooperation work for handling a job between several processes 
 Difficulty of effective KEDB construction and management for various types of faults 
 Reliability shortage of KEDB information for handling various types of faults 
 Insufficiency of management tools suitable for each management processes 

 
Most typical cases including these problems are the fault management that puts the 
operational guidelines of ITIL Service Support framework to practical use. We 
estimated that the problems can be occurred when unnecessary processes and 
activities of ITIL applied without optimization for real business environment, when 
there is no effective information delivery between management steps, and when there 
is no clear information structure for handling various types of faults in KEDB.  
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In order to overcome the problems, we proposed a mechanism of KEDB-centric 
fault management to optimize the realization of ITIL based ITSM. Main objects of the 
proposed fault management mechanisms are to provide operators with essential 
information for accurate fault management, to support an organic information 
delivery structure between management steps for effective cooperation, and to support 
correct and prompt fault process of repeatedly occurred faults through reliable KEDB 
information. 

To achieve the objects, we suggested mechanisms such as KEDB-centric fault 
management process, ERP (Error Recovery Path) based KEDB construction 
mechanism, AERP (Assembling of ERP) mechanism, DRFM (Dashboard like Real-
time Fault Monitoring) mechanism, and SIAM (Service Impact Analysis Map) 
mechanism. 

The rest of the paper is organized as follows. Section 2 describes related study 
regarding motivation of proposed mechanism. Section 3 describes the architecture and 
operation principle of proposed mechanisms to optimize realization of ITIL based 
ITSM. Finally, Section 4 describes conclusions and future work. 

2   Related Study 

 

Fig. 1. Operational structure of Internet service resource management 

KT introduced ITIL based ITSM into Internet service resource management system in 
order to change the operation paradigm from server centric management to service 
centric management. The object of Internet service resource management system is to 
manage various types of Internet services and server resources in integrated and 
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systematic mode. For achieving this object, Internet service resource management 
system executes two main roles to monitor service connection quality with viewpoint 
of customer and to monitor service resource utilization with viewpoint of service 
provider. Fig. 1 shows operational structure of Internet service resource management.  

In the initial version of Internet service resource management system applied ITIL 
based ITSM paradigms, the focus of design and implementation was fitted to faithful 
realization of ITIL standard. The critical problems that came out in the earlier version 
of Internet service resource management system are as below. 

 
 Unnecessary procedure and the activity more than practical business use 
 Unclear cooperation system between management steps for fault management process 
 Inefficient information delivery structure for cooperation between management steps 
 Most of fault processes are terminated at Incident Management abnormally 
 Different results of fault analysis and recovery for same fault 
 Difficulty of KEDB information construction 
 Difficulty of KEDB information reuse for fault analysis and recovery 
 Unclear configuration information change without clear RFC (Request for Change) 

 
In order to overcome these problems, we need to fine new ideas to optimize ITIL 
based ITSM. So in later version of Internet service resource management system, the 
focus of optimization was concentrated to design concepts as below and proposed 
fault management mechanism was developed to support the design concepts. 

 
 Offering of simple fault management procedure and activity  
 Offering of simple cooperation system between fault management steps 
 Offering of clear information delivery system between fault management steps 
 Offering of simple methods to construct KEDB information more effectively 
 Offering of simple methods to keep KEDB information more reliable  
 Offering of easy methods to analyze and recover various types of faults   

3   Proposed Fault Management Mechanisms 

3.1   Design Objects and Considerations 

In order to optimize the realization of ITIL based ITSM, proposed mechanism of 
KEDB-centric fault management has goal of three view point such as process, people, 
and tools. Design object of process view is to simplify ITIL based fault management 
process considering actual business environment. Design object of people view is to 
improve operators’ skill through supporting accuracy information and tools regarding 
fault management. Finally design object of tool view is to support convenient 
solutions to monitor and analyze various types of faults. 

We proposed KEDB-centric fault management process for the object of process 
view, ERP (Error Recovery Path) based KEDB construction mechanism and AERP 
(Assembling of ERP) mechanism for the object of people view, and DRFM 
(Dashboard like Real-time Fault Monitoring) mechanism and SIAM (Service Impact 
Analysis Map) mechanism for the object of tool view. 
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3.2   KEDB-Centric Fault Management Process 

The main object of proposed KEDB-centric fault management process is to make 
fault management flows and cooperation flows simple and clear. To achieve the 
object, we suggested the core management concepts such as responsibility and 
delegation based operation principle, ERP based fault analysis and recovery, KEDB 
based information delivery structure, and traceability of fault management through 
information.  

The proposed fault management process is operated based on responsibility and 
delegation of each management steps. The responsibility and delegation of each 
management steps are as below.  

The main responsibility of Incident Manager is to carry out business to deal 
quickly with happened incidents through ERP registered to KEDB and to delegate the 
incident that can not solve to the Problem Manager.  

The main responsibility of Problem Manager is to carry out businesses to identify 
solutions for the problems delegated from Incident Manager, to create new ERP that 
can solve delegated problems, and to delegate RFC (Request for Change) to Change 
Manager to request validation of new ERP.  

The main responsibility of Change Manage is to carry out business to classify 
RFC delegated from Incident  and Problem Manager, to identify ERP correspond to 
RFC through KEDB, to validate adequacy of ERP, to evaluate the influence of ERP, 
to register ERP to KEDB, and delegate Change Plan to Configuration Manager to 
request for configuration change based on ERP.  

The main responsibility of Configuration Manager is to carry out business to 
identify the Change Plans delegate from Change Manager, to identify ERP correspond 
to Change Plan through KEDB, and to change the configuration based on ERP.  

 

Fig. 2. KEDB-centric Fault Management Process 
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Fig. 2 shows basic scenarios of proposed fault management process. Detail 
business flows of proposed fault management mechanism are described as below. 

 
 Incident Manager identifies and classifies the Event (IM01). 
 Incident Manager analyzes a fault happened through DRFM and SIAM (IM02). 
 Incident Manager refers to ERP regarding a happened fault at KEDB (IM03).  
 If IERP regarding a relevant fault does not exist (IM04). 
 Incident Manager transfers a happened fault to Problem Managers (PM01). 
 If ERP for a relevant the fault exists (IM04). 
 Incident Manager confirms information of ERP to solve a relevant fault. 
 Incident Manager selects ERP to solve a relevant fault (IM05). 
 Incident Manager delivers RFC to solve a relevant fault to Change Managers (IM08). 
 If change of ERP regarding a relevant fault is necessary (IM06). 
 Incident Manager changes ERP through Incident Resolution Assembler (IM07). 
 Incident Manager delivers RFC to solve a relevant fault to Change Managers (IM08). 
 Problem Manager classifies problem delegated from Incident Manager (PM01). 
 Problem Manager analyzes a fault happened through DRFM and SIAM (PM02). 
 Problem Manager refers to ERP regarding a happened fault at KEDB (IM03). 
 If ERP regarding a relevant fault does not exist (PM04), 
 Problem Manager analyzes the fault happened (IM04). 
 Problem Manager confirms information of ERP to solve a relevant fault. 
 Problem Manager corresponds, and selects ERP to solve a fault. 
 Problem Manager delivers RFC to solve a relevant fault to Change Managers (PM08). 
 If change of ERP regarding a relevant fault is necessary (IM05), 
 Problem Manager changes ERP through Incident Resolution Assembler (IM07). 
 Problem Manager delegates RFC to Change Managers (PM08). 
 Change Manager classifies RFC delegated from Incident Manager (CM01). 
 If type of RFC regarding a relevant fault is Urgent (CM02), 
 Change Manager confirms ERP responded to RFC requested from KEDB (CM03). 
 Change Manager evaluates influence of ERP through urgent test (CM03). 
 If type of RFC regarding a relevant fault is Standard (CM02), 
 Change Manager delivers RFC information requested to CAB. 
 CAB confirms ERP information responded to RFC requested from KEDB (CM04). 
 CAB evaluates an influence degree ERP apply through standard test (CM04). 
 Change Manager carries out verification and coordination of ERP requested (CM05). 
 If verification of ERP is succeed (CM06),. 
 Change Manager registers ERP information to KEDB (CM07). 
 Change Manager delegates Change Plan to Configuration Managers (CM09). 
 If Release Management of ERP is necessary (CM06), 
 Change Manager delegates ERP information to Release Manager (RM01). 

3.3   ERP Based KEDB Construction Mechanism 

The main object of proposed ERP (Error Recovery Path) based KEDB construction 
mechanism is to make KEDB information accurately constructed and easily utilized 
for analysis and recover of various types of faults. To achieve the object, we 
suggested ERP information structure. ERP information structure is composed with set 
of information such as service, server, error, error recovery procedure, etc. 

The main features of ERP information structure are to offer essential information 
for handling repeatedly occurred faults easily and rapidly, to offer clear methods for 
fault detection and recovery through error recovery path information, to offer detail 
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recovery step and operation in order to prevent operator’s mistake, and to offer 
heuristic statistics information for operator to select error recovery path exactly.  

 

 Fig. 3. ERP information structure of KEDB 

Fig. 3 shows basic case of ERP information structure of KEDB. The basic flow of 
utilize ERP information to handle an occurred fault is as follows. 

 
 Select service pattern corresponded to an occurred fault. 
 Select server pattern corresponded to an occurred fault. 
 Select the error pattern and root cause corresponded to an occurred fault 
 Select ERP to recover an occurred fault. 
 Confirm recovery steps and operation guidelines 
 Execute recovery operations, and confirm execution results. 

3.4   AERP Mechanism 

The main Object of a proposed AERP (Assembling of ERP) management mechanism 
is to give operator ERP assembling method to manage ERP information conveniently. 
To achieve the object, we suggested the ERP assembling process and information 
structures as Fig. 4. The proposed AERP mechanism provides several of the 
information pools for convenient ERP assembling. ERPP (Error Recovery Path Pool) 
keeps the ERP that was registered before. ERSP (Error Recovery Step Pool) keeps the 
recovery steps that are components of ERP. EROP (Error Recovery Operation Pool) 
keeps practical process command language and alternative information registered to 
recovery procedure. 

Incident Manager carries out role to assemble the ERP already registered for 
happened fault process. Problem Manager carries out role to generate necessary ERP 
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in order to deal with a fault delegated to itself. Change Manager carries out role of 
verification regarding ERP requested from Incident Manager and Problem Manager, 
and testing and coordination of ERP. 

 

Fig. 4. Assembling Flows of ERP  

3.5   DRFM Mechanism 

The main object of proposed DRFM (Dashboard like Real-time Fault Management) 
mechanism is to provide operator with total fault information in real-time manner in 
order to identify and classify effectively service and server which errors occurred. So, 
 

 

Fig. 5. Management Structure of DRFM 
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we suggested the method that enables service configuration information structuralized 
according to the relation of service configuration and method that display status of 
error occurring in dashboard manner as Fig. 5.         

Through DRFM, operator can investigate and diagnosis service, server, error 
status, and root cause of occurred faults rapidly, and can find error recovery path to 
handle the error accurately on ERP based KEDB 

3.6   SIAM Mechanism 

The main object of proposed SIAM (Service Impact Analysis Map) mechanism is to 
make operator get information relevant to service configuration and influence degree 
that is affected by occurred faults in order to investigate and diagnosis effectively 
service and server which errors occurred. To achieve the object, we suggested the 
various methods to present the relation between service components. For example, the  
associations for physical and logical connection, the connections structures between 
service components like active-active or active-standby, the revision count of 
associations related to upward or downstream connection, and the revision count of 
associations related to 1:1, 1:N, N:1, N:N connection. 

By SIAM, operators can understand clearly the hierarchy of service components 
and identify correctly the service components that were influenced by faults as Fig. 6. 

  

Fig. 6. Management Structure of SIAM 

4   Conclusions and Future Work 

In this paper, we described the side effects that can be occurred on the process of 
converting existing IT service management structure into ITIL based ITSM structure, 
and suggested the proposed fault management mechanisms such as the KEDB-centric 
fault management process, ERP based KEDB construction mechanism, AERP 
management mechanism, DRFM mechanism, and the SIAM mechanism in order to 
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minimize these side effects. Through the proposed mechanisms, we were able to 
achieve almost of our management objects such as to provide operators with essential 
information for accurate fault management, to support an organic information 
delivery structure between management steps for effective cooperation, and to support 
correct and prompt fault process of repeatedly occurred faults through reliable KEDB 
information. 

The direction of future work is focusing to improving of service operation degree 
in customer’s view point and to advancing of service impact management according 
to various types of faults. So we are concentrating to researches such as the way of 
forecasting various faults relevant to SLA (Service Level Agreement), analyzing 
service impacts according to occurred faults, recovering faults relevant to SLA 
systematically and automatically, etc. 
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Abstract. Operating a next generation network (NGN) while new ser-
vices and network elements (NE) are being intermittently introduced
is a complex and difficult task. We are trying to establish flexible net-
work operation technology. This article introduces a method of automat-
ically generating NE-adapters in element/network management systems
(EMS/NMS) to interact with NEs. This method alleviates the effort of
NE configuration tasks by automating the development of functions that
operators use to set up NEs. We call this interface blending/diagnosis
method. Our approach consists of 1) a blending method that automat-
ically generates NE-adapters for products from different vendors from
commands and responses between an EMS and an NE and 2) a diag-
nosis method that verifies blended adapters with actual NEs. Moreover,
this article introduces a configuration support tool that we developed.
The tool complements the interface blending/diagnosis method even if
there is no adapter to be possible to use as knowledge.

1 Introduction

In the near future, many telecommunication companies in the world will be
migrating to a next generation network (NGN) based on IP (Internet protocol)
technology. The IP-based technology is changing especially quickly, with new
services appearing all the time while the life cycles of individual services tend to
become shorter and shorter. And IP network consists of various types of network
elements (NEs) such as routers, switches, and servers. With the recent growth
of networks and services, network operators and OSS/BSS (operations support
systems/business support systems) developers have had to handle an increasing
number and variety of NEs, and their work has become very complicated. An
OSS/BSS that supports the operation of these network services monitors the
entire network including multiple types of equipment and performs configuration
management which means inputting service orders or parameter settings to NEs.
Without any doubt, the importance of the roles played by the OSS/BSS in
providing network services will continue to increase in the future.
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In the NGN, interactions between various systems are performed than ever
before by opened application programming interfaces (API). The New Gener-
ation Operations Systems and Software (NGOSS)[1] studied in TeleManage-
ment Forum (TMF)[2] is establishing system interconnection technologies in
the field of telecommunication management, and an OSS/BSS which is defined
in upper layers such as service management layer (SML) or business manage-
ment layer (BML) can connect flexibly other systems. However, in the case of
connection in lower layers such as between element/network management layer
(EML/NML) and NE layer (NEL), we must develop still a primitive interface
because an EMS/NMS has to treat interfaces of various NEs of multi-vendor
products. Moreover, frequent changes of NE specifications by recent service life
cycle shortening hasten the progression of obsolescence of developed functions to
absorb differences of interfaces and cost-effectiveness is hard to be provided. A
general connection method with NEs is to add an “NE-adapter” which is written
by light weight script languages. Many systems have adapters which described
a different syntax for each NE.

We are trying to establish an NE-adapter automatic generation method to
overcome a problem of differences of various NEs easily. By the approach called
interface blending/diagnosis methods, we achieved generating a part of target
adapters from existing adapter and vendor characteristics.

The paper is organized as follows. Section 2 discusses issues in telecommu-
nication management area and introduces related works. Section 3 proposes
interface blending/diagnosis methods, Section 4 introduces detailed design of
interface blending/diagnosis system, and Section 5 describes our experimen-
tal study. Section 6 describes the configuration support tool which supports
to complement interface blending/diagnosis methods, and Section 7 concludes
this paper.

2 Issues in Telecommunication Management Area

2.1 Network Operations Issues

The network operator’s job includes various tasks such as setting diverse service
parameters, booting up equipment, updating operating software of NEs, and col-
lecting error logs. Although these might seem to be simple tasks at first glance,
they require different knowledge and techniques about the interface specifica-
tions and complex operating procedures of each NE, and there is no excuse for
making mistakes while services are being provided. In particular, in a large-scale
network, even a parameter modification needs a lot of work. As a result, op-
erators are being required to make ever-increasing efforts. In NGN operations
and also in the NGOSS, customer experience is regarded as one of the most
important studies. Operators must respond quickly to a customer’s service or-
dering. Because any delay of introduction of new service gives big influence to
our business.
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2.2 NE-adapter Development Issues

SNMP (simple network management protocol) is a well-known protocol for gath-
ering information from NEs. Since it is a standard protocol in many types of
equipment, it is widely used. However, it is weak at monitoring new technology
because it is not possible to acquire information in the case of late implementa-
tion of management information base (MIB). Therefore, the use of a command
line interface (CLI) to set parameters and acquire detailed information is cur-
rently the most popular approach in spite of being a legacy method.

An EMS/NMS typically uses a CLI, too. The EMS/NMS uses processing
functions written by a script language and transmits its commands through CLI.
Well-known script languages include Perl, JavaScript, Python, and Expect. This
is because it is necessary to use interactive processing whereby the response to
a transmitted command is used to select the subsequent processing and because
processing statements are expected to be frequently updated to keep up with
ongoing changes to NE specifications. These processing functions are called “NE-
adapters”.

However, a rapid introduction of developed NE-adapters has a problem. An
NE-adapter needs different processing descriptions for different vendor NEs even
if a command is the same meaning. For example, in situations where a new NE
is released, it is preferable to match up the specifications by developing an NE-
adapter at the same time as the EMS/NMS. But matching up is a difficult
task when the NE and the NE-adapter have been developed in parallel. Even
if it is assumed that the specifications can be matched up, it is still necessary
to perform verification trials on the actual equipment. If a connection failure
occurs during these trials, even more time must be spent on the specification
design and NE-adapter coding.

With regard to the methods used to develop system functions, such as NE-
adapters where results are needed quickly, attempts are being made to automate
their creation by applying MDA (model driven architecture) [3], which is being
studied by the OMG (object management group). However, since this method re-
quires that the UML (unified modeling language) specifications of the functions
are declared as models, it is necessary to support the creation of the models. Fur-
thermore, we think it is important to consider enhancing efficiency by re-using ex-
isting adapters instead of creating functions from scratch with models. We must
still address the problems of how to adapt quickly to the introduction of new NEs
or modified interface specifications and how to continue operation smoothly.

3 Interface Blending/Diagnosis Method

In this section, we describe interface blending/diagnosis method that solve the
above problems. Our proposal automates part of the work involved in operator
settings input and NE-adapter development with the aim of reducing the work-
load (especially in the complexity of dealing with settings for different vendors
and with frequent specification changes). Specifically, we are considering pro-
viding a system with “blending” and “diagnosis” methods that automatically
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bridge the differences between the interfaces of different vendors when perform-
ing similar processes (Fig. 1).

At first, our system extracts command strings from NE-adapters that have
already been installed. After that, extracted commands are combined to create
commands for a new NE or process. This method is called “blending”. We think
it is possible to operate in this way because many commands include words with
similar meanings even though the NEs come from different vendors and have
different specifications. Our method utilizes this characteristic. Moreover, using
specifications defined by each vendor makes it more likely that commands and
NE-adapters can be created automatically.

Fig. 1. Interface blending and diagnosis system

However, the NE-adapters generated by blending cannot be used without al-
teration. Therefore, our system is equipped with methods that use the adapter
generated by the blending method to perform connection tests on the NE in
question. We call this method “diagnosis” because it discovers the correct so-
lution by connecting the system to the actual equipment. The adapters for the
target NE will be generated automatically as long as our system acquires the
answers it expects. This method will be able to check problems such as miscon-
figurations caused by human error. We chose to generate the adapters in script
form, so they can be easily modified by operators and an adapter can be run
as part of an EMS/NMS or as a tiny standalone application. If the methods
become available, then the adapter development task can be directly performed
within the work of NE and NMS connection trials, thereby contributing to the
rapid introduction of a new service and it should be possible to greatly reduce
the burden on operators and developer.
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4 Detailed Design

This section presents details of the design that we implemented in a system for
an interface blending and diagnosis method. There are four components, which
are described in sections 4.1. to 4.4.

4.1 Analysis Component

First, we describe the component for analyzing input existing adapters. We found
that all adapters have a similar structure for connecting to NEs. They also have
a structure that can be divided into the following three parts (Fig. 2).

1. The declaration describes variable declarations and argument definitions.
2. The connection describes the process of connecting with an NE such as

connecting, disconnecting, and entering a username or password.
3. The task describes configuration tasks to NEs through CLI.

Fig. 2. Example of adapter description

Moreover we found that the connection and task parts can be divided more
minutely and that the description of a command transmission can be paired up
with the response. We call the pair of descriptions (a command and the response)
a “conversation” and define it as the smallest unit that expresses adapters in
our system. The analysis component divides an existing adapter into three parts,
which are subdivided into conversations.
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Fig. 3. Behavior of an analysis component and a blending component

4.2 Blending Component

The blending component generates an adapter for testing a target NE (Fig. 3).
In a survey of NE-adapters, we found similar patterns in many command

strings. The interface specifications are not inherently compatible between differ-
ent NEs, but NE command syntax is implemented considering usability. There-
fore, we assume a system can obtain responses that enable it to generate correct
adapters for a target NE if it queries the NE with similar commands of other
vendors’ NEs. The blending component generates trial adapters by recalibrating
the existing commands.

On the other hand, an adapter has description parts that do not depend on
meanings of processes. For example, a connection part for log-in is the same
as long as the vendor is the same. Therefore, we thought that the efficiency of
generating an adapter automatically would increase if a system recycles patterns
pertinent to the vendor NE. And we implemented functions to store the vendor’s
characteristics in this component. If the target NE is supplied by a known vendor
for our system, the vendor patterns are used prior to other blending methods in
this component.

4.3 Diagnosis Component

The diagnosis component decides that an EMS/NMS can use the commands
if the responses from the target NE match the model answers. In that case, it
incorporates the character string in an adapter for a target NE. The behavior of
the diagnosis component is shown in Fig. 4.

The diagnosis component must search for effective information in the responses
of a target NE to transmitted commands. The component acquires model answers
from an existing NE. Next, the component searches for correct answers for a target
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NE by transmitting commands generated by the blending components. The com-
ponent judges that the commands are correct if the acquired strings are equal to
a model answer and it incorporates the commands into the adapter.

f
Fig. 4. Behavior of a diagnosis component

4.4 Complement Component

The interface blending/diagnosis system can handle simple patterns, but it is
difficult to fill complicated patterns now. In addition, it is necessary not only
to establish technologies for increasing the success rate of diagnosis, but also
to strive to implement practical functions such as a system that can easily fill
in missing parts of adapters through the intervention of developers. Therefore,
the system should have a graphical user interface (GUI) for an operator to add
commands if the diagnosis component could not be discovered. We developed a
prototype configuration support tool which generated an adapter from NE set-
ting of an operator as a method to complement semiautomatically. We describes
it in Section 6.

5 Verification Trials of Blending Methods

We performed verification trials of blending methods.
In this trial, we assumed that an EMS/NMS developer implements an adapter

for a new target NE and that the EMS/NMS already had adapters for other NEs.
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We investigated how many correct answers our system could discover. For this
investigation, we built a prototype of the blending/diagnosis components. As
existing adapters, we used those of an NMS that we had developed previously [4].
All adapters were described in script language (Expect). They had commands
for connecting to a target NE, getting data, and disconnecting from the NE. We
prepared three target NEs from different vendors and tested whether our system
could generate three new adapters for each target NE. In total, we tested the
automatic generation of 9 adapters, 44 conversations. We deleted adapters for
the target NEs from our system before testing, so the system did not know the
correct commands of the adapters of the target NEs. The system had to search
for effective commands from other adapters. We prepared active NEs in a test
network and the system queried them.

First, we tested the diagnosis method using only three calibration rules im-
plemented in the blending component.

Table 1. Results

First try Second try
Target Diagnosis Conversations Diagnosis Conversations

NE Functions success generated success generated
automatically automatically

Function 1 1/2 4/5 2/2 5/5
Vendor A Function 2 1/2 3/4 2/2 4/4

Function 3 1/2 2/4 2/2 4/4
Subtotal A 3/6 10/13 6/6 13/13
Function 1 1/2 5/6 2/2 6/6

Vendor B Function 2 1/2 6/7 2/2 7/7
Function 3 1/2 5/6 2/2 6/6
Subtotal B 3/6 16/19 6/6 19/19
Function 1 1/2 3/4 2/2 4/4

Vendor C Function 2 1/2 4/5 2/2 5/5
Function 3 1/1 3/3 1/1 3/3
Subtotal C 3/5 10/12 5/5 12/12

Total 9/17 (53%) 36/44 (82%) 17/17 (100%) 44/44 (100%)

As a result, our system found 36 effective replies in 44 conversations. 27 replies
were found from vendor characteristics and 9 replies were found from a blending
method. The correct rates are 53%. We think this result is good because more
than half of the answers could be found in spite of using only simple three cali-
bration rules. A developer may halve the effort for implementing a new adapter if
our system can get 53% of the answers correct. And this result shows that there
are many similar commands between different vendor NE interfaces. Afterward,
we tried implementing new rules and vendor characteristics to automatically
generate the commands that we were not able to confirm. As a result of adding
new rules and having tested the diagnosis method again, our blending method
was able to generate commands including those used for all 9 adapters and 44
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conversations. New rules have general versatility, and they are useful in some
other scenarios, too. These results show that our system can help developers of
this EMS/NMS sufficiently during the introduction of a new NE.

We could get good results in this trial, but they depended on the number of
stored patterns and defined calibration rules. Therefore, we should enrich the
calibration rules and vendor patterns to enable the system to discover responses
in many situations.

6 Configuration Support Tool for Complement

We noticed the success rate of diagnosis methods depends on quantity of vendor
characteristics and existing adapters greatly. In early stage of operation environ-
ment with a few references, it is difficult to achieve an effect only by a blend-
ing/diagnosis method. Therefore we developed a “configuration supporting tool”
which supports to generate an adapter even if there was no similar reference to
raise a practical utility of interface blending/diagnosis methods (Fig. 5). When
an operator performs only configuration tasks through CLI, and the adapter is
made semi-automatically. The tool have a method to convert it from configura-
tion of the operator immediately.

Fig. 5. Configuration support tool

At first an operator is connected to the target NE and performs configuration
through CLI on the tool. The tool records a username, password, and command-
line strings (commands and responses). Then, the tool captures communica-
tion history between the operation terminal and NE and extracts a transmitted
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message and the response one by one. By fitting in these strings in a skeleton
model of a general-purpose script language, the tool generates a script file which
the interface blending/diagnosis system can use as an adapter. Operators can
modify easily a new processing pattern only by changing parameters. By these
procedures, the configuration support tool generates an adapter without coding
skills of programming/script languages. The current prototype tool can gener-
ate only description of sequential processing. By a function which adds advanced
description such as a conditional branching, we are studying construction of a
more convenient adapter development environment in future.

7 Conclusion

This article described interface blending/diagnosis method which alleviates the
effort of EMS/NMS development by automating NE-adapters implementation
task. We tested a prototype system to confirm its feasibility. In this trial, we
were able to obtain effective responses for all commands that we wanted to
generate. Moreover, we introduced the configuration support tool that generate
NE-adapter from an operator’s configuration history through CLI. The tool com-
plements the interface blending/diagnosis method even if there is no adapter to
be possible to use as knowledge. Therefore, we think our approach have proven
the possibility of developing NE-adapters automatically.
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Abstract. In this paper, we propose a new approach to auto configure a
power line communication modem and a coaxial cable modem with mini-
mum user intervention. The proposed approach is based on the following
strategies: (1) An ISP establishes servers, (2) An ISP operator inputs
information to configure modems to the server before configuration and
(3) The software for the zero configuration of modems is built into a
residential gateway. We implement a system based on the proposed ap-
proach, and measure the configuration time. The result shows that the
configuration time is about 280 seconds. The system allows us to zero
configure modems with minimum user intervention and moreover, the
configuration time is faster than manual settings.

1 Introduction

In recent years, always-on broadband Internet connections have become available
at home, thanks to the diffusion of Fiber To The Home (FTTH) and x Digital
Subscriber Lines (xDSL). Additionally, a wide variety of Networked Appliances
(NAs) such as PC, printers, or IP set top boxes (STBs) are connected to home
networks.

A number of methods have been developed for constructing a home network
and in particular, Ethernet and 802.11 wireless LANs are generally used. Mean-
while, Ethernet and 802.11 wireless LANs have the following two problems, (1)
Ethernet may often be eyesores in the room, due to the open wiring and (2) when
an 802.11 wireless LAN is used on different floors of a house, not only the trans-
mission rate decreases, but also the signal does not reach. With this in mind, the
construction of home networks with power line communication modems (PLC)
and coaxial cable modems, has attracted considerable attention, for it may rep-
resent potential solutions to the two problems mentioned above. Since PLC and
coax cable modems use existing power lines and coaxial cables in the home, there
is no risk of them spoiling the appearance of the room. Moreover, they have an
insignificant effect on the transmission rate as compared with an 802.11 wireless
LAN.

A PLC modem or a coaxial cable modem enables NAs to network access
through power lines or coax cables by connecting to a power plug or a coaxial
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plug and connecting to a NAs. While, in order to provide secure communication,
a modem must obtain a Network Membership Key (NMK)[1,2]. Additionally,
configuration of the Quality of Service (QoS) is needed when connected to NAs
such as STBs for delay sensitive multimedia applications. Moreover, modem
firmware must be updated to run applications as reliably as possible without
modems being prone to abnormal terminations due to bugs.

While, the configuration and updating of modem firmware require highly
skilled and experienced users with technical knowledge of the Internet. This poses
a barrier to Internet novices and raises technical issues. In order to break down
this barrier, the zero configuration protocol by which configuration is completed
only by connecting modems or with minimum user intervention (e.g., pushing
a button) is needed. Recently, certain protocols and techniques [3,4,5,6,7,8,9,10]
for the zero configuration have been developed, but virtually none of the existing
protocols and techniques can fully address this issue: some require user interven-
tion (e.g. input password) or devices such as Universal Serial Bus (USB) flash
drives, while others are unable to accept firmware updates.

This paper proposes a new server support approach to configuration of a PLC
modem and a coaxial cable modem to solve this issue. The proposed approach
allows us to configure modem settings and update modem firmware with only
pushing a button. The proposed approach consists of three stages: the first is an
acquisition stage, in which a residential gateway (RGW) acquires information
from a server for configuration, and update of modem firmware. The second
stage is a detection stage, in which a RGW detects modems connected in a
home network, while the final stage is a configuration stage, in which a RGW
configures modems, based on information from the server and the result of the
detection stage.

To show the effectiveness, we implemented a system based on the proposed
approach, and measured the time of the NMK configuration in a network where
three PLC and three coaxial cable modems were connected respectively.

This paper is organized as follows: In Section 2, we present an overview of a
typical home network with PLC and coaxial cable modems, and address technical
issues for zero configuration. We review recent related work in Section 3. In
Section 4, we propose a new server support approach to zero configuration for
PLC and coaxial cable modems. In Section 5, we implement a system based
on the proposed approach, while in Section 6, we evaluate the time of NMK
configuration in a network.

2 Typical Home Network and Technical Issues for Zero
Configuration

2.1 Typical Home Network with PLC and Coaxial Cable Modems

We focus on the HomePlugAV (HPAV) modem [1] of the PLC modem, standard-
ized by the HomePlug Powerline Alliance, and HomePNA (HPNA) modem [2] of
the coaxial cable modem standardized by the International Telecommunication
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Fig. 1. Typical home network with HPAV and HPNA modems

Union. Figure 1 shows a typical home network with HPAV and HPNA modems.
A RGW and two or more HPAV and/or HPNA modems, are shipped to the user
from an Internet service provider (ISP) by contract with the ISP. Moreover,
the ISP ships a configuration tool in removable media such as compact disk. A
HPAV modem has one or more cat5 interfaces and a power line interface, while
an HPNA modem has one or more cat5 interfaces and a coaxial cable interface.
The user connects HPAV and/or HPNA modems to arbitrary places and NAs
such as PC or STBs are connected to the RGW through HPAV/HPNA modems.
The HPAV allows for network up to 200 Mbit/s and the HPNA does up to 240
Mbit/s.

When the user configures the NMK to HPAV/HPNA modems, the user typi-
cally connects their PC to an HPAV/HPNA modem, and runs the configuration
tool. The configuration tool requests for input of the NMK to the user, and the
user inputs the NMK. Thereby, the configuration tool configures the NMK to
HPAV/HPNA modems through cat5 interface.

2.2 Technical Issues for Zero Configuration

The following technical issues should be addressed to achieve zero configuration
of HPAV and HPNA modems by studying typical home networks in Section 2.1:

1. HPAV and HPNA modems should be auto configured with minimum user
intervention (e.g. only connecting or pushing a button), to avoid users having
to face the complicated and labor-intensive configuration task (Issue 1).

2. NMK Configuration should be performed for only intended modems to join
the network, in order to ensure secure communication (Issue 2).

3. The updating of HPAV and HPNA modem’s firmware should be performed
fully within the auto configuration whenever applicable, in order to run
applications as reliably as possible without any abnormal modem due to
bugs (Issue 3).

4. The configuration time of a zero configuration scheme is faster than manual
configuration for usefulness (Issue 4).
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3 Related Work

Research and Development work on the zero configuration have been conducted.
We summarize the recent related work commonly used in the home network. In
addition, we show that the recent related work do not solely address all the issues
in Section 2.2 simultaneously.

Dynamic Host Configuration Protocol (DHCP)[3][4] is a well-known practical
protocol. It addresses Issue 1, in that a DHCP server centrally configures an
IP address for NAs only the user connects the NAs to the network. However,
it cannot address Issue 2. While, the configuration is automatically begun if A
NAs is connected. Furthermore, it cannot address Issue 3 as they are restricted
to link-local settings and a firmware update is outside the scope.

Universal Plug and Play Consortium (UPnP)[5] headed by Microsoft, design
a set of auto-configuration protocols to enable plug-and-play, easy-to-use IP
networking in IP networks lacking administrated network service. It address
Issue 1, while, the configuration is automatically begun if A NAs is connected.
However, it cannot address Issues 2 and 3 for the same reason DHCP.

The Zero Configuration Networking[6][7] by Internet Engineering Task Force,
design a set of protocols for zero configuration. Nevertheless, they are still the
same as DHCP for the Issues 1, 2 and 3.

Microsoft Windows Connect Now (WCN)[8] technologies support a Universal
Serial Bus (USB) flash drive (UFD) configuration for the wireless setting. Users
create network settings (e.g. Network Name (SSID)), store them in UFD, and
propagate them to the wireless station and NAs via the use of UFD. The UFD
configuration then addresses Issue 2. While, neither Issues 1 nor 3 can be ad-
dressed with the UFD configuration alone, since user intervention is required,
and it is restricted to link-local settings (e.g. the sharing of SSID between a
wireless station and wireless client devices) and a firmware update is outside the
scope. In addition, the wireless station and wireless client devices require a USB
interface.

A Wi-Fi Protected Setup (WPS)[9], as standardized by the Wi-Fi Alliance,
supports a Personal Identification Number/numeric code (PIN) configuration
for wireless setting. In the PIN configuration, all devices supporting the PIN
configuration have a PIN. A PIN is provided by the following methods, (1) a
fixed label or sticker may be placed on a device and (2) a dynamic PIN can be
generated by a device and shown via a device’s graphical user interface (GUI).
Users input the PIN of the wireless client devices through their PC to a wireless
station or they input the PIN of a wireless station through their PC to wireless
client devices. The wireless client devices will then join the network that has the
PIN of the wireless station or that has registered the PIN to the wireless station.
The PIN configuration addresses Issue 2, although it cannot address Issues 1 and
3, because it is the same as the UFD configuration.

WPS and the One Touch Secure System (AOSS)[10], by Buffalo Technology
Inc., supports a Push-Button Configuration (PBC) for wireless setting. In the
PBC configuration, all devices supporting the PBC configuration have a button.
Users push the button of the wireless station and those of the wireless client
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devices which join the network within a specific period of time. The wireless client
devices can then join the network of which the button was pushed. Although
the PBC configuration addresses Issue 1, it cannot address Issues 2 and 3 with
PBC configuration alone. Moreover, users using the PBC configuration should be
aware that there is a very brief setup period between pushing the buttons of the
wireless station and those of the wireless client device during which unintended
devices within range can join the network.

4 Server Support Approach to Zero Configuration

The findings in Section 3 motivated us to propose a new server support approach
to zero configuration to meet all issues in Section 2.2, which will be presented in
the following sections. The new approach target configuration of HPAV/HPNA
modems in typical home network in Section 2.1.

4.1 Assumptions and Design Principles

Assumptions
We have the following assumptions.

1. An ISP establishes servers (a customer information system), which manage
the user information.

2. An ISP operator inputs the following information before configuration, re-
peated the same times as the number of modems to the customer information
system, (1) A Media Access Control (MAC) address of a modem, (2) NMK,
(3) QoS parameter (e.g. combination of the following values, service type,
priority, latency and jitter), (4) Firmware version, and (5) A user identifier
(UID).

3. An ISP installs software for configuration of modems to the RGW. In addi-
tion, a UID and user password (e.g. a user password is automatically gen-
erated by the customer information system from a UID) are saved on the
RGW.

4. The RGW has a mechanism to execute the software easily, such as via a
push-button.

An ISP ships the RGW and two or more HPAV and/or HPNA modems to
the user. The user connects HPAV and/or HPNA modems to arbitrary places
and NAs such as PC or STBs are connected to the RGW through HPAV/HPNA
modems. When the user configures the HPAV/HPNA modems, the user runs
the software (e.g. pushing the button).

Design Principles
The following three stages are executed.

Acquisition stage
In the acquisition stage, the RGW acquires the following information from
the customer information system, (1) A MAC address of a modem, (2) NMK,
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Fig. 2. Functional Architecture

(3) QoS parameter and (4) The firmware version. The RGW acquires the
information for each modem, and then stores it.

Detection stage
In the detection stage, the RGW detects the following information from
modems; (1) The MAC addresses of the HPAV/HPNA modems in a home
network and (2) The NAs MAC addresses bridged by the HPAV/HPNA
modem.

Configuration stage
In the configuration stage, the RGW compares the information acquired
during the acquisition stage with that obtained during the detection stage.
Consequently, the RGW configures NMK and QoS parameters to existing
modems in a home network. In addition, the RGW compares the firmware
version acquired during the acquisition stage with that stored in the previ-
ous acquisition stage. If the modem firmware has been updated, the RGW
requests the modem to execute a firmware update. Two or more modems
are configured from the remote one to the local one connected directly to
the RGW.

The proposed approach configures the NMK and QoS parameters, and up-
dates the modem’s firmware only by the pushing the button, thus the proposed
approach address Issue 1 and 3. Furthermore, the proposed approach acts only
on the modem registered in the customer information system, thus the proposed
approach address Issue 2.

4.2 Functional Architecture

Figure 2 shows the functional architecture of the proposed approach. The cus-
tomer information system has the following functions: (1) GUI function (Fig.2
(a)) and (2) DB function (Fig.2 (b)). The GUI function provides a user inter-
face for the input of the information to configure modems. An ISP operator
uses a PC to input the information through the GUI function. The inputted
information is stored to the DB of the customer information system by the DB
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Fig. 3. Configuration flow of the proposed approach

function. Meanwhile, the RGW have the following functions, (1) Acquisition
function (Fig.2 (c)), (2) Detection function (Fig.2 (d)), and (3) Configuration
function (Fig.2 (e)). Each function of the RGW corresponds to the each stage
shown in Section 4.1.

4.3 Configuration Flow

Figure 3 shows the configuration flow of the proposed approach. When users
connect HPAV and/or HPNA modems to a RGW, they also run configuration
program presented by a RGW (e.g. pushing a button of a RGW) (Fig.3 (a)). The
RGW then sends a login request to the customer information system, including
a UID and user password, whereupon the customer information system uses
the UID and user password to authenticate the RGW (Fig.3 (b)). The UID
and user password were presented to a RGW, when the RGW was shipped.
If the authentication is successful, the RGW sends an acquisition request to
the customer information system (Fig.3 (c)). The customer information system
transmits the information to the RGW, including a MAC, NMK, QoS parameters
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Table 1. System specifications

Customer Linux server CPU Intel Core 2 T5500 1.66GHz
information Memory 512MBytes
system OS FedoraCore 6

PC CPU Broadcom 4704 266MHz
Flash / RAM 8MBytes / 64MBytes

RGW OS FedoraCore 6
Windows server CPU Intel Pentium 4 1.4GHz

Memory 768MBytes
OS Windows XP

and the firmware version for each modem (Fig.3 (d)). The RGW then saves that
information to the local disk (Fig.3 (e)).

The RGW detects the following information: (1) The MAC addresses of HPAV
and HPNA modems connected to a home network and (2) The MAC address of
a NAs connected to a home network via HPAV and HPNA modems (Fig.3 (f),
(g), (h) and (i)). The RGW saves that information to the local disk similarly to
the acquisition stage (Fig.3 (j)).

The RGW compares the firmware version (Fig.3 (k)). If the modem firmware
has been updated, the RGW requests a firmware update (Fig.3 (l)). When the
modem has finished the firmware update, the modem sends an update comple-
tion message to the RGW (Fig.3 (m)). A firmware update (Fig.3 (k), (l) and (m))
is repeated the same times as the number of modems, while upon completion,
the RGW configures the NMK of the HPAV and HPNA modems connecting to
a home network (Fig.3 (n), (o)). The RGW also configures the QoS parameters
after the NMK configuration and has information concerning the MAC addresses
of NAs connected through HPAV and HPNA modems. Thereby, the RGW can
configure QoS parameters for the modems selectively, such as the modems con-
nected to NAs for a delay sensitive multimedia application (e.g. STBs) (Fig.3
(p), (q) and (r)). Finally, the RGW notices the customer information system of
the configuration completion (Fig.3 (s)).

5 Implementation

We implement a system based on the proposed approach and describe a brief
overview below, with certain implementation restrictions. Table 1 shows the
system specifications.

We implement the customer information system, using a Linux server. The
Linux server implements the functions described in Section 4.2 (Fig.2 (a), (b)).
Meanwhile, the RGW is implemented using a poor PC and a Windows server.
We deploy the Windows server to configure the HPAV modems, since program
libraries to generate Ethernet frames for HPAV modems work only on the Win-
dows systems. The poor PC implements the following functions, (1) Acquisition
function (Fig.2 (c)), (2) Detection function for HPNA modems (Fig.2 (d)), (3)
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Configuration function for HPNA modems (Fig.2 (e)), and (4) VPN function. In
addition, the Windows server implements the following functions, (1) Detection
function for HPAV modems, (2) Configuration function for HPAV modems, and
(3) VPN function. The Windows server is established with the Linux server,
which are connected with 100Base-TX. Moreover, the Ethernet frames to con-
figure HPAV modems are generated by the Windows server, and the Ethernet
frames arrive to the poor PC through the VPN function.

6 Evaluations

We measured the time of the NMK configuration, using an implemented system
based on the proposed approach to show that the proposed approach addressed
Issue 4. Figure 4 shows the measurement environment. We measured the time
ten times. Table 2 shows the average time of each stage, and the total time.

The results show that the total time is 284.7 seconds. When users configure
modems, they should also be familiar with the configuration steps. Since users
have multiple steps involved for checking configuration steps, let us suppose
that they check the configuration details with the help of an ISP call center.
The average time spent on the phone to the call center is about 6 minutes [11],
meaning the configuration time with the proposed approach is faster than the
manual configuration. Thus, the proposed approach allows us to achieve zero
configuration with minimum user intervention in an acceptable configuration
time. The inquiry as to configuration from users may be reduced, leading to the
decrease in the opportunity of the call center operations.

Fig. 4. Measurement environment

Table 2. NMK configuration time of the proposed approach

Time(s) Time(s)
Acquisition stage 22.1
Detection stage (HPAV) 20.3
Detection stage (HPNA) 68.2 284.7
Configuration stage (HPAV) 74.4
Configuration stage (HPNA) 99.7
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7 Conclusions

This paper proposed a new approach to configure the HomePlugAV (HPAV) and
the HomePNA (HPNA) modems. We show four issues for the zero configuration in
a home network. The lack of a protocol addressing all issues simultaneously moti-
vated us to design a new approach based on three stages, (1) Acquisition stage, (2)
Detection stage and (3) The configuration stage. An elaborated description of the
configuration flow of the proposed approach was shown. It allowed us to configure
HPAV and HPNA modem settings and to update the firmware. We implemented
a system based on the proposed approach, and evaluated the average time of the
Network Membership Key (NMK) configuration in a network where three HPAV
and three HPNA modems were connected respectively. The total time of the NMK
configuration was 284.7 seconds, and we showed that the configuration time with
the proposed approach was faster than the manual configuration. The evaluation
of the configuration of QoS and update of the modem firmware will be our future
directions, before the practical use.
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Abstract. The smart home technology is a noticeable area of study
in various studies on the ubiquitous computing technology. This paper
presents the security management system to provide context-aware se-
curity service. The system supports the management and enforcement
of context-aware security and the management of the context of users
and resources. This system provides the security service functions such
as the partial credential based user authentication and context-aware ac-
cess control, and the security policy management functions. In addition,
the system provides the policy enforcement simulation function to test
and validate the security policy. This simulator can cover all security
service in the smart home environment.

1 Introduction

Due to the rapid development of information and communication technology, the
IT paradigm is rid of the past desk-based computing environment and entering
the new IT paradigm such as a ubiquitous computing. The smart home technol-
ogy is a noticeable area of study in various studies on the ubiquitous computing
technology. For more than a decade, the term ”smart home” has been used to
introduce the concept of networking devices and equipments in the house[1].
The smart home environment(SHE) is based on various technologies such as the
wireless network, the mobile communication technique, context-aware technique,
and embedded software. The context-aware technique is specially important and
interesting area of study for the SHE, since it is core technique for automatic
intelligent computing service.
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Ubiquitous computing technology, which is an important infra-technology of
the SHE, have new security challenges, because it has different features from
traditional computing environments. The core techniques of ubiquitous comput-
ing, such as context-awareness and wireless sensor network, require new security
protocols that are different from the traditional security protocols. For example,
the public key infrastructure cannot be applied to the wireless sensor network
that has limited resources and the context-aware services require the enhanced
security policies which can consider the context of users and resources[2,3].

Since the SHE includes various appliances that are networked through wired or
wireless medium, in addition they interoperate with each other, security policies
for the SHE is more complicated than typical security policies. In addition, the
security policy for the SHE must be able to deal with the context that is related
with users and resources and also, the security architecture that is able to enforce
such policies is required.

This paper presents the security architecture to provide context-aware se-
curity service. The architecture supports the management and enforcement of
context-aware security and the management of the context of users and resources.
We implemented this architecture and call it the CAISMS(Context Aware In-
tegrated Security Management System). The function of the CAISMS consists
of a user authentication, an access control, a policy management, and a context
management. The CAISMS includes the web-based policy UI for ease of policy
management and also provides an additional UI for the simulation of the smart
home environment. The policy administrator can test and validate the policy
that s(he) configured using the simulation UI.

The remainder of this paper is composed as follows. In section 2 we explore
related works. In section 3, we discuss an overview of the CAISMS. Section 4
illustrates detailed architecture, functions and operations of core components of
CAISMS. Section 8 concludes the paper.

2 Related Works

The CASA[4] provides context-based access control using GRBAC [5] for secu-
rity of Aware Home. GRBAC is an extension of traditional Role-Based Access
Control. It enhances traditional RBAC by incorporating the notion of object
roles and environment roles, with the traditional notion of subject roles. But
GRBAC has some problems. First, GRBAC is not suitable for large and com-
plex organizations, because of defining too many roles in the system. Second,
RBAC loses its advantage of data abstractions by object role. RBAC abstract
user-level information from system level information by notion of permission is
relationship between objects and operations. In GRBAC, because object role vi-
olates this relationship, the data abstraction could not be achieved. In addition,
this problem violates user/role and role/permission associations. Finally, GR-
BAC has an unnecessary overlapping that environment roles and object roles,
because certain physical environmental things can be also objects.
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Cerberus[6] enhances the security of ubiquitous applications that are built
using Gaia. The security service of Cerberus is based on its Inference Engine.
The Inference Engine performs two kinds of tasks which are managing the level
of confidence for user authentication and evaluating queries from applications
about access control. The access control provided by Cerberus considers con-
text in making access control decisions and configuring policy. However, access
control policy of Cerberus uses access control lists defined centrally by a system
administrator. These access control mechanism is easy to maintain, but lack flex-
ibility. The authentication of Cerberus uses a multi-level authentication scheme
that has associated confidence values describing the trustworthiness of the au-
thentication achieved. However, it is insufficient that the method for applying
confidence value to authentication mechanism. The final defect of the Cerberus
is that context-aware authentication such as location-aware authentication.

We presented the preliminary version of our CAISMS[7]. In the prelimi-
nary version, the CAISMS presents context-aware access control method us-
ing CRBAC, but context-role activation management is not supported so dy-
namic access control service is impossible. And We present the notion of AWL
(authentication warrant level), but the calculation method of AWL is incomplete.

3 CAISMS Overview

The CAISMS provides a user authentication service based on the partial cre-
dential and context-aware access control service for users in the smart home.
For ease of policy management, the CAISMS also provides web-based graphic
user interface including the policy configuration function and the smart home
simulation function.

The partial-credential based user authentication can enhance the level of secu-
rity, since it gives differential trust degree to the principals based on confidence
level of authentication methods. We used the fuzzy if-then rules to calculate the
credentials of various authentication methods.

The access control part of the CAISMS is based on the context-role based
access control(CRBAC) model for the context-aware access control. The model
has all advantages of the RBAC and also enables the management of the context-
based access control policy. The access control of the CAISMS provides secure
user-role activation using the authentication credential value. The access control
part includes the context-role activation manager(CRAM). The CRAM manages
the activation and deactivation of context-roles.

The CAISMS includes the context server(CS) to manage the context infor-
mation that is required for the context-role activation. The CS gathers various
context information such as a location, a temperature, a humidity, and an illu-
mination using the sensors. The communication between the CS and sensors is
encrypted by skipjack algorithm.

The CAISMS provides convenient policy configuration function. The security
administrator need not access the policy database directly, but can easily config-
ure security policies through the web-based graphical user interface. In addition,
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the interface provides the policy enforcement simulation to test and validate the
security policy. This simulator can cover all security service in the SHE.

4 CAISMS Architecture

This section describes detailed architecture, functions and operations of core
components of CAISMS. Figure 1 is an overview of the CAISMS architecture.

Fig. 1. The CAISMS Architecture Overview

4.1 User Authentication

The CAISMS applies different confidence levels to each user authentication
mechanism using Authentication Credential Value (ACV). The ACV is a trust
degree that differentiates authentication methods based on reliability.

User authentication mechanisms are various and have different features each
other. User authentication in computing systems traditionally depends on three
factors: something you have (e.g., a hardware token), something you are (e.g.,
a fingerprint), and something you know (e.g., a password). There are also some
authentication failure factors which are loss risk, duplication risk and modifica-
tion risk. A hardware token can be stolen or lost, so it has loss risk. A password
can be forgotten by owner, or guessed or modified by attacker, so it has loss risk,
duplication risk, and modification risk.

It is difficult to decide trust level of authentication methods, because the
authentication failure factor is ambiguous value. It is impossible to get an exact
numerical value which can decide quality and quantity of authentication failure
factors. We used the fuzzy logic which is an extension of Boolean logic dealing
with the concept of partial truth, as the solution of above ambiguities.

The model of auzzy logic control consists of a fuzzifier, fuzzy rules, fuzzy
inference engine, and a defuzzifier. We have used the most commonly used auzzy
inference technique called Mamdani Method[8] due to its simplicity. The process
is performed in four steps.
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Fig. 2. (a) Fuzzy set for fuzzy variable loss (b) Fuzzy set for fuzzy variable duplication
(c) Fuzzy set for fuzzy variable modification (d) Fuzzy set for fuzzy variable ACV Level

– Fuzzification of the input variables “loss risk”, “duplication risk”, and “mod-
ification risk” : taking crisp inputs from each of these and determining the
degree to which these inputs belong to each of the appropriate fuzzy sets.

– Rule evaluation : tading the fuzzified inputs, and applying them to the an-
tecedents of the fuzzy rules. It is then applied to the consequent membership
function (Table 1).

– Aggregation of the rule output : the process of unification of the outputs of
all rules.

– Defuzzification : the input for the defuzzification process is the aggregate
output fuzzy set “ACV level” and the output is a single crisp number.

During defuzzification, it finds the point where a vertical line would slice the
aggregate set “ACV level” into two equal masses. In practice, the COG (Center
of Gravity) is calculated and estimated over a sample of points on the aggregate
output membership function, using the following formula:

COG = (
∑

μA(x) ∗ x)/
∑

μA

where, μA(x) is the membership function of set A.
The linguistic variables used to represent the three risks, are divided into three

levels: low, medium and high, respectively. The outcome to represent the authen-
tication credential value is divided into five levels: very low, low, middle, high,
and very high. The fuzzy rule base currently includes rules like the following: if
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the “loss risk” is high and ”duplication risk” is low and “modification risk” is low
then the “ACV level” is middle. Thus we used 33 = 27 rules for the fuzzy rule
base. We used triangle membership functions to represent the fuzzy sets medium
and trapezoid membership functions to represent low and high in the three risk
membership sets. The membership functions developed and their corresponding
linguistic states are represented in Table 1 and Figure 2.

Table 1. Fuzzy if-then rule definitions

Loss Duplication Modification Confidential Level
Rule 1 Low Low Low Very High
Rule 2 Low Low Middle High
Rule 3 Low Low High Middle
Rule 4 Low Middle Low High
Rule 5 Low Middle Middle High
Rule 6 Low Middle High Middle
Rule 7 Low High Low Middle
Rule 8 Low High Middle Middle
Rule 9 Low High High Low
Rule 10 Middle Low Low High
Rule 11 Middle Low Middle High
Rule 12 Middle Low High Middle
Rule 13 Middle Middle Low High
Rule 14 Middle Middle Middle Middle
Rule 16 Middle High Low Middle
Rule 17 Middle High Middle Low
Rule 18 Middle High High Very Low
Rule 19 High Low Low Middle
Rule 20 High Low Middle Middle
Rule 21 High Low High Low
Rule 22 High Middle Low Middle
Rule 23 High Middle Middle Low
Rule 24 High Middle High Very Low
Rule 25 High High Low Low
Rule 26 High High Middle Very Low
Rule 27 High High High Very Low

4.2 Access Control

The access control component consists of the policy enforcement module(PEM),
the user-role activation manager(URAM), and the context-role activation man-
ager(CRAM). The PEM enforces the access control policies based on CRBAC
models. Input and output of the PEM are well defined where the former is the
user access requests and the latter is either allowing or denying those requests.
The request contains the activated user-role, the object that needs to be ac-
cessed, operation that needs to be performed. When the PEM is received the
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reqeust, the PEM retrieves policy rules which is related with the request from
the policy database. The policy rule is defined as a quadruple

PR=< ur, perm, cr, perm info >

where

– ur is a element of a set of user roles UR (ur ∈ UR),
– perm is a element of a set of permissions P (perm ∈ P ),
– cr is a element of a set of context roles CR (cr ∈ CR),
– perm info is a decision information which is either allowing or denying the

access control request.

The PEM checks that the cr in the retrieved policy rules is in the enabled
context-role list, and if it is in the list the PEM makes the access control result
based on the perm info in the policy rule. The enabled context-role list contains
context roles which can be activated currently, and is managed by the CRAM.
If the request is allowed, the CRAM adds the cr which is used to the permission
decision to the activated context-role list which is managed by the CRAM.

The CRAM provides the management function of enabled context-role list and
activated context-role list, as well as the function of the context-role deactivation.
The deactivation of context-roles occurs when the security session is closed and
the current context is not satisfied the context condition which is related the
context-role.

The URAM manages the activation/deactivation of user role and provides
the role discovery function. The role discovery function supports the validation
checking of mapping between the user-role and permission, and gives a suitable
user-role set to the user if the user-role which is selected by the user is not valid
to access the object which needs to be accessed.

4.3 User Interface

The user interface is a web-based graphic user interface, and consists of the
security policy management part and the simulation part for a simulation of a
policy enforcement in the SHE. The policy management part is an interface to
the security policy manager component, and supports almost the functions to be
needed for managing the policy database. The policy administrator inputs simply
the policy information to the user interface, then the security policy manager
component makes the policy rules using the information which is inputed through
the user interface.

Figure 3 is a screenshot of the security policy management user interface.
The figure shows the policy rule configuration to add the policy rule < Guest,
GateDoor OPEN , V ACATION , Deny > to the policy database. All the other
policy configuration functions are also implemented in the policy management
user interface.
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Fig. 3. A screenshot of security policy management UI

Figure 4 is the screentshot of simulating the policy enforcement in the SHE
using our simulation UI. The administrator simulates the security services which
are the partial credential based user authentication and access control based on
the CRBAC model. The pictures indicates users in the home, and can be moved
by the drag-and-drop. The movement of the picture simulates that the user which
is related the picture moves in the home. The pictures are appeared when the
user authentication is completed and successful. We use the RFID authentication
as an user authentication, and also can select other authentication methods. The
pop-up page is the interface for the request of the access control service. Input
values are a user role, an object, an operation, and position information. The
position information is the value which indicates the distance between the user
and the object. The distance information is used for spatial context information.
After the success of access control, the security session is made and maintained in
the access control component. This security session can be closed by the context-
role deactivation. If the security session is closed by the context-role deactivation,
the access control component notify the fact that the security session is closed.
The simulation UI can also express such security session changes.

4.4 Context Server

The context server(CS) gathers the context information and manages the gath-
ered context. The context is gathered using the various sensors. Our system
gathers the temporal context, the spatial context, and environmental context
such as a temperature, a humidity, and an illumination.
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Fig. 4. A screenshot of the policy enforcement simulation UI

In the sensor network of our system, the sensors do not perform the in-network
processing, because the environment is not spacious and the sensors need not
to be densely deployed. The communication between the CS and sensors is en-
crypted using skipjack algorithm for secure communication.

5 Conclusion

The context-awareness feature of the smart home environment requires new se-
curity challenges. A paradigm shift in policy models is needed to move focus from
the subject-centricity to the context. We presented the context-aware integrated
security management system. The system provides the partial credential user
authentication using authentication credential value and context-based access
control using the context-role based access control model. We used the fuzzy if-
then rule for calculating the authentication credential value. The CAISMS also
provides the web-based graphic user interface which provides the security policy
configuration function and the policy enforcement simulation function. The pol-
icy enforcement simulation function enables the policy administrator to easily
test and validate the security policy.

Our future work is to study the theoretical validation methodology which can
prove the level of security and privacy in our system.
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Abstract. Risk and Vulnerability Analysis (RVA) aims at identifying
the weaknesses of the networks that may be exploited to compromise
the normal functions, such as service deployment, file system access per-
missions, applications activations and so on. Autonomic Communica-
tion Networks (ACNs) are recently proposed as business-objective driven
high-level self-managed telecommunication networks with the adapta-
tion capability to cope with increasing dynamics. Adaptation capabil-
ity termed as adaptability becomes the premise of realizing thorough
autonomy. As a theoretic foundation, we firstly propose an innovative
Object-oriented Management Information Base (O:MIB). Secondly, a
new information-theoretic security awareness strategy inspired from hu-
man immune system is proposed to reconfigure file access right, which
has a direct relation with adaptability. The experimental results validate
this methodology and find out a statistical bound for operators to set a
vulnerability level of warning in practice.

1 Introduction

Self-protection and self-healing are two important attributes of Autonomic Com-
munication Networks (ACNs), requiring the networks to not only reactively de-
tect attackers but also proactively defend against potential security threats and
recover from attacks autonomically. Currently associated research work in the
literature includes design and implementations of Autonomic Defence Systems
(ADSs) [1]. To deliver an efficient security defence, Vulnerability Analysis (VA)
is strongly recommended to help with these requirements due to the fact that
it aims at identifying the weaknesses of the networks that may be exploited to
compromise the normal functions, such as service deployment, file system access
operations and application instantiations.

Intensive research has been seen in recent years on Autonomic Communication
Networks (ACNs) [2] since 2001. We have also proposed and proved learning and
adaptation capabilities are two indispensible factors to the success of ACNs [3].
However, until now, there is a lack of literature to explore the comprehensive
links between the vulnerability of autonomic systems and the adaptability in the
society for autonomic communication networks, and to what extent the ACNs
system is securely self-adaptable enough without breaching the maximum limits

S. Ata and C.S. Hong (Eds.): APNOMS 2007, LNCS 4773, pp. 112–122, 2007.
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of safe content exposures to all usages (including illegal users and malicious
attacks).

To the best of the authors’ knowledge, this research could be the first attempt
to tackle this important issue in depth for ACNs. In this paper, we carry out
an information-theoretic analysis on the relation of adaptability, autonomy, and
vulnerability, and propose a solution to breaking down these coherent links by
finding a balance point for the tradeoff of maximizing systems’ adaptability and
reducing systems’ vulnerability simultaneously. The research aims at yielding a
tolerant bound for a desirable adaptation capability based on our proposed bio-
inspired scheme, which enables the reduction of the vulnerability into a minimum
set for ACN networks simultaneously. It is the belief of the authors that the
analysis results in this paper will give operators a global view of what damage
will occur under certain situations of information exposure due to security flaws.
Consequently, operators can select a best timing to activate security mechanisms
(e.g., Anti-virus software, Firewalls and Intrusion Detection System ) to avoid
further damages without performance compromises.

The remainder of the paper is organized as follows: Section 2 presents a de-
tailed description of research questions. Section 3 presents our innovative O:MIB
as well as discussing its links with conventional MIB in the sense of informa-
tion modelling. Security awareness system (SAS) is discussed in section 4. Sec-
tion 5 implements a validation simulation with a Java agent system interacting
with O:XML. Experimental results show the efficiency of our proposed biolog-
ical behavior-inspired vulnerability awareness system. Finally, we conclude the
contribution of this paper.

2 Problem Statement

The research question arises from such statistical observations that reveal adapt-
ability vs autonomy and adaptability vs vulnerability have strong similarity with
respect to quantitative results, whereas, autonomy vs vulnerability are a pair of
contradictory factors in practice. Adaptation capability termed as adaptability
becomes the premise of realizing thorough autonomy. The statistical results are
as follows: the system vulnerability is roughly proportional to the rewritabil-
ity1. The dotted lines represents ideal ADaptability (AD)2 without vulnera-
bility bound concern.

It is statistically proven that the higher portion the system variables are
rewritable, the more adaptable the system is to be, but at the same time, the more
vulnerable the system is. Therefore, it is important to seek a way to maintain sys-
tem robustness and adaptability at the same time so as to avoid this dilemma.
To resolve these issues, we propose a biologically inspired awareness scheme that
1 ReWritability (RW) of a system is defined as the ratio between the number of

writable variables and total number of readable variables. Equation 1 and Eq. 2
define how to calculate writable and readable variables.

2 The system ADaptability (AD) is defined as the mathematical integration of the
ReWritability (RW).
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senses the security flaw and subsequently produce self-adaptive vulnerability re-
sults in the aim of activating the security system protection by reconfiguring file/
variable access permissions. This scheme presents an information-theoretic
vulnerability analysis incorporating a number of concerns — (1) histogram of vul-
nerability and current vulnerability, (2) information contents exposure – rewrita-
bility, (3) traffic patterns, (4) disturbances and internal errors.

3 Information Modelling

3.1 CIM Schemas, SID Data Model vs. the Proposed O:MIB

The standard of Common Information Model (CIM) [4] developed by DMTF also
produce an object-oriented scheme to organize the hierarchical data of Managed
Elements (MEs) from different manufactures or sources. MEs includes devices
and applications. With regards to its infrastructure specification and schema,
the MEs are represented as classes, and the links between classes are desribed
by associations. Most importantly, the inheritance is used to efficiently describe
the common base elements and inherited sub-elements. UML notation is applied
and CIM can be described in XML format in serveral ways. Share Information
Data (SID) from Telecommunication Management Force (TMF) also shares some
similarities. CIM standards present a conceptual schema to encapsulate all the
MEs such as: services, devices, storages, computer systems, network system and
applications. CIM essentially only provides an efficient storage mangement of
various devices and applications so that system administrators and management
programes can access it in an universal way. However, the methods for each
class are not the main focus, the predefined methods are limited to static class
methods. Moreover, the execution of corresponding actions are still not in need
of a seperate high-level control (e.g., centralised control) to be delivered, which
is independent from CIM structures.

In contrast with SNMP MIBS, CIM schema provides a better representation of
information than static MIBs in terms of an OO structure for data modelling.
Whereas SNMP MIBS have been used in industries for many years since ISO pro-
duced this hierarchically layered model. It represents informations of managed
objects from a substantial view other than CIM models. A new O:MIB scheme
is proposed in this paper as an alternative way to conventional MIB, also as a
new attempt for the information modelling area by taking MIB as an example,
it is expected the scheme proposed here could be extended to other sources of
information modelling. It is known that conventional MIB is actually a table
defined by OIDs to record the hierarchical object information without object-
oriented principles. However, O:MIB is not only a data store, rather, it takes the
object-oriented principle to manage the MIB objects and essentially divert CPU
load into large amount of local CPU. The execution of corresponding actions can
be invoked by the methods and algorithms through the local agent residing on
each MIB variable dynamically, most of the decision-making taks can be done
locally, the workload of system administrators or management programs in CIM
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standard could be furtherly reduced. Therefore, the nature of O:MIB structure
designed specifically for distributed components with local execution capabilities
determines its efficiency.

3.2 O:MIB vs. MIB

To fit the distributed scenario, we propose the object-oriented MIB (O:MIB)
technique for distributed networks as an alternative to the conventional MIB
for ACNs. It is implemented on the basis of object-oriented XML technology
(O:XML3), and its integration with Spring application framework4. Figure 1
makes a chracteristic comparison between MIBs and O:MIBs. The proposed
distributed approach based on O:XML can also be applied to other networks
such as wireless ad-hoc networks, wireless sensor networks where peer-to-peer
connectivity and network activities are supported.

Conventional MIB Object-oriented MIB

Data Oriented

Hierarchical Structure Hierarchical Structure 

Information Elements Stored

Object-oriented/On-demands

Information Elements + functions, 
Algorithms + Embedded Agent Semantics

SMI/ASN.1- Standardized O:XML-Enabled

Static/Fixed Dynamic/Extensible/Reconfigurable

Fig. 1. Comparison Between Conventional SNMP MIB and O:MIB

4 Vulnerability Awareness System (VAS)

The main functions for VAS are described as follows: 1) Seeking the right timing
to activate compact security mechanisms while maintaining performance, mini-
mizing the use of system resources and operational costs. 2) Seeking the safety
bound as the minimum vulnerability bottom line under which the system cannot
maintain efficient autonomy anymore.

4.1 Information-Theoretic Mathematical Model

In this section, we propose a way of modelling MIB variables and a new way to
apply the entropy metrics to measure the uncertainties of these random variables
by applying Shannon’s information theory. The readable and writable informa-
tion contents are given in Definitions 1 and 2. We denote E as the elements
in MIBs and X as the set of all the variables in MIBs, and we model the in-
put of the Awareness Strategy (AS) in Figure 2 as set of random variables

3 http://www.o-xml.org/
4 http://www.springframework.org/
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X = {X1, X2 · · · Xk, · · · , Xn} for elements, one element Ej could contain multi-
ple variables; Each variable could have multiple symbols to describe itself, i.e.,
Xk = {x1, x2 · · ·xi, · · · , xn}. Where Xk = 1 represents this variable is writable
only; Xk = 0 represents this variable is readable only. And the access permissions
of variables are time-variant, which means the MIB file variables accessibility
could be altered due to the results from the output of awareness strategy func-
tional block. The preliminary output of AS is also modeled as random variables
Y = {Y1, Y2 · · · Yi, · · · , Yn} after acquiring all the variables statuses. The final
output of AS would be a scalar parameter λ ∈ [0, 1];

Proposition 1. Given that the element Ej is of rewritable status, the larger
the value of IVEj , the more significant the variable Xk for an element Ej , and
the more uncertain information content this variable takes, and hence, the more
vulnerable this variable to the system will be.

Some rules of the awareness strategy are related to this definition and remarks
in this paper. We design a matrix form to represent all the associated infor-
mation for MIB variables in matrices as follows. For example, we take 4 vari-
ables with up to 6 symbols for element j, the symbol set Sj at time tk can be
denoted as:

Sj(tk) =

⎡
⎢⎢⎣

5 1
− −
4 1
2 0

|
|
|
|

1 1 1 1 1
− − − − −
1 1 1 0 1
0 0 0 1 1

⎤
⎥⎥⎦

M×N

Pj(tk) =

⎡
⎢⎢⎣

5 1
− −
4 1
2 0

|
|
|
|

0.1 · · · 0.15 0.15
− · · · − −
0.25 · · · 0 0.25
0 · · · 0.5 0.5

⎤
⎥⎥⎦

M×N

where each row in the matrix represents each variable. Each value in the first
column identifies the number of symbols for this variable in the current row. Each
value in the second column shows the ”writable” or ”readable” for this current
variable represented by this row. Value ”0” of each row indicates the status of
that variable is readable but not writable. Value ”1” of each row indicates the
status of that variable is writable and readable. The probability set Pj at time
tk of each symbol for the variable can be denoted as Pj(tk):

Hence, the average readable information content and rewritable information
content for element j in a stream of bits can be calculated according to the above
probability matrix.

Definition 1. We define the writable information as follows:

WIj (t) = −
M−1∑
m=0

[Pj(t)]m,0+1∑
n=2{

[Pj(t)]m,1 · [Pj(t)]m,n · log (Pj)m,n

}

(1)
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Definition 2. We define the readable information as follows:

RIj (t) =
M−1∑
m=0

[Pj(t)]m,0+1∑
n=2{[

[Pj(t)]m,1 − 1
]

· [Pj(t)]m,n · log (Pj)m,n

}

(2)

where WIj (t) stands for the sum of writable information entropy; RIj (t) stands
for the sum of readable information entropy.

EIj(t) = λc× [Ij(t) + f(�(t)) + γ(t)] (3)

where EIj(t) is termed as the Effective Information, which is the ultimate prob-
ability of writable information contents in MIBs after considering disturbance,
and mis-configuration errors. As shown in figure 2, λc is the normalized param-
eter, it is the output result of security awareness function, λc ∈ [0, 1] , where ”0”
shows read only, ”1” represents fully writable. Any value between 0 and 1 repre-
sents the writable percentage of the MIB variables or files (e.g., due to the coded
encryption for modifications of MIB varibables ). λc will re-setup the writable
levels of information contents based on threats level.

4.2 Integrated Security Awareness Framework (SAF)

Multiple factors are taken into consideration in the proposed integrated SAF. All
these factors work together to affect the network security awareness status. The
correlation of these factors is analyzed in this section too. The factors include (1)
system vulnerability warning from readability and writability of the MIB vari-
ables, (2) information flow changes �f(x) during a time interval, which includes
network traffic conditions, and real multiple services conditions (3) past memo-
ries of vulnerability towards attacks/virus conditions (4) disturbances effects and
(5) internal mis-configurations errors influences (See figure 2 ). The awareness
mechanism working to an awareness strategy is implemented with Self-organized
Maps (SOMs) which are a kind of unsupervised ANN. The reason for selecting
SOMs is its good classification and clustering performance as reported [5]. Fur-
thermore SOMs have the ability to identify new vulnerability patterns when new
threats or attacks increase. For details of SOMs used in this paper refer to the
section on experiments. The proposed integrated SAF is assessed through our
vulnerability analysis based on two main mathematical notations as follows:

Remark 1. ReWritability (RW � Re writableV ariables
Total Re adableV ariables ) of the file system is

one of the main necessary conditions for evaluating the adaptability of the over-
all information system. Total readableV ariables consists of read only variables
and rewritable variables. RW is used as a key parameter in determining the vul-
nerability because of the fact that we found that rewritability of overall MIB
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Fig. 2. Overview of Proposed Framework

variables for all system-wide MIB files is roughly proportional to the specifically
predefined system vulnerable threshold values in the simulation5

Remark 2. The overall ReWritability of MIB variables in all MIB files can be
used as a measurable parameter in terms of determining system vulnerability.

4.3 Our Algorithm: Adaptive Reconfiguration of O:MIB
File/Variable Access Permission

Reconfigure file/variable access rights via Methods defined in O:XML which will
modify its own symbols of O:MIB. Inspired by the cell mediated response model
from human immune system, we propose a decentralised self-adaptive algorithm
based on bio-inspired agent technology. Figure 3 lists the comparisons between
the biological behaviors of human immune system and corresponding parts in our
algorithm, where the biological inspirations can be clearly seen. The algorithm
steps are as follows:

Step 1: When one agent finds some threats within radius r (r is the Euclidean
distance between this agent and other agents) during one time interval
t, it will warn the neighbors of those abnormal behaviors, hence, the
system alarm level will be increased by �. This process will be repeated
every interval t.

5 A Matlab function below is created as a proof: function Ratio = ratio(U, WW,
Min, Max, n).
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Human Immune Network
(Focusing on Cell Mediated Response) 

Proposed Bio-inspired 
Algorithm

Paratope and Idiotope

Cells 
(e.g., B-Cells and C-Cells) Peer Agents

Pathogens

Peer agents to find the best timing of stimulating 
awareness function based on (1) Level of threats/
damage (2) Other affinity (e.g., locations, service 

types, application categories,  )

Network Threats/Attacks/Malicious codes

Information stored in Paratope and 
Idiotope

CSV(.) and H(.) used to calculate SV(.) 
according to Equation 11 and Eq. 12

Clustered Cells (e.g., Affinity) Functional groups of agents (e.g., Functionality) 

Fig. 3. Comparisons between Human Immune System and the Proposed Bio-inspired
Algorithm

Step 2: Information theory is applied to reduce the dimensionality of related
MiB variables.

Step 3: When the alarm level reaches the dynamic threshold, λc value is to
be adjusted accordingly and consequently the protection mechanism
will be activated, i.e., the rewritability of associated MiB variables will
be reconfigured by increasing/decreasing �. � is a dynamically varied
data value.

Equation 1, Eq. 2 together with network traffic patterns are three important
observations indicating abnormal network activities with respect to MIB infor-
mation flows; and furthercoming actions become equivalent to hiding informa-
tion against malicious attackers to limit their access. By manipulating the MIB
variable access permission according to the threat information, we can achieve
a security system for autonomic service management system.

5 Experiment

In order to evaluate the performance of the proposed vulnerability awareness
strategy, an experiment is conducted based on the process described in Figure 2.
Self-Organizing Maps (SOMs) are applied into the vulnerability awareness func-
tion as a vulnerability classifier in our experiments. To simply our experiments,
the input of SOMs in this simulation are limited to the following three cate-
gories: (1) the changes of MIB information flows during a time interval, i.e.,
ReWritability variations; (2) network traffic conditions; (3) observed distur-
bances and internal errors if applicable. Compared to the higher dimensionality
of input data, the output of SOMs is a lower dimension space. When the net-
work is fully trained, it is ready to get the data clustered on the SOM map.
After some tests by use of testing data, the 4 classified zones defined is found. In
our simulation, a 2-dimensional space split into 4 classified zones, such as zone
A, B, C and unacceptable zone, is the output of SOMs output neurons. These
zones match with what we describe as safe zone A, risk zone B and high risk
zone C.
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Table 1. Parameters of Self-Organizing Map for Vulnerability Level

Number of Input Layer 3
Row of Output Layer 20

Column of Output Layer 20
Topology Rectangular

Learning efficiency 0.9
Iteration Number 2000

error limit 5E-12

Table 2. Part of Testing Results

Test Set Desired Winning Neurons
�f(x) + Disturbance 30 �f(x) 153
�f(x) + Disturbance 20 �f(x) 345
�f(x) + Disturbance 10 �f(x) 127

Classified SV information is furthermore obtained by java agent simulator
which invoke the call of the methods and algorithms predefined in the O:XML
files. Afterwards, the RW of associated MIB variables is ready to be modified.
It is shown the process of training SOMs and testing SOMs with the testing
data, which is part of the training dataset generated by our Distributed Traffic
Generator - D-ITG and ReWritability dataset which is generated by Monte Carlo
Simulation where random number generator produce all the dataset.

The SOM structure we used in the simulation is a rectangular lattice network
formed by a total of 400 neurons (20 × 20) is used. This size is chosen due to
two reasons: firstly this size could give a clear visualization effects and secondly
some literatures [5] suggest that the number of map cells should be lower than
the number of input sets. Therefore, in order to give out a better visualization
effects, the number of inputs samples are 400 > 300 > 17 × 17. It is acceptable
to have 20 in that it is slightly larger than 17. In our simulation, we repeatedly
generate groups of data every 300s, and the disturbance and internal errors are
also generated arbitrarily, hence, in the future, we wish to adopt real network
traffic data with real disturbance to train our SOMs.

5.1 Simulation Results

We use Distributed Traffic Generator (D-ITG) to generate real traffic patterns.
The TCP traffic with Poisson distribution is adopted where packet size = 512
bytes, and average 1000 packets/sec. The traffic pattern we applied by use of bit
rate figure for the generated traffic takes continuous simulation time = 700s, the
same pattern is repeated in the input data sample to the SOMs. The disturbances
are arbitrarily introduced during a period of time and are shown as the peak lines.
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According to the vulnerability information from SOM, the methods and algo-
rithms defined in O:XML will be invoked by java agents. The simulation results
of our algorithm are shown in Figure 4, where we take the configuration parame-
ters as VB=[0.1:0.1:0.9] and Step=0.1. This results aim at finding a bound used
for guiding acceptable autonomy and vulnerability study.

We tested different system adaptability status under differently pre-setup Vul-
neraBility Level (VBL), and found that with our algorithm with adaptive recon-
figuring file/variable access permissions, in the long run, the system adaptability
will come back to normal in the end, but considering the time efficiency, such
as recovery time and awareness speed, we can see that when V BL ≤ 0.5, (e.g.,
0.2 and 0.3) it takes system an intolerable time (≥ 300s) to recover its adapt-
ability. On the contrary, when the V BL ≥ 0.5 (e.g.,0.5, 0.7, 0.8, 0.9), recovery
time and response speed are both in tolerable range. And the trend line shown
in this figure demonstrate the trend when V BL = 0.8 as an example. There-
fore, we conclude that the tolerable region of VBL selection for operators are
from 0.5 to 0.9. The best region for VBL selection in terms of awareness speed
(≤ max imum Re coveryTime

totalPeriodCoverageTime = 20s
60s = 33%) and adaptability recovery (≤ 0.18)

measured from the simulation result data is the value V BL ≥ 0.8. A random
number generator is used in this experiment, therefore, around 50% of the MIB
variables would be writable or readable only (see Figure 5). This is a special case
for real network scenario. The simulation results based on these data are still
significant with valuable usage.

6 Conclusion

This paper proposes a general analysis on vulnerability and autonomy issues on
the basis of our innovative O:MIB structure, this brand new structure is proved
to be intuitively efficient and more attachable in future distributed peer-to-peers
communication in ACNs. We argue that O:MIB can be as an alternative to re-
placing the current MIB used by industries. The simulation results based on the
benchmark prototype - SOMs are promising and indicate a better performance.
The self-protecting and self-healing features of desired ACNs can be improved
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significantly and guaranteed by applying the framework, structure and algorith-
mic scheme.
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Abstract. In this paper, we propose a new user authentication (UA)
scheme based on one-time password (OTP) protocol for home networks.
The proposed scheme is to authenticate home users identification who
uses home devices. Several techniques such as biometrics, password, cer-
tificate, and smart card can be used for user authentication in the same
environments. However, such user authentication techniques must be ex-
amined before being employed in the environment where home devices
have low efficiency and performance. Here, we present the important se-
curity functions of home networks. The proposed authentication protocol
is designed to accept the existing home networks based on one-time pass-
word protocol. Also, it is well suited solution and is quite satisfactory in
terms of home networks security requirements, because of requiring low
computation that performs simple operations using one-way hash func-
tions. Our proposed scheme can protect illegal access for home services
and devices and it does not allow unnecessary service access although
they are legitimate users. Therefore, it allows the user to provide real-
time privilege control and good implementation for secure home net-
works.

1 Introduction

Home networks provide remote access control over the connection between in-
formation home appliances and information devices on Internet [1,2,3,4]. And,
it is possible to operate the bi-directional communication services that use the
contents such as music, video and data. Therefore, it provides convenient, secure,
healthy, pleasant and efficient life for home users through the future-directional
home environments that possible to use several services regardless of devices,
time and places. And, this can be realized based-on integrated IT technologies.

Home networks consist of several wired/wireless medium and its protocols,
so it also has the existing security vulnerability. And it has problem that can
be adapted current network-based cyber attacks. Home networks information
appliances has low computing capabilities relatively, and they difficult to be built
with security functions, so they can be used by cyber attacks and have many
� Corresponding author.
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possibility to be target of several attacks. Home networks services use many
information related with personal privacy, they will provide direct-life services
such as health-care service. Therefore, hacking attack for home networks can
violate one person’s privacy and threat life of home users ultimately, so security’s
countermeasure should be prepare urgently. OTP-based authentication scheme
proposed for secure home networks that legitimate users only can use home
services over the user authentication and access control verification in accessing
home services.

There are two types of password-based authentication and public key based
authentication for home users to provide security in wired/wireless networks.
These authentication schemes are vulnerable for several attacks and have critical
problem of processing overhead for home networks appliances, respectively. In
this paper, the proposed scheme based on strong-password approach uses one-
way hash functions to perform simple authentication operations, so it requires
the low computational load. Also, it enhances the security level with the OTP
technology that is variable authentication mechanism.

The proposed scheme protects replay attack of ID/PW very well, and uses
OTP technique and one-way hash functions to reduce the processing overhead
and then to operate overall procedures very fast. The OTP technique is based
on mathematical cryptography for generating regular patterns, and it is the best
technology for authentication paradigms because of ensuring its safety theoreti-
cally. The OTP transmits the input password that is different at each time. So it
is impossible to reuse revealed value although its messages listened by attackers.
In this paper, we propose a secure user authentication protocol based on the
following OTP schemes such as S/Key [8], Lamport [7], Revised SAS [6] and
SAS-2 [5], but more secure than them. It employs a three-way challenge-response
handshake technique to provide mutual authentication. Also, computation in the
user device is reduced, resulting in less power consumption in the mobile devices.

The rest part of the paper is organized as follows. In Section 2, related works is
presented. An authentication protocol suitable for home network environments
is proposed in Section 3. Finally, this paper is concluded, and future directions
are noted in Section 5.

2 Related Works

Password-based authentication schemes are the most widely used methods for
remote UA. Existing schemes could be categorized into two types [9]. One uses
weak-password approach, while the other uses strong-password one. The weak-
password authentication approach is based on El Gamal cryptosystem. The ad-
vantage of this scheme is that the remote system does not need to keep the
userID-password table to verify the user. However, such weak-password authen-
tication approach leads to heavy computational load on the whole system. Thus,
it cannot be applied to home networks environment, as home appliances can-
not afford the heavy computation. Unlike the weak-password approach, strong-
password authentication is mostly based on one-way hash function [13] and
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exclusive-OR operations (XOR). It requires much less computation and needs
only simple operations. With this in mind, this scheme may have advantages
when it is applied to home networks environment.

Most of the existing UA schemes require high computation cost caused by ex-
ponentiation operations; and not suitable for mobile devices (e.g. PDAs, mobile
phones, sensor nodes etc.). Lee et al. [11] also proposed an improved UA scheme
with low computation cost by using smart cards and one-way hash functions.
Only three phases are used here, namely, Registration Phase, Login Phase, and
Authentication Phase. This scheme can resolve the attacks of forgery, replay,
and modified login message. Our proposed solution in Section 3 makes use of
the framework having three phases above; but adapts it to the home networks
environment. Jeong et al. [19] proposed a mutual authentication scheme between
3-parties (user, authentication server, and home gateway server) for home net-
works, which uses pre-shared symmetric key based on two nonces between two
servers and verifies the session key calculated by two nonces. However, authors
do not consider the critical problem in home services in case of leaking user pass-
word to attackers. In this paper, we make up the weak points of [19], fulfilling
the low computation load and security requirements for home networks. Here
we employ the one-time password protocol to use the password between home
appliances (mobile devices) and authentication server.

One form of attack on network computing systems is eavesdropping on net-
work connections to obtain authentication information such as the login IDs
and password of legitimate users. Once this information is captured, it can be
used in a later time to gain access to the system. OTP system [14] designed to
counter this type of attack, called a replay attack. A sequence of OTP produced
by applying the multiple times of secure hash function gives to the output of the
initial step (called S). That is, the first OTP to be used is produced by passing
S through the secure hash function a number of times (N) specified by the user.
The next OTP to be used is generated by passing S through the secure hash
function N − 1 times. An eavesdropper who has monitored the transmission of

ClientHello(SSL)

ServerHello(SSL)

-security vulnerability
-cyber attacks

Fig. 1. Home Network architecture and Various attacks
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OTP would not be able to generate the next required password because doing so
would mean inverting the hash function. The OTP improves security by limit-
ing the danger of eavesdropping and replay attacks that have been used against
simple password system. The use of the OTP system only provides protections
against passive eavesdropping and replay attacks. It does not provide for the
privacy of transmitted data, and it does not provide protection against active
attacks. The success of the OTP system to protect host system is dependent on
the non-invert (one-way) of the secure hash functions used.

3 Integrated OTP-Based UA Scheme

Currently, home network is exposed to various cyber attacks through Internet,
and has security vulnerability such as hacking, malignancy code, worm and virus,
DoS (Denial of Service) attack, and communication network tapping as shown
in Fig. 1. As a result, technical development of home network with respect to
security mostly focuses on putting the security functions on the home gateway
to cope with cyber attack. Home gateway needs countermeasures against the
attacks on main resources through illegal device connection or possibility of
leakage of main data. Especially, in the premise of home network, vulnerability
of component and data security exists in the wireless part needing authentication
for accessing the component and data.

Security function is preferred to be loaded into home gateway that provides a
primary defense against the external illegal attacks as a entrance guard that con-
nects public network out of the house to the home network. The representative
security functions loaded in home gateway are firewall, VPN (Virtual Private
Network), etc. However, they are not suitable to the HN because firewall allows
data to enter the premise network if the destination is correct, and VPN is more
suitable to a large network of high traffic.
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2. Authentication Ticket
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Fig. 2. User authentication mechanism
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3.1 Preliminary and Notation

User (Mobile device) transmits information for OTP operation in login and veri-
fication phases to authentication server (IAS: Integrated Authentication Server)
through the secure channel. User can select the own password in registration
phase by separating registration phase and login/verification phases. [19] is
based on public key infrastructure (PKI), so it causes the processing overhead
for authentication messages between authentication servers and mobile devices.
But, the proposed scheme has light-weighted overhead for home networks. Also
it doesn’t use password table per users but one-way collision-resistent hash func-
tions for OTP mechanism.

Service subscribers require mutual authentication between IAS and home
gateway server (HGW), in order to access home network services. In addition,
they must be able to operate service access control when privilege services are
granted. Users are authenticated through single-sign-on (SSO) and then, they
can access other home services without additional authentication procedures.
Fig. 2 illustrates the user authentication mechanism. And, it is assumed that
IAS is located on the outside of the home network environment, manages the
home gateway, and performs AAA functions of authentication, authorization,
and accounting. A suitable user authentication protocol is proposed for home
network environments, focusing on authentication for users receiving the home
service and controlling the service privilege.

Table 1. Notation

Notation Meaning
RUi Number calculated by IAS using UID and Password
RSi Random Number generated by IAS

F (), h() collision-resistant hash function
N permitted number of login times

Skey Shared Session Key between Client and HGW
UID User’s Identifier

IASID IAS’s Identifier
EIAS−HGW (−) Encryption using Symmetric key between IAS and HGW

EK(−) Encryption using K

T Timestamp to decide Session key’s validation

The proposed scheme consists of three steps of registration, login, and au-
thentication/service request phases. The proposed authentication scenario is de-
scribed in Fig. 3, and 4, respectively.

3.2 Registration Phase

1. Registration phase is to store the message between authentication server and
home devices for home devices’s authentication request. Home users input
the their identity and password information to home devices and then home
devices generate the hashed-value using by one-time hash functions.
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UID, FN
i(password)

ERUi(IASID,UID,RSi,h(Skey,UID),T), EIAS-HGW(UID,IASID,RUi,RSi,T)

Replace FN
i+1(password) = FN

i(password)
RUi calculate as F N

i+1(password)
Generate RSi

Calculate Skey=h(RUi,RSi)
Calculate ERUi(IASID,UID,RSi,h(Skey,UID),T)
Calculate EIAS-HGW(UID,IASID,RUi,RSi,T)

Decrypt ERUi(IASID,UID,RSi,h(Skey,UID),T)
Calculate Skey=h(RUi,RSi)
Calculate h(Skey,UID) newly

IAS/AAAUser/Client

Input UID, password

Data storage: Ni Data storage: UID, FN(password)

FN
i(password)

((FN
i+1(password) = F(FN

i(password))) ?

Check UID

Authentication Fail

False

True

Compare two h(Skey,UID)

Authentication Fail

False

True

Fig. 3. ith Login and Authentication Phases

2. Home users transmit UID and FN (Password) to AAA-built authentication
server over secure channel before the home-gateway server. Where, FN (.)
represents the total number of hashing that accepted for home users.

3. Authentication server stores UID and password value calculated by F hash
function.

3.3 Login and Authentication Phases

1. Client calculates result value of i-times hashing, F i
N (password) for i-th au-

thentications and transmits UID and F i
N (password) to IAS/AAA.

2. IAS verifies UID and compare one more hashed value of F i
N (password) from

client and one more hashed value, F i+1
N (password) of FN (password) on the

server. If not equal, client reject.
3. IAS generates nonce value, RSi and takes RUi as F i

N (password), and then
calculates Skey = h(RSi, RUi).
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4. We assumed that IAS established the security association with home gate-
way server using symmetric key. IAS transmits the authentication ticket,
EIAS−HGW (UID, IASID, RUi, RSi, T ) encrypted with symmetric key
between the two authentication servers, and this also includes messages for
mutual authentication between user and IAS, encrypted with RUi. Here, this
message is ERUi(IASID, UID, RSi, h(Skey , UID), T ).

5. Legitimate user only can verify the stored password from the previous regis-
tration phase and one more hashed value for verification, and then calculate
Skey on the IAS server. Therefore, legitimate user only can decrypt the ERUi

(IASID, UID, RSi, h(Skey , UID), T ) message using RUi = F i
N (password).

User decrypts the this message and acquires the RSi and calculates the Skey

and then verifies the requested authentication by checking h(Skey , UID).

3.4 Service Request Phase

1. Authenticated users request home services to home gateway server in home
networks, according to the current available services for home users. User
transmits two messages, EIAS−HGW (UID, IASID, RUi, RSi, T ) authentica-
tion ticket and (UID, Services) encrypted with Skey , to home gateway server,
and requests home services for the home user.

2. Home gateway server verifies the two UID, one is that decrypt the authenti-
cation ticket using symmetric key between IAS and home gateway server and
the other is that decrypt the service request message, ESkey

(UID, Services)
using Skey , hashed value of RUi and RSi messages.

3. HGW transmits RUi encrypted using Skey to the client, and then authenti-
cates HGW implicitly.

ESkey(RUi)

EIAS-HGW(UID,IASID,RUi,RSi,T), ESkey(UID,Services)

Decrypt EIAS-HGW(UID,IASID,RUi,RSi,T)
Check UID

Calculate Skey=h(RUi,RSi)
Decrypt ESkey(UID,Services)
Access control valid U ID for home services
Calculate ESkey(RUi)

HGW Authentication

IAS/AAA HGWUser/Client

Data storage: Ni Data storage: UID, FN(password)

Fig. 4. Service Request Phase

4 Analysis

The proposed protocol is designed under the assumption that symmetric key
is shared between IAS and HGW. In addition, it is assumed that IAS exists
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outside the home network, it manages the home gateway, authenticates users,
grants privileges, and controls accounting as the home gateway operator. An-
other assumption is that service users trust IAS. Actually, the OSGi (Open Ser-
vices Gateway Initiative) operator exists in OSGi framework, it is outside the
home network as the home gateway manager for managing the home gateway
and authenticating users.

Authentication between HGW and users employ the authentication ticket
granted from the authentication server, and users can request and receive ser-
vices with a valid authentication ticket after single authentication, there is no
requirement to login each time when the users request services. Authentication
ticket’s validation can verify with its time-stamp, satisfied with authentication
requirements. In addition, as UID is checked in authentication ticket after login,
it can control whether having service privileges. ACL (Access Control List) is
stored as table format for UID privileges list in HGW’s policy file, and the pur-
pose is to supply suitable services in response to user identification information.

Replay attack: One-time password that sends to authentication server is calcu-
lated by the one-way hash function(F ()), so attackers cannot replay the password
to authentication server after intercepting UID’s password.

Man-in-the-middle attack: The main benefit in the proposed scheme based
on one-time password protocol is that attackers cannot reuse the UID’s pass-
word because of changing UID’s password each time for login and authentica-
tion request to the authentication server. Furthermore, authentication data are
transferred between clients and two servers, so attacks should be detected if it
changed.

Denial of Service attack: The proposed scheme changes original password
to hashed-value (F i

N (password)) and protects the user’s authentication, and
then authentication server updates hashed-value (F i

N (password)) stored in the
authentication server with one more hashed value (F i+1

N (password)) when au-
thentication server authenticated successfully. Therefore, the proposed scheme
prevents DoS attacks from the attackers.

Stolen-verifier attack:User and authentication server share the one-way hash
functions for OTP operations through the secure channel, so the proposed scheme
is secure. And it is very difficult for attackers to gain the values for OTP operations
because authentication data are calculated by one-way hash function.

Mutual Authentication: User authentication schemes satisfied the security
requirements for home networks, but mutual authentication is necessary for crit-
ical applications in processing of confidential data. The proposed scheme uses
3-way challenge-response handshake protocol to provide the mutual authentica-
tion. Authentication server transmits the authentication data (Authentication
Ticket) to user, user checks the timestamp T and authentication server authen-
ticated successfully by user if T value is allowed.
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5 Efficiency

In this section, we summerize the performances and criteria for authentication
schemes. For a protection mechanism for user authentication, the following cri-
teria are crucial.
C1: No verification table: The remote system does not need the dictionary of
verification tables to authenticate users.
C2: Freely chosen password: User can choose their password freely.
C3: Mutual authentication: Whether the users and the remote system can au-
thenticate each other.
C4: Lower communication and computation cost: Due to hardware constraints
of a home devices, it usually does not support power communication cost and
higher bandwidth.
C5: Session key agreement: A session key agreed by the user and the remote
system generated in every session.
C6: No time synchronization: Discard the timestamp to solve the serious time
synchronization problem.

We made comparisons among the previous schemes and our proposed scheme.
Table 2 shows that our scheme satisfies all criteria.

Table 2. Effectiveness comparisons among the previous schemes.

C1 C2 C3 C4 C5 C6
Our scheme Yes Yes Yes Extremely low Yes Yes
Jeong et al. [19] No No Yes High Yes Yes
Wang and Chang [21] Yes Yes No Medium No support No
Yang and Shieh [20] Yes Yes No Medium No support Yes
Hwang and Li [23] Yes No No Medium No support No
Sun [22] Yes No Yes Extremely low No support No
Chien et al. [17] Yes Yes Yes Extremely low No support No
Hwang et al. [18] Yes Yes No Extremely low No support No

Without complicated cryptography algorithms, the proposed scheme has been
successfully developed based on hash operations. In addition, the proposed scheme
allows multiple-access requests with privacy protection. Furthermore, only a sim-
ple verification is required for a multiple-access request. We compare our proposed
scheme with the previous schemes for six items in Table 2. It represents good per-
formance for no verification table and freely chosen password items. Also, it shows
significant benefits for communication and computation cost by using one-way
hash functions and OTP mechanism, due to requiring low computation load by
adopting the strong-password approach.

6 Conclusion

Home network is defined as environments where users can receive home network
services for anytime and anywhere access through any device, connected with
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a wired/wireless network to home information appliances including the PC. In
this environment, there are many security threats that violate users privacy and
interfere with home services. In addition, the home network consists of several
networks with each network being inter-connected, so network security for each
network is required. This means that there are a number of security threats to
other networks when a security threat occurs in any network. Also, users in home
network need security mechanism, for receiving home services from attackers and
sharing information between home information appliances.

In this paper, a user authentication mechanism between a home gateway and
user is designed to accept existing home networks based on OTP mechanism. So,
the proposed scheme provides low computation load and high security for secure
home networks. In addition, it cuts off the illegal access for inside and outside
home services and home devices. Therefore, our proposed scheme is possible
to adopt for home networks at once, because it has a capability of real-time
privilege control for legitimate users.

There is still progress in the standardization of home network architecture,
which is required to be researched in the future. In addition, research regard-
ing the integration of authentication servers for 3G-WLAN and authentication
servers in home networks needs to be conducted.
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Abstract. Recently, social interest about network security becomes very high 
including the issue of information leak through a network. As one of the impor-
tant technologies about network security, there is an access control for network 
service. There are some methods of access control: access control by packet fil-
tering mechanism on the server side, access control by the communication con-
trol mechanism on the network course such as SSL-VPN, and access control by 
packet filtering mechanism on the server side such as personal firewall of quar-
antine network. In this paper, new access control is realized. This new access 
control is realized as the result of combining the above two methods and im-
proving each other’s problems. 

Keywords:  Access control DACS Scheme Packet filtering. 

1   Introduction 

Recently, social interest about network security becomes very high including the issue 
of information leak through a network. As one of the important technologies about 
network security, there is an access control for network service. In university net-
works, it is often necessary to improve security level for the purpose of making per-
mitted users use network services. It is necessary to do so when data for individual 
users is handled. To be concreted, the case to access POP server and file server is 
considered. Moreover, because network can be managed in each laboratory, a com-
puter management section may not manage a whole network. In that case, because a 
network administrator can not often change the system configuration of a network 
physically, the method that does not need to change the system configuration of the 
network is necessary. In addition, because there is the unspecified number of network 
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services on the network, the access control for not only specific network services but 
also the unspecified number of network services needs to be performed.  

As methods to perform access control of the communication that was sent from a 
client computer (client) to network services by a user unit, there are some methods as 
follows. First, there is a method to perform access control on the network server side. 
For example, access control is performed by making the communication between a 
client and a network service support VPN. Next, there is another method to perform 
access control by the mechanism for communication control (Communication Control 
Service) which is located on the network course. Moreover, there is the other method 
to perform access control by the packet filtering mechanism located on the client such 
as a personal firewall of quarantine network. In the method of access control on the 
network server side, it is unnecessary to change the system configuration of network 
physically. However, because access control for all communications is performed on 
the server side, there is the problem that processing load to occur on the server by 
access control becomes heavy. The method of access control by Communication 
Control Service on the network course is unsuitable to the university network because 
the system configuration of the network needs to be changed physically. In the 
method of access control on the client, it is unnecessary to change the system configu-
ration of the network physically. However, when the client which does not possess the 
mechanism of packet filtering exists on the network, it is not impossible to perform 
access control for all communications form all clients. To do access control without 
changing the system configuration of the network, either the method to perform ac-
cess control on the network server or the method to perform access control on the 
client needs to be used. But, both methods have problems. 

Therefore, in this paper, new access control is realized. This new access control is 
realized as the result of combining the above two methods and improving and solving 
each other’s problems. To be concreted, it is realized by functions of DACS (Destina-
tion Addressing Control System) Scheme. The communication from the client is sup-
ported by VPN and access control is performed on the server side by selecting 
whether the communication which is not supported by VPN is permitted or non-
permitted. 

The basic principle of DACS Scheme is as follows. Communication control by a 
user unit is realized by locating the mechanism of Destination Nat and packet filtering 
on the client, and a whole network system is managed through that communication 
control [1]. Then, the function was extended so that communication control by a  
client unit can coexist with communication control by a user unit for using in the 
practical network [2][3], and another function was extended by use of SSH so that 
communication is supported by VPN to solve security problem of DASC Scheme [4]. 
In addition, two kinds of functions of Web Service, which are realized on the network 
introducing DACS Scheme, are described as follows. The first function of Web Ser-
vice is that, data which is stored in database dispersed on the network can be used 
efficiently [5]. The second function of Web Service is that, data which is stored in 
document medium such as PDF file and simple text file can be used efficiently [6]. 
Moreover, the information usage system for realizing the Portal which users can cus-
tomize easily and freely is described [7]. 

In chapter 2, the existing method of access control is explained and compared with 
new access control proposed in this paper. The functions of DACS Scheme are  
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explained in chapter 3. In chapter 4, the possibility of new access control is confirmed 
by verifying the movement of the DACS Scheme’s prototype system. 

2   Existing Research and New Access Control  

The methods of access control for the communication from a client to a network 
server are described as follows from (1) to (3). 

(1) The method of access control on the network server side. 
    (2) The method of access control on the Communication Control Service located on 

the network course 
    (3) The method of access control on the client 

In the method of (1), there are some methods as follows from (a) to (c). 

(a) The method of access control by the packet filtering mechanism which is lo-
cated on the network server side when the communication from a client reaches 
a network server. 

    (b) The method of access control by use of authentication. 
    (c) The method of access control by supporting or not supporting VPN for the com-

munication from a client to a network server. 

In the method of (a), it is possible to perform access control only by an IP address 
and communication port unit. That is, it is impossible to perform access control by a 
user unit. The method of (b) can not applied to the unspecified number of network 
services, because authentication is performed by a network service unit individually. 
The method of (c) performs access permission control by supporting VPN for the 
communication from a client to a network server and permitting that communication. 
Then, access non-permission control is performed by denying the communication 
which is not supported by VPN. However, in this method, there is the problem that 
processing load at the server side becomes heavy because all access control is per-
formed in the server side. In the method of (2), there are some methods such as fol-
lows from (d) to (e). 

    (d) The method of access control for the communication between LAN (Local Area 
Network) and external network by SSL-VPN [8] and Opengate [9][10]. 

    (e) The method of access control for the communication from a client to a network 
server in the different network via Communication Control Service such as 
quarantine network with gateway [11] or authentication switch [12]. 

By use of the method of (2), it is possible to perform access control for the com-
munication from a client to a network server by a user unit. However, because Com-
munication Control Service needs to be located on the network course, the system 
configuration of existing network must be changed physically. Then, because com-
munications from many clients concentrates, processing load on the Communication 
Control Service becomes heavy. 

In the method of (3), there is a method to use the personal firewall of quarantine 
network [13][14]. The system configuration of the network does not need to be 
changed. But, because access control is performed by packet filtering mechanism on 
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the client, it is impossible to perform access control for the communication from the 
client without packet filtering mechanism. Among the methods explained to here, 
there are two methods of access control by a user unit which does not need to change 
the system configuration of the network physically. Though it is the method of (1)-(c) 
or the method of (3), both methods have a problem. Therefore, each problem is im-
proved and solved by combing these two methods. 

 

Fig. 1. New Access Control 

In Fig. 1, new access control is shown. In this new access control, the packet filter-
ing mechanism is located on the client, and access control for the communication 
from a client application is performed as shown in (Y) of Fig.1. When access is per-
mitted on the client, access control on the server side in (Z) of Fig.1 is performed by 
supporting VPN for the communication between a client and a network server in (X) 
of Fig.2. To be concreted, access non-permission control is performed for the com-
munication form the client without the packet filtering mechanism by denying the 
communication which does not support VPN on the server side. Access permission 
control is performed for the communication form the client without the packet filter-
ing mechanism by permitting the communication which does not support VPN on the 
server side. This new access control is compared with the method of (1)-(c). Because 
access control is performed on the client, quantity of communications to perform 
access control in the server side decreases by just that much. As the result, processing 
load on the server side becomes low. The problem of the method of (1)-(c) is im-
proved. Then, this new access control is compared with the method of (3). It is possi-
ble to perform access control for the communication from the client without the 
packet filtering mechanism on the server side. The problem of the method of (3) is 
improved. 
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3   Functions of DACS Scheme 

First, summary of DACS Scheme is explained. Fig.2 and Fig.3 shows the functions of 
the network services by DACS Scheme. At the timing of the (a) or (b) as shown in the 
following, DACS rules (rules defined by user unit) are distributed from DACS Server 
to DACS Client. 
 

(a) At the time of user’s logging in the client 
(b) At the time of a delivery indication from the system administrator 
 
According to distributed DACS rules, DACS Client performs (1) or (2) or (3) op-

eration as shown in the following. Then, communication control of the client is per-
formed for every login user. 

 
(1) Destination information on IP Packet, which is sent from application program, 

is changed by Destination NAT. 
(2) Packet from the client, which is sent from the application program to the outside 

of the client, is blocked by packet filtering mechanism. 
(3) Communication between a client and a network server is supported by VPN 

with the port forward function of SSH, after the destination of the communica-
tion is changed to localhost (127.0.01) by the function of (1). 

 
An example of the case (1) is shown in Fig.2. In Fig.2, the system administrator 

can distribute a communication of the login user to the specified server among server 
A, B or C. Moreover, the case (2) is added. When the system administrator wants to 
forbid user to use MUA (Mail User Agent), it will be performed by blocking IP 
Packet with the specific destination information.  
 
 

 

Fig. 2. Function of DACS Scheme (1) 

An example of the case (3) is shown in Fig.3. The communication is supported by 
VPN, and the system administrator can distribute that VPN communication of the 
login user to the specific server A,B or C. 
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Fig. 3. Function of DACS Scheme (2) 

In order to realize DACS Scheme, the operation is done by DACS Protocol as 
shown in Fig.4. DACS rules are distributed from DACS Server to DACS Client in (a) 
of Fig.4, and applied to DACS Control and DACS S Control in (b) and (c) of Fig.4. 
The steady communication control, such as a modification of the destination informa-
tion or the communication blocking is performed at the network layer in (d) of Fig.4. 
Then, when communication is supported by VPN, communication is performed from 
(f) to (g) via (e). The VPN communication of (g) is sent by DACS S Control. 

 

Fig. 4. Layer setting of DACS Scheme 

4   Experimental Results 

4.1   Range and Content of Movement Verification in Prototype System 

To confirm the possibility of new access control, it is necessary to confirm the follow-
ing Items. By confirming Item 1 and Item 2, it is confirmed that non-VPN supported 
communication is denied on the server side. By confirming Item 3, it is confirmed 
that non-VPN supported communication is permitted on the server side. By confirm-
ing Item 4, it is confirmed that access control on the client is realized. 
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(Item 1) 
      Confirmation content :  

Access to network services when the communication from the client applica-
tion is supported by VPN. 

      Confirmation method :  
Permission of access to the Web Server in LAN is confirmed when one user 
logs in a client and the communication from that client application is sup-
ported by VPN. 

(Item 2) 
  Confirmation content :  

Non-access to network services when the communication from the client ap-
plication is not supported by VPN. 

Confirmation method :  
Non-permission of access to the Web Server in LAN is confirmed when an-
other user logs in a client and the communication from that client application is 
not supported by VPN. 

(Item 3) 
Confirmation content :  

Access to network services when the communication from the client applica-
tion is not supported by VPN. 

(Item 4) 
Confirmation content :  

Access control for the communication from the client application on that client. 

 

Fig. 5. Prototype System 

Among these four Items, Item 3 does not need to be confirmed. This is because the 
communication method in Item 3 is the normal communication method when com-
munication is not supported by VPN. Item 4 is a basic function of DACS Scheme, and 
has already been confirmed in the study of the conventional DACS Scheme. As the 
result, the possibility of this new access control is confirmed by confirming Item 1 
and Item 2 in this experiment. The prototype system for Movement Verification is 



 New Access Control on DACS Scheme 141 

described in Fig.5. The details of system configuration is described in the following 
(1)-(3). This prototype system is located on LAN which is separated form external 
network, and one Web Server and one client are connected to the LAN. Therefore, it 
is confirmed that communication for the server is the communication from the user 
who sits before the client and logs in that client. The details of this prototype system 
are described as follows. 
 

(1)Server Machine 
 CPU: Celeron M Processor340(1．5GHz) 
 OS: FedoraCore3 
 Language: JAVA(DACS Server) 
 Database: PostgresSQL 
 Web Server: Apache 
(2)Client Machine 
 CPU: Celeron M Processor340(1．5GHz) 
 OS: Windows XP professional 
 Language: JAVA(DACS Client except DACS Control and DACS SControl) 
 Others: Visual C++ (DACS Control) 
     Putty (DACS SControl) 
(3)Others 

Authentication Server: OpenLDAP-2.1.22-8(FedoraCore1) 
DHCP Server: Microsoft DHCS Server(WindowsNT4.0) 
DNS Server: bind-9.2.2.P3-9(FedoraCore1) 

4.2   Results of Movement Verification 

In this chapter, experimental results of movement verification in prototype system are 
described. First, Item 1 is confirmed. The content is explained along the movement of 
prototype system. When the client with DACS Client is initialized, DACS rules are 
sent from DACS Server to DACS Client, and applied to DACS Control and DACS 
SControl as shown in (a) of Fig.5. When destination is changed by Destination NAT 
of DACS Control, that destination is port 80 of localhost (127.0.0.1) in the rectangular 
frame of Fig.6.  

 

Fig. 6. Results after the application of DACS rules to DACS Control 

When destination is changed by DACS SControl, that destination is the IP address 
of Web Server in Fig.5. After DACS rules are applied, access to Web Server was 
performed through Web Browser. At that time, communicating server in URL is that 
Web Server. The destination is changed to port 80 of localhost by communication 
control of DACS Control. That communication is performed through the course from 
(b) to (c) in Fig.5. Then, by the port forwarding function of SSH Client as DACS 
SControl, the destination is changed to the Web Server and that communication is 



142 K. Odagiri et al. 

encrypted in (d) of Fig.5. As the result, response from Web Server to Web Browser 
was returned and Web page was displayed on that Web Browser. Because communi-
cation except the port of SSH (22) from the client is denied on Web Server and  
response from Web Server was returned, it is confirmed that communication is sup-
ported by VPN. At that point, communication records of the personal firewall on Web 
Server were confirmed. As the rectangular frame of Fig.7, communication quantity by 
SSH was increased from 0 byte to 1316 byte. It was confirmed that communication by 
SSH was performed.  

 

Fig. 7. Communication results on Network Server (1) 

Then, Item 2 was confirmed. Different user logs in same client and performs ac-
cess from Web Browser to Web Server in the state of stopping DACS Client (includ-
ing DACS Control and DACS SControl). As the results, reply from Web Server was 
not performed and Web page was not displayed on Web Browser. As shown in Fig.8, 
it was confirmed that communication by HTTP was denied. Communication form the 
outside of Web Server is denied, and quantity of that communication was increased 
from 0 to 192byte. As the result, it was confirmed clearly that it was impossible to 
access Web Server when the communication is supported by VPN with SSH. That is, 
it was confirmed that it is impossible to access Web Server from the client without the 
packet filtering mechanism. From the results of the movement verification in proto-
type system, it was possible to confirm the possibility of new access control. 

 

Fig. 8. Communication results on Network Server (2) 

5   Conclusion 

In this paper, new access control was realized by combining the access control on the 
server side with the access control on the client side. When access control is per-
formed on the sever side independently, access control for all communication form 
clients is performed on the server side. Processing load on the server side becomes 
heavy. In new access control, because access control is performed on the client side, 
quantity of communications to perform access control in the server side decreases by 
just that much. Processing load on the server side becomes low. When access control 
is performed on the client side independently, it is not always possible to perform 
access control for the communication from all clients. In new access control, because 
access control for the communication from these clients is possible on the server side, 
that problem is solved. 
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Abstract. AODV and DSR are the two most widely studied on-demand ad hoc 
routing protocols because of their low routing overheads. However, previous 
studies have identified various limitations of these protocols. For example, 
whenever a link break occurs on the active route, they must both invoke a route 
discovery process. In general, on-demand protocols use query floods to dis-
cover routes. Such floods consume a substantial portion of the network band-
width. To alleviate these problems, this study proposed an On-demand Hybrid 
Multipath Routing (OHMR) which extends AODV by equipping it with the  
capability to discover multiple routing paths. OHMR features two novel charac-
teristics; it establishes multiple node-disjointed and braided routing paths  
between a source-destination pair and it reduces the frequency of route discov-
eries. The present results demonstrate that OHMR for multimedia communica-
tion can improve the performance of the fraction of decodable frames and 
achieve better performance in terms of video quality than the traditional node-
disjoint multipath. 

Keywords: MANET, On-demand routing, Hybrid, Node-disjointed, Braided 
multipath. 

1   Introduction 

A Mobile Ad hoc NETwork (MANET) is a collection of wireless mobile hosts form-
ing a temporary network, with neither a fixed base station infrastructure nor central-
ized management function. Each node in the MANET acts both as a host and a router. 
If two hosts are out of radio range, all message communications between them must 
pass through one or more intermediate hosts. The hosts are free to move around ran-
domly, and hence the network topology may change dynamically over time. There-
fore, the routing protocols for a MANET must be adaptive and capable of maintaining 
routes as the characteristics of the network connectivity change. Designing an effi-
cient and reliable routing protocol for such networks is a challenging issue. Ad hoc 
On-Demand Distance Vector (AODV) [9] and Dynamic Source Routing (DSR) [3] 
are two of the most widely studied on-demand ad hoc routing protocols, which are 
widely extended to implement on-demand multipath routing protocols. Multipath 
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routing protocols can efficiently solve the limitations of the AODV and DSV by es-
tablishing multiple paths between a source and a destination in a single route discov-
ery attempt. In these protocols, a new route discovery operation is invoked only when 
all of the routing paths in the network fail. This strategy reduces both the latency of 
route discovery and the routing overheads, e.g. both protocols build and rely on uni-
path routes for each data session. Whenever a link break occurs on the active route, 
both routing protocols invoke a route discovery process, which introduces significant 
latency and incurs considerable overheads. Clearly, the high route discovery latency 
induced by frequent route discovery attempts has a detrimental effect on the perform-
ance of dynamic networks. The Temporally Ordered Routing Algorithm (TORA) 
presented in [8] establishes multiple alternate paths by maintaining a "destination-
oriented" directed acyclic graph (DAG) from the source. However, TORA does not 
provide a simple mechanism with which to evaluate the "quality" of these multiple 
routes in terms of which route is the shortest. Furthermore, TORA compares unfa-
vorably with other on-demand protocols in that the overheads incurred in maintaining 
the multiple routes exceed the performance benefits obtained from maintaining route 
redundancy.  

This paper proposes a new and practical routing protocol designated On-demand 
Hybrid Multipath Routing (OHMR). This protocol modifies and extends AODV to 
identify hybrid multipaths comprising multiple node-disjointed and braided routing 
paths with low routing overheads. The fundamental design principle of OHMR is to 
reduce the flood frequency. Controlling the frequency of network-wide flooding is 
important in maintaining the efficiency of on-demand protocols. To achieve this goal, 
OHMR searches for both multiple node-disjointed and braided routes using a single 
flooded query in order to provide sufficient redundancy at low cost. In this paper, 
OHMR with a multimedia traffic allocation strategy can efficiently support multipath 
multimedia communications in MANETs. The simulation results show that OHMR 
can reduce the frequency of route discoveries and achieve a higher packet delivery 
ratio. Our protocol uses a multimedia traffic allocation strategy to classify multimedia 
sub-streams among multiple paths according to different priority levels. The com-
pressed multimedia stream can be segmented into several sub-streams. Each of these 
sub-streams takes a particular service class. The strategy is to allow braided paths to 
protect more important sub-streams, and node-disjoint paths to provide load balanc-
ing. Our experiments show that OHMR protocol for multimedia communication can 
improve the performance of the fraction of decodable frames and achieve better per-
formance in terms of video quality than the traditional node-disjoint multipath. 

The rest of this paper is organized as follows. Section 2 describes related work. 
Section 3 introduce proposed On-demand Hybrid Multipath Routing protocols. Sec-
tion 4 shows a proposed transmission allocation strategy with multimedia traffic and 
simulation results. Conclusions are given in Section 5. 

2   Related Works 

Existing routing protocols in MANETs can be divided into two categories: on-
demand and table-driven. On-demand protocols that are the most widely used  
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protocols, in which nodes only compute when they are needed. Accordingly, each 
node maintains a routing table containing routes to all nodes in the network in table-
driven protocols where the routing information must be exchanged periodically to 
keep routing information up-to-date. On-demand routing protocols include both ad 
hoc on-demand distance vector (AODV) [9] and dynamic source routing (DSR) [3] 
protocols, and DSDV [10] and OLSR [7] belong to table-driven routing protocols. 
Several investigations into the performance of ad hoc networks [4, 7] have shown that 
on-demand protocols incur lower routing overheads than their table-driven counter-
parts. However, these protocols also have certain performance limitations. In on-
demand protocols, whenever a route is required, the route discovery process triggers a 
flooding process, in which the source node (or any node seeking the route) floods the 
entire network with query packets to search for a route to the destination. This flood-
ing operation consumes a substantial amount of the available network bandwidth, 
which clearly is at a premium in wireless networks. A previous study [11] has identi-
fied several other limitations of the AODV and DSR protocols. For example, both 
protocols build and rely on unipath routes for each data session. Whenever a link 
break occurs on the active route, both routing protocols invoke a route discovery 
process, which introduces significant latency and incurs considerable overheads. 
Clearly, the high route discovery latency induced by frequent route discovery at-
tempts has a detrimental effect on the performance of dynamic networks. 

Multipath on-demand protocols alleviate these problems to a certain extent by es-
tablishing multiple paths between a source and a destination in a single route discov-
ery attempt. In these protocols, a new route discovery operation is invoked only when 
all of the routing paths in the network fail. This strategy reduces both the latency of 
route discovery and the routing overheads. It has been shown that multipath routing 
yields significant benefits in wired networks. A lot of multipath routing protocols 
have also been proposed for ad hoc networks [2, 4, 6, 5, 11, 12], and these protocols 
are composed of different path selections, such as link-disjoint multipath, node-
disjoint multipath, braided multipath, and non-disjoint multipath as shown in table 1. 
An example for node-disjoint multipath is shown in Fig. 1(a). The source S sends data 
to the destination node D, using one primary path which is S->c->d->D and two alter-
nate paths which are S->a->b->D and S->e->f->D. Both of the alternate paths are 
node-disjoint with the primary path. Multiple paths in braided multipath are only 
partially disjoint from each other and are not completely node-disjoint. An example 
for braided multipath is shown in Fig. 1(b). The node S sends data to the destination 
D, using one primary path which is S->c->d->D and two alternate paths which are S-
>a->d->D and S->c->f->D. These two alternate paths are non-disjoint with the pri-
mary path. In addition, Temporally Ordered Routing Algorithm (TORA) presented in 
[8] establishes multiple alternate paths by maintaining a "destination-oriented" di-
rected acyclic graph (DAG) from the source. However, TORA does not provide a 
simple mechanism with which to evaluate the "quality" of these multiple routes in 
terms of which route is the shortest. Furthermore, simulation studies [4, 7] have 
shown that TORA compares unfavorably with other on-demand protocols in that the 
overheads incurred in maintaining the multiple routes exceed the performance bene-
fits obtained from maintaining route redundancy. 
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Table 1. The taxonomy of path selection in multipath routing 

 Node-disjoint Link-disjoint Braided Non-disjoint 
Routing protcols [6], [7], [8] [6] [10] [5], [9] 

(a) (b)  

Fig. 1. The illustration of (a) link- and node-disjoint routes, (b) braided routes 

S

H

C

F
G

A B

E

D

Forwarding path

 

Fig. 2. The illustration of the proposed hybrid routes 

3   The Overview of On-Demand Hybrid Multipath Routing 
Protocol 

The basic principle of OHMR is to identify multiple paths during route discovery. 
OHMR is designed primarily for highly dynamic ad hoc networks in which link fail-
ures or node failures occur on a frequent basis. When a single path on-demand routing 
protocol such as AODV is used in such networks, a new route discovery must be 
launched each time a route break occurs. Each route discovery induces high over-
heads and latency. This inefficiency can be avoided by maintaining multiple redun-
dant paths such that a new route discovery process is initiated only when all of the 
paths to the destination are broken. OHMR searches for hybrid multipaths comprising 
both node-disjointed and braided multipaths. The hybrid multipath approach com-
bines the respective advantages of node-disjointed and braided multipaths. Alternate 
paths in the node-disjointed multipath are unaffected by failures along the primary 
path. Even though disjointed paths have attractive resilience properties, they can be 
energy inefficient in their transmission of data packets. Alternate node-disjointed  
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paths tend to be longer, and therefore consume significantly more energy than the 
primary path. Because energy inefficiency can adversely impact the lifetime of ad hoc 
networks such as MANET, this study can construct both node-disjointed multipaths 
and braided multipaths simultaneously. The alternate paths in a braided multipath are 
only partially node-disjointed from the primary path, as opposed to completely node-
disjointed. Hence, the alternate paths of the braided multipath consume a comparable 
energy to that of the primary path, as shown in Fig. 2. 

A constructive definition for the proposed hybrid multipath can be summarized as 
follows: all intermediate nodes route around their immediate neighbor on the primary 
path towards the destination to form node-disjointed alternate paths. These alternate 
paths need not be completely node-disjointed with the primary path. The resulting set 
of paths (including the primary path) is designated as the hybrid multipath. The alter-
nate paths can be either node-disjointed or non-disjointed with the primary path, or 
can be expected to be geographically close to the primary path. Therefore, data trans-
mission on the alternate paths consumes a comparable energy to that on the primary 
path. The OHMR technique proposed for constructing the hybrid multipath is de-
scribed below. OHMR modifies AODV by piggybacking an alternate path flag to the 
RREP packets and adding an alternate path field to the routing table. The alternate 
path flag and the alternate path field are both Boolean variables. The OHMR algo-
rithm has two parts. The first part is used when a node receives a RREQ packet, while 
the second part is used when a node receives a RREP packet. 

3.1   First Part of OHMR Algorithm 

Received RREQ packet: 
STEP 1: if (the packet is received for the first time) 
STEP 1.a: Set up the first reverse path to the source 
using the previous hop of the packet as the next hop in 
the reverse route table 
STEP 1.b: if (the node is the destination) 
Generate a RREP and initialize its flag to “FALSE” and 
send the RREP to the next hop in the first reverse path 
STEP 1.c: else 
Broadcast the packet to the neighboring nodes 
STEP 2: else if (the packet is received for the second 
time) 
STEP 2.a: Set up the second reverse path to the source 
in the reverse route table 
STEP 2.b: if (the node is the destination) 
Generate a RREP and initialize its flag to “TRUE” and 
send the RREP to the next hop in the second reverse 
path 
STEP 3: else 
Discard the packet 

Consider the case where a source initiates route discovery by flooding the network 
with a RREQ to search for a route to the destination. Any node receiving the RREQ  
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packet for the first time sets up a reverse path to the source by using the previous hop 
of the RREQ as the next hop in the reverse path (Step 1.a). If the node receiving the 
RREQ is the destination node, it sends the RREP to the next hop in the first reverse 
path (Step 1.b.ii). Otherwise, it broadcasts the RREQ packet to its neighboring nodes 
(Step 1.c). When a node receives a duplicate RREQ packet (Step 2), it sets up the 
second reverse path to the source in its reverse route table (Step 2.a). If the node is the 
destination, it sets the alternate path flag of the RREP to “TRUE” and sends the 
RREP to the next hop in the second reverse path (Step 2.b). Duplicate copies of the 
RREQ packet received by the node are discarded (Step 3). 

3.2   Second Part of OHMR Algorithm 

Received RREP packet: 
STEP 1: if (the node is the source) 
Set up the forwarding path to the destination using the 
previous hop of the packet as the next hop in its rout-
ing table 
STEP 2: else if (the packet is received for the first 
time) 
Save the packet’s flag to the alternate path field in 
the routing table and send it to the next hop in the 
first reverse path 
STEP 3: else if(the packet’s flag is “TRUE” and the al-
ternate  path field is “FALSE”) 
Reset the packet’s flag to “FALSE” and return it to the 
previous hop 
STEP 4: else if(the packet’s flag is “FALSE” and the 
alternate  path field is “TRUE”) 
Reset the packet’s flag to “TRUE” and send it to the 
next hop in the second reverse path 
STEP 5: else 
Discard the packet 

If the node receiving the RREP packet is the source, it sets up a forwarding path to 
the destination by specifying the previous hop of the packet as the next hop in its 
routing table (Step 1). If a node other than the source receives the RREP packet for 
the first time, it saves the RREP’s flag to the alternate path field in its routing table 
and sends the RREP to the next hop in the first reverse path (Step 2). If the conditions 
of Step 1 and Step 2 are not satisfied, the node checks the RREP’s flag and the alter-
nate path field in the routing table. If the RREP’s flag is “TRUE” and the alternate 
path field is “FALSE”, it resets the RREP’s flag to “FALSE” and returns the RREP to 
the previous hop (Step 3). If the RREP’s flag is “FALSE” and the alternate path field 
is “TRUE”, it resets the RREP’s flag to “TRUE” and sends the RREP to the next hop 
in the second reverse path (Step 4). If the conditions of Step 3 and Step 4 are not satis-
fied, the node does not propagate the RREP packet, but simply discards it (Step 5). 
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4   Transmission Allocation Strategy and Simulation Results 

4.1   Transmission Allocation Strategy with Multimedia Application 

Multimedia traffic allocation strategy in this paper is based on the popular standard 
MPEG encoding technique, where a video frame is encoded into three distinct types 
of frames, namely I-frame, P-frame, and B-frame. Reception of the I-frame or P-
frame can provide low but acceptable quality, while reception of the B-frame can 
further improve the quality over the base layer alone, but the B-frame cannot be de-
coded without the I-frame and P-frame. When the I-frame, P-frame and B-frame are 
transmitted over multiple paths (e.g., two paths), we can design the traffic allocation 
scheme to send the packets of I-frame and P-frame on the primary path and the pack-
ets of B-frame on the node-disjoint alternate path. 

We illustrate some examples when forwarding paths breaks. As shown in Fig. 3(a), 
when node A moves and the primary path breaks, node S uses the alternate path 
which the rt_mpath field of routing table is two to forward packets of I-frame and P-
frame. And then, when node C moves and the braided path breaks, node S uses the 
alternate path which the rt_mpath field of routing table is three to forward I-frame and 
P-frame packets in Fig. 3(b). When node G moves and the node-disjoint path breaks, 
node S uses the alternate path which the rt_mpath field of routing table is one to for-
ward packets of B-frame in Fig. 4(a). And then, when node B moves and the primary 
path breaks, node A uses the alternate path which the rt_mpath field of routing table is 
two to forward B-frame in Fig. 4(b). 
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Fig. 3. Nodes move on I-frame and P-frame forwarding path 
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Generally, a packet loss of I-frame or P-frame is likely to be experiencing a burst 
packet loss. OHMR finds an alternate braided path for each node on the primary path 
and a node-disjoint path for the primary path simultaneously to reduce the burst 
packet loss. Since the primary path and the alternate node-disjoint path are not corre-
lated, source node uses the alternate node-disjoint path to provide load balancing in 
the beginning. That is, I-frame or P-frame is transmitted along the primary path while 
B-frame is transmitted along the node-disjoint path. To further improve the reliability 
when facing link failures, I-frame and P-frame packet transmission can use the alter-
native node-disjoint path to achieve higher successful delivery ratio instead of just 
using the alternate braided paths to forward packets when failures occur. Similarly, 
for B-frame packet transmission, the non-failed primary path can be used to improve 
the successful transmission probability before searching the braided path when fail-
ures occur. 

4.2   Simulation with Multimedia Traffic 

We use a simulation model based on NS-2 with CMU wireless extension [13]. In the 
simulation, the MANET consisting of sixteen mobile nodes are located inside a 600m 
× 600 m region. We only consider the continuous mobility case. Each mobile node 
has a continuous and random waypoint mobility model [9] (0s pause time) with a 
maximum speed of 5 meter/second. The radio propagation model is the two-ray 
ground reflection model for longer distance with omni-directional antenna. The 
shared radio media has a nominal bit rate of 2 Mbps. UDP is used as transport proto-
col. Ten UDP traffic flows are introduced as background traffics. Each of these flows 
has the traffic rate of four packets per second. The size of data payload was 512 bytes. 
The duration of these background flows are set randomly. Each node has a queue with 
size of 20 packets. These settings can be easily modified according to the require-
ments of applications. There are two format of video files, i.e. CIF (352 x 288) and 
QCIF (176 x 144). The difference between them is video frame size. Here we use the 
video file in CIF format to simulate. We decode the CIF video using an MPEG codec, 
at 30 frames per second provided by the tool set in [6]. Decoded video quality is 
measured in terms of the fraction of decodable frames and Peak-Signal-to-Noise-
Ratio (PSNR). 

The fraction of decodable frames. The fraction of decodable frames reports the 
number of decodable frames over the total number of transmitted frames. A frame is 
considered to be decodable if at least a fraction dt (decodable threshold) of the data in 
each frame is received. Furthermore, a frame is only considered decodable if and only 
if all of the frames upon which it depends are also decodable. Therefore, when 
dt=0.75, 25% of the data from a frame can be lost without causing that frame to be 
considered as un-decodable. In the simulations, we set the decodable threshold to one 
( dt=1). 

PSNR (Peak Signal Noise Ratio). PSNR is one of the most widespread objective 
metrics to assess the application-level QoS of video transmissions. The following 
equation shows the definition of the PSNR between the luminance component Y of 
source image S and destination image D: 
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where n = frame number, Vpeak = 2k-1 and k = number of bits per pixel (luminance 
component). If the value of PSNR is bigger, it represents that the compressed video is 
much less undistorted than original one. 

In the following we present a comparison study of the OHMR with a node-disjoint 
multipath for video streaming in MANETs. The video stream is segmented into two 
sub-streams based on the quality resolutions. The MPEG codec was used to generate 
two sub-streams. One of sub-stream is labeled as high priority (I-frame and P-frame), 
and the other is labeled as low priority (B-frame). In the experimental results pre-
sented, the performance of OHMR is compared with the performance of the node-
disjoint multipath under the same topology and background traffic environment. 

Table 2 shows that the packet delivery ratio for OHMR has better performance 
than that of the node-disjoint multipath. The node-disjoint multipath drops a larger 
fraction of the packets than that of the OHMR. It can be seen that the OHMR has 
higher reliability than the node-disjoint multipath. We observe that the peak signal-to-
noise ratio (PSNR) drops when there is loss in packets. The deepest drop occurs if a 
large burst of losses occurs in I-frame and P-frame, accompanied with burst un-
decodable B-frame packets. The braided alternate paths in the OHMR can avoid 
communication failures. The PSNR curve in Fig. 5(a) has more frequent and a larger 
burst of frame loss than that in Fig. 5(b). Compared to the fraction of decodable 
frames and the average PSNR in Table 3, OHMR improves the performance by up to 
16.89%, and OHMR achieves a significant 1.05 dB gain over the node-disjoint multi-
path in this experiment. 

Table 2. Comparison of the packet delivery ratio between the OHMR and node-disjoint multi-
path 

 OHMR Node-disjoint multipath 
Packets sent 4607 
Packets received 4558 3940 
Packets lost 49 667 
Packet delivery 

ratio 
98.9% 85.5% 

Table 3. Comparison of the fraction of decidable frames and average PSNR between OHMR 
and node-disjoint multipath 

 OHMR Node-disjoint multipath 
Frames sent 2001 
Frames received 1976 1638 
Not decoded frames 20 259 
Frames miss 4 3 
The fraction of 
decodable frames 

98.75% 81.86% 

Average PSNR 36.81 35.76 
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5   Conclusions 

This study proposed a multipath extension to the AODV on-demand routing protocol. 
The proposed OHMR protocol searches for node-disjointed and braided routes using a 
single flooded query in order to provide sufficient redundancy with minimum over-
heads. The energy consumed by the alternate paths of the braided multipath is compa-
rable to that consumed by the primary path. The alternate paths of the node-disjointed 
multipath are not affected by the node failures on the primary path. The key advantage 
of the proposed approach is a significant reduction in the frequency of route discovery 
flooding, which is recognized as a major overhead in on-demand protocols. The results 
show that OHMR with a multimedia traffic allocation strategy to classify multimedia 
sub-streams among multiple paths according to different priority levels can to allow 
more important sub-streams to travel over the primary path, and less important sub-
streams to travel over the alternate node-disjoint and braided paths. In addition, the 
proposed protocol for multimedia communication can improve the performance of the 
fraction of decodable frames and achieve better performance in terms of video quality 
over the traditional node-disjoint multipath scheme. 

(a) (b)  

Fig. 5. The PSNRs of (a) the received video frames in the node-disjoint multipath, (b) the re-
ceived video frames in the OHMR 
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Abstract. Network Mobility (NEMO) and IPv6 over Low power Wireless PAN 
(6LoWPAN) protocols are the two significant important technologies in the 
current networking research areas and seem to be vital for the future ubiquitous 
environment. It can maximize the ripple effect of ubiquitous revolution due to 
the close correlation between NEMO and 6LoWPAN. In this paper, we propose 
an interoperable architecture between NEMO and 6LoWPAN. To accomplish 
our goal we have enhanced the routing protocol: An extended routing scheme 
for mobile routers to support mobility in 6LoWPAN sensor nodes. Enhanced 
routing scheme performs default gateway discovery and mobile network prefix 
discovery operations for packet forwarding, path optimization and backup route 
maintenance. Simulation shows that our mechanism is capable of minimizing 
the routing overheads, and end-to-end packet delay. 

1   Introduction 

WSN (Wireless Sensor Network) is one of the fastest growing segments in the ubiqui-
tous networking today. Currently some sensor network protocols have non-IP network 
layer protocol such as ZigBee[1], where TCP/IP protocol is not used. However, future 
WSNs consisting of thousands of nodes and these networks may be connected to 
others via the Internet. Hence, efficient addressing mechanism will be needed to 
communicate with the individual nodes in the network. IPv6 can be the best solution 
for that. Also promising and suitable application is needed which can make effective 
use of IPv6 address. Accordingly, IETF (Internet Engineering Task Force) 
6LoWPAN (IPv6 over Low power Wireless PAN) Working Group[2] is organized to 
define the transport of IPv6 over IEEE 802.15.4[3] low-power wireless personal area 
networks. So, external hosts in IPv6 Internet can directly communicate with sensor 
nodes in 6LoWPAN, and vice versa, as each sensor node will be assigned a global 
IPv6 address. With the help of IPv6 addressing, it is relatively easy to add mobility 
support in WSN. When node moves to other link from home link, there are many 
messages overhead e.g. BU (Binding Update) [4], BA (Binding Acknowledgement) 
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messages[4]. As Mobile IPv6 protocol[4] is designed for host mobility support, nodes 
changing home link must exchange those messages for successful operation. As a 
consequence, Mobile IPv6 protocol is very inefficient for energy and computing con-
strained sensor nodes. We assume sensor network is homogeneous and mobility is as 
a unit of network (same like NEMO[5]). If NEMO is applied in sensor network, even 
though each node is not equipped with mobility protocol, it can maintain connectivity 
with the Internet through MR (Mobile Router) as a network unit. Also, sensor nodes 
should have IPv6 stack as NEMO protocol[5] is based on IPv6. Hence, the network 
mobility of the sensor nodes is supported by interoperable architecture technology 
between 6LoWPAN and NEMO.  

In this paper, we propose an interoperable architecture between NEMO and 
6LoWPAN. To the best of our knowledge this is the first work on interoperable archi-
tecture between NEMO and 6LoWPAN. To accomplish the inter operability, we have 
enhanced the routing protocol: An extended routing scheme for mobile routers to 
support mobility in 6LoWPAN sensor nodes. Enhanced routing performs default 
gateway discovery and mobile network prefix discovery operations for packet for-
warding, path optimization and backup route maintenance.  

Sensor NEMO Router
(SNEMO Router)

NEMO Mobile Routers

Sensor NEMO(SNEMO)
Environments

Sensors in Body
Area Network (SBAN)

Sensors in Body
Area Network (SBAN)

Sensors in Personal
Area Network (SPAN)

Sensors in Personal
Area Network (SPAN)

Sensors in Vehicle
Area Network (SVAN)

Sensors in Vehicle
Area Network (SVAN)

Sensor NEMO Node

IPv6 Infrastructure Networks

Access Router
Access RouterAccess Router

Home Gateway

Sensors in Body
Area Home (SHAN)

Sensors in Body
Area Home (SHAN)

NEMO
Home Agent

 

Fig. 1. Sensor NEMO (SNEMO) Environment 

Figure 1 shows a Sensor Network Mobility (SNEMO) environment, which is inte-
grated with NEMO and sensor network (6LoWPAN) protocols. This is the reference 
model used in this paper. SNEMO environment has three components: MR (Mobile 
Router), sensors, and AR (Access Router). MR use NEMO protocol that provides 
network mobility to each sensor node. An optimized route Internet connection is sup-
ported by mesh routing between the mobile routers.  Sensors are equipped with IPv6 
to be operable with NEMO environments. AR acts as the IPv6 default Internet gate-
way to the mobile routers. 

Our paper is organized as follows. Section 2 introduces some related works such 
as NEMO and 6LoWPAN protocol. In section 3, we briefly described the operations 
of a suitable routing scheme for 6LoWPAN. Then we show the results and their per-
formance evaluations in section 4. Finally, we conclude in section 5. 
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2   Related Works 

Network Mobility. When a packet is sent to a fixed node in mobile network by using 
the Mobile IPv6 protocol, first it is transmitted to home network corresponding to the 
mobile network. But, home network does not know the information about the nodes 
moving with-in mobile network. The transmission is failed by routing loop occurring 
between the default router and the HA (Home Agent). To avoid the problem of the 
routing loop, we adopt explicit mode of NEMO protocol[5]. Prefix information of 
mobile network nodes are supplied to the mobile router, which is in charge of the 
mobile network. The mobile router sends a Binding Update message with mobile 
network prefix. Then, home agent for mobile router will be able to know the location 
of nodes moving with mobile router. Mobile network nodes that belong to the mobile 
router receiving the packets are directed to the current address for mobile router using 
tunneling. Thus, packets will reach to the final destination via mobile router. How-
ever, NEMO basic protocol does not solve the route optimization problem. The rea-
son is that packets between CN and MNN would be forwarded through a bi-
directional tunnel which is established between MR and its own HA. In case of a 
nested NEMO, packets would travel through the all of the HAs. Therefore, packet 
routing problem is more serious in nested NEMO. There are some solutions to solve 
route optimization problem such as ORC[6], RBU[7], ONEMO[8]. And MANEMO 
(Mobile Ad Hoc NEMO: integration of MANET and NEMO protocol)[9] solves the 
problem of route optimization in the nested case. 
 
6LoWPAN. There are many problems in using existing IP-based infrastructure by 
adapting IPv6 mechanism to LoWPAN[10]. Specially, MTU for IPv6 is 1280 bytes, 
but PDU for 6LoWPAN is only 81 bytes. Accordingly, there is a need for Adaptation 
layer between IP layer and LoWPAN MAC layer[11]. Adaptation layer provides the 
fragmentation and reassembly process. 6LoWPAN should also support IPv6 auto-
matic address configuration. In order to support multi-hop mesh network for 
6LoWPAN, a routing protocol is required. AODV (Ad-hoc On-demand Distance 
Vector)[12] for MANET (Mobile Ad-hoc Networks) can be alternative plan for multi-
hop routing protocol for 6LoWPAN. However, in order to adapt AODV for the 
6LoWPAN, it should be adaptable for 6LoWPAN without fragmentation. LOAD 
(6LoWPAN Ad Hoc On-Demand Distance Vector Routing)[13] is the routing proto-
col which transmits the packet from 6LoWPAN to multi-hop node. LOAD, which is a 
simplified version of AODV, uses lightweight control and routing tables to adapt to 
6LoWPAN using limited traffic and memory. Its basic operation is similar to AODV. 
First, it searches the path by broadcasting RREQ message and then decides the path 
after receiving RREP message. In order to adapt LoWPAN to IPv6 and IP-based 
networks, a gateway is needed. It is an important process for the gateway to convert 
the packet for LoWPAN into the IP-based packet. 

3   Routing Scheme for Supporting Network Mobility of 6LoWPAN 

In this section, we explain detailed operation of a suitable routing scheme for support-
ing network mobility of the sensor network based on 6LoWPAN.  
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3.1   Internet Gateway Discovery 

If mobile network including 6LoWPAN sensor nodes cooperates with IPv6 Internet, 
6LoWPAN default Internet gateway should exist between the 6LoWPAN network and 
the IPv6 Internet network. A mobile network can be consisting of hosts and mobile 
router. Mobile network communicates with the Internet gateway directly or using inter-
mediate mobile routers. Each Internet gateway consists of one or more different subnets. 
Internet gateway has IEEE 802.15.4 interface to communicate with mobile network 
nodes and wired interface to communicate with IPv6 network. It performs packet rout-
ing function between mobile network and IPv6 Internet. Different mobile routers organ-
ize mesh network by IEEE 802.15.4 egress interface. When new mobile router moves to 
other link from home network, it sends a Binding Update message to home agent. How-
ever, unfortunately it is not sure of the route to the home agent, as mobile router doesn’t 
know where the Internet gateway is located in the network. Thus, mobile router exe-
cutes Internet gateway discovery in the current network. Figure 2 shows an Internet 
Gateway Request (IGREQ) and an Internet Gateway Reply (IGREP) messages format 
to discover the Internet gateway in the network.  

IGREQ (Internet Gateway Request) Message Format

Type R D O I IGREQ ID Route Cost

Destination Address

Originator Address

I : Internet Gateway Prefix Flag

IGREP (Internet Gateway Reply) Message Format

Type R D O I IGREQ ID Route Cost

Destination Address

Originator Address

I : Internet Gateway Prefix Flag

Access Router Prefix

6LoWPAN Gateway (AR) Address

 

Fig. 2. Internet Gateway Request (IGREQ) and Internet Gateway Reply (IGREP) messages 
format 

The mobile router sets the I-flag that means an Internet gateway prefix flag in the 
IGREQ message, and broadcasts it in the network (shown in figure 3(a)). At the same 
time neighbor mobile routers receiving the IGREQ message (as shown in figure 3(b)), 
will forward the message to the destination access router. Routing overhead of this 
method is reduced as compared to the other ad-hoc routing protocols such as AODV 
or LOAD, because IGREQ message is unicast rather than broadcast. As shown in 
figure 3(c), if the Internet gateway receives the IGREQ message, and sends an IGREP 
message to new mobile router immediately. The IGREP message includes a prefix 
and IPv6 global address (6LoWPAN Gateway address) of the access router. Mobile 
router constructs CoA (Care-of Address) in terms of the prefix information in the 
IGREP message. Each mobile router may receive multiple IGREP messages, which 
indicate the mobile router can access more than one Internet gateway. In the case of 
multiple Internet gateways, the mobile router establishes default Internet gateway 
according to the ‘route cost’ field of the received IGREP messages. Figure 3(c) dis-
plays the IGREP message route. New mobile router can receive prefixes and ad-
dresses information of AR1 as well as AR2, and the mobile router selects the best 
routing paths to the default Internet gateway. In this case the AR2 has been selected 
the Internet gateway. 
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(a)IGREQ - Internet Gateway Request 
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(c)IGREP - Internet Gateway Reply 
(with I-Flag) : Unicast

 

Fig. 3. Internet Gateway Discovery operation 

3.2   Home Registration 

If the mobile router detects its movement in the foreign network, the mobile router 
selects the path of the default Internet gateway, and has to perform home registration 
process in order to register the movement information. The mobile router sends Bind-
ing Update message to home agent as shown in figure 4. The Binding Update mes-
sage includes mobile network prefix option, and home address option. In the figure 4, 
IPv6 header of source address is a CoA which is constructed by the access router 
prefix in the IGREQ message, and destination address is default Internet gateway. If 
the mobile router sends the Binding Update message, AR2 updates the mapping table 
entry (such as home address of mobile router, interface ID of CoA, and mobile net-
work prefix). And then access router forwards it to home agent. If the Binding Update 
message is successfully transmitted to home agent, it will reply with Binding Ac-
knowledgement message. The format is shown in the figure 4. The source address is 
home agent address and destination address is access router address. Then home agent 
sends the Binding Acknowledgement message to the mobile router. If this operation is 
successful, home registration process will be succeeded. Now sensor nodes can com-
municate with IPv6 Internet hosts successfully. 

Binding Update & Binding Acknowledgement

Routing Protocol Connection Path

Default Route Path 

IPv6 
Internet
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6LoWPAN
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HA

AR2

New
MR

MR has to home registration process
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IPv6 Header
Src ; MR CoA

Dst : HA

Home Address
Option
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Src : HA

Dst : MR CoA

Home Address
Option

HoA
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Mobile Network
Prefix

MR’s Home Address (128bits)
MR’s CoA Interface

Identifier (64bits)
Mobile Network Prefix
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AR’s address mapping table structure

 

Fig. 4. Home Registration operation 
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3.3   Packet Routing 

After home registration operation, sensor nodes in the mobile network want to com-
municate with Internet hosts. However, it is difficult to understand whether the node 
wants to communicate with the node inside the network or outside the network. If 
mobile router has route entry about the destination nodes, the node can transmit the 
packet through mobile router. On the other hand, mobile router should decide whether 
destination node is located in the mobile network node or not. To accomplish this, the 
mobile router should know mobile network prefix discovery and distinguish the loca-
tion of the destination node. 
 
Communication between 6LoWPAN nodes in another mobile network. Figure 5 
shows the communication between 6LoWPAN nodes in the same mobile network.  

1-1

1-2
1-3

1-5 1-6

1-4

2-1

2-2

2-4

2-3

IPv6 Internet

IPv6 Header
Src : MNN1
Dst : MNN2

If destination’s IPv6-prefix is equal with the MNP
Execute basic LOAD Route Discovery

MNN1
(src)

MNN2
(dst)

MR
1-6

payload

LOAD RREQ
LOAD RREP 

Mobile Routers in Access Router 1

Mobile Routers in Access Router 2

Access Router 1 (Internet Gateway)

Access Router 2 (Internet Gateway)

Mobile Network Nodes (6LoWPAN nodes)
Routing Protocol Connection Path between Mobile Routers

Packet Format

 

Fig. 5. The scenario of communication between 6LoWPAN nodes in same mobile network and 
its packet format 

After considering the prefix of the destination node, source node will be able to 
know whether destination node is internal or external node in the current mobile net-
work. If destination’s IPv6 prefix matches the mobile network prefix, source node 
executes the basic LOAD route discovery. If route entry exists in the routing table, 
packet is delivered by routing connection path information. Otherwise source node 
sends RREQ messages to destination node and receives RREP message to establish 
the route path. And then source node can send the packet to the destination node.  
 
Communication between 6LoWPAN nodes in another mobile network. If location of 
the destination node is in another mobile network, i.e. not in the same network, the 
mobile router of current mobile network executes mobile network prefix discovery 
between neighbor mobile routers. The prefix information of destination node is broad-
casted to neighbor mobile router by setting P-flag of MNPREQ (Mobile Network  
Prefix Request) message. Upon receiving the message, mobile router sent MNPREP 
(Mobile Network Prefix Reply) message by setting P-flag. This indicates there is a 
mobile router corresponding to mobile network prefix of the destination node. If the 
mobile router successfully complete the mobile network prefix discovery, it is possible 
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to communicate via an optimized route to the neighbor mobile router. If P-flag has 
been set 0 in the MNPREP message, the mobile router decides that destination node is 
an Internet host, so transmits the packet to the Internet gateway. Figure 6 shows the 
format of MNPREQ and MNPREP messages for mobile network prefix discovery. 

MNPREQ (Mobile Network Prefix Request) Message Format

Type R D O MNPREQ ID Route Cost

Destination Prefix

Originator Address

P

MNPREP (Mobile Network Prefix Reply) Message Format

Type R D O MNPREQ ID Route Cost

Destination Address

Originator Address (MR’s CoA)

Mobile Network Prefix

P

Mobile Router Home Address

P : Mobile Network Prefix Flag

P : Mobile Network Prefix Flag  

Fig. 6. Mobile Network Prefix Request (MNPREQ) and Mobile Network Prefix Reply 
(MNPREP) messages format  
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Fig. 7. The scenario of communication between 6LoWPAN nodes in another mobile network, 
its packet format, and mobile router’s address mapping table 

Figure 7 shows the communication between 6LoWPAN nodes in another mobile 
network. If destination’s IPv6 prefix is not same as the mobile network prefix, the 
mobile router executes mobile network prefix discovery.  As shown the figure 7, 
MR1-6 can transmit the packet to the destination node such as MNN2 after route path 
configuration. If the mobile network prefix discovery mechanism doesn’t exist such 
as basic NEMO protocol or basic LOAD routing protocol, packet route leads to an 
inefficient result like detour route. In the case of the communication with another 
mobile network node, packet format and external mapping table of the mobile router 
appear in figure 7. And the mapping table stores mobile router’s address and corre-
spondent mobile network prefix’s address. 
 
Communication between mobile network node and Internet host. As mentioned 
above if destination’s IPv6 prefix does not match the prefix of current mobile net-
work, mobile router performs the mobile network prefix discovery. In particular, the 
mobile router receives MNPREP message without P-flag from default access router, 
the packets should be forwarded to the default Internet gateway. As the destination 
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Fig. 8. The scenario of communication between mobile network node and Internet hosts, its 
packet format 

node will be located in IPv6 Internet. The default Internet gateway makes a record in 
external address mapping table. Figure 8 shows the route between correspondent node 
in IPv6 Internet and mobile network node.  

When operating NEMO basic protocol, the packet is sent to the destination by 
passing all home agents through the circuit path as shown in path (1) figure 8. But the 
packet is sent to the destination node by reducing the path via the only home agent of 
related mobile router like path (2). When it’s not possible to connect with current 
Internet gateway, the mobile router also reduces packet loss rate by assuring the path 
to forward the packet to other Internet gateway like the path (3). Packet format for the 
communication between mobile network and Internet hosts is shown in figure 8. In 
addition, tunneled IPv6 headers are also required, because all of the packets are 
transmitted through the mobile router-home agent NEMO Tunnel. 

4   Performance Evaluation 

In order to measure performance of proposed routing mechanism, we configured the 
network topology as shown in figure 9(a). We measured routing packet overhead and 
end-to-end packet delay followed by the number of mobile router by using NS-2 
(Network Simulator 2)[14]. We configured 100Mbps wired link among routers. AR 
network takes shape of mesh network by adapting AODV or LOAD routing protocol. 
Each mobile router includes three mobile network nodes. The parameters for simula-
tion are stated in figure 9(b).  
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(b) Parameter for Simulation(a) Network simulation topology

 

Fig. 9. Simulation environment 
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Figure 10(a) shows the measured routing overhead for varying numbers of network 
nodes. We compare our protocol with AODV, LOAD routing protocol without mobil-
ity scenario, NEMO with AODV and NEMO with LOAD routing protocol. It is found 
that our proposed packet routing method has least routing overhead. Comparing to our 
proposed protocol, adaptation of original AODV protocol results in the higher routing 
overhead. Overhead incurred by LOAD routing protocol is lower than AODV, be-
cause HELLO message is not used. And AODV with NEMO and LOAD with NEMO 
have lower overhead than original AODV and original LOAD routing protocol, be-
cause in NEMO protocol routing path is searched only by mobile router. In our proto-
col, packet is delivered with lowest routing overhead, because proposed method is 
improved suitably for NEMO environment with operating process searching the path 
by selecting lower overhead than LOAD routing protocol.  
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Fig. 10. Results of the routing overhead and end-to-end packet delay 

The figure 10(b) shows the end-to-end packet delay experienced by CBR (Constant 
Bit Rate) traffic rate 10 packets per second, where each packet size of 50 bytes.  
Packet delay is much more in AODV with NEMO and LOAD with NEMO routing 
protocols than their original versions, the reason is packets are transmitted to the des-
tination node via the home agent of each mobile router by NEMO basic protocol. In 
other words, delay time is increased because the routing path on Internet is extended. 
Packet delay is much lower in our proposed method as it transmits the packets only 
via the home agent of mobile router of source node. The above experimental results 
prove that proposed routing mechanism works efficiently than other proposed 
schemes in sensor network environment.  

5   Conclusion 

In this paper, we proposed the architecture for 6LoWPAN network mobility that also 
supporting communication between IPv6 node and sensor node. 6LoWPAN network 
is included in mobile router, although there’s no mobility function for each sensor 
node. A sensor node works as a mobile network unit through mobile router with 
modified and defined LOAD routing protocol. Also, we have designed the mobile 
router architecture including the module of each layer. Mobile router detects its own 
default Internet gateway through the IGREQ (Internet Gateway Request) and the 
IGREP (Internet Gateway Reply) message, and after finishing this operation, it can 
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communicate with Internet through IPv6 network and transmit Binding Update mes-
sage to its own home agent. Therefore, mobile router can let home agent know its 
own current location. For optimized packet routing, through the MNPREQ (Mobile 
Network Prefix Request) and the MNPREP (Mobile Network Prefix Reply) message, 
it can exchange the prefix information between each other among neighbor mobile 
routers and can route the packet through optimized path between nodes. From simula-
tion results we can conclude that the routing packet overhead and end-to-end packet 
delay are lower than other mechanisms. 
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Abstract. Management of mobile ad hoc networks poses new challenges due to 
the dynamic nature of the networks and the environment in which they operate. 
Management of these networks requires distributed systems which can adapt to 
the changing network conditions. An interesting approach to network 
management is Policy based Network Management (PBNM) which configures 
and controls the network as a whole. Lately, PBNM has become very popular 
but it has been mainly focused on large fixed networks and it is still evolving in 
the arena of mobile ad hoc networks. We present a PBNM framework utilizing 
the xml based cross-layer feed back. We propose solutions at the network layer, 
a cross layer feedback architecture and policy based management mechanism at 
the application layer.  We also present initial analysis via ns2 simulations. 

1   Introduction 

With the miniaturization of personal computing devices, proliferation in their number 
and advances in the wireless communication technologies, mobile ad hoc networks 
(MANETs) have gained popularity worldwide. MANETs are self organizing and self 
configuring multi-hop networks wherein nodes act co-operatively to establish the 
network “on-the-fly”. Communication between any two nodes might require the 
packets to traverse multiple hops and the constituent nodes act as both host and router. 
MANETs bear great application potential where wired infrastructure is not viable and 
temporary wireless network for instant communication is desirable such as disaster 
and emergency situations, battlefield communications, mobile conferencing, law 
enforcement operations and so on [1].  

Mobile ad hoc networks have engendered many research areas in the recent years. 
In the management field of MANETs, data collection and monitoring have been the 
                                                           
*  This research was supported by the MIC (Ministry of Information and Communication), 

Korea, under the ITRC (Information Technology Research Center) support program 
supervised by the IITA(Institute of Information Technology Advancement) (IITA-2006-
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main topics for research, and  research activities in the field of policy-based network 
management are gaining momentum in order to provide QoS mechanisms for 
MANETs [2, 3]. Unlike legacy network management, which generally involves 
configuring and managing each network entity individually, PBNM configures and 
controls the network as a whole, providing the network manager with a simplified, 
logically centralized and automated control over the entire network.  However, so far, 
the work on policy-based network management has largely focused on large fixed 
networks [2, 3], e.g., enterprise networks, content provider networks, and Internet 
service provider (ISP) networks. 

While there has been some previous research on deploying PBNM solutions for 
MANETs, our work introduces a novel organizational model specifically targeted to 
the characteristics of MANETs by incorporating cross-layer feedback and is 
dynamically adaptive to the continuously changing network conditions. The 
Framework consists of the following main components:- 

− Cluster Management/Topology Management: Clustering offers scalability 
and manageability for large scale mobile ad hoc networks. Research has 
shown that clustering is not only important routing; it also paves way for 
scaleable management solutions at the management layer.  The existing 
PBNM solutions manage the cluster formation and cluster maintenance at the 
application layer. But it is more logical in terms of control and architecture to 
manage the clustering at Network layer and make this information available 
via cross layer feed back. We therefore, propose an associativity-based 
clustering mechanism at the network layer. Information within the cluster is 
managed proactively.  

− Cross Layer Feedback: Due to the dynamic nature of the MANET nodes 
and underlying wireless physical media, solutions for fixed wired networks 
don’t perform optimally when deployed in ad hoc network environment. 
Recently there has been a growing interest in the design and implementation 
of cross layer solutions. We propose an XML based solution which to our 
knowledge has not been proposed before.  

− PBNM Application: It is built on top of cross-layer feedback and network 
layer support for clustering, topology maintenance, service discovery etc. 
PBNM Application performs actual management of the network e.g., 
translation of high level policies into device level policies, adaptation of 
policies to the network conditions and policy distribution etc. Details are 
provided in section III. 

The rest of this paper is organized as follows. After this brief introduction, section 
2 reviews related work in the area. In Section 3 we present our proposed PBNM 
framework, focusing on issues such as the management model, cluster formation and 
cross layer feedback. Section 4 evaluates clustering part of our work using ns2 
simulation, while Section 5 concludes the paper. 

2   Related Work 

Mobile ad hoc networks are significantly different from wireline networks and a lot of 
work has been generated on alternate network management paradigms. Network 
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monitoring, data collection and QoS provisioning have been the focus of most of the 
research work on ad-hoc network management. The Ad-hoc Network Management 
Protocol (ANMP) [4] uses hierarchical approach to reduce the number of messages 
exchanged between the manager and the agents. It uses a SNMP compatible MIB 
(Management Information Base) to perform data collection, fault management, and QoS 
provisioning. MIBs are maintained at the clusterheads. However, constantly maintaining 
the MIB in the face of nodal mobility seems inefficient and unreliable. Furthermore, it is 
still not mature enough to fully qualify for network provisioning [5, 6].  

A Guerilla Management Architecture [7] that employs a two-tier hierarchical 
infrastructure is proposed as an alternative to the conventional client-server 
architecture. It is based on the concept of mobile agents and focuses on adaptive 
network management. While this approach seems promising, considerable work is 
still required. Interoperability of this approach with the existing management systems 
(e.g., SNMP) needs to be better understood.  

In recent years, policy-based management of mobile ad hoc networks has seen 
growing interest by the research community. In [8], authors discuss the adoption of 
policy-based management for mobile users within an enterprise network, while [9] 
proposes and demonstrates an agent-based architecture to provide policy-based 
personalized multimedia services to nomadic users. Both works only consider 
infrastructure-based mobile networks.   

In [10], authors proposed a policy-based management framework which presents a 
policy provisioning architecture and a simulation-based evaluation of the architecture 
in different mobile ad-hoc networking conditions. All these protocols are 
implemented in a layered manner and may function inefficiently in mobile ad hoc 
environments.  To our knowledge, a cross layer based PBNM solution has not been 
studied extensively for mobile ad hoc networks. 

In this paper, we propose a PBNM architecture which employs cross layer 
feedback to get topology information, traffic load and track mobility of the nodes. 
The main contributions of this paper are: 

− Clustering at the network layer 
− XML based Cross layer feedback 
− PBNM Framework which employs the above two approaches. 

3   Cross Layer Based PBNM Framework with Vector Information 
in XML 

3.1   Key Architectural Components of a PBNM Framework for Ad Hoc 
Networks 

Before delving deep into the details of our architecture, we would like to provide a 
recap of the key concepts of a policy based network management framework.  
Typically, it consists of a Policy Management Tool (PMT), Policy repository, Policy 
Decision Point and PEPs. Policy Management tool provides the network manager 
with a UI to interact with the network. A network manager uses the PMT to define 
and edit various policies. The policies specified at the PMT are then stored in a policy 
repository commonly referred to as Policy Information Base (PIB). PIB is a data store 
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that holds the policy rules.  Policy Decision Point (PDP) or policy server translates the 
policies into a format that can be used to configure the Policy Enforcement Points 
(PEPs) or policy clients. PDP also monitors the policy changes that may take place at 
the PMT. PDP is responsible for the distribution of policies using COPS-PR. PEPs are 
network devices (end-hosts, routers etc.) where the policies are installed. PEPs are 
also responsible for reporting the local policy changes or status information to policy 
server(s). This facilitates the efficient network management [10].  

 
 

(a) (b) 

Fig. 1. (a) A Logical PBNM Architecture (b) An Example Deployment 

3.2   Categories of PBNM Architectures 

Based on the distribution model of policies we can divide PBNM architecture into 
three categories. First is outsourcing model wherein PEPs outsource the decision 
making to PDPs. Second is Provisioning model where PEPs are configured to take the 
decisions locally. Third and more flexible model is Hybrid model. In this model PEPs 
can make some of the decisions locally and for others they can outsource the decision 
making to PDPs.  

There exist many protocols for policy distribution in the literature, e.g., CORBA, 
SNMP, Web Servers, COPS (Common Open Policy Service) etc. In our architecture 
we employ COPS-PR (Common Open Policy Service for PRovisioning) [11].  It is an 
extension of the COPS protocol. Some of the salient features of COPS-PR are as 
follows: 

− COPS-PR supports hybrid policy distribution model which is the 
combination of both outsourcing and provisioning models. 

− It is event driven. 
− It supports transaction processing. 
− Uses persistent TCP to transfer policy messages. Persistent TCP 

significantly improves the performance of data transfer.  
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3.3   Clustering Management 

This is the one of the most distinctive features of our framework in that clusters are 
entirely managed at the network layer. We have implemented a clusterhead based 
clustering scheme called Associativity-based Adaptive weighted Clustering (AWC) 
[12]. Each node is assigned a nodal weight and selection of the clusterhead is based 
on this weight. Nodal weight is calculated as  

Nodal Weight = Residual Battery Life + Nodal Associativity 

( ) (1 ) ,    : 0 1v b vW P p I p p p= × + × − ∈ ≤ ≤  

where Nodal Associativity Iv is calculated based on the time averaged mobility rate 
and the nodal connectivity. It is given as  
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Let Xi be the neighbor set of a node during ith time interval then average nodal 
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The solution dynamically adapts the frequency of control messages to mobility 
pattern of the network. The size of the clusters is kept around an optimal value. This 
ensures energy and load balancing across clusters.  The hop size of the cluster can 
vary between upper and lower boundaries. This helps eliminate the ripple effect of re-
clustering. The stability of the clusters is further improved by improving Least 
Change Clustering (LCC) algorithm [15].  A timer Cluster Contention Interval (CCI) 
is used avoid unnecessary re-clustering when two clusters happen to pass by each 
other incidentally.  If they remain within the radio range of each other longer than 
CCI, the one with the lowest Wv will give up its clusterhead role. 

Each cluster maintains its topological information proactively. This information 
can be utilized by applications that assume self-adaptive hierarchical organization of 
the network e.g. hybrid routing protocols, network management tools. Solutions 
implemented at the upper layers can access this information through cross-layer 
interactions. Our proposed cross-layer mechanism is explained in the next section. 

3.4   Cross Layer Feedback  

The cluster wide topology information maintained at the network layer is exported to 
a shared repository called Shared Information Base (SIB). SIB is an Xml Database. 
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Structure of SIB Xml Database is specified through an Xml schema. Xml Database 
can be just an xml file or it can be part of a traditional Database Management System 
(DBMS). Xml Database concept has been incorporated into most of major 
commercial and open source database systems like Oracle [16], SQL Server [17], 
MySql [18] etc.  

The layers employing cross-layer interactions communicate with SIB using Data 
Access service. The service implements xml data retrieval, modification and storage.  
With the popularization of Xml, there are several innovative technologies available 
for Xml processing. One such technology is Xml Query or XQuery which is built on 
top of XPath. XQuery is to Xml what SQL is to databases tables. As Xml is platform 
independent so it can be supported virtually on all the portable devices.  XQuery is 
supported by all major database engines and it is a W3C recommendation. 
Architectural components of Data Access Service are demonstrated in Fig. 2 

 

Fig. 2. Architecture of the Xml Data Access Service 

 

Fig. 3. Architecture for Cross Layer feedback 

FLWOR (for, let, where, order by, return) expressions, pronounced “flower 
expressions” are the workhorse of XQuery language. They are similar to the 
SELECT-FROM-WHERE statements in SQL. Extended Backus-Naur Form (EBNF) 
of the FLWOR expressions can be found at [19]. For our research, implementation of 
only a subset of the FLWOR specification is sufficient. In addition to the 
implementation of XQuery, Xml Data Access Service also implements schema 
validation of the information retrieval and modification requests. The service converts 
the simple data requests from the layers into xml queries according to the schema and 
then runs these queries over the xml database. 
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The relevant information from all the layers can be stored in the xml database but 
currently in our scheme cross-layer interactions take place only at network layer and 
application layer.  

3.5   Components of Our Architecture 

The overall architecture is described as shown in figure 4. Topology Discovery is 
handled by the network layer and is based on the clustering mechanism explained in 
section 3.3. The information is retrieved by the application layer using the Xml Data 
access component. Clusterheads selected at the network layer are treated as PDP 
Servers by the PBNM framework at the application layer. QoS (Quality of Service) 
monitoring of the devices is performed using the COPS-PR protocol. The device 
capabilities are discovered using the device specific mechanisms. All this information 
 

 

Fig. 4. Policy Based management for Ad hoc networks 

 

Fig. 5. Distribution of the constituent modules over layers of TCP/IP stack 
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is processed by the management tool to adapt the policies according to the network 
conditions. Then the policies are distributed to the PEPs using COPS-PR. The 
distinctive feature of the framework is network level support for clustering which can 
be further used as a backbone for service discovery. The other distinctive feature is 
that vector information is stored and exchanged using xml technologies which offer 
multitude of advantages over the legacy approaches. Fig 5 demonstrates the 
placement of various constituent components of our proposed framework at the 
respective layers of TCP/IP protocol stack.  

4   Simulations 

Currently, we have performed simulation analysis our clustering algorithm which is 
part of the proposed policy based network management framework. We have used 
NS-2 simulator [13] to simulate the clustering algorithm and to perform its 
comparative analysis initially with Weighted Clustering Algorithm (WCA) [14]. We 
measure performance in terms of message complexity or control message overhead 
and number of clusterhead changes. We randomly distribute 100 nodes in a space of 
800m×800m. Nodes move in random direction with speed 0−20 m/s. Table 1 shows 
the setup parameters for the simulation.  

Table 1. The setup parameters used for the ns-2 simulations 

Antenna type Omnidirectional 
Propagation model TwoRayGround 
Transmission range 100m 
MAC protocol 802.11 with RTS/CTS 
MAC bandwidth 1 Mbit 
Interface queue type Drop-tail priority queue 
Max. IFQ length 50 
Propagation delay 1 ms 
Node count 100 
Network size 800m × 800m 
Speed of the nodes 0-20m/s 
Simulation time 1500s 

 
Fig. 6 shows the average clusterhead change in our clustering algorithm AWC 

comparative to WCA. The results have been averaged over 3 simulation runs. We 
calculate the average clusterhead change by calculating the average number of nodes 
assuming and relinquishing clusterhead role. Clusters formed by AWC are more 
stable than those formed by WCA. 

Fig. 7 illustrates the control traffic overhead incurred in maintaining the cluster. 
The overhead is calculated as total number of messages relayed by a node against its 
average speed. Due to the adaptation of AWC to the network mobility it is shown to 
perform better in a relatively static environment. 
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Fig. 6. Average Clusterhead Change 

 

Fig. 7. Comparative Control message overhead 

5   Conclusion 

We have presented a PBNM framework which employs xml based cross-layer feed 
back for exchange of topology, mobility and traffic information. Network Layer 
offers more control and flexibility for clustering and management of topology 
information and hence improves the performance and scalability of the management 
solution. We have also proposed a novel technique for cross-layer feedback based on 
xml technologies which promises platform independence. The solution therefore can 
be deployed on a wide range of portable devices. At the first stage we have 
implemented our own clustering technique which facilitates the formation and 
management of more stable and load balanced clusters. 
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Abstract. Nowadays Smart Home seems to be getting popular. An essential 
element of Smart Home is its sensor network to convey environment informa-
tion to the control station. There have been many communication protocols for 
this sensor network.  A problem from previous protocols is unbalanced energy 
consumption among sensor nodes.  Even though they tried to overcome unbal-
anced energy consumption, they could not solve this problem completely yet.  
In this paper, we found that the basic reason for this unbalanced energy con-
sumption is that there is normally one base node. Because of this architectural 
problem, the nodes around this sink node lose their energy more easily in rele-
vance to other nodes.  So, we propose the sensor network model with 2 and 
only 2 base stations with simulations, and its corresponding communication 
protocol. 

1   Introduction 

One of the essential things which make Wireless Sensor Networks (WSNs) different 
from the other types of networks is power consumption strategy. Unlike nodes in 
normal networks, each node in WSN is a sensor which has some restrictions in energy 
capacity. Recent extraordinary progress in sensor technologies has made it possible to 
build more powerful micro sensors in communication, data processing and storage 
capacities efficiently. 

Various communication protocols such as [1], [2], [3], [4], [5], [6], [10], [11] and 
[12] have been proposed for WSNs in order to prolong the network lifetime and en-
hance data quality. The SPIN family of protocols in [1] and [2] utilize meta-data ne-
gotiations before any data is transmitted to assure that there is no redundant data sent 
throughout the network. Thus, it can save the network energy and bandwidth. In Di-
rected Diffusion [3], C. Intanagonwiwat, et. al. proposed an approach using in-
network data aggregation techniques to combine the data coming from different 
sources in order to minimize the number of transmissions. Following another ap-
proach, Heinzelman, et. al. [4] introduced LEACH, a hierarchical clustering protocol. 
In LEACH, cluster head (CH) nodes compress the data which arrives from nodes that 
belong to their respective cluster, and send an aggregated packet to the sink in order 
to reduce the amount of information that must be transmitted to the sink. Similar to 
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LEACH, TEEN [5] and APTEEN [6] also utilize hierarchical clustering algorithms 
but with some enhancements. Cluster head sensors in TEEN and APTEEN send their 
members a hard threshold and a soft threshold to reduce the number of transmissions. 
This is done by allowing the nodes to transmit only when the sensed attribute satisfies 
such thresholds. However, these approaches could not maintain the balance of energy 
dissipation among the sensor nodes. Whether we want it or not, there are still some 
sensors that work harder and consume much more power than the others. For example, 
some nodes near the sink need to transmit data for nodes in further areas; also, cluster 
head nodes or leader nodes in hierarchical clustering protocols need to aggregate data 
coming from other nodes, and then send the final compressed packet to the sink. Such 
sensors may die very soon while others are still alive with high residual energy, and thus 
network performance and lifetime may still be low. Furthermore, a wireless sensor 
network protocol will perform better if it is application specific. Nowadays a prevalent 
protocol for a smart home environment has not been developed yet. It means that this 
area has strong potential as a research field. The protocols for home environment have 
some inherent characteristics, with some particular requirements. 

In this paper, we shall therefore propose a novel wireless sensor network protocol, 
called Fair Energy Consumption Protocol (FECP), which is a highly balanced energy 
dissipation protocol appropriate to the home environment. Jose D.P. Rolim and Pierre 
Leone in [10], [11] and [12] also proposed an algorithm for energy balanced data 
propagation in WSNs but they used a statistics approach which is different from ours.  
Based on two base stations (BSs) topology, the key idea in FECP is to make energy 
dissipation in both horizontal and vertical axes more uniform, thus maximizing the 
network lifetime. Similar to the above approaches, our approach also adopts the data 
aggregation and threshold techniques, but they are improved in order to work better 
with the home environment. 

The rest of this paper is organized as follows. Section 2 will briefly describes ma-
jor reasons for the energy consumption in WSNs, and prove that unbalanced energy 
consumption is caused by one sink node. In section 3, we will present our new inno-
vative protocol FECP. We will provide some metrics for simulations and compare our 
model with other models in section 4. Finally, section 5 will conclude the paper with a 
summary of our contributions and point out open research problems. 

2   Energy Consumption in Wireless Sensor Networks 

In this section, we intend to address some problems which frequently affect the sensor 
network lifetime. First of all, the energy of recent sensor nodes is still restricted 
whereas their processing and storage capacities have been increased many times. This 
problem certainly influences the overall network lifetime. Secondly, we encounter the 
problem of transmitting data from each sensor node. Such transmitting consumes 
much more energy than sensing, processing and storing data. If a sensor network has 
to transmit data too frequently, its energy might be drained rapidly. Similarly, when 
flooding techniques or broadcasting messages are overused, they would cause net-
work congestion. That problem could also shorten the network lifetime. Thirdly, data  
collected by many sensors in WSNs is typically based on common phenomena,  
especially in overlapped sensing areas; hence there is a high probability that this data 
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has some redundancy. Furthermore, there are usually some data values which could 
be unnecessary for some applications. Transmitting such redundant or unnecessary 
data would consume the network energy irrationally. For example, if the thermal 
application prefers to get the temperature greater than 50oC only in order to raise a 
fire alarm, then sending the value 23oC from every thermal sensor to the sink would 
waste the network energy. Finally, because the number of transmissions is different 
from each sensor, some sensors would die sooner than the others. Thus, the network 
lifetime would be affected. 

 

Fig. 1. One-base-station topology 

Besides all of the above, there is still one more design problem which could sig-
nificantly influence the network lifetime. Most previous protocols use one-base-
station topology. In this topology, sensor nodes are usually scattered in a target field. 
They collect and route the data back to a particular external BS through other nodes, 
as in Fig.1. The sensor nodes are near the BS, therefore, would specifically have more 
pressure than the other nodes which are located further from the BS because they 
might transmit data to the BS not only for their own, but also for the further ones. 
Such sensor nodes would consume their energy much faster than the others. Some 
protocols such as LEACH, TEEN and APTEEN utilize a clustering technique to solve 
this problem. Data is transmitted inside each local cluster first. Then the cluster head 
nodes compress such incoming data, and send it to the BS. Thus, it might reduce the 
amount of information that must be transmitted to the BS. In addition, the cluster head 
role is rotated randomly on few sensor nodes to keep some certain nodes from drain-
ing too much energy for this role. However, the idea of dynamic clustering brings 
extra overhead, e.g. head maintenances, head changes, new clusters’ advertisements, 
cluster collisions etc. 

3   FECP in Details 

3.1   Two-Base-Station Model  

Our novel design idea is sharing the roles and responsibilities on every sensor equiva-
lently. The sensor node which works hard will periodically change its phase to work 
lightly in its next turn, and conversely. Moreover, we try to avoid transmitting data to 
the same sensor node for a long time to extend the sensor network lifetime. Before send-
ing data to the BS, each sensor node will choose its next hop based on the number of 
times that this hop is used. The hop with the least uses would be chosen as the next hop. 
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Fig. 2. Two-base-stations model with active BS1 

We propose a two-base-stations model as Fig.2 and Fig.3. Sensor nodes are freely 
scattered in a smart house. Then we put two base stations at each end of the sensor 
field so that the sensor nodes should be considered a placement in the range of two 
BSs: BS1, BS2. We consider BS1 to be at top, and BS2 at the bottom of the network. 
The sensor nodes are classified into levels. There are two types of levels: Top-Down 
Level (TDL), which is numbered increasingly from BS1 toward BS2 (starting from 
1), and Bottom-Up Level (BUL), which is numbered increasingly from BS2 toward 
BS1 (starting from 1) as shown Fig.2 and Fig.3. A TDL defines a number of hops 
from the sensor nodes to BS1. Similarly, a BUL defines a number of hops from the 
sensor nodes to BS2. Owing to the communication with 2 BSs, each sensor node 
should have both a TDL and a BUL. The sum of such two levels, TDL and BUL, 
should be equal to the total number of levels N in one direction (top-down or bottom-
up) plus 1 as given by 

TDL + BUL = N + 1 . (1) 

At first, BS1 works as an active BS (ABS). Every sensor node should transmit the 
collected data to this active BS in the bottom-up direction as shown in Fig.2. After a 
certain period of time, BS1 is deactivated and BS2 is activated vice versa. Then every 
sensor node should change the transmitting direction to the new ABS, top-down direc-
tion as displayed in Fig.3. It continues working like this periodically. In the first turn, 
the sensor nodes lying closer to BS1 tend to be utilized exhaustively, since all data 
passes through them. However, they will be the lightest ones in the next turn, since 
they just pass all data to their neighbors. It works similarly with the other sensors.  

Besides indicating the number of hops to the BS, a level might also infer a trans-
mission rate of the sensor nodes in this level. A low level sensor node should have a 
higher transmission rate than a high level sensor node. The sums of TDLl and BULl  
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Fig. 3. Two-base-stations model with active BS2 

of every sensor nodes are equal to each other with value of N + 1. Hence, any 2 sen-
sors in different levels but in the same routing chain in Fig.4 should be intended to 
have similar transmission rate, and consequently consume mostly the same amount of 
energy. In other words, energy would be dissipated almost equally among all nodes in 
vertical axis. The picture of this transmission method is similar to an hourglass’ work-
ing method. 

Because the unbalanced energy consumption problem tends to occur mostly in ver-
tical axis, we only need to add one extra base station to balance the energy consump-
tion of each sensor in this axis. The use of more extra base stations might bring up 
complexity without any efficient help. 

3.2   Transmission Counter to Choose the Lightest Neighbor 

The above technique can only ensure the balance of energy dissipation among all 
nodes in the same routing chain. It can not balance the energy consumptions among 
the nodes in the same level, which means the horizontal axis. We shall therefore pro-
pose another technique, called Lightest Neighbor technique, to solve this problem. 
The nature of transmission of sensors shown in Fig.5 is broadcasting radial signals in 
a circular area. 

Sensor A is transmitting data to sensor B, and sensor C is within the transmitting 
range of sensor A. Whether it wants to or not, the data from sensor A will reach sen-
sor C also. In other protocols, sensor C will discard this packet since it is not a target 
of this packet. In our approach, however, before discarding the packet, sensor C will 
count up the number of transmissions of sensor A, called a transmission counter (TC). 
In our protocol, each sensor node should maintain the list of its closest neighbors, 
which are the reachable sensor nodes in lower and higher levels next to it, and also the 
TC corresponding to each neighbor. When a sensor wants to send a data to an ABS, it 
will look for a next hop in the lower neighbors list in the direction to this ABS. The 
neighbor which is chosen as a next hop should have the smallest TC. If there are more 
than two neighbors with the same smallest TC, the one which has highest energy 
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Fig. 4. Routing chain 

 

Fig. 5. Broadcasting in circle area 

status will be chosen. The chosen neighbor is so called the Lightest Neighbor. By 
dynamically changing next hop and only choosing the lightest one, the energy dissipa-
tion tends to be equal among all nodes in the same level. 

3.3   Threshold and Data Aggregation Techniques 

Moreover, our approach also adopts the threshold and data aggregation techniques in 
order to reduce the number of transmissions. Our threshold technique is borrowed 
partly from TEEN protocol. Depending on applications, each sensor will have a hard 
threshold, which is the domain of the sensed attribute and a soft threshold, which is a 
small change in the value of the sensed attribute. The newest values of all attributes 
are cached in an internal array. The nodes will transmit data only when the following 
conditions are true: the current value of the sensed attribute is within the interested 
domain defined by the hard threshold; the current value of the sensed attribute differs 
from the newest value in the internal array by an amount equal to or greater than the 
soft threshold.  After that, they update the newest value of this attribute by the current 
value. Unlike TEEN, we might not try to send periodically the thresholds to every 
node. We do the threshold function not only at sending nodes but also at receiving  
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nodes. Moreover, broadcasting the thresholds is done by the BSs not by any nodes. 
Therefore, we can avoid broadcasting threshold announcement packets and move the 
overhead maintenance problems from sensor nodes to BSs. We also do not use any 
meta-data for negotiations, thus it might reduce the negotiating traffic. 

3.4   Two-Base-Stations Setup Mechanism 

At first, base station BS1 broadcasts a discovery message with a discovery level num-
ber (DL number) set to one while every node initially sets its Top-Down Level (TDL) 
to infinity (∞). Each node, upon receiving the discovery message originated at BS1, 
checks to see if it matches one of the following cases: 

• The DL number is less than its TDL then the received node sets its TDL 
equal to DL number and resends the discovery message after increasing the 
DL number by one. 

• The DL number is equal to the received node’s TDL then it updates its rout-
ing table. 

• The DL number is greater than the received node’s TDL then it discards the 
message. 

All discovery messages will be sent hop by hop until they reach the base station 
BS2. The Bottom-Up Level of each node is calculated by equation (1). 

3.5   Regulation of Direction of Transmission 

Two-base-stations model makes every nodes dissipate energy in a more balanced way. 
However, the regulation of direction of transmission between two base stations needs 
to be considered. In our mechanism, there are two triggers which cause a change in 
direction of transmission. The first one occurs at the active base station. After a prede-
fined period T, such base station will send a message to the first level nodes to notify 
them a new direction. Then such nodes will update their current direction of transmis-
sion. The second trigger occurs at any member node if its rate of energy consumption 
larger than a predefined threshold. Then this node will update its current transmitting 
direction. The rate of energy consumption of one node is given by: 

Nt x Et  +  Ns x Es 
R = 

Δt 
. (2) 

Nt is the number of transmission and Ns is the number of sensing in a period Δt. Et and 
Es are the energy consumption unit for transmitting and sensing. 

This mechanism regulates the transmitting directions dynamically depending on 
energy status of each node. Therefore, the network will spend its energy more wisely. 
Moreover, instead of broadcasting the notifying message, each node will update its 
transmitting direction when it receives a packet with a different direction. Hence, the 
control messages are reduced and the management cost is less. 
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4   Simulations and Comparisons with Other Protocols 

We use Glonemo [9] as a simulation tool for our research because it has a model for 
energy consumption. In addition, we suggest some energy metrics to evaluate both the 
energy efficiency of overall network and energy consumption of each sensor. 

1) Total Energy (etotal): total amount of energy consumed by the network for each 
transmitted packet. 

etotal = etx + erx  + (n-1)ere 
etx + erx : the amount of energy required by a node to transmit and receive a 

packet. 
ere: the amount of energy used to read only the header of the packet. 
n: number of neighbors. 
2) Energy Efficiency (eeff): number of packets delivered to the sink for each unit 

of energy spent by the network. 
3) Private Energy (epr): the probable amount of energy unit consumed by one sen-

sor after the sources send psrc packets. 

We perform simulations to observe the energy consumption rate at each local area 
and the residual energy of the overall network by the time. We simulate random static 
networks of 100 nodes having the same radio characteristics. At first approach, we just 
use the normal data aggregation technique with one base station and without Lightest 
Neighbor technique. In another way, we apply Two-Base-Station algorithm and Light-
est Neighbor technique in a different approach. Our results show that such residual 
energy of the network in both approaches is almost the same during the observed time. 
However, in normal data aggregation technique, the energy consumption rate among 
each local area is not equivalent. The rate of the area which is near the sink is much 
higher than others. In FECP approach, the average rate of energy consumption of each 
area is similar. Therefore, the network which is applied Two-Base-Station algorithm 
consumes energy more balanced than that related to the former case. 

We compare our proposed protocol FECP with some popular protocols such as the 
SPIN protocol, Directed Diffusion Protocol, LEACH protocol, TEEN and APTEEN 
protocols. This comparison is mainly based on the one performed in the surveys [7] 
and [8]. Table 1 lists the comparisons results. 

 
Fig. 6. Residual energy of overall network in both approaches 
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Table 1. Comparisons Results 

 SPIN Directed 
Diffusion 

LEACH TEEN & 
APTEEN 

FECP 

Complexity Low Low CHs CHs Low 

Balance of 
Energy 
Dissipation 

Very 
low 

Very low Low Low Good 

Number of 
BS(s) 

All 
nodes 

1 1 1 2 

Radio 
Signal 

No No No No Yes 

Multi-path Yes Yes No No Yes 
Scalability Limited Limited Good Good Average 

Negotiation Yes Yes No No No 

Data Ag-
gregation 

Yes Yes Yes Yes Yes 

Query 
Based 

Yes Yes No No No 

Threshold No No No Yes Yes 

 
The home environment is significantly appropriate for deploying our protocol. In 

such environment, sensor nodes are placed densely in a small area, and the number of 
deployed nodes is moderate. Each sensor node might have many candidates to choose 
its next hop. The distances from this node to its candidates are close, thus the energy 
consumption to transmit data to each of them is almost the same. Therefore, FECP 
might use these advantages to uniform the energy dissipation among all sensor nodes. 
We can obviously see that in our approach the higher density of sensor nodes, the better 
the balance of energy consumption. This feature, however, is a disadvantage for hierar-
chical clustering approaches. They will need to pay a higher cost for some heavy over-
heads such as dynamic clustering, cluster colliding, and cluster heads (CHs) maintain-
ing. Besides, high density of sensor nodes is also appropriate for multi-path based rout-
ing. It can make a higher balance in power consumption by changing the route dynami-
cally. Unlike LEACH, TEEN and APTEEN using single-path based routing, we pro-
pose a multi-path approach based on the Lightest Neighbor technique in order to uni-
form the power consumption in horizontal direction. Generally, by using our methodol-
ogy the energy of an overall network would be consumed more efficiently than by using 
any other approaches, thus increasing the network lifetime. 

In terms of comparing with data-centric protocols, we also have some adaptations 
that are more suitable for the home environment.  The applications of such environ-
ment require data delivery to BSs continuously. Such data requirements will not 
change normally. Therefore, using metadata negotiation and query-based techniques 
like SPIN and Directed Diffusion should not be appreciated. It might be unnecessary 
to use extra negotiation packets and to query data from specific sensor nodes. Instead 
of that, FECP protocol would be intended to utilize threshold and data aggregation 
techniques in order to reduce the transmissions of redundant or uninterested data. 
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5   Conclusion 

In this paper, we have described FECP, a two-base-stations protocol, which is near 
optimal for an energy dissipation balancing problem in WSNs, especially smart home 
environment networks. FECP outperforms the other prominent protocols such as 
SPIN, Directed Diffusion, LEACH, TEEN and APTEEN in terms of equivalence of 
energy consumption among all nodes. It can eliminate the overhead of dynamic clus-
ter formation in hierarchical clustering protocols like LEACH, TEEN and APTEEN. 
It can also limit the number of transmissions among all nodes and it is much more 
suitable for home environment than data-centric protocols like SPIN and Directed 
Diffusion. 

We also developed a regulation mechanism to synchronize the direction of transmis-
sion between two base stations and to enhance the energy awareness ability of the sen-
sor networks. Our simulations show that FECP can keep the energy load being evenly 
distributed among all sensor nodes. Thus, the energy at a single sensor node or a small 
set of sensor nodes will not be drained out very soon. We hope that our novel protocol 
will bring out a new wireless sensor network model for the home environment. 
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Abstract. Through IP multicast has been deployed for more than a
decade, several tools and systems for managing multicast network and
service are developed. Most of them have their special propose to per-
form their tasks. That’s not so comprehensive and easy-to-use customer-
centric system. Especially today with the growth of multimedia service
needs based on IP multicast such as IP-TV, it’s more important to mon-
itor and manage the network at real-time. In this paper, we present our
multicast network management system ’Multicast NMS’ we have built,
aimed to monitor and manage our network for IP-TV service application
delivery. we describe the design and implementing and experiences.

Keywords: IP Multicast, IP-TV, Network Management.

1 Introduction

IP multicast provides scalable and efficient mechanisms to support for multi-
receiver network applications in the Internet. It is not only to save the access
network resource, but also to reduce the load of the service servers.

IP-TV service, many ISPs are interested in today, consists of various services,
and the live broadcasts and the applications are delivered over IP multicast. IP
multicast is an appropriate method to transfer the one-to-many services though
the network. So, management of multicast network has become more significant
and the need of comprehensive management system is growing. The multicast
management systems are required to detect and diagnose many multicast session
problems such as reachability and quality at real-time. For deployment of the
system on the enterprise network, the architecture is required to be scalable and
flexible.

In this paper we present our system Multicast NMS, developed for monitoring
IP-TV service application delivery over the KT network. we describe the archi-
tecture, implementing and experiences after deploying it. The reminder of this
paper is organized as follows. Section 2 presents a brief overview of existing mul-
ticast management tools and the differences among them. Section 3 introduces
Multicast NMS about key functions, the architecture and the implementation.
Section 4 presents conclusions.
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2 Related Work

With the deployment of multicast services in global networks, many research pro-
posals, experiments and tools were developed for monitoring multicast networks
and operations. Here we briefly introduce existing multicast network manage-
ment tools.

Mtrace [1] is one of earlier useful tools that shows the routers and loss statistics
in the reverse multicast path from a given receiver to the source of a multicast
group. but it does not show the entire forwarding tree and may cause congestion
in the network. It is hard to provide real-time monitoring functionality.

MRM [3] is a protocol used to create active and passive multicast monitoring
and measurement scenarios. It can measure the multicast loss.

SMRM [2] is a follow-up effort that incorporates MRM functionality into
an SNMP-based framework monitoring packet loss,delay and jitter of multicast
paths in a network.

RTPmon [4] was designed to monitor quality of service characteristics as ob-
served at the receiver sites in a multicast application. but due to its dependence
on RTCP, rtpmon can only be used for monitoring applications that use RTP
as their transport mechanism.

Mhealth [5] uses mtrace and RTCP to display a real-time, graphical represen-
tation of a particular group’s multicast tree including packet loss charactersistics
of each link in the tree. but it also depends on RTP to perform its task and is
not particularly scalable.

Sdr-monitor [6] observes the global reachability of sdr messages to group mem-
bers by collecting feedback from multicast receivers. but it is solely based on sdr
reports to collect the multicast information. Sdr reports provide a limited statis-
tics and it suffers a potential scalability problem.

RMPMon [7] is SNMP-based system designed and developed to monitor end-
to-end performance of multicast. It uses RTP MIB and RTP Sender MIB to
perform the required monitoring.

Several systems developed to provide more comprehensive monitoring and
management support for operational network environment are mentioned as fol-
low.

MRMon [8] defines and uses several MIB modules to passively collect and
monitor multicast service. The MIBs are Multicast Statistics Group MIB, Mul-
ticast Histoy Group MIB etc.

Mmon [9], developed by HP lab, was one of multicast monitoring and man-
agement systems from an operational network management point-of-view, and
it utilizes standardized multicast routing MIBs to gather information. Mmon
is very similar to Multicast NMS. The primary difference between them is the
functionality of topology visualization. Mmon can provide each group forwarding
path over the topology and Multicast NMS can provide all groups forwarding
over the topology and also provide the forwarding path for a group too. The
detail is described in the section 3.
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3 Multicast NMS

In this section, we present Multicast NMS, developed for monitoring IP-TV
service application delivery. It utilizes standardized multicast routing MIBs to
gather information, and provide various functions for operators to be easy to
control and manage the network. In the following, we describe the key func-
tions of the system, present the architecture, and discuss our challenges with
implementing, experiences.

3.1 Key Functions of Multicast NMS

Multicast NMS is designed to provide various functions of efficiently managing
multicast network for the operators. we present the key functions of Multicast
NMS as follow.

Discovery and visualization of the multicast topology: It is able to dis-
cover the multicast routers(and switches) and the multicast peering relationships
between them. The display of multicast topology is important for operators to
recognize how the multicast traffic flows though the path and which one is par-
ticipant in the multicast delivery and provide whether there’s any problem on
an equipment or link of them.

Multicast protocol status monitoring: It monitors the status of multicast
protocols and the availability of various elements in the multicast infrastructure.

Multicast traffic monitoring: It monitors the traffic and users can configure
the thresholds so that when the traffic isn’t normal it can warn the user.

Fault detection and alarm generation: Like any management system, an
operational multicast system should generate alerts once it detect faults such
as multicast traffic exceeding specific thresholds, failure of multicast peering
relationship and router going down etc.

Visualization of forwarding tree: This helps the operator to monitor all
of multicast channel flow, and also trace specific multicast data flows in the
network. It is useful in both detecting and diagnosing non-reception of data by
some group members.

Multicast groups forwarding history management: It saved the changes
of groups(channels) flow on the interface of a router. It provides the history of
the channels transiting on each interface so that users can get more information
to deduce the reason about the changes.

Multicast traffic and fault history management: This is useful for post-
analysis and capacity planning.

3.2 Software Architecture of Multicast NMS

Multicast NMS adopted 3-tier architecture in order to get performance and
extensibility essential for management of huge networks. It consists of network
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Fig. 1. Architecture of Multicast NMS

adaptor, application server and GUI(Graphic User Interface) client shown as
fig 1.

Network adaptor use SNMP API to communicate with SNMP agents and also
use CLI(Customer Line Interface) or ICMP(Internet Control Message Protocol)
to get more information from the elements. Data collector modules such as for-
warding collector, fault collector are controlled by the scheduler and they are
polling data from the elements according to given schedules from the scheduler.
Cache manager performs data caching, the parser is parsing the information
when the data gathering via CLI.

Application server includes several data handing modules, such as topology
management, fault management, account management,schedule management,
policy management and so on. They deal with data gathered by network adaptors
and put it into DB server stored. The schedule and policy management are
managing the polling schedules and policies for each element. And operators can
control the polling policy, configuration and other environment setting on GUI.
The client communicates with application server via the session manager. Also
for the communication of application server and network adaptor they use their
own session managers. Among the 3-tier, they communicate with each other by
TP(Transaction Processing) communication.

The architecture enables Multicast NMS to accept more additional devices
easily.
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3.3 Implementation

As architecture of our system mentioned, we have kept the 3 parts - the user
presentation, data handling and data collection sperate. Users can control the
data collecting policy over GUI. Scheduler module in network adaptor can get
the policy from schedule management module in application server to know how
to access the equipments and collect the data from them.

Multicast NMS frequently collects the data about multicast topology, multi-
cast forwarding tree, multicast traffic, multicast protocol status from Multicast
related MIBs.

Fig. 2. Flow of protocol status management

Here we describe the process of managing equipment(Fig 2). At first, check
the router(switches) whether it is multicast routing enabled. If yes, check the
interfaces which are PIM(Protocol Independent Multicast) enabled. but if no,
Multicast NMS has a frequency to check it again. When it is found to be an
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enabled one, it becomes managing status. And the PIM enabled interfaces on
the equipment is found, then find the PIM neighbor interface to complete the
connection between the equipments. When equipment is multicast routing en-
abled and there are some interfaces PIM enabled, then Multicast NMS frequently
collects data not only about protocol status, but also about forwarding tree, mul-
ticast traffic and others from the equipment. During the managing status, if the
protocol status is changes, it means a fault occurs. If an interface of a multicast
enabled router is not checked it was a PIM enabled one, although the interface
is checked disable while frequently collecting, it won’t be a fault. That also in-
dicates the routers or the interfaces of them must be checked enabled once and
then they become into fault managing status.

From the architecture we can see that each one of data collecting modules is
independently polling each own data. They have their own policy and schedule
and the scheduler manages all the schedules. So it’s easy to add any other data
collecting modules so that it’s flexible to add more functions.

(a) Topology when one group selected (b) Topology when one link selected

Fig. 3. Visualization of multicast topology

The GUI is presented in Fig 3(a) and Fig 3(b). It provide the topology and
the groups forwarding over the links. The count is the number of the groups.
The number before ’/’ is the number of groups incoming into the interface and
the other one after ’/’ is the number of groups out of the interface. For example,
’3/0’ means 3 groups are flowing into this interface and 0 group is out of the
interface. As Fig 3(a) shown, users can select one group of which users want to
know the path on the right, and then the color of the link that the group flows
over becomes green. So users are easy to recognize the path. Fig 3(b) presents
the groups flow over the link user selected. The group list becomes orange color
as you see.

Multicast NMS also provide forwarding tree trace to get the end-to-end path
for each group. Users choose one equipment and one group first, and select the
trace direction - ’top-down’ or ’bottom-up’, then Multicast NMS will present
the forwarding path for the group. ’Top-down’ means the forwarding path from
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(a) Top-Down Forwarding Tree (b) Bottom-up Forwarding Tree

Fig. 4. Display of Forwarding Tree

the equipment to next hop equipments over that the traffic flows(Fig 4(a)) and
’bottom-up’means that from the selected equipment to the source(Fig 4(b)).
In bottom-up forwarding tree, there’re some more information provided. The
first one is that users can compare the route now and the successful route one
day before, so that users get more information about the path for the group to
analyze the route changes. The second one is users can get the traffic information
from each equipment on the path at real-time.

Multicast NMS also provide information about group changes on each in-
terface and then users are easy to know which group is added or deleted. For
example, the graph on the Fig 5 shows the count of groups flowing via the
interface decrease(from 3 to 2). When click the graph, users can get more de-
tail information about the groups. Here, it shows the result while clicking the
time that’s before the groups decrease, so the information about 3 groups are
presented below the graph.

Multicast traffic monitoring is one of the important points. The multicast
traffic statistics are also collected from the IP multicast routing MIB in the
routers. This MIB has counters for measuring the multicast traffic on each in-
terface as well as for each source and group pair transiting the router. The fre-
quency of statistics collection and the threshold are user-configurable.This Fig 6
presents the group traffic including octets,pkts,bps and pps. The grid below the
4 graphs(octets,pkts,bps,pps) is present the real data collected and the red mark
indicates ”critical warning”.

3.4 Experiences

Multicast NMS is deployed at KT network to monitor IP-TV service application
delivery. More or less 450 equipments are managed now. With the extension of
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Fig. 5. Changes of the group number over an interface

Fig. 6. Display of Multicast Traffic

the service coverage, the number of equipments to be managed will increase,
especially access network. That is the remain of work for Multicast NMS.

In this section we discuss some issues we faced while implementing and testing
Multicast NMS.

The first issue is about Multicast related MIBs we need. Although the IETF
standard MIBs for multicast management are proposed, not all the vendors
support the IETF standard MIBs.

KT network consists of QoS enabled backbone network, best-effort backbone
network and access network and IP-TV service is provided over the QoS enabled
network and access network. There’re many routers and switches and they are
produced by various vendors, especially those in access network.

Most in QoS enabled backbone network are the products of Cisco and Juniper
and they supports the standard MIBs to be easy to manage. In order to monitor
end-to-end network, managing the equipments in access network are important
too. But in fact not all of the access network equipments can support the MIBs.
So, vendors need to develop the standard MIBs for multicast management on
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switches and IGMP snooping MIB for L2 switches. Although IGMP snooping
MIB is a private MIB, it gives useful data to analyze for customer service status.

Like this, if they don’t support the MIBs, we must require to develop, or if the
OS has a bug we must require to upgrade. For example, we found a bug from
C6509 switches(OS version 12.2(18)SXF2) that can’t provide exact multicast
packet counts, and we found a bug from M320(OS version JUNOS7.2R2.10)
that provides inaccurate active multicast groups. There’s another case we found
- the octets value we collected frequently is not the same to real data value. As
we knows, switches produced by Cisco (sup720) support ipMroute-MIB instead
of ipMroute-STD-MIB (GSR support ipMoute-STD-MIB) and ipMroute-MIB is
an experimental MIB, just providing counter 32. So the it couldn’t deal with so
much data so that it gave the incorrect value. We changed to use Cisco-ipMroute-
MIB that provides counter 64 to collect octets value.

The second one is to determine collecting period. We must consider the over-
head of the equipments and also consider to realize the ”real-time” monitoring.
One thing we want to remind is the update period time of packets and octets in
Cisco switches. It generally updates the value in every 90 seconds. That means
we must collect the value every more than 90 seconds. If not that, the data may
not be true.

Though implementing and testing we consider many things, so we have de-
veloped and deployed the system sufficiently managing KT network.

4 Conclusions

The implementation of Multicast NMS for KT has two objectives. The first one is
to assist the managing and operating people for monitoring the service delivery
over the whole network. The other is to provide multicast traffic information
for designing and planning networks. Consequently, it makes the IP-TV service
application delivery smooth and thus enhances customers’ satisfaction.

It makes benefits in five aspect of ISP.
- Enables fast time-to-market by allowing auto-discovery of multicast infor-

mation
- Provides useful statistical information for network planning or engineering
- Effective network management even during a network expansion
- Minimizes down time by monitoring before service alarm
We also plan to manage more equipments this year, so the following work is

improving the performance and providing more information about IP-TV service
management and customer management.
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Abstract. With the increasing deployment of IPv6, IPv6-based SIP applications 
draw more attention from service providers. To date, most work on SIP 
operations and management (OAM) is undertaken on IPv4 networks. In this 
paper we present a framework called MoSA for monitoring SIP service 
availability in heterogeneous IPv4/IPv6 networks. We also investigate the fault 
tolerance issue of our approach analytically. A prototype has been implemented 
in Providence University for validation.  

Keywords: Voice over IP (VoIP), Session Initiation Protocol (SIP), IPv6, 
operations and management (OAM). 

1   Introduction 

Session Initiation Protocol (SIP) [1] is an application-layer signaling protocol for 
creating, modifying, and terminating multimedia sessions that works independently of 
underlying transport protocols. SIP defines a number of logical entities, namely user 
agents (UAs), proxy servers, and registrars. An UA is a logical entity that creates and 
sends a SIP request, and generates a response to a SIP request. A proxy server is used 
to route requests to the user's current location, authenticate and authorize users for 
services, and provide features to users. A registrar provides function that allows users 
to upload their current locations for use by proxy servers.  

Most operational experience with SIP to date has been over the IPv4 network; 
however, deploying SIP over the IPv6 network [2] emerges. SIP benefits from IPv6 
by having large address space and new features not found in IPv4, including security, 
plug-and-play, and Quality of Service (QoS). The transition to IPv6 will proceed 
gradually [3],[4]. During the transition period, SIP-based services coexist on both 
IPv4 and IPv6 networks.  

Fig. 1 illustrates the flow of SIP call setup. In the Fig., Alice and Bob are assumed 
to be IPv6-based SIP UAs (SIPv6 UAs). Initially, Bob registers its location 
information with the SIPv6 proxy server by using a REGISTER message, so that new 
calls can be correctly redirected (step 1). The SIPv6 proxy server replies a 200 OK 
message (step 2). Afterward, Alice sends an INVITE message to Bob via the SIPv6 
proxy server to setup a real-time transport protocol (RTP) [5] voice session (steps 3 
and 4). The INVITE message contains the Session Description Protocol (SDP) [6] 
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fields that include IPv6 address and port number information for RTP packets. When 
Bob receives the INVITE message, he sends a 200 OK message back to Alice via the 
SIP proxy server (steps 5 and 6). Upon receipt of the 200 OK, Alice responds with an 
ACK message (step 7). Then a RTP session is established between Alice and Bob.  

 

Fig. 1. SIP call setup between Alice and Bob 

Most network management tools nowadays perform checks on SIP service using 
port scan. However, the scanned port is open or accepted does not necessarily imply 
that the SIP service listening on the port is still alive. Furthermore, these tools have 
limited support for the IPv6 protocol. 

This paper addresses the regular surveillance over SIP service in a hybrid 
IPv4/IPv6 network. The contribution of this paper has been twofold. First, we have 
developed a tool instead of using port scan to test whether a particular SIP service is 
accessible across an IP network. Second, we have proposed a framework, known as 
Monitoring SIP-service Availability (MoSA), for periodically monitoring the 
specified services and warning about an abnormal situation. In MoSA, checks on SIP 
service availability can be achieved through two configurations: Configuration 1 (C1) 
and Configuration 2 (C2). C1 consists of a service monitoring server (SMS) and a 
service monitoring agent (SMA), and is suitable for the IPv4 dominant scenario where 
most services under SMS’s monitoring are IPv4-based. On the other hand, C2 
provides service monitoring for the IPv6 dominant scenario where most services 
under SMS’s monitoring are IPv6-based. 

This paper is structured as follows: Sections 2 and 3 describe, respectively, the 
architecture and the message flows of service monitoring for MoSA-C1 and MoSA-
C2 configurations. Section 4 analyzes the reliability of SMS through an analytical 
model. In Section 5, we present the implementation of MoSA. Finally, we conclude 
this paper in Section 6. 
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2   MoSA-C1 for IPv4 Dominant Scenario 

This section describes the MoSA-C1. We first present the designed network 
architecture and software architecture. Then, we elaborate on the message flows for 
monitoring SIP services. 

2.1   Network Architecture 

Fig. 2 displays the network architecture of MoSA-C1. The architecture consists of an 
IPv4 network and an IPv6 network. The IPv4 network connects to the IPv6 one 
through a dual-stack (DS) border router. The SIPv4 (SIPv6) proxy server is 
responsible for handling SIP sessions on IPv4 (IPv6) network area. Furthermore, the 
SIPv4 proxy server, the Web server, the Mail server, and the intermediate routers that 
reside in IPv4 network are IPv4-only. On the other hands, the SIPv6 proxy server and 
the intermediate routers that reside in the IPv6 network are IPv6-enabled; that is, they 
may not support IPv4 protocol.  

IPv6 NetworkIPv4 Network

Service Monitoring Server, 
Type I (SMS-I)

SIPv6 proxy 
server

border router
(dual stack)

SIPv4 proxy 
server

Service Monitoring 
Agent (SMA)
(dual stack)

Web server
Mail server

 

Fig. 2. MoSA-C1 network architecture 

The core element of the network is the type 1 SMS (SMS-I). The SMS-I, an IPv4-
only host, periodically checks on the specified services (in the example, the SIPv4 
service, the Web service, and the email service) over IPv4 transport. Meanwhile, the 
SMS-I runs intermittent checks on the specified SIPv6 service through the 
corresponding SMA. The SMA is a dual stack agent that monitors the SIPv6 service 
over IPv6 transport while returns status information to the SMS-I over IPv4 transport. 
When problems are encountered, the SMS-I can send notifications out to 
administrators in a variety of different ways (such as email and instant message). In 
this scenario, we locate SMS-I in IPv4 network since most services under its monitor 
reside in IPv4 network. 
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2.2   Software Modules 

Fig. 3 illustrates the respective software architectures for SMS-I and SMA. The SMS-
I consists of six modules as shown in Fig. 3(a). The User Interface Module (Fig. 
3(a) ) is responsible to display the status information, historical logs, and reports. 
The Monitoring Control Module (Fig. 3(a) ) is responsible for monitoring the 
specified services and collecting status information. For SIPv4 services, the 
Monitoring Control Module invokes the SIP Core Module (Fig. 3(a) ) to check on 
their availability. For SIPv6 services, the Monitoring Control Module asks the SMA, 
through message exchanges between the Agent Access Module (Fig. 3(a) ) and the 
SMS Access Module (Fig. 3(b) ), to monitor them. When problems occur and get 
resolved, the Monitoring Control Module exercises the Alarm-giving Module (Fig. 
3(a) ) to deliver notifications to administrative contacts. Finally, the TCP/IPv4 Stack 
(Fig. 3(a) ) uses the IPv4 socket to provide all packet-processing functions. 

Fig. 3(b) shows the relationship among modules of SMA. The SMA relies on the 
Monitoring Control Module (Fig. 3(b) ) to monitor the specified SIPv6 service. The 
Monitoring Control Module instructs the SIP Core Module (Fig. 3(b) ) to check on 
the SIPv6 service, and sends the status information back to the SMS-I through 
message exchanges between the SMS Access Module (Fig. 3(b) ) and the Agent 
Access Module. The TCP/IPv6 Stack (Fig. 3(b) ) encapsulates outgoing IPv4 
packets in turn into IPv6 packets, and delivers them to their respective destinations. 
The detailed message flows are described in the following section.  

 

Fig. 3. Software architecture. (a) SMS-I. (b) SMA. 

2.3   Message Flows 

Fig. 4 shows the example message flow used by the SMS-I to monitor a SIPv4 proxy 
server, which includes the following steps. 

Step 1. Base on the SIPv4 proxy server identity specified by the administrator, the 
Monitoring Control Module requests the SIP Core Module to initiate a 
check on the specified SIPv4 proxy server.  
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Step 2. The SIP Core Module performs Steps 2.1-2.5 (called the SIP-availability-
check procedure) to obtain the status of the specified server. 

Steps 2.1-2.2. At first, the User Agent client (UAC) initiates an INVITE message 
that is sent to the SIPv4 proxy server. The SIPv4 proxy server forwards the 
INVITE message to the User Agent server (UAS). The UAS responds to 
the INVITE message with a 200 OK.  

Step 2.3. Upon receipt of the 200 OK, the UAC sends an ACK message to the 
UAS, which indicates that the tested proxy server operates properly. 

Steps 2.4-2.5. Through the BYE and 200 OK message-pair exchange between 
the UAC and the UAS, the UAC tears the established RTP session. 

Step 3. The SIP Core Module replies to the Monitoring Control Module with the 
status information. 

Step 4. In the case of abnormality presence, the Monitoring Control Module 
invokes the Alarm-giving Module to send notifications out to 
administrators.  

 

Fig. 4. Message flow for monitoring SIPv4 proxy server 

Similarly, example message flow used by the SMS-I to monitor a SIPv6 proxy 
server is illustrated in Fig. 5 with the following steps. 

Steps 1-3. Based on the SIPv6 proxy server identity specified by the administrator, 
the Monitoring Control Module on SMS-I sends a SMS-get request to the 
SIP Core Module on SMA to initiate the SIP-availability-check procedure. 
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The SMS-get request is firstly delivered to the border router. Then the 
border router forwards the request to the SIP Core Module through an 
IPv4-in-IPv6 tunnel.  

Step 4. The SIP Core Module executes the SIP-availability-check procedure over 
IPv6 transport to obtain the status of the specified SIPv6 proxy server.  

Steps 5-7. The SIP Core Module sends the status information back to the 
Monitoring Control Module along the path traveled by the SMS-get 
request.  
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Fig. 5. Message flow for monitoring IPv6 proxy server 

3   MoSA-C2 for IPv6 Dominant Scenario 

This section describes the MoSA-C2. We present the designed network architecture, 
followed by the message flows used for monitoring SIP services. 

3.1   Network Architecture 

Fig. 6 shows the network architecture of MoSA-C2. The network elements are the 
same as that in Fig. 2, except that a type 2 Service Monitoring Server (SMS-II) is 
introduced to replace the SMS-I and the SMA. In this scenario, the SIPv4 proxy 
server and the intermediate routers that reside in IPv4 network are IPv4-only; the 
SIPv6 proxy server, the Web server, the Mail server, and the intermediate routers that 
reside in IPv6 network are IPv6-enabled. We locate SMS-II in IPv6 network since 
most services under its monitor reside in IPv6 network. 

The SMS-II intermittently checks on the specified SIPv6 service, Web service, and 
email service over IPv6 transport while checks on the specified SIPv4 service over 
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Fig. 6. MoSA-C2 network architecture 

IPv4 transport. When problems are encountered, the SMS-II sends notifications out to 
administrators.  

3.2   Message Flow 

Fig. 7 shows the example message flow used by the SMS-II for monitoring the 
specified SIP proxy servers. 
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Fig. 7. Message flow for monitoring SIP proxy servers 

In this example, the steps are as follows: 

Step 1. Base on the SIPv6 proxy server identity specified by the administrator, the 
Monitoring Control Module requests the SIP Core Module to initiate the 
SIP-availability-check procedure.  
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Step 2. The SIP Core Module runs the SIP-availability-check procedure to obtain 
the status of the specified proxy server. The messages involved in the SIP-
availability-check procedure are delivered over IPv6 transport.  

Step 3. The SIP Core Module replies to the Monitoring Control Module with the 
status information. 

Steps 4-6. These steps are the same as Steps 1-3 in Fig. 8, except that the messages 
involved in the SIP-availability-check procedure are delivered through an 
IPv4-in-IPv6 tunnel with SMS-II and border router as tunnel endpoints. 

4   Fault Tolerance of SMS 

Basically, fault tolerance of SMS can be achieved through deploying multiple servers 
of the same type. Since a SMS is either operational or down, the operational 
readiness of a SMS can be modeled by alternating renewal processes. Let Xi and Yi 
denote the operational time and down time in the ith renewal cycle, i≥1, respectively. 
Assume that the random vectors (Xi, Yi) are independent and identically distributed. If 
E[Xi+Yi<∞] and Xi+Yi is nonlattice1, then the probability that a SMS is operational at 
time t, t→∞, is [7, Th. 3.4.4] 

p = 
]E[Y]E[X

]E[X

ii

i

+
. (1) 

Let Dk denote the probability that the deployed k SMSs are all down. From (1), we 
have that 

Dk = (1-p)k. (2) 

Table 1. Expected number n of required SMS for different p values under the desired 99.999% 
SMS reliability 

Type of  
SMS (p) 

Number of Required 
SMS (n) 

0.999 2 
0.99 3 
0.95 5 
0.9 6 

0.85 8 
0.8 9 

To meet the carrier grade requirement, the SMS should achieve 99.999% 
reliability. Table 1 illustrates the effect of p on the number n of the required SMS to 
achieve 99.999% reliability. When p=0.8, nine SMSs are required to achieve the 
desired reliability. On the other hand, when p=0.999, only two SMSs are required.  

                                                           
1  A nonnegative random variable is said to be lattice if it only takes on integral multiples of 

some nonnegative number. 
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5   Implementation 

A MoSA prototype has been implemented in Providence University to validate the 
proposed framework. As SIP proxy server, the open-source implementation SER (SIP 
Express Router) [8], which supports for both IPv4 and IPv6, was chosen. For the 
automation of SIP testing, SMS was coded as a Nagios [9] plug-in. Nagios is a host 
and service monitoring tool licensed under the terms of the GNU General Public 
License. Finally, for SIP core module, SIPp [10], an open-source call flow generator 
for SIP, acts as UAC and UAS, respectively. 

Fig. 8 and Fig.9 illustrate the status for the monitored SIP proxy server. At initial, 
the SIP proxy server functions properly (see Fig. 8). For demonstration purpose, we 
disconnect the server from the Internet. The server status transits from OK to 
CRITICAL shortly (see Fig. 9). 

 

Fig. 8. Status for the monitored SIP proxy server: before disconnection 

 

Fig. 9. Status for the monitored SIP proxy server: after disconnection 

6   Conclusions and Future Work 

In this paper, we described the design of MoSA, a framework for monitoring SIP 
service availability in hybrid IPv4/IPv6 environment. The detailed message flows for 
service monitoring and alarm giving are presented. We also suggested how to select 
the number of the required SMS to achieve telecom-grade performance. Furthermore, 
a MoSA prototype has been implemented using Nagios and SIPp for validation. 
MoSA can be easily extended to support checks on services besides SIP by adding 
their respective core control modules.  

Future work includes a promotion for the alarm-giving module to deliver 
notifications to administrative contacts in cellular phone calls.  
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Abstract. Reliability of active measurement results is an omnipresent issue in 
all existing measurement tools. Till this day, no reference point exists that 
would enable to compare measurement methods in efficiency and reliability.  
Partially, this is due to inability to attribute any particular probability model to 
both probing results as well as to the traffic probes interfere with.  This paper 
proposed to analyze spectrum of measurement results in search for a reliable 
reference point. It is discovered that spectrum distribution of probing results are 
linearly dependent to linear changes in traffic. 

1   Introduction 

Many active measurement tools exist today [1].  They can be grouped by a particular 
network performance metric targeted by a tool, probe structure, and methods used to 
process measurement data.  However, all active measurement methods are based on 
probes, which is a sequence of packets transmitted into the network in order to 
discover its performance by analyzing interference of probes with cross-traffic.  
Because of this, active measurement methods are often referred to as “probing” 
methods. In this paper we will use terms active measurement and probing 
interchangeably. Traffic participating in interference with probes is referred to as 
cross-traffic.  

There is another common attribute of all probing methods besides the use of 
probes. They all share the uncertainty of probing results. The absence of any 
probability model attributed to traffic entails the same problems in processing probing 
results, which has to be done without a model attributed to them.  

To give a simple illustration of this problem, let us suppose that a certain condition 
occurred in the network and is caused by some artifact in cross-traffic. At current 
levels of active measurement technology, there is no guarantee that probing will 
register this condition even if a probe is sent into the network during the condition in 
subject.  The reason for this uncertainty has roots in traffic theory which is mostly 
probabilistic and assumes long periods of time, while probes operate only during a 
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very short period of time.  In simple words, it is therefore improbable that a probe will 
discover any short-term artifacts in traffic. 

The above uncertainty problem has already been tackled by a number of research 
works, the most prominent of which are the ones in [2] and recently in [3].  Especially 
in [3], the authors attempt to apply traditional probability theory to probing, but 
performed only theoretical studies, which often does not hold in practice. 

In this paper we attempt to find a reference point in the form of a metric that could 
have linear dependency on linear changes in traffic.  Frequency or probability 
distribution cannot offer such a reference point as their changes are not consistent 
with changes in traffic.  Instead, this paper proposes to use singular spectrum analysis 
(SSA) [4] to obtain distribution of spectrum in probing results.  The analysis proves 
that spectrum distribution does have linear dependency on linear changes in the 
traffic, and thus can serve as a good reference point for deterministic network 
performance discovery. 

2   Verification of Probing Results 

In part, low reliability of probing results can be blamed on the lack of a mechanism of 
verifying them.  In fact, any research proposing a new probing method has to make a 
choice between simulation and real network tests.  Both environments have flaws 
described in the following chapters.  

2.1   Basics of Probing  

Basics of probing are graphically displayed in Fig.1. Probing always requires action at 
both ends of probing path even when a one-way metric such as one-way delay or one-
way available bandwidth is concerned. Quite often probing is performed in round-trip 
fashion, there the receiving end of the path has to generate ACK packets for each 
probing packet it receives. In this way, information contained in the probe through 
interference with cross-traffic can be preserved in the group of space-preserving ACK 
packets. Interference with cross-traffic is normally due to cross-traffic packets queued 

 

 

Fig. 1. Network diagram for end to end probing 
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before, after, or in between probe packets. This interference is, therefore, indicative of 
traffic intensity and subsequently of network performance.  

In this paper we measure one-way delay to minimize unwanted inference.  In one-
way probing the interference is limited to forward direction and is easier to explore in 
quantitative terms. 

2.2   Verification by Simulation  

In a simulated environment it is very easy to verify performance of a given probing 
method.  However, this results will be based on traffic generated in simulation and 
will directly depend on the traffic generation logic within the simulation.  There are 
two well established general-purpose network simulators today, OPNET and NS.  We 
do not reference them here since both tools have the same flaw described below.  The 
information about them is freely available in the Internet.  

In order to generate traffic, a simulator has to use a probabilistic model that will 
define packet size, time interval between packets, duration of ON/OFF periods, etc.  
There are many parameters that can be used to define a model of random traffic 
generation.  This, however, does not solve the ultimate problem.  Real traffic in real 
networks fail to adhere to any particular probability model and therefore cannot be 
simulated by a model-based automatic generation.  This is the fundamental flaw of all 
simulations.  

2.3   Active Measurement in Real Networks  

Those probing methods that want to circumvent the fundamental flaw of simulation 
described above need to reserve verification through practical tests in real networks.  
Interference with authentic traffic is provided in this case, which seems to be the 
optimal solution. 

However, this is not the case.  While traffic inference is authentic, in real networks 
it is impossible to verify whether the probing results are true, thus undermining the 
goal of verification itself.  Even if, for example, passive monitoring would be used to 
gather information on traffic directly from a network device at the time of probing, 
this data would still contain some error due to inability to synchronize probing with 
collection of physical data from a device.  Besides, probing is done via a path rather 
than a single device, and collection of physical data from multiple devices will 
introduce even more error. 

For the above reasons, comparison of existing measurement tools, such as that in 
[1], is done in a very primitive way – by visual comparison to determine if the results 
are realistic.  In our opinion, such a comparison cannot constitute a sound scientific 
proof. 

2.4   Real Traffic Traces in Simulation  

In view of the two fundamental flaws above, the research in [5] tried to create a 
verification platform that would comprise useful features of simulation and real 
network tests in a single unified platform.  As written in [5], if a simulation-based 
platform could import real traffic traces and generate cross-traffic in simulation while 
strictly following the time and size of packets found in the trace, such simulation 
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could serve as a platform for verification, comparison, and practical analysis of 
probing methods.  This paper uses the simulator in [5] to verify the results of power 
spectrum analysis.  Traffic traces from several points in WIDE network [6] in Japan 
were used to generate cross-traffic. 

3   Properties of Active Measurement Time Series 

Before the proposal is made, some basic features attributed to active probing have to 
be considered.  Before probing results are considered as conventional time series and 
submitted to scrutiny of data mining methods, one has to make a clear definition of 
contents of probing time series. The term “probing time series” in this paper stands 
for probing results represented as time series. 

3.1   Trend Versus Residuals in Measurement Time Series 

Normally, data mining attempts to discover a trend in time series and suppress noise 
(residuals). When probing time series are concerned, the target should be inversed.  
According to the fundamental assumption of all probing methods, information about 
network performance is inferred form interference of probing packets with cross 
traffic. Therefore, a trend in probing time series is a static value which is the best 
network performance, or, in other words, performance of the network without any 
traffic in it. The residual part of the signal, normally referred to by data mining as 
noise, is the main target of probing as it contains the valuable information of network 
performance.  

In plain words, in probing time series, the residuals and not the trend is the target 
of mining. 

3.2   Singular Value Decomposition for Model-Less Analysis 

As mentioned above, analysis of time series results has to be done without a particular 
model attributed to data. One of the most efficient methods in model-less 
decomposition is Singular Spectrum Analysis (SSA) proposed and described in detail 
in [4]. Its closest rival is Principle Component Analysis (PCA), but it is well defined 
only for square matrices, while the matrices created from probing time series are 
rectangular MxN matrices, where M is normally smaller than N.  

The core of SSA is Singular Value Decomposition (SVD), which is written as: 

A = U∑V*, (1) 

where A is the original MxN rectangular matrix, U is an MxM unitary matrix 
containing orthonormal “input” basis vector directions for A, ∑ is an NxN diagonal 
matrix containing the singular values (spectrum components), and V* is a NxN unitary 
matrix containing orthonormal “output” basis vector directions for A.  In plain words, 
U is the input in the spectrum space of the signal, and ∑V* are eigenvalues and 
eigenvectors (in PCA terminology) that create the output.  
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Fig. 2. Distribution of spectrum components in probing results 

In practice, contents of diagonal matrix ∑ are of the main interest, as they can 
provide quantitative estimation on spectrum distribution in ordered components.  
Fig.2 displays distribution of spectrum components for 5, 10, 20, 30, and 50 
components. An interesting feature in Fig.2 is the wide gap between the first 
component and all residual components. In fact, the first component alone is enough 
to reconstruct almost 100% of the signal.  This proves the above assumption that trend 
is not of any value, as it represents zero interference encountered by the probe in 
cross-traffic. The distribution of all residual components starting from 2 is smooth and 
remains smooth over a wide range of the number of components. 

Such a smooth distribution is indicative of possibly infinite number of components 
existing in signal with infinitely small share in spectrum, which, indirectly, proves the 
absence of any model that can be attributed to it.  In fact, signal generated by 
deterministic models normally has abrupt changes in spectrum. 

Before SVD can be performed on probing time series, single array of samples has 
to be converted into a matrix.  This is done by using a lag matrix.  Lag matrix uses a 
window of a given size to convert single-dimension array into a MxN matrix where M 
is the window size and N = S – M + 1, where S is the total number of samples.  Each 
window is a column in the lag matrix where top element of each next column is the 
next sample in the original array.  Naturally, if only first M rows from the top left 
corner of the matrix were used, this would be a symmetric matrix.  However, since 
probing time series are longer than the size of the window, this is rarely the case. 

Since spectrum decomposition is performed, naturally, the size of the window M 
directly affects the spectrum.  Longer windows allow finer decomposition of signals.  
For probing time series, however, as was shown in Fig.2, a wide range of window 
sizes results in a similar smooth distribution. 

All calculations related to SSA and SVD were performed by using procedures from 
the widely used LAPACK [7] library of scientific procedures that has an extensive set 
of tools for calculations using matrices and linear algebra in general. 

4   Dependency Models for Probing Results 

Coming back to the target the paper, to analyze the perception of network 
performance by probing, it is necessary to give a solid definition of the target.  In this 
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paper we tackle only two specific cases to identify where changes in the network 
performance affect perception of it by probing in the same linear fashion.  First, it is 
important to verify whether there is a metric derived from probing results that change 
linearly in affect of linear changes in traffic volume.  Secondly, we also study how 
this metric is affected by linear changes in probing interval. The above two cases are 
referred to in paper as Test Case 1 and Test Case 2, respectively. 

4.1   Traffic Sampling Versus Probing: Problem Statement 

Perception problem existing in all probing tools is depicted in Fig.3.  Let us suppose 
that a network has a sampling mechanism inside that reflects the performance at any 
given time interval.  The perception problem is then phased as follows.  Given both 
sampling and probing are performed at identical regular time intervals, can it be stated 
that perception of network performance by probing is comparable to that by 
sampling? 

 

Fig. 3.  Fundamental problem in perception of network performance 

An answer to this question is rather simple. While sampling exploits cooperation 
by the hardware in the core of the network, it has direct acces to raw performance 
data. There is, therefore, no intrinsic error in it. Probes, on the other hand, have to 
traverse some path to reach the target network, continue to the other side of the path 
after the target network is exited, and often traverse the same path on the return if 
round-trip probing is used. So, the issue that needs to be verified by the proposed 
paper is whether or not probing results reflect changes in traffic or, interchangeably, 
network conditions, correctly as would be done by sampling.   The role of sampling in 
this paper is played by rigid knowledge of the contents in traffic at any given point of 
time during simulation. 

4.2   Fixed Measurement Model with Varying Traffic 

The Test Case 1 is facilitated by applying fixed probing parameters to a set of varying 
traffic conditions. To provide linear changes in traffic conditions we apply a linear 
scaling parameter, which the multiplier for every space between packets in imported 
trace.   
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It can be argued that the change in the traffic is exponential, since a multiplier is 
used, but when we mention linear change we refer to scaling parameter. This paper 
focuses on quantitative analysis of change and does not care about qualitative essence 
of difference between addition and multiplication.  

The use of scaling parameter also causes traffic to stretch in time.  Since a fixed 
interval of 20 minutes is used to collect probing samples, scaling of 120% would 
mean that the last 20% of traffic will be lost.  However, this is a tolerable effect since 
we analyze spectrum that will not be affected by this loss of traffic.  

 

Fig. 4.  Dependency of measurement results on scaling in normal space 

Fig.4 contains histograms that visualize distribution of samples depending on 
scaling parameter ranging from 100% (original signal) to 200% (double length).  
Distribution is non-linear, as majority of samples are gathering around the main 
asymptote at 10ms, i.e. sampling interval. Also, minor interference (closer to the 
asymptote) appears to be less affected than major interference (farther from the 
asymptote), which stands for non-linear affect of change on distribution of samples.  
The behaviour of spectrum distribution depending on linear change in traffic will be 
studied later. 

4.3   Varying Probing Models with Fixed Traffic 

Fig.5 contains the histograms obtained from Test Case 2, i.e. varying probing interval 
with fixed traffic. As found in Test Case 1, frequency distribution in time series does 
not follow linear change in probing interval.  Although due to fixed simulation time 
there are fewer probing samples to analyse, the distribution of frequency is similar 
with all three time intervals in Fig.5. That is, there are more samples closer to the 
asymptote and fewer samples further from it. Physically, this originates from common 
sense joined with probability.  Probabilistically, it is stated that in a sufficiently long 
time period, there is a heavy-tailed distribution of traffic parameters, such as bulk 
size, interarrival time of packets, etc. Common sense helps by stating that this 
probability distribution is independent from probing interval, i.e. at any probing 
intervals, there is the same probability for the probe to encounter a major surge in 
volume of traffic.  Distributions in Fig.2 prove it. 
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Fig. 5. Dependency of measurement results on probing interval in normal space 

5   Spectrum Analysis Results 

Having proved that metrics obtained in normal space from probing time series either 
do not respond to changes in traffic or respond in a non-linear fashion, this section 
studies spectrum distribution of results in order to find a linear dependency to linear 
change. 

5.1   Static Probing and Varying Traffic 

Fig.6 contains residual spectrum distribution from Test Case 1.  The main trend fully 
represented by the first component is cut off.  From Fig.6 we can see that distribution 
of the first 50 spectrum components shows linear dependency to traffic scaling 
parameter. More than that, the quantitative change is also reflected correctly, since 
average distance from 120% to 160% is more than from 100% to 120%, which is 
additional prove of linear dependency. Naturally, deeper in the ordered list of 
components there are some non-linear excursions, but the general trend in distribution 
is clearly linearly dependent on the scaling parameter. 

 

Fig. 6. Dependence of spectrum distribution on traffic scaling parameter 
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5.2   Static Traffic and Varying Probing 

Fig.7 contains results for Test Case 2.  In this case, the response to linear change in 
probing interval (~50ms increment) is not linear in spectrum distribution.  However, 
the factor of change is the same for the total spectrum distribution, thus, maintaining 
the distance between trends. Naturally, the curve obtained from probing by 10ms 
interval is the smoothest due to the high number of samples. The last curve was 
calculated from 10 times less samples and therefore is less stable in spectrum 
distribution. 

 

Fig. 7. Spectrum distribution as a function of probing interval 

6   Conclusion 

This paper analyzed spectrum distribution of probing results under a number of 
conditions.  Test Case 1 tested spectrum distribution dependency by manually scaling 
traffic by a fixed factor.  Test Case 2 studied dependency on probing interval.  Both 
test cases proved that spectrum distribution obtained by using SSA shows linear 
dependency on the above parameters. 

One of practical applications of the above findings would be obtaining a reference 
point for reliable perception of network performance. For example, with a fixed 
probing interval, such a reference point would be a global of a local best-case 
distribution of spectrum, which could be later used to detect changes in network 
performance based directly on changes in spectrum distribution. Since measurement 
results tend to have infinite number of components with very slow convergence rate, 
changes in spectrum distribution can easily take quantitative form as a distance 
between near-linear distribution curves. Quantitative analysis of spectrum changes is 
left for future study. 
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Abstract. When multiple flows using different versions of TCP exist to-
gether on the network, they are influenced seriously between each other.
One of methods to overcome this problem is to control such flows indi-
vidually by identifying the TCP versions of each flow. Thus, this process
needs a method to identify online which TCP version is used for each
flow. In this paper, we first focus on the increase speed of the conges-
tion window in two different versions of TCP, which are TCP Reno and
HSTCP (High Speed TCP). We also show that increasing rate of con-
gestion window has remarkable characteristics in each TCP version. We
then propose a method to identify flow by using the characteristics. We
show that TCP Reno and HSTCP can be completely identified by using
our proposed method.

1 Introduction

TCP (Transmission Control Protocol) has been mainly used as a transport proto-
col, and TCP Reno, which is one of TCP versions, is widely used in the Internet.
However, in recent years, the line speed of the Internet is increasing dramatically.
Several researchers have shown that TCP Reno is not appropriate to commu-
nicate for high-speed network, because flows of TCP Reno cannot utilize the
bandwidth of link efficiently. To solve this problem, new versions of TCP such
as HSTCP (High Speed TCP) [1], FastTCP [2], STCP (Scalable TCP) [3] and
BIC-TCP (Binary Increase Control-TCP) [4] have been proposed. These versions
are made improvements to utilize the bandwidth of link efficiently. Therefore,
in high-speed network, adoptions of new versions of TCP such as HSTCP are
desired in order to achieve better performance.

However, even if the new version of TCP is quite reasonable in the future,
it is difficult to migrate from TCP versions of current users in the Internet to
new TCP versions at a time. During the migration, there is a phase that two
or more versions coexist together on the same network. However, when multiple
flows using different versions of TCP exist together on the same network, they
are influenced seriously between each other. To avoid this situation, we need
to identify TCP versions in real time, and control flows of new version with
considering the influence on the current version [5].
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The researches to identify the TCP version exists so far. In [6], the authors
have assumed Tahoe, Reno, and NewReno as TCP version used by flows. Next,
they estimate the numbers of packets which will be sent in each versions. Then,
they compare them with the number of packets which have been sent actually. As
a result, each flow evaluated “violation” which indicates the degree how the mea-
sured number of packets exceeds the estimated number. The version which has
the smallest value of violation is inferred as a version of a flow. In this method,
they use rare events to identify the TCP versions, thus they cannot obtain high
identification accuracy. Therefore, we need to identify the TCP versions in real
time correctly. In [7], the authors cause the event such as the packet losses in
communication with the Web server, and they identify the version used by Web
server with TBIT (TCP Behavior Inference Tool). In this method, they can an-
alyze in detail about TCP version used by Web server. However, we cannot use
in actual environment, because this method have a influence to communication.

Therefore, in this paper, we propose a method to identify TCP version of flows
at relay router accurately in real time. In TCP, the congestion window (cwnd),
which is the number of packets which a sender can transmit at one time, is used
to avoid network congestion. We note that increasing amount of cwnd differs
depending on the TCP version. First, we calculate the cwnd in each of flows,
and the rate of cwnd. We identify the version by using characteristics of the rate
of cwnd. We simulate network environment that is constructed by nodes using
Reno and HSTCP. We apply the proposed method to the trace data of this
simulation, and show that the method enables identification of TCP version.
Additionally, we apply the method to trace data of simulations in which we
change the number of nodes using each version, and we investigate the amount
of time needed for identifying TCP versions.

This paper is organized as follows. We describe about our identification method
of TCP version in Section 2. We show our simulation environment, and describe
the results that we apply proposal method to the trace data in Section 3. Finally
we summarize this paper with future topics in Section 4.

2 Identification Method

In this section, we first describe outline of our proposal method. Next, we de-
scribe approaches which are used to estimate RTTs and rate of cwnd in our
method. Moreover, we describe detailed algorithm of our method in the follow-
ing subsection.

2.1 Outline of Identification Method

In each TCP versions, the cwnd is used to avoid network congestion. there are
the characteristics that the increasing and decreasing amount of cwnd differs
depending on the TCP version. Thus, in this paper, we use the characteristics
of cwnd to identify TCP versions used by flows. However, the value of cwnd
cannot be comprehended only by communicating end nodes, we cannot obtain
the cwnd directly at relay router. To solve this problem, we use the nature that



Real-Time Identification of Different TCP Versions 217

 0

 0.02

 0.04

 0.06

 0.08

 0.1

 0.12

 0.14

 100  200  300

In
te

rv
al

 T
im

e

Packet Number

start of flightB start of flightC

flightBflightA flightC

Fig. 1. Relations between flights and inter-arrival time of packets

the cwnd represent the number of packets sent in 1 RTT. We first estimate
RTTs and regard the number of packets which reached in the RTT as the cwnd.
Next, we estimate the rate of cwnd to obtain the characteristics which show the
more obvious difference between each TCP versions. We identify TCP versions
by using this difference. We describe about the method of estimating RTTs in
Subsection 2.2, and about the rate of cwnd in Subsection 2.3. Moreover, we
describe about process of proposed method circumstantially in Subsection 2.4.

2.2 The Method of Estimating RTTs

To estimate RTTs at relay router in real time, we use an estimation method
called flight method [8]. Figure 1 depicts the relation between inter-arrival time
of packets and flights. In this figure, the horizontal axis shows the number of
packets, and the vertical axis shows the inter-arrival time of packets. This figure
shows that there are packets making larger inter-arrival time and they make a
leading edge of each flight. The flight is defined as a sequence of consecutive
packets with nearly identical inter-arrival time followed by larger inter-arrival
time. The flight method regards the time between the leading edge of a flight
and the leading edge of the next flight as the RTT.

The procedure to compose flight is provided as follows. First, we consider a
sequence of packets p1, p2, p3, and inter-arrival times δ1, δ2 between the first
and second pairs of packets respectively as in Figure 2. We define the ratio g
which is given by

g(δ1, δ2) =
∣
∣
∣
∣

δ2 − δ1

δ1

∣
∣
∣
∣
. (1)

Next, we compare g with a threshold value. If g is smaller than threshold, p3
belongs to the current flight. If not, p2 is the end of the current flight, and p3
is the start of the new flight. According to [8], when we use ( 1

16 , 1
4 , 1

2 , 1, 2, 4
and 8) as the threshold values, we have nearly identical results in the composing
flight. Thus, we use 8 as the threshold.

In this way, the flight method regards larger inter-arrival time as separation
of flights. Therefore, delayed arrival time of packets caused by occurrence of
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congestion is also regarded as separation. As a result, a flight which should
be considered as one is divided into two shown as interval (A) in Figure 3.
Thus, we cannot obtain a correct result when a delay occurred, because flight
method is quite sensitive against the small variation of RTT. As a solution to
this problem, first we calculate the average of RTTs until first drop of packet.
Then, we compare estimated RTT with half of the average of the RTTs until
first drop of packet, and if former is smaller than latter, we deal with current
and next flight as one like interval (B) in Figure 3.

2.3 Rate of Congestion Window

We count the number of packets arrived in 1 RTT, in a word, the value of
the cwnd is calculated by using estimated RTT. Next, we calculate R which
is the differential ratio of cwnd between two flights of each flow. R is given
by R = wi

wi−1
, where wi is the cwnd of i-th flight. Figure 4 shows the time

dependent variation of R in Reno and HSTCP. In this figure, the horizontal axis
shows the time, and the vertical axis shows the R. In Reno, the value is declining
smoothly. This is because the increment of cwnd is fixed integer value in Reno.
On the other hand, in HSTCP, the R is declining while repeating the increase
and the decrease by little and little. This reason is as follows. The increment of
cwnd is floating value, and the value is increased monotonically and gradually in
HSTCP. Therefore, the R also varies smoothly. However, the number of packets
to be sent is of course an integer value, and so the value after the decimal point
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is rounded. Thus, the increment of cwnd lacks smoothness, and R is repeating
the increase and the decrease as Figure 4. We identify TCP version by counting
spikes of rate in observation time T . The spikes of rate means the events that

wi

wi−1
is larger than wi−1

wi−2
. The transition of the number of spike and the average

of maximum and minimum number of them are shown in Figure 5. In this
figure, the horizontal axis shows the identification time T , and the vertical axis
shows the number of spikes. As T is increasing, the rate of the number of spikes
in HSTCP is considerably larger than in Reno, and the average of maximum
and minimum values can be used as the threshold between Reno and HSTCP.
Figure 6 shows about the characteristics of rate in Reno and HSTCP. In this
figure, the horizontal axis shows the time, and the vertical axis shows the rate
of cwnd. In this figure, the distribution of the rate of Reno has one spike, while
the distribution of the rate of HSTCP has eight spikes in T .

As above, the TCP versions have the different characteristics in the rate of
cwnd respectively. We use the characteristics to identify TCP version.

2.4 Proposal Method

The procedure of our proposal method is shown as follows.

1. Estimate RTTs in each flows by using flight method.
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2. For i-th flight, count the number of packets arrived in 1 RTT, and regard
the number as the cwnd wi in each flows.

3. Calculate the rate of cwnd Ri from Ri = wi

wi−1
for each flows.

4. Count the number of spikes, which are events that satisfy Ri−1 < Ri, in
identification time T in each flows. (However, count the consecutive spikes
as one spike.)

5. Find the maximum and the minimum number of spikes in all flows, and
calculate the average of them.

6. Compare the average with the number of spikes in each flows, and identify
TCP versions as follows.
(a) As Reno, if the number of spikes is smaller than the average.
(b) As HSTCP, if the number of spikes is larger than the average.
(c) As unknown, if they are equal.

Finally, to estimate the performance of our proposal method, we calculate
identification rate I in each of TCP version. I means the value represented as
I = Fi

F , where F is the actual number of flows using the version and Fi is the
number of the flows identified accurately. For example, when the number of flows
of Reno is 10, and 8 of those flows are identified as Reno accurately, I of Reno
is 0.8.

3 Identification Results

In this section, we first describe about simulation environment we used in this
paper. We then describe the results of applying the proposal method to the
trace data. Additionally, we consider about influence of changes of identification
time T , and we estimate the minimum time needed to identify TCP version by
applying the method to various trace data.

3.1 Simulation Environment

We use ns-2 (ns-2.29.3) for simulation. The network topology we used is shown
in Figure 7. We set the total number of flows of Reno and HSTCP to be 20,
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Fig. 7. Simulation environment
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and change the number of nodes of each version from 1 to 19 respectively in
simulation. Thus, we obtain nineteen kinds of trace data. All traffic pass through
a single (Bottleneck) link, whose capacity is 1 Gbps and transmission delay is
set to be 50 msec. The capacity of the links connecting the nodes with router
is 1 Gbps and the transmission delay of them is 5 msec. The size of router
buffer determined by the bandwidth delay product are typically required to
process TCP congestion control effectively [9]. Therefore we also set the size of
router buffer to 8,333 packets. The simulation time is 50 sec, and the start of
transmission of Reno and HSTCP is set from 0 to 5 sec in random order. The
packet size is set to 1,500 bytes based on the standard Ethernet MTU (Maximum
Transmission Unit), and all the Reno and HSTCP flows used forward direction.
We enable a SACK (Selective ACK) option in both TCP Reno and HSTCP. We
use FTP (File Transfer Protocol) as application. We setup small TCP flows and
Web flows as back traffic.

The HSTCP parameters are set as shown in Table 1. The each of parameters
means as follows. Wl is a threshold which specifies an algorithm of changing
cwnd. The HSTCP uses the same algorithm as Reno when the current cwnd is
smaller than Wl, and uses High Speed algorithm when current cwnd is larger
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Table 1. Parameter of HSTCP in simulation

HSTCP parameter value
Wl (low window) 31
Wh (high window) 83,000

ph (high packet loss) 1.0 ∗ 10−7

bh (high decrease) 0.1

than Wl. The HSTCP adjusts increase and decrease amount of cwnd as the
average of cwnd reaches Wh when a packet drop rate is ph. bh specifies the
decreasing proportion of current cwnd when it is Wh.

3.2 Result of Identification

In this subsection, we apply the proposal method described in Section 2 to the
trace data obtained in Subsection 3.1. We obtained nineteen kinds of trace data
with repeating five times in each case, that is to say total of trace data is 95.

In this paper, we assume that the network congestion occurs. Therefore, we
set start time of identification to 30 sec as enough time passed since the nodes of
Reno and HSTCP start transmitting. We set the identification time T to 10 sec,
and count the number of spike in the distribution of rate of each flow in T . We
calculate the average of the minimum and the maximum numbers, and compare
the average of the minimum and the maximum numbers with the number of spike
in each flow. We identify TCP version as HSTCP when the number of spike is
larger than the average, and as Reno when the number of spike is smaller than
the average. Moreover, we identify as unknown when the two numbers are equal.
When we set T to 10 sec, we can obtain identification rate I as 1 in each TCP
versions in all trace data.

3.3 Problem of Dependence on Parameter

We describe the results of identification by using proposal method in Subsec-
tion 3.2. However, the identification time T makes a difference to the results in
this method. This is because, a situation often occurs in short T , which we are
scarcely able to observe spikes of rate although in HSTCP. The example of this
error is shown in Figure 8. As we have described so far, we identify TCP version
by using the difference of number of spikes between Reno and HSTCP. Thus,
there is not so much of a difference between them, we cannot identify them as
shown in this figure. This error does not happen in long T , however a shorter T
is more desirable. Therefore, we need to estimate the shorter and optimal T in
which we can identify TCP version correctly. We describe this process in details
as shown in Subsection 3.4.

3.4 Optimal Value of Identification Time T

To estimate the shorter and optimal T in which we can identify TCP version
correctly, we apply the proposal method to them in T which is changed from
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0.5 sec to 10.0 sec by 0.5 sec. As a result, we estimate T when we obtain I
of Reno and HSTCP as 1 in the all of trace data, and we determine the T as
optimal value.

Figure 9 shows relations between T and the average of I of Reno and HSTCP
in all trace data. As shown in these figure, we can obtain I as 1 in all of trace
data, when T is 6. The identification of TCP Reno requires 2 sec. It is thought
that there is no difference between Reno and HSTCP because congestion is
frequently generated in TCP Reno and it has taken time for identification. The
identification of HSTCP requires 6 sec. It is thought that situation which we
cannot observe very many spikes in the rate of HSTCP as shown in Figure 8.

We need to consider these factors and devise the method to be able to accurate
identification at shorter T in the future.

4 Conclusion

In this paper, we have proposed identification method of TCP version at relay
router in real time. This method uses the rate of the number of packets which
reached in 1 RTT. We have applied this method to trace data that are obtained
by simulation and use TCP Reno and HSTCP flows. We have shown that this
method can identify TCP version accurately. Moreover, we have estimated the
shorter and optimal value of T in which we can identify accurately. For future
research topics, we need to propose the method not depending on the environ-
ment. In addition, we need to devise the method that can identify at shorter
time.

Acknowledgment

This work was partially supported by the Grant-in-Aid for Young Scientists (A)
(No. 19680004) from the Ministry of Education, Culture, Sports, Science and
Technology (MEXT) of Japan.



224 J. Oshio, S. Ata, and I. Oka

References

1. Floyd, S., Ratnasamy, S., Shenker, S.: High Speed TCP for Large Congestion Win-
dows. RFC 3649 (December 2003)

2. Jin, C., Wei, D.X., Low, S.H.: FAST TCP: Motivation, Architecture, Algorithms,
Performance. In: Proceedings of IEEE INFOCOM 2004, IEEE Computer Society
Press, Los Alamitos (2004)

3. Kelly, T.: Scalable tcp: Improving performance in high-speed wide area networks.
ACM SIGCOMM Computer Communication Review, vol. 33 (2003)

4. Xu, K.H.L., Rhee, I.: Binary increase congestion control (BIC) for fast long-distance
networks. In: Proceedings of IEEE INFOCOM 2004, IEEE Computer Society Press,
Los Alamitos (2004)

5. Ata, S., Nagai, K., Oka, I.: Network support for tcp version migration. In: Proceed-
ings of APNOMS, pp. 322–331 (September 2006)

6. Jaiswal, S., Iannaccone, G., Diot, C., Kurose, J., Towsley, D.: Inferring TCP Con-
nection Characteristics Through Passive Measurements. In: Proceedings of IEEE
INFOCOM 2004, Hong Kong, China, vol. 3, pp. 1582–1592 (2004)

7. Padhye, J., Floyd, S.: On Inferring TCP Behavior. ACM SIGCOMM Computer
Communication Review 31, 287–298 (2001)

8. Shakkottai, S., Srikant, R., Brownlee, N., Broido, A., claffy, K.: The RTT Distri-
bution of TCP Flows in the Internet and its Impact on TCP-based Flow Control,
CAIDA Technical Report number tr-2004-02 (February 2004)

9. Bush, R., Meyer, D.: Some Internet Architectural Guidelines and Philosophy. RFC
3439 (December 2002)



End-to-End Flow Monitoring with IPFIX

Byungjoon Lee1, Hyeongu Son2, Seunghyun Yoon1, and Youngseok Lee2

1 ETRI, NCP Team, Yuseong-Gu, Daejeon, Republic of Korea
{bjlee,shpyoon}@etri.re.kr,

2 Chungnam National University, Yuseong-Gu, Daejeon, Republic of Korea
{hguson,lee}@cnu.ac.kr

Abstract. End-to-End (E2E) flow monitoring is useful for observing
performance of networks such as throughput, jitter and delay. Typically,
E2E flow monitoring is carried out at end hosts with known tools such
as iperf. However, the end-host approach may not be easily deployed in
a large-scale network because of high cost and administrative overhead.
Therefore, in this paper, we propose a new E2E flow monitoring method
based on IP Flow Information eXport (IPFIX) that could provide QoS
metrics such as throughput, retransmission rate, delay, and jitter for
TCP flows and SIP-signalled RTP flows. We have extended the IPFIX
templates for carrying QoS-related fields, and developed the E2E flow
monitoring function with the open source that could be embedded into
routers. From experiments, it was shown that the performance of TCP
and RTP flows could be easily examined with the IPFIX-based approach.

1 Introduction

An E2E flow in the Internet could be regarded as a sequence of packet arrivals
belongs to a web session, a file transfer, a video stream, or a VoIP call. Recently,
a lot of performance questions on an end-to-end flow are being raised by users as
well as Internet Service Providers (ISPs). Traditionally, a steady-state through-
put of a long-lived TCP flow is considered to be a good indicator of the E2E
flow performance, because most Internet traffic is associated with TCP protocol.
Therefore, it is necessary to monitor the performance of TCP flows to correctly
assess the end-to-end performance metrics of typical Internet applications such
as Web downloading, email, and file exchanging.

On the other hand, although only the best-effort service is available within
the current Internet, ISPs are willing to provide the QoS-guaranteed service for
the specialized applications such as MMoIP(MultiMedia on IP) for maximizing
the revenue. Most of the MMoIP services including VoIP and VoD have their
own QoS requirements that are determined by the high-level Service Level Agree-
ments (SLA) between the subscribers and the providers of the service. Therefore,
it is essential for ISPs to monitor QoS parameters of MMoIP services for assess-
ing whether the services are correctly delivered to the subscribers. Generally,
it could be assumed that each QoS-critical Internet application is bound with
a specific signaling mechanism like industry-proven and widely-accepted SIP or
H.323 to collect charging-related information more easily.
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Hence, in this paper, we focus on monitoring QoS metrics of TCP flows and
RTP sessions established by SIP signalling, because SIP is the most popular sig-
naling protocol in current IP networks. For TCP, we figure out TCP throughput
and the number of retransmitted packets of each TCP flow. For RTP sessions,
we measure throughput, delay, and jitter of the RTP media streams created by
SIP signaling messages.

For the observation of the E2E flow performance metrics, we employ the
IPFIX architecture [1], where routers with IPFIX-compliant traffic monitoring
functions will monitor and export E2E flow information to the collector. In
general, the IPFIX architecture is more useful than the end-host approach in a
large-scale network, because routers on the E2E path could monitor the E2E flow
and export the flow information to the collector. In the end-host approach, each
end-host with specialized software like iperf should collect the QoS information
and send it to the collector, which may not be scalable. In addition, in the router-
based IPFIX approach, the problematic segments of the path that an E2E flow
is traversing could be easily identified.

In the IPFIX architecture, the performance information of each flow will be
captured and computed by routers. The collected information is assembled into
flow records, and exported to an external collector by IPFIX protocol [2]. The
key concept of IPFIX protocol is the flexible and extensible template architecture
that can be useful for various traffic monitoring applications. The template can
be easily extended to export QoS measurement results.

Hence, in this paper, we propose new IPFIX templates which provide through-
put and the retransmission rate for TCP flows, and throughput, delay, and jitter
for SIP/RTP multimedia streams. We also propose an RTP stream detection
method using SIP signaling information. Through the experiments with the pro-
totype system for monitoring E2E flow performance, it is seen that our approach
could easily provide the performance metrics of E2E flows.

The remainder of this paper is organized as follows. The related work is in-
troduced in section 2. In section 3, the architecture of our system is explained.
The results of the experiments with the prototype are introduced in section 4.
Section 5 concludes this paper.

2 Related Works

In Internet2, there is a special working group called Internet2 End to End Per-
formance Initiative (E2Epi) [3] to establish the architecture and to propose
E2E monitoring applications. Similarly, there has been an Active Measurement
Project (AMP) [4] that also addresses the issue of monitoring end-to-end perfor-
mance using active measurement methods. However, with regard to the problem
of detecting problematic segments in the network, the measurement granularity
for these projects is too coarse to give detailed flow-based monitoring results.

An architecture to monitor end-to-end performance of selected flows has been
proposed in [5]. Subscribers of an ISP service can check whether their flows are
being serviced correctly by querying a database which stores per-flow information
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exported by each meter (i.e., routers) using Netflow v5 protocol. However, the
suggested scheme cannot deliver the detailed measurement results of the QoS
parameters because the Netflow v5 protocol can export only a limited set of
performance parameters.

Cisco nBar [6] suggests a mechanism to detect RTP flows using payload clas-
sification. This system can mark the detected flows to be shaped or policed for
satisfying certain QoS requirements. However, this system does not provide a
solution for end-to-end performance monitoring.

A method to monitor end-to-end QoS metrics of media streams associated
with SIP signaling has been presented in [7]. This method combines active and
passive measurement methods. For active measurement, monitoring probes are
injected to the network by agent-side packet generators. The measurement re-
sults are collected with SNMP and saved as flow files at the SIP proxy. Therefore,
user agents and SIP proxy server software should be modified to use this scheme.
Thus, this may be rather unrealistic because it is difficult in the real network to
modify the software of the participating network entities for the specific mea-
surement methods.

A QoS measurement method [8] for RTP flows has been proposed by using
nProbe [9]. A new IPFIX template was introduced to export QoS monitoring
results to an external collector. However, this work does not take SIP signaling
into consideration. In this paper, we extend the work in [8] to extract RTP flow
information from SIP SDP payloads.

3 The Proposed E2E Flow Monitoring Method

3.1 The IPFIX-Based Architecture

The system architecture of the proposed method is described in Fig. 1. As spec-
ified in [1], the IPFIX architecture consists of IPFIX devices and collector pro-
cesses. IPFIX devices observe flows, meter flows, and export metered results for
each flow to collector processes via the IPFIX protocol. Thus, we employ the
IPFIX framework that consists of flow probes and a collector.

Flow Probe (Router) Flow Probe (Router) Flow Probe (Router)

Flow Probe

SIP/RTP/TCP Flows

Collector

IPFIX

IPFIX

IPFIXIPFIX

Fig. 1. The proposed IPFIX-based system architecture
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As shown in Fig. 1, the flow probe can be deployed as either a function of
a router or a specific system that captures packets and processes flows. A flow
probe observes end-to-end flows using 5-tuples of packet headers, meters each
flow, and exports the metered results to collector via the IPFIX protocol. The
collector saves the exported information into DBMS. The saved information can
be used later for further analysis or visualization.

As previously mentioned, the flow probe observes only TCP and SIP-signalled
RTP flows. To identify RTP flows, the flow probe extracts 5-tuples of RTP flows
associated with each SIP packet by inspecting SDP payloads of SIP INVITE/OK
messages. The extracted information is used for RTP flow identification. For the
TCP/RTP flows, the QoS metrics are also metered and exported.

3.2 The E2E Flow Monitoring Scenario

TCP Flows. In metering E2E performance parameters, it is assumed that
every packet of a flow is captured without losses. Therefore, our flow monitoring
scenario cannot be applied for the sampling-based measurement environment.

Given the assumption, it is straightforward to meter the throughput and the
number of retransmissions of a TCP flow. We maintain a range of total bytes
[0, N ] (N is integer, and N > 0) transferred for each flow. This range is tracked
from TCP sequence numbers. Whenever a packet for the given flow is captured,
we calculate the range of the payload bytes [m, m + k] (m and k are integers,
and m, k > 0) of the packet from its sequence number and payload size. If
the range overlaps (m < N) with the current total range [0, N ], we conclude a
retransmission has occurred. Therefore, we maintain following information for
each TCP flow.

< ISN, WRAP CNT, MAX APN >

The initial sequence number (ISN) is captured from the TCP SYN message.
WRAP CNT is for counting how many times the sequence number of a flow
wrapped around the maximum sequence number (232−1) to zero. MAX APN is
the maximum value of Absolute Position Number (APN). By shifting the ISN of a
flow to zero, we know the absolute location of each byte (i.e., APN) on the total N
bytes transferred by the given flow. Therefore, when a new packet arrives, we can
calculate the APN of the first payload byte of the packet. If the value is smaller
than MAX APN of the flow, we assume that the retransmission has occurred.
Though the similar phenomenon could be observed when a packet reordering
event occurs, we assumed that the packet reordering rarely happens, which is
typically due to the routing table changes and non-FIFO queuing disciplines.

RTP Flows. Contrary to TCP flows, we need a rather complex identification
algorithm for RTP flows, because port numbers and IP addresses of RTP flows
are not known in advance. As shown in Fig. 2, the 5-tuples of SIP-signaled RTP
flows can be determined by inspecting the SDP payloads of SIP INVITE/OK
packets exchanged between hosts [10]. The IP address of the party who sent the
SDP can be found at the line starts with o=, and the port numbers can be found



End-to-End Flow Monitoring with IPFIX 229

Flow Probe

INVITE (SDP 1)

Media Stream (RTP)

Media Stream (RTP)

OK (SDP 2)

SDP 1:
o=alice 2890844730 2890844731 IN IP4 host.example.com
m=audio 49170 RTP/AVP 0 8 97
m=video 51372 RTP/AVP 31 32

SDP 2:
o=bob 2890844526 2890844527 IN IP4 host.biloxi.com
m=audio 49174 RTP/AVP 0
m=video 52372 RTP/AVP 32

Fig. 2. The 5-tuples of the RTP streams are calculated from the SDP payloads

Algorithm 1. Calculating packet loss ratio of a RTP flow
1: num of lost pkt ← num of lost pkt + current seq − prev seq
2: prev seq ← current seq
3: num of tot pkt ← prev seq + 1 − initial seq
4: pkt loss ratio ← (num of lost pkt/num of tot pkt) ∗ 100

at the lines start with m=. As a call possibly includes several media streams,
multiple port numbers can be found in a SDP payload. The found 5-tuples are
saved in an internal table. The QoS metrics are only metered for the RTP flows
which have the matched entry in the table.

The packet loss ratio of a RTP flow is metered as shown in Algorithm 1. In
the algorithm, current seq and prev seq are the RTP sequence numbers of the
current and previous packets. initial seq is the RTP sequence number of the
first packet of the flow. The values of num of lost pkt and pkt loss ratio are
easily computed from the current seq and prev seq,

The jitter value of a RTP flow is metered by the Algorithm 2 defined in [11],
where the current time and prev time are the timestamp values of the current
and previous RTP packets. By tracking the value of variable transit, the delay
is also monitored.

3.3 IPFIX Templates for Exporting E2E Flows

As the exporting information set differs by the protocol, we use different IPFIX
flow templates for each of the protocol: SIP, RTP and TCP. The fields defined
in TCP and RTP templates constitute a set of QoS parameters. The values of

Algorithm 2. Calculating jitter of a RTP flow
1: transit ← current time − prev time
2: j ← |transit − last transit|
3: jitter ← (j − jitter)/16
4: last transit ← transit
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Fig. 3. The proposed IPFIX template for SIP messages
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4TCP_RETRAN_COUNT = 251
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IN_BYTES = 1

IN_PKTS = 2

L4_SRC_PORT = 7

IPV4_SRC_ADDR = 27

IPV4_DST_ADDR = 28

L4_DST_PORT = 11

Fig. 5. The proposed IPFIX template for TCP messages

the fields are calculated by the flow probe as presented in the previous section.
The template used for SIP flows is shown in Fig. 3.

In Fig. 3, SIP CALL ID is an ID assigned by the flow probe to each SIP
call. SIP RTP SRC PORT and SIP RTP DST PORT are source and destination
port numbers assigned to the voice RTP flow. SIP RTP VIDEO SRC PORT and
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SIP RTP VIDEO DST PORT are source and destination port numbers assigned
to the video RTP flow. The rest of the fields are for source and destination IP
addresses of the SIP session. The packets exported by this template are used
only for correlating each call with its constituent RTP flows.

Fig. 4 is a IPFIX template for RTP flows. In this figure, LAST SWITCHED
and FIRST SWITCHED are timestamp values demarking the start and end
of a flow. IN BYTE and IN PKTS are counter values for the total volume
and the number of packets observed. RTP IN JITTER is the jitter value of a
flow. RTP IN PKT LOST represents packet loss ratio of a flow. RTP IN MAX
DELTA, RTP IN MIN DELTA, and RTP IN AVE DELTA represent the maxi-
mum, minimum, and average delay.

Fig. 5 shows an IPFIX template for TCP flows. In this figure, TCP RETRAN
COUNT is a counter for the number of retransmission. It is used to assess the
transmission quality of a specific TCP flow.

4 Experiments

4.1 Environments

The experimental environment is shown in Fig. 6. We set up two end nodes for
VoIP SIP soft-phones [12]. TCP flows are also tested between them. One of them
is connected to the Internet through a commercial Wi-Fi access service, and the
other node is connected to the CNU campus network. We have monitored the
end-to-end flows at two observation points: one is the access router and the other
one is the border router of the CNU campus. The mirrored traffic is captured
by the flow probes. They IPFIX messages to the external flow collector.

CNU
Network

Internet

Wi-Fi
Access
Network

End Node Switch Router Router

Flow Probe Flow Probe

IPFIX IPFIX

Flow Collector
End Node

AP

1Gbps
fiber

100Mbps
Ethernet

Fig. 6. Experimental Environment

The flow probes are plain Linux boxes equipped with our modified version of
nProbe [9]. As the original implementation allows only one IPFIX template to be
used for metering, we extended it to enable multiple IPFIX templates to be used
at once, which is essential for SIP-based RTP monitoring. Moreover, we added
some new fields to the SIP template included in the original implementation to
support the monitoring of video RTP flows.
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4.2 Results

Fig. 7 and 8 show the throughput and the number of retransmitted packets for
a TCP flow observed at two flow probes. The congestion control behavior of the
TCP sender is similarly seen because there are no queueing delays at the routers.
The number of retransmitted packets is generally similar but not exactly same
at two flow probes, because the retransmitted packets are not included by the
same flow. On average, it is shown that the end-to-end QoS information of a
TCP flow could be derived by our scheme.
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Fig. 7. Throughput (bit rate) of a TCP flow observed by two flow probes installed at
routers
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Fig. 8. Retransmitted packets of a TCP flow observed by two flow probes installed at
routers

The representative QoS metrics of bit rate, delay, and jitter for a SIP/RTP
flow are shown in Fig. 9, 10, and 11. The RTP stream generated by the PCM
codec shows the constant bit rate of 81 Kbps. In the experiment, the observed
QoS metrics imply the good quality of voice traffic. Specifically, delays and jitters
shown in Fig. 10 and 11 are slightly different at each observation point, which
caused by queueing delays at each router.
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Fig. 9. Bit rates of a SIP/RTP flow observed by two flow probes installed at routers
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Fig. 10. Average delays of a SIP/RTP flow observed by two flow probes installed at
routers
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Fig. 11. Jitter values of a SIP/RTP flow observed by two flow probes installed at
routers

5 Conclusion and Future Work

In this paper, we presented an E2E performance measurement scheme using
IPFIX and its applications on TCP and SIP/RTP flows. Our method is useful
for detecting problematic network segments because multiple flow probes on the
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path are monitoring QoS information of flows. Moreover, our scheme does not
require any special software or hardware to be set up at the end hosts because
of its passive nature. Hence, the proposed method could be easily deployed.

However, our IPFIX-based QoS monitoring method may have an issue regard-
ing high performance, because it assumes no packet loss for monitoring flows. It
is widely known that loss-free packet capturing is difficult to achieve at the high-
speed line rates. Since our proposal does not use RTCP sender reports which
include the QoS metrics measured at the RTP end hosts, it could be extended
to combine the flow information from both routers and end-hosts for detailed
QoS information.
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Abstract. IPTV just has been spread throughout the world. For the success of 
IPTV service, it is a key feature to satisfy QoS (Quality of Services) of total 
IPTV solution, such as tolerable channel zapping time. A related work reduces 
IPTV channel zapping time using a home gateway to take a role of IGMP-
proxy. However, the related work considers the only case that a subscriber se-
lects an adjacent channel of the current one. Additionally the related work re-
quires a home gateway for each subscriber. In this paper, we propose a solution 
for the two problems using rating server without home gateway. Settop boxes 
instead of home gateways join or leave the adjacent channel groups for fast 
changes to the adjacent channels. Additionally settop boxes obtain an expected 
channel list by sending a query message to rating server and join the expected 
multicast groups in advance. 

1   Introduction 

As the border between broadcasting and IP communication is indistinct, the conver-
gence between broadcasting and IP communication is getting faster and faster. IP 
communication companies recently attempt to advance to broadcasting market in cor-
poration with broadcasting or movie companies. Broadcasting and cable companies 
are entering into high-speed internet service business. IPTV is the new convergence 
business to provide broadcasting through set-top box connected to internet. IPTV can 
support not only passive broadcasting service but also active, intelligent and bidirec-
tional services such as VoD(Video on Demand), T-Commerce. Therefore IP commu-
nication companies expect that IPTV will be the representative service which can find 
a means of another huge earning. [1] 

However to preoccupy and activate IPTV market, we should acquire multimedia 
QoS enough to satisfy subscribers. There are quality of video and audio media, fast 
channel zapping time, security and stability as QoS factors for IPTV service. Among 
them, intolerable service delay during channel change will be an obstacle to IPTV 
service expansion. According to a research, channel zapping time is increased rapidly 
as more subscribers are serviced and channel zapping time more 1 or 2 seconds low-
ers subscriber’s satisfaction. [2] 

There are many causes to occur service delay during channel change, which are 
settop box’s processing time, encoding/decoding time, network delay etc. Among 



236 J. Lee et al. 

them, we focus on network delay time due to IGMP (Internet Group Management 
Protocol) [6] processing. 

A previous work reduces channel zapping time using a home gateway to take a role 
of IGMP-proxy. A home gateway joins an adjacent channel of the current one in ad-
vance. Afterwards, if the subscriber changes IPTV channel to one of the adjacent 
channels, the home gateway can forward the multicast stream immediately and the 
subscriber changes new channel without network delay. However, the related work 
considers the only case that a subscriber selects an adjacent channel of the current 
one. If a subscriber uses hot-key on the remote controller or uses number button di-
rectly, the proposal doesn’t work any more. As IPTV service is more activated, more 
random selection cases happen. Additionally the related work requires a home gate-
way for each subscriber and it is too inefficient. Therefore we need a solution to work 
well in both case of continuous channel change and random channel change without 
home gateway. 

This paper is organized as follows. We present network topology and related proto-
cols for IPTV services in section 2. And then we analyze a related work in section 3. In 
section 4, we propose advanced scheme to reduce IPTV channel zapping time using 
rating server without home gateway. In section 5, we compare the scheme with the 
previous work. Finally we come to a conclusion and offer future works in section 6. 

2   Background 

IPTV service platform is as like Fig. 1. It consists of IPTV head-end centre, backbone 
network, local network, access network and home network. 

IPTV Head End

Kornet Network

IP Premium Network

Access Network

L3 
Switch

DSLAM

OLT

OLT

L3 
Switch

Router

Home gateway
Settop Box

Home Network Backbone Network Headend CenterLocal Network  

Fig. 1. IPTV Service Platform 

IPTV head-end centre makes MPEG2-TS (MPEG2-Transport Stream) packets with 
video and audio and data from contents provider and sends them through IP premium 
network. It uses IP multicast protocol to forward packets because broadcasting service 
shares same data to many IPTV subscribers. A channel is assigned to one multicast 
group IP address and the address is used for source IP address. Routers which con-
structs IP premium network updates their routing table using multicast routing proto-
col such as PIM-SM (Protocol Independent Multicast - Sparse Mode) [3], PIM-DM 
(Protocol Independent Multicast - Dense Mode) [4], DVMRP (Distance Vector Mul-
ticast Routing Protocol) [5]. The routers forwards broadcasting data using multicast 
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tree in their routing table. Broadcasting data is forwarded through backbone network, 
local network, access network and home network. Finally, settop box which is con-
nected to home gateway can receive broadcasting data. Settop box decodes received 
IP packets, changes them into video and audio and sends it to IPTV.  

L3 switch which is the closest equipment to home gateway uses IGMP [6] to man-
age subscribers who exist in the sub-network. When settop box receives channel 
change signal, it stops decoding current channel data and sends IGMP join message 
for a new selected channel to the upper network. When home gateway receives IGMP 
join message from settop box, it forwards the packet to the upper network. L3 switch 
which receives the packet from home gateway sends multicasting packet such as 
PIM-SM join to the upper network to join the channel group. When it finishes, L3 
switch can receive multicast data packets for the new channel and sends them to sub-
network. 

Settop box which sends IGMP Join simultaneously sends IGMP leave message for 
current channel to home gateway. Home gateway received IGMP leave message for-
wards it to the upper network. When L3 switch receives the IGMP leave message, it 
sends IGMP Query message to sub-network to check whether any subscriber still 
watching the channel exists or not. If L3 switch doesn’t receive response message for 
the query within configured maximum response time, it sends multicast packets such 
as PIM-SM leave message to the upper network to leave from the multicast group. 
Otherwise, it means that there is someone still watching the channel and therefore L3 
switch don’t need to do any action. IGMP operation for IPTV service is as like Fig. 2. 

 

Fig. 2. IGMP operations for changing IPTV channel from 10 to 20 

3   Previous Work 

To reduce IPTV channel zapping time, a previous work [7] uses home gateway which 
has IGMP proxy function.  

When home gateway receives IGMP Join or IGMP Leave message for a specific 
multicast group from IPTV settop box, it handles the IGMP Join or IGMP Leave op-
erations for both the specific multicast group and the adjacent ones to the specific 
multicast group. Therefore, home gateway can receive both current channel traffic 
and the adjacent channels’ traffic when IGMP Join operation is completed. In this 
situation, if subscriber change IPTV channel to the adjacent channel of current one, 



238 J. Lee et al. 

home gateway does not need to handle another IGMP Join operation and only for-
wards sub-network the adjacent channel traffic which has been being received since 
completion of IGMP operations for the adjacent channels. Afterwards there will be no 
IPTV service delay due to network delay in case of a change to one of the adjacent 
channels. When home gateway receives IGMP Leave message, it handles IGMP op-
erations for both the related channel and the adjacent one of the related channel to re-
duce unnecessary channel traffics. The related message flow is as like Fig. 3. 

 IP Settop Box L3 SwitchHome Gateway

IGMP Leave for Ch 10

IGMP Query for Ch 10

IGMP Leave for Ch 10

IGMP Query for Ch 10

IGMP Join to Ch 20

IGMP Join to Ch 20

PIM-SM Join

IPTV

Multicast traffic for Channel No. 10

Multicast Traffic for Channel No. 20
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IGMP Join to Ch 19
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IGMP Leave for Ch 11
IGMP Query for Ch 11

IGMP Leave for Ch 9

IGMP Query for Ch 9

IGMP Query for Ch 9

IGMP Query for Ch11

PIM-SM Leave

PIM-SM Leave

PIM-SM Leave

Multicast traffic for Channel No. 10

Multicast Traffic for Channel No. 21
Multicast Traffic for Channel No. 19

 

Fig. 3. IGMP flow of the previous work 

The previous work reduces channel zapping time when the adjacent channel of cur-
rent one is selected by subscriber. However when subscriber uses hot-key or select 
random channel to change IPTV channel, there will be still long service delay. Addi-
tionally, the previous solution needs home gateway which has IGMP proxy function 
and it’s useless for subscribers who has only IPTV settop box not home gateway. 
Therefore, we need the general solution which can be adjusted in case of both con-
tinuous selection and random selection. 

4   Proposal 

This paper proposes a scheme to reduce channel zapping time in case of not only con-
tinuous channel selection but also random channel selection using rating server with-
out home gateway. To reduce channel zapping time to adjacent channels, settop box 
instead of home gateway manages adjacent channel multicast group list and handles 
IGMP Join and Leave operation for adjacent channels. To reduce channel zapping 
time to random channels, settop box queries expected channel list to rating server and 
handles IGMP Join and Leave operation for the expected channels. Rating server 



 Advanced Scheme to Reduce IPTV Channel Zapping Time 239 

gathers channel change event from settop boxes and manages statistics for each settop 
box. And if it receives a query message from a settop box, it obtains expected channel 
list from managed statistics and responses the list to the settop box. Settop box can 
obtain its expected channel information of specific time zone by sending a query mes-
sage to rating server periodically. 

1) Operations for rating server 

In our proposal, rating server stores channel information sent from settop boxes and 
generates statistics from it. And if it receives a query message for expected channel 
list from a settop box, it obtains expected channel list from statistics and sends a re-
sponse for the query to the settop box. Rating server locates at IP media centre in IP 
premium network. 

First, rating server generates expected channel list from channel information re-
ceived from settop boxes. When a subscriber changes his/her channel, the settop box 
sends only meaningful channel data to rating server. Meaningful data means that a 
subscriber picks up the channel and watches it more than 10 seconds. The channel 
data includes that settop box ID, child pin (subscriber’s information), start time of 
audition, event generation time, remote controller action information (settop box 
ON/OFF, Change channel etc.), the previous channel, current new channel and so on. 
Using these channel data, rating server generates and manages channel statistics 
which supports daily audience share, monthly audience share, regional audience share 
and so on. 

If rating server receives a query message for expected channel list from a settop 
box, it generates the list from channel statistics and sends a response message includ-
ing the list to the settop box which requests it. The algorithm which generates ex-
pected channel list using channel statistics is out of this paper. 

2) Operations for Settop box 

In our proposal, a settop box plays a role of obtaining expected channel information 
and joining the related multicast groups in advance. There is two ways to obtain ex-
pected channel list. 

First, a settop box manages adjacent channel list instead of home gateway in the 
previous work to prepare for the case of continuous channel change. The number of 
adjacent channels can be adjusted according to subscriber’s available network band-
width. The related work flow is as like Fig. 4. 

Second, a settop box obtains expected channel list from rating server to prepare for 
the case of random channel change using hot-key or direct channel selection.  A set-
top box queries expected channel list for the next time duration to rating server peri-
odically. Rating server which received a query message for its expected channel list 
from a settop box extract expected channel list from channel statistics and sends the 
response to the settop box. The settop box obtaining expected channel list joins multi-
cast groups related to the expected channel in advance using IGMP Join message. The 
related work flow is as like Fig. 5. 
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Fig. 4. Workflow of changing to adjacent channel 

 

Fig. 5. Workflow using rating server 

After a settop box sends IGMP join message for new channel and IGMP leave 
message for the current channel, it updates its local adjacent channel list and expected 
channel list. And it repeats IGMP operations for new added channels and unnecessary 
deleted channels in the lists. 

3) Message format 

Message formats between rating server and a settop box are as like Fig. 6, Fig. 7 
and.Fig. 8 All messages are TCP packets and they contains application header like 
Fig. 6. Device type contains a code meaning home gateway, settop box, modem etc. 
Message ID stores identifier to map query and response message. Message Type is re-
served field for future usage. Command type classifies Response and Query. Body 
length stores body field total length except for application header length. 

Fig. 7 is a query message format from a settop box to rating server. SA-ID is iden-
tifier for a settop box and alphanumeric string. Child pin is identifier for an IPTV user 
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Fig. 6. Header format 

 

Fig. 7. Query message format 

which consists of four numbers. Start Target Time and End Target Time is target time 
zone of expected channel. No. of expected channel means the number of requested 
channel. The more network bandwidth a subscriber has, the more expected channels 
one can obtain. It means if a subscriber has more available bandwidth, one can enjoy 
IPTV service with less channel zapping time. 

Fig. 8 is a response message format from rating server to a settop box. SA-ID, 
Child pin, Start target time, end target time and No. of expected channel in a response 
message is the same as those in a query message. Ch No. is expected channel number 
and added it as many as No. of expected channel. 

 

Fig. 8. Response message format 
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5   Comparison 

The previous work reduced channel zapping time only in case of continuous channel 
switch. It operates simpler than our proposal and it doesn’t need modification of a set-
top box’s software. However, in case of random channel change it works worse than 
before. It should do IGMP leave operation for all previously joined multicast groups 
and IGMP join operation for new channel’s adjacent channels. It can lower overall 
performance. Additionally, it needs IGMP-proxy home gateway for each subscriber. 
Therefore it cannot be used for a subscriber who has only IPTV settop box.  

Our proposal considers both continuous channel change and random channel 
change. It needs only one rating server without home gateway for each subscriber. 
However, our proposal needs modification of a settop box’s software and the opera-
tion is more complex than the previous work. Table 1 shows the advantages and 
drawbacks of our proposal and the previous work. 

Table 1. Comparison to the previous work 

 Previous work Proposal 
advantage - simple settop box operation 

- no changes of IPTV settop box 
- can be adjusted in case of contin
uous & random selection 

- need only one rating server not 
one home gateway in one house 

drawback - cannot be adjusted in case of r
andom selection 
- need one IGMP-Proxy home g
ateway to a subscriber 

- need changes of IPTV settop bo
x 
- complex settop box operation 

6   Conclusions and Future Works 

In this paper, we propose a method how to reduce channel zapping time in IPTV ser-
vice which is the key feature of QoS to vitalize IPTV service. The related work [7] 
reduces channel zapping time in the only case that a user selects an adjacent channel 
of the current one. Our proposal can improve channel zapping time in both continuous 
channel selection and random channel selection. Additionally, it needs only one rating 
server and upgrade of settop box software while the previous work needs one home 
gateway for each subscriber. It is more efficient solution than the previous work. 

The future work will be as follow. First, we will analyze and compare our proposal 
to the previous work with simulation.  And we will also analyze performance of our 
proposal according to subscriber’s channel selection style and various expected chan-
nel hit rate. Second, we will obtain optimal number of adjacent channels and random 
channels according to subscriber’s channel selection style. Last, we will implement 
our proposal including an algorithm for obtaining expected channel from rating in-
formation. 
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Abstract. Network services, resources, protocols, and communication
technologies give rise to multiple dimensions of heterogeneity in an en-
terprise, resulting in a complex administration and management opera-
tion. The administrative challenge is further exacerbated by the fact that
multiple enterprises share resources and users, giving rise to semantic con-
flicts. While Policy-Based Network Management (PBNM) provides an ef-
fective means of automating and simplifying administrative tasks, it can
also cause conflicts between policies meant for separate network entities,
consequently giving rise to policy heterogeneity. In order to address
issues of network and policy heterogeneity, we propose a policy engineer-
ing framework using the tried and tested system development method-
ologies from Software Development Life Cycle (SDLC) and apply it to
PBNM language engineering. We present an XML based policy specifi-
cation language, X-Enterprise, its corresponding UML meta-model along
with a context sensitive and adaptive implementation framework. Use of
XML and UML affords an open standard for cross-architecture implemen-
tation and use of existing UML tools for consistency and conflict analysis.

1 Introduction

Policy based networking has emerged as one of the most popular approaches to
automating the management of large enterprise-wide networks [1]. The manage-
ment tasks such as configuration, performance, security, fault restoration and
service provisioning are complex, and have far reaching consequences [2]. This
complexity is further exacerbated with the inclusion of context and consequent
adaptation of network resources. Scalability and interoperability add yet another
dimension to the administration and management problem. Policy Base Network
Management (PBNM) has effectively addressed the above concerns and provides
a seamless and cost effective means for managing vast, disparate and dispersed
network resources.

The issue of heterogeneity across multiple networked enterprises can be fur-
ther divided into semantic heterogeneity of services, resource heterogeneity (band
width, time slots, frequency bands, buffers, OS support), protocol heterogeneity
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(TCP, IPv4, IPv6, ATM, CDMA, OFDMA) and communication technology het-
erogeneity (wired Vs wireless). The resolution of heterogeneity is important for
the interconnection of a large number of disparate networks and to provide se-
cure access to a wide variety of applications and services any where and any time.
Scalability is yet another pertinent issue for the design of a large interconnected
networked enterprise with vast number of end-nodes and applications.

In order to manage both interoperability and scalability of network resources
at a multi-enterprise scale, we propose a Policy-Based Network Engineering
approach. We employ a standardized methodology for the design of network
policies using principles from resource management and software engineering.
Specifically, we adopt the requirement specification methodology from Software
Development Life Cycle (SDLC) and apply it to the engineering of network
policies. We provide a UML-based meta-model of the network policy language
thus exploiting the virtues of UML, ranging from expressive modeling to direct
conversion from UML to XML schema [3]. We have successfully applied this ap-
proach to policy engineering for secure federated access management systems [4].
Combining these two efforts results in a uniform development and deployment
framework of interoperable policies for Quality of Service (QoS) management
and access control in heterogeneous networked enterprises.

The remainder of this paper is organized as follows. Section 2, presents the
issues of network and policy heterogeneity. Section 3 presents the X-Enterprise
policy language grammar. Section 4, discusses the UML-based X-EnterpriseMeta-
model and Section 5, presents the policy enforcement framework. Section 6 briefly
outlines the experimentation conducted using the policy enforcement framework.
Section 7, presents the related work and finally, Section 8, concludes the paper.

2 Policy Based Network Management

Network enterprise is a collection of heterogeneous services, resources, protocols
and communication technologies. Policy based network management aims to cre-
ate a collection of policies to effectively control this diverse set of entities. While
each constituent policy controls its own stated domain of resources or services,
the interaction between policies gives rise to another dimension of heterogeneity,
namely policy heterogeneity. Conflicts of co-existence between policies can effec-
tively cause the network enterprise to exhibit unexpected behavior. The range
heterogeneity dimensions can best be addressed, on the one hand, by following
the established system development paradigms such as Software Development
Life Cycle (SDLC) and using the known verification and validation techniques,
and on the other hand, by using architecture and system independent represen-
tation languages and formulations like XML and UML.

2.1 Network Heterogeneity

As mentioned above, sources of heterogeneity in a network enterprise are seman-
tic heterogeneity of services, resource heterogeneity, protocol heterogeneity and
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communication technology heterogeneity. Network services are designed with
specific end-requirements in mind. This gives rise to abundance of semantically
diverse services which add to the problem of semantic heterogeneity. Physical re-
sources range from gateways, routers, bridges, switches, hubs, repeaters, proxies,
firewalls etc. Further, these resources are dispersed though out the enterprise.
Route selection and allocation is also a task associated with optimal operation
of the enterprise network and diverse routes offer dissimilar QoS behavior [5]. Is-
sues of availability or non-availability of frequency bands, time slots, OS support
etc also add to resource heterogeneity in a networked environment. Similarly, a
network enterprise is home to a wide variety of protocols. Most of these protocols
are designed with a specific task or QoS in mind and at times compete with each
other on grounds of better QoS. The choice of UDP vs TCP is a typical example
for protocol selection. TCP is capable of detecting congestion in the network and
will back off transmission speed when congestion occurs. These features protect
the network from congestion collapse. On the other hand UDP allows the fastest
and most simple way of transmitting data to the receiver. There is no interference
in the stream of data that can be possibly avoided. This provides the way for an
application to get as close to meeting real-time constraints as possible. Likewise,
algorithms also compete to provide services, and often, selection of an algorithm
is based on QoS requirements thus contributing to protocol heterogeneity.

2.2 Policy Heterogeneity

As mentioned earlier, in order to control a heterogeneous set of network entities,
a number of policies exist in an enterprise. Notable among them are the Resource
Policy, Routing Policy, Monitoring Policy, User Policy and Re-configuration Pol-
icy. The resource policy is responsible to exercise control over all physical network
resources such as routers, firewalls, switches, base-stations etc. The Routing pol-
icy states the conditions and parameters which affect the selection of a particular
route. Monitoring policy lays down the framework for collection, processing and
storage of environmental context. User Policy stores all SLA relevant information
along with expected user credentials and any additional assignment constraints.
The re-configuration policy provides a means for defining parameters and com-
mands useful for the reconfiguration of network devices. While each of the above
mentioned policies aim to exercise control over its own subservient entities, they
indirectly interact with each other causing co-existence conflicts. Example of
such a conflict is the route policy allowing a certain route to a user request, but
resource policy disallowing the user use of the route. Clearly, any meaningful and
coherent implementation of policies in an enterprise has to be verified for cor-
rectness and feasibility against the original user requirements and co-existence
conflicts.

2.3 Proposed Approach

We propose a policy engineering mechanism which effectively addresses net-
work and policy heterogeneity. Our approach offers a generic methodology for
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<!—Policy Definition> 
<Policy policy_id =(xs:id)
        policy_name =  (xs:name) > 
   <!-- XML User Sheet>
   <!—XML Resource Sheet> 
   <!—XML Protocol Sheet> 
   <!—XML Algorithm Sheet> 
   <!-XML User-Resource Assignment Sheet> 
   <!-XML Protocol-Resource Assignment Sheet> 
   <!-XML Algorithm-Resource Assignment Sheet> 
   <!-XML Credential Type Definition> 
   <!-XML Temporal Constraints Definitions> 
</Policy>

<!-- XML User Sheet>      
<XUS xus_id = (xs:id) >
 <User user_id = (xs:id) >
             [<!-- Cred Type>]          
 </User> 
</XUS>

<!-XML Temporal Constraints 
Definitions>
<XTempConstDef xtcd_id = (xs:id)>
        {<!—Interval Expression>}* 
      {<!-- Periodic Time 
Expression>}*
       {<!-- Duration 
Expression>}*
</XTempConstDef>

<!-XML Credential Type Definition> 
<CredType cred_type_id=(xs:idref)
        cred_type_name= ( xs:name) > 
   <CredExpr>   
        {<!-- Attribute >}*
      </CredExpr>  
</CredType>

(a)

(b)

 )d( )c(

Fig. 1. X-Enterprise Grammar (a) Top level policy definition. (b) Credential Type
Definition. (c) User sheet. (d) Temporal constraint definition.

specifying all enterprise wide policies such as resource management policies, secu-
rity management policies and network management policies. We employ an XML
based grammar for the specification of system policies, and incorporate context
parameters from the operating environment to adapt the system policies for op-
timal and desired operation. We address the issues of policy heterogeneity by
defining a corresponding UML meta-policy, thus allowing standard UML based
tools for detection and resolution of schema conflicts. This approach results in a
modular language which can be extended and applied to a variety of systems and
architectures. The policy thus created is configurable and maintainable using the
same methodologies as other software. Since the policy is a software artifact and
is in XML format, it can be deployed in a uniform manner across architectures
and systems. Further, the policy can also be verified and validated using the
standard software engineering approaches.

3 X-Enterprise Policy Language

We propose the X-Enterprise policy language for the specification of network
behavior in an enterprise. The syntax of our proposed language is based on
our previously proposed X-Grammar [4], used for policy engineering of secure
federated access management systems. The policy language itself is based on
a Backus-Naur Form (BNF) grammar with terminals and non-terminals. This
allows X-Enterprise language to be accepted by an automaton. It also supports
tagging of XML, which allows expressing attributes within the tags. We use
the XML schema syntax as the type definition model. The non-terminals are
expressed as <! −′′ non − terminal − name′′ >, whereas the terminals are the
standard XML tags. Optional tags are placed within square brackets ′′[]′′. Group
portions of a production are included in curly brackets ”{}”, with the repeat
count indicated by a subscript. The default count is one. A ′′∗′′ and a ′′+′′

indicates a count of zero or more and one or more respectively, whereas a ′′−′′ is
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<!—XML Resource Sheet> 
<XResS xress_id = (xs:id) > 
  <Resource
   res_id = (xs:id)
   res_name = (xs:idref)
 [prop =(no_prop|first_level|cascade)] > 
   <Object res_type_id=(xs:idref) /> 
   <Operation> (COPS commands)
   </Operation> 
  </Resource>    
</XResS>

<!—XML Protocol Sheet> 
<XProtS xprots_id = (xs:id) > 
  <Protocol
   prot_id = (xs:id)
   prot_name = (xs:idref)
    <Object prot_type_id=(xs:idref) /> 
   <Operation>
   </Operation> 
  </Protocol>    
</XProtS>

<!—XML Algorithm Sheet> 
<XAlgoS xalgo_id = (xs:id) > 
  <Algorithm
   algo_id = (xs:id)
   algo_name = (xs:idref)
    <Object algo_type_id=(xs:idref) /> 
   <Operation>
   </Operation> 
  </Algorithm>    
</XAlgoS>

 )b( )a(

(c)

Fig. 2. X-Enterprise Grammar (a) Resource Sheet. (b) Protocol Sheet. (c) Algorithm
Sheet.

used to provide a range. A ′′|′′ indicates alternates within a production set, and
exactly one can be chosen. The data types of the values of elements or attributes
are indicated inside parenthesis ′′()′′ symbol.

The top level components of the X-Enterprise language are depicted in Fig-
ure 1(a). Credentials of the user request form the basis for allocating network
resources to the user. The credential definition in X-Enterprise policy language
is attribute-based and is modular, allowing fine grained control. Typical example
of credentials of a user request is class of service of user, such as Gold User, Silver
User etc. Inherent grouping provided by user request credentials allows scalabil-
ity as well as fine grained control. The credentials are defined using grammar
in the XML Credential Type Definition sheet (CredType) and are depicted in
Figure 1(b). Each credential type bears an ID, a name (Gold, silver etc) and
a set of attributes which corresponds to the environmental context parameters
(e.g. originating from subnet xx.xx.xx.xx etc).

Users in the enterprise network are defined in the XML User sheet (XUS). The
grammar is depicted in Figure 1(c). Each user ID has a set of credentials associated
with it, which can be used to either define grouping of user or can be effectively
used to add a fine grained user level control over user activity in the enterprise.

In order to provide fine grained control of enterprise resources in the tem-
poral dimension, we also define temporal constraints using the XML Temporal
Constraint Definitions (XTempConstDef) (Figure 1(d)). Modular definition of
temporal constraints in a network enterprise aid in adaptation of network provi-
sioning with the change in temporal context. Temporal constraints are particu-
larly relevant as a user with certain credentials is only allowed to access resources
for a given duration. Duration expressions are used to express the duration of
usage of a certain resource irrespective of the time of activation.



XML-Based Policy Engineering Framework 249

<!-- XML User-Resource Assignment Sheet> 
<XUResAS xuresas_id =(xs:id)> 
  <UResA uresa_id=(xs:id) res_id=(xs:idref)>
   <AssignUsers> 
     <AssignUser user_id=(xs:idref)>
     <AssignConstraint 
[op =(AND|OR|NOT|XOR)]>
    <AssignCondition 
cred_type_id=(xs:idref)
      [pt_expr_id=(xs:idref) |    
d_expr_id=(xs:idref)] >
         <LogicalExpr [op = 
(AND|OR|NOT)]>
          {<!-- Predicate>}+  
   </LogicalExpr> 
   </AssignCondition>    
     </AssignConstraint> 
  </AssignUser> 
 </AssignUsers> 
 </UResA> 
</XUResAS>

<!-- XML Protocol-Resource Assignment Sheet> 
<XPResAS xpresas_id =(xs:id)> 
 <PResA presa_id=(xs:id) 
res_id=(xs:idref)>
    <AssignProtocol> 
      <AssignProtocol prot_id=(xs:idref)>
       <AssignConstraint 
[op =(AND|OR|NOT|XOR)]>
    <AssignCondition 
cred_type_id=(xs:idref)
   [pt_expr_id=(xs:idref) |    
d_expr_id=(xs:idref)] >
    <LogicalExpr  
[op = (AND|OR|NOT)]>
          {<!-- Predicate>}+  
   </LogicalExpr> 
   </AssignCondition>    
     </AssignConstraint> 
  </AssignProtocol> 
 </AssignProtocol> 
</PResA>

<!-- XML Algorithm-Resource Assignment Sheet> 
<XAResAS xaresas_id =(xs:id)> 
 <AResA aresa_id=(xs:id) 
algo_id=(xs:idref)>
    <AssignAlgorithm> 
      <AssignAlgorithm algo_id=(xs:idref)>
       <AssignConstraint 
[op =(AND|OR|NOT|XOR)]>
    <AssignCondition 
cred_type_id=(xs:idref)
   [pt_expr_id=(xs:idref) |    
d_expr_id=(xs:idref)] >
    <LogicalExpr  
[op = (AND|OR|NOT)]>
          {<!-- Predicate>}+  
   </LogicalExpr> 
   </AssignCondition>    
     </AssignConstraint> 
  </AssignAlgorithm> 
 </AssignAlgorithm> 
 </AResA>

 )b( )a(

(c)

Fig. 3. X-Enterprise Grammar (a) User-Resource Assignment Sheet. (b) Protocol-
Resource Assignment Sheet. (c) Algorithm-Resource Assignment Sheet.

Each network enterprise is composed of a set of resources such as base stations,
routers, network storage devices, gateways, bridges, switches etc. In most cases,
these resources are Active Network Components (ANC) and can be managed by
running management software or scripts [6]. We propose to control the behavior
of ANC devices by using fragments of X-Enterprise policy which is parameterized
by context parameters. Each ANC device in the enterprise is defined in the XML
Resource Sheet (XResS) as depicted in Figure 2(a). The definitions include the
id and name of the resource together with the type (e.g. router, base station
etc). XResS also provides definition of operations allowed on the resource in the
form of COPS [7] commands.

In order to provide maximum flexibility to the user, X-Enterprise allows the
selection of appropriate protocols for each component resource, depending on
the context in which the resource is used. In X-Enterprise, these protocols are
defined in the XML Protocol Sheet (XProtS) together with operations in which
the protocol is to be used (Figure 2(b)). Example of two competing protocols in
layer 3 are IPv4 and IPv6. Similarly, an example in layer 4 is UDP and TCP.

X-Enterprise provides an additional control over the network resources by
enabling the enterprise to select the algorithm to be used by a resource in a
particular situation. An example of competing choices is the packet scheduling
algorithms in an IP router. A typical router in an enterprise has the choice to
apply priority queuing, weighted fair queuing or custom queuing [8,9,10] besides
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Fig. 4. UML Meta-Model of X-Enterprise policy language

other queuing algorithms. Custom queuing guarantees bandwidth per queue but
does not adapt to changing network conditions. Priority queuing works well for
a small number of traffic types and is not used for voice. Weighted fair queuing
works well for data traffic and is not recommended for voice. However it can be
used when no alternative is available, although it dynamically adapts to chang-
ing network conditions. Given the wide range of advantages and disadvantages
of picking one packet scheduling algorithms over the other, the enterprise admin-
istrator only defines the conditions for each of the algorithms in X-Enterprise.
Each algorithm is defined in the XML Algorithm Sheet (XAlgoS) and its gram-
mar is depicted in Fig 2(c).

The flexibility to assign user requests to any resource in the enterprise is pro-
vided by the XML User-Resource Assignment Sheet (XUResAS). As depicted
in Figure 3(a) XUResAS provides definition of user request with a resource ID
(res id) along with the assignment conditions. In order to afford maximum flex-
ibility for the evaluation of the constraints logical expression such as AND, OR,
NOT can also be defined here. Similarly, Protocols and Algorithms (as defined in
XProtS and XAlgoS, respectively) are also assigned to resources by defining the
XML Protocol-Resource Assignment Sheet (XPResAS) and XML Algorithm-
Resource Assignment Sheet (XAResAS) respectively. These two sheets are also
depicted in Figure 3(b) and (c).

4 UML Based X-Enterprise Meta-Model

The UML model of the proposed policy language depicted as a class diagram
in Figure 4. UML is a standard approach for modeling of complex systems. By
providing a UML model of our policy language, we also exploit the translation
mechanisms available for translating UML models to readily usable program
code. Our aim in this regard is to instantiate the UML meta-model using an
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Fig. 5. X-Enterprise Enforcement Framework

XML schema [3] and use XML based policy for enforcement in an enterprise.
In order to define our UML policy in XML we adopt a UML profile for XML
Schema (UPX) [3].

5 Policy Enforcement Framework

In this section we present an enforcement framework for the X-Enterprise policy
language in a network enterprise. The framework is depicted in Figure 5 and
is guided by the IETF standards [11, 12]. The framework is broken down into
planes, each of which is responsible for a set of tasks.

The Policy Creation Plane (PCP) provides an administrative interface for
creation, transformation, XML policy instantiation, verification and storage of
the policy. The transformation activity in PCP transforms the higher level user
requirements to system level parameters [13]. Next, the XML policy as presented
in Section 3, is instantiated with the resulting policy parameters. The resulting
policy is then stored in the Policy Base.

The Management Plane (MP) interprets the user component of the policy
(XUS) and implements the appropriate subscription levels for each user. The
credentials provided by the user request are evaluated against the XUS definition
of user. The current context parameters (e.g. time etc) are fetched from the
context plane and form the basis for the assignment decision of the user.

The system environment is monitored by the Context Plane (CP). Each net-
work resource is connected to the CP and context parameters such as packet
drop, end to end delay, jitter delay etc are monitored and converted to usable
values by the Logical Context sub-module for onward storage in the context DB.
The collection activity is periodic and is set by the administrators depending on
the volatility of the network.
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The configuration of network resources in the system is implemented by the
Decision Plane (DP). The required information is part of the policy in the form
of XResS, XProtS, XAlgoS, XUResAS,XPResAS, XAResAS sheets and is made
available to the DP.

The Enforcement Plane (EP) receives the appropriate reconfiguration instruc-
tions and controls the active network components. The separation of DP and EP
ensures a decentralized approach where the decision for configuration is made at
one point but are implemented through out the network enterprise. Also, each
enterprise can create multiple EPs for the purpose of grouping network resources.

6 Experimentation

Implementation of the policy-based network management framework has been
achieved using socket programming and creating each of the planes mentioned in
Section 5. Policy files used in the experimentation as well as the complete docu-
mentation of the experiments can be accessed at http://web.ics.purdue.edu/ am-
samuel/673/project1.htm.

7 Related Work

Notable among network policy languages is Clark’s Policy Term [14], which pro-
vides a template based approach to define network policies. While this approach
does provide a complete network policy, it is not attribute based and has issues
of scalability. Strassner and Schliemier define a Policy Framework Definition
Language [15] which provides transformation mechanism from business require-
ments to network device independent format. This approach does address the
issues of translation between higher level requirements and lower level configu-
ration, it does not provide consistency and verification analysis. Recently, [16]
has proposed Ponder, a policy specification language for policy based network
management. Ponder does provide an expressive language for definition of an
effective network policy, but falls short of providing a mechanism for verification
and conflict resolution. In an effort to standardize definition of network policy
language design IETF has proposed framework details and information model
of network policies in [11, 12]. Another helpful insight into policy based net-
work management is presented by Lazar, Bhonsle and Lim [17] in the form of
an Integrated Reference Model (IRM).

8 Conclusion

In this paper we have presented X-Enterprise, a policy language for policy based
network management, its UML meta-model for conflict resolution and seamless
conversion to XML, and its implementation framework for context sensitive net-
work management. Our proposed software framework for the implementation of
X-Enterprise is modular and scalable allowing easy deployment in a variety of
network scenarios.
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Abstract. Traditional telecommunications service providers are undergoing a 
transition to a shared infrastructure in which multiple services will be delivered 
by peer and server computers interconnected by IP networks. IP transport 
networks that can transfer packets according to differentiated levels of QoS, 
availability and price are a key element to generating revenue through a rich 
offering of services. Automated service and network management are essential 
to creating and maintaining a flexible and agile service delivery infrastructure 
that also has much lower operations expense than existing systems. In this paper 
we focus on the SLA-based IP packet transport service on a core network 
infrastructure and we argue that the above requirements can be met by a self-
management system based on autonomic computing and virtual network 
concepts. We present a control and management system architecture based on 
this approach. 

Keywords: Autonomic Computing, Virtual Network, SLA, Resource Manag-
ement. 

1   Introduction 

Traditional telecommunications service providers are undergoing a transition to a 
shared infrastructure in which multiple services and applications will be delivered by 
peer and server computers interconnected by IP networks. IP/MPLS transport 
networks that can transfer packets according to differentiated levels of QoS, 
availability and price are a key element to generating revenue through a rich offering 
of services and applications. In this environment, Network Service Providers (NSPs) 
must address the challenge of how to deliver SLA-based network service to large 
customers. For example, a “customer” could be the Voice-over-IP (VoIP) 
organization of a service provider which requires that its aggregate flows be handled 
by the IP transport network according to specified delay, jitter, loss, and availability 
metrics. Another “customer” may be a third-party VoIP provider that purchases the 
packet transfer service. Clearly other service and applications can generate large 
customers, e.g., IPTV, VPNs.  

Virtual network based resource management is necessary and efficient to guarantee 
the customer’s diverse traffic demand [1, 2]. The customers’ traffic must share the 
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same physical core network infrastructure. The service provider should handle these 
traffics with different policies to meet each of their SLA requirements. Each 
customer’s traffic consists of multipoint-to-multipoint flows that require a certain 
amount of network resources. Virtual network partitioning of network resources 
provides an approach to ensuring that the SLA requirements of large customers are 
met. A virtual network (VN) consists of sufficient network resources that are 
allocated to a customer to accommodate its flows and meet its SLA [3, 4]. 

Automated service and network management is essential to creating and 
maintaining a flexible and agile service delivery infrastructure that achieves much 
lower operations expense than existing systems. Autonomic computing as defined in 
[5, 6] is a natural approach to IP network resource management.  Autonomic 
computing (AC) can address the delivery of multiple services with different SLAs 
using a shared set of computing resources. Effectiveness in service delivery is 
achieved by assigning to each service an autonomic manager that ensures that the 
service is delivered according to the prescribed SLA. The manager monitors and 
analyzes resource state and service metrics, and plans and executes appropriate 
actions to ensure that service metrics are met in the presence of faults and a changing 
environment. In the context of an SLA-based IP transport service, an autonomic 
manager is created for each virtual network.    

The VN approach to network resource management is not new [3, 4]. The 
combining the VN and AC concept, however, brings greater clarity to the 
methodology of designing future network management systems that must attain 
greater degrees of scalability and manage higher levels of application diversity and 
adaptivity than required by networks in the past. In addition, with the focus of 
application delivery shifting to the peer/server computing infrastructure, it is our 
belief that future network management systems, to the extent possible, should 
incorporate resource management methodologies developed for information 
technology. In this paper, we propose a network service management methodology 
using the concept of virtual network and autonomic computing. 

The organization of this paper is as follows. Section 2 describes the features of the 
SLA-based core network service and analyzes the requirements of this service in the 
perspective of customers and service provider. Based on the requirement analysis we 
developed a VN-based autonomic network resource control and management system 
named VNARMS. In section 3, we propose an overall architecture of VNARMS and 
describe the relationship among autonomic managers in VNARMS. Section 4 
addresses the detailed design issues of our proposed system. In section 5, we conclude 
this paper with current status of our research and scheduled future work. 

2   Requirement for SLA-Based Network Service 

In this section, we consider requirements on the SLA-based network service from the 
perspective of the customers and the service provider. Based on this requirement 
analysis we design an autonomic network resource management system. The 
customers could be an enterprise (E), a content service provider, a 3rd party network 
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 reseller like a VPN provider, and application service providers, e.g. VoIP or IPTV.   
The network service provider (NSP) owns and operates the physical core network 
resources. The service instance delivered from the NSP to a customer is a virtual 
network (VN). The virtual network (VN) is an abstraction of a physical network that 
consists of a partition of network resources [1]. 

2.1   Customer Requirements 

First, the customer requires the creation of a VN that can deliver a certain level of 
quality. The metric of VN quality can be end-to-end bandwidth and delay for multiple 
routes. When a customer negotiates a SLA for a VN, the VN topology may or may 
not be specified. Second, the customer wishes to monitor the current and historical 
status of his VN at various times. This VN usage data allows the customer to 
anticipate future VN usage and to plan for improved utilization. Third, the customer 
may wish to reconfigure the contracted VN capacity or to remove the VN. Fourth, the 
customer may choose to create one or more new VNs within its own VN capacity 
boundary and to resell these to other customers. This reselling activity should be 
performed independently from the NSP.  Fifth, a VN control and management system 
should be provided to the customer when a new VN is created. Starting from the 
physical network infrastructure, a multi-level recursive creation of VNs and 
associated control and management system should be supported.  

2.2   Service Provider Requirements 

First, every service provider attempts to optimize the use of its resources (whether 
physical or virtual) to maximize its service revenue. In this general sense, the NSP that 
owns the physical network resources has the “root-VN” from which other VNs can be 
spawned. The “root-VN” is an abstraction of the whole network capacity of NSP core 
network. The VN customer in turn can be a service provider to other customers. 
Second, the operation expense of a VN should be minimized by automatically and 
efficiently carrying out the customer or service provider requests. The automatic 
configuration of VN is very important to reduce network operator’s errors which are 
the cause for a significant amount of misuses and faults.  

Third, the system should provide an autonomic way to handle fault and overload 
conditions on each VN and on its virtual network resources (VNR). For this autonomic 
operation, the system should have pre-defined autonomic routines to determine, isolate, 
and repair faults according to policy. Fourth, the service provider may wish to provide 
VN services with different levels of availability (such as 99.999% of availability) to 
different customers. For this goal, the system should provide appropriate levels of 
resource redundancy and appropriately fast fault recovery mechanisms. Fifth, when a 
new VN is created, the system should select an optimal topology, link bandwidths and 
call admission control mechanism. Finally, the ultimate goal of the NSP is to maximize 
its revenue. To do so, it must decide on the optimal mix of services and prices it should 
offer to its customers based on the available infrastructure and the forecasted demand.  
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3   Overall System Architecture and Operations 

We now describe the overall architecture of VN-based autonomic network resource 
control and management system (VNARMS). The virtual network and autonomic 
computing concepts are applied to this architecture to make the service provisioning 
and operation efficient, scalable and cost-effective. 

3.1   VNARMS Operation 

Fig. 1 illustrates a high-level operation of VNARMS: construction of VN and VN 
spawning. We assume that the physical network is the IP-MPLS network with 
DiffServ capability, although the operation of VNARMS is not strictly dedicated to the 
IP-MPLS networks. The VNARMS first performs the abstraction of the physical 
network to construct a Root-VN which is controlled and managed by VNARMS. The 
VNARMS create a child VNs and provide them to customers according to the service 
provider’s policy and customer’s quality demand. A customer provided a VN by a 
service provider, in turn, could be a new service provider that sells some portion of its 
VN to another customer by VN spawning process. This recursive VN spawning 
process is one of the key features of our VNARMS system along with the autonomic 
features, which gives the network re-sellers or service organizers flexibility and 
controllability in operating their VNs. 
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Fig. 1. VNRMS Operations 

A VN is managed by two types of autonomic components in out VNARMS. Those 
are one virtual network resource manager (VNRM) and multiple resource agents (RA). 
The VNRM is responsible for the VN-level control and management, while the RA is 
responsible for the element-level resource control and management. In a single VN, 
each switching element is controlled by one RA. The VNRM manages its VN by 
controlling the operation of its RAs, while there is no interaction among RAs in a 
single VN. Multiple VNRMs can exist in our VNARMS in a hierarchical structure like 
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that of the VNs. For example, if there are ten VNs created on a physical core network, 
there should be the same number of VNRMs, each of which controls one VN assigned 
to it. The RAs in different VNs run independently with little interaction, because, when 
a new VN is spawned from a parent VN, the parent RA creates a child RA when the 
parent VNRM creates the child VNRM. 

The VNRM and RA are the autonomic managers that are arranged according to the 
autonomic control loop structure: monitor, analyze, plan, and execute [5, 6]. By 
monitoring their target objects, the autonomic managers diagnose the object’s status. 
The managed objects of the VNRM and RA are the RAs and physical network 
elements, respectively. When a problem is determined, first, the manager tries to 
localize the problem and repair it by itself. Depending on the nature of the problem this 
may result in self-healing (in case of an error) or self-organizing (re-arrange the 
resources to attain optimum utilization) or self-configuring (adapt to the other 
changes). If the manager cannot handle the problem, the high-level autonomic manager 
is involved. Through this hierarchical autonomic problem handling, a hierarchical 
autonomic manager structure can manage and control large core networks. 

3.2   Relationship Among VNRMS and RAs 

Fig. 2 illustrates an example of VN spawning operation and the relationship among 
VNRMs and RAs. The conceptual VN-level operation in Fig. 2 shows that the Root-
VN spawns the VN.1 and the VN.1 in turn spawns VN.1.1. The ownership of Root-
VN, VN.1, and VN.1.1 belongs to the NSP, customer1, and customer2, respectively. 
Initially, the NSP controls Root-VN through the VNRM1 which controls RA1 and 
RA2. In this example, there are two network elements which can be routers or switches 
in a core network. Each of the network elements is controlled by RA1 and RA2, 
respectively.  

RA1
RA3 RA5

RA2
RA4

VNRM1
VNRM2

VNRM3

Network element 1 Network element 2

Element
Management

Layer

Network
Management

Layer

NSP Customer 1 Customer 2 

Root-VN

VN.1

VN.1.1

spawning

spawning

Conceptual 

Operation

VNARMS

spawning

control

policy

demand

 

Fig. 2. VN spawning operation 

When customer1 wants a VN (VN.1 in this example) he contacts VNRM1 and 
requests a new VN creation with a given SLA. After receiving a VN creation request, 
the VNRM1 calculates an optimal VN topology and effective bandwidth for each end-
to-end route on this topology to create a new VN for the customer1. Note that the child 
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VN is a subset of the parent VN in terms of capability. After creating VN.1 for the 
customer1, the VNRM1 and its RAs (RA1 and RA2) perform additional actions to 
provide the customer1 with the controllability of VN.1. VNRM1 creates VNRM2, and 
RA1 and RA2 spawn RA3 and RA4, respectively. With the newly created VNRM2, 
RA3, and RA4, the customer1 can control its own VN.1. Similarly, customer2 contacts 
VNRM2 to create a new VN. VNRM2 and RA3 spawn VNRM3 and RA5, 
respectively, after they create VN3. The recursive spawning of VNRMs and RAs 
allows the customer of a VN to have controllability to its own VN, independently from 
other VNs and customers. Furthermore, this hierarchical processing of VNs provides 
scalability and extendibility. 

All VNRMs and RAs are autonomic managers. The autonomic manager handles 
requests or notifications from external components in an autonomic way. A VNRM 
communicates with its parent VNRM, its child VNRMs, its owner service provider, 
customers, and its RAs. For example, the VNRM2 in Fig. 2 receives requests or 
notifications from VNRM1, VNRM3, customer1, customer2, RA3 and RA4. In case of 
RAs, the external components that generate requests or notifications are the VNRM, 
the parent RA and the physical network element. For example, RA2 in Fig. 2 receives 
the requests and notifications from VNRM2, RA1, and the physical network element 1. 
The contents of external requests are listed in Table 1, which is not exhaustive but 
important. 

Table 1. Request from external component to VNRM and RA 

RA creation, VNR monitoringRAParent RA

RA policy setup,  RA spawning, child RA removal, RA monitoringRAVNRM

RA

Child VNRM

Parent VNRM

Customer

Owner SP

From

monitoring, configurationNetwork Element

Child VN removalVNRM

VN monitoring, VNRM terminationVNRM

Customer subscription, Customer SLA negotiation, Child VN creationVNRM

VN policy setup, VN monitoring, VN removalVNRM

RequestsTo

 

The high-level policy from a service provider is deployed automatically through the 
hierarchical autonomic manager structure and each autonomic manager configures 
itself based on the given policy (self-configuring) and deals with requests from 
external components according to the policy. This minimizes human intervention and 
leads to cost effective operation. Each autonomic manager tries to optimize its 
corresponding managed objects by forecasting future demand based on the policy. As 
indicated above, this hierarchical structure makes the system very scalable. The system 
can also adapt to the changes in network topology by adding new management 
components in the resource and network management layer.  

4   Detailed Architecture of VNRMS 

We now present the detailed architecture of VNRM and RA, the two types of 
autonomic managers in the VNARMS. We describe the functional building blocks of 
the VNRM and RA and show an example of autonomic operation of VNARMS. 
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4.1   Autonomic Manager Functional Blocks 

First, we define generic functional building blocks for an autonomic manager as an 
extension of the IBM autonomic manager structure [6]. To achieve complete 
autonomic computing for a service, the four parts of the Fig. 3. should be executed 
automatically in each autonomic manager: customer control, policy control, service 
activation, and service maintenance. These four parts are tightly coupled and 
communicate to each other to achieve the ultimate goal: self-management of a service. 
This concept can be applied to all kinds of services, including application-layer 
services and network-layer services. 
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Fig. 3. The functional building blocks of an autonomic manager 

The service provider uses the policy control building block to set up policy for the 
other three functional building blocks. The customer control building block is in charge 
of the interaction with customers. The customer contacts the system through the 
customer control block and negotiates the service quality. Based on the SLA 
information, the service activation building block creates a new service instance for the 
customer. The service maintenance building block controls and manages the resources 
during the lifetime of each service instance (problem detection, problem recovery, etc). 
The maintenance outcomes are sent to the customer control for customer care 
functionality, such as billing. There is some functional overlap among these parts. For 
example, the service planning to find optimal resource allocation could be processed in 
the service activation and service maintenance building blocks. 

4.2   Detailed Architecture of VNRM 

Fig. 4. illustrates the detailed ten functional building blocks of the VNRM. The VNRM 
has three different knowledge bases: PIB, CIB, and VNIB, which store static and 
dynamic information about policy, customer, and VN, respectively. The Policy 
Manager is responsible for policy translation, policy distribution, and policy validation. 
It receives the SP’s policy and translates it into VN and VNR policy. The VN policy is 
stored in the PIB and VNR policy is distributed to all RAs through the Resource 
Manager. The policy for autonomic manager is one of our and others on-going 
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research investigations [7]. In addition to the policy operation, the Policy Manager 
handles all other requests from the service provider, e.g. VN reconfiguration and VN 
removal requests. The Request Manager, on the other hand, handles all the requests 
from customers. 

The Request Manager is responsible for customer contact and SLA negotiation. To 
create a new VN, a customer should subscribe itself to the VNRM and specify VN 
quality requirements through the Request Manager. SLA metric for VN creation and 
reconfiguration is also a part of our on-going investigation. The Request Manager also 
validates the customer VN requirements based on the pre-defined policy and its current 
VN status, and if appropriate it sends a VN create request to the VN Manager. 
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Fig. 4. Detailed Functional Architecture of VNRM 

The VN Manager is responsible for the creation, modification, and removal of child 
VNs. On reception of a VN creation request, the VN Manager makes a topology 
request to the Topology Manager to find an appropriate VN topology. The VN 
Manager then makes a resource reservation request to the Resource Manager. In 
addition, the VN Manager handles the VN re-configuration and removal request from 
the Request Manager and the child VNRM. The VN Topology Manager is responsible 
for creating a set of optimal routes and calculating the corresponding effective 
bandwidth when a new VN is created, or when a VN is reconfigured. Much research 
[8, 9, 10, 11] has been devoted to route-level QoS, but extensions are required for VN-
level QoS guarantees. The goal of VN manager is to find optimal VN allocation from 
the given network resources that maximize the resource utilization and service 
revenue, another area of on-going research. 

The Resource Manager is responsible for the communication between the VNRM 
and the RAs. It translates the VN spawning message into a VNR partitioning message 
and distributes it to the corresponding RAs to create a new VN. It also sends 
monitoring requests to the RAs and receives status information from them. The 
Operation Manager is responsible for the analysis of each child VN and the overall VN 
status. It determines VN level problems and sends a VN reconfiguration message to the 
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VN Manager. In addition, it handles the SLA monitoring.   The SLA analysis result is 
stored in the CIB, which is used for customer billing by the Accounting Manager.  

The VNRM implements the autonomic control loop that involves the four main 
components: Resource Manager, Operation Manager, VN Manager, and Topology 
Manager.  The Resource Manager does monitoring; the Operation Manager does 
monitoring and analysis; the VN Manager and Topology Managers do planning; and 
the Resource Manager performs execution. Furthermore, the seven functional 
components follow the four autonomic functional components described in Fig. 3. 

4.3   Detailed Architecture of RA 

The RA is composed of six functional building blocks, as illustrated in Fig. 4, which 
interact with each other based on RA policy. The Request Controller receives VNR 
partitioning/reconfiguration requests and sends them to the VNR Controller after 
validating the request. In addition, the Request Controller handles the RA policy setup 
request from the VNRM. The Request Controller is in charge of customer control and 
policy control in the autonomic functional building block in Fig. 4. The VNR 
Controller plans the operation of each virtual resource for incoming traffic. For 
example, the methods of call admission control at edge routers and alternative route 
selection at edge and core routers in case of congestion are decided and optimized in 
the VNR Controller. Furthermore, the VNR Controller creates a new RA when a new 
VNR is created for a new VN and it sends VNR modification alarm reports to a child 
RA when its VNR status has changed. The Operation Controller determines VNR level 
problems and tries to fix them before sending alarms to the VNRM. The VNR status 
data is delivered from the Resource Controller of the same RA and the VNR controller 
of the parent RA. The Resource Controller is responsible for the control of physical 
network equipment. The serialization of operations from multiple RAs is another on-
going investigation. 
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Fig. 4. Detailed Functional Architecture of RA 
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The Resource Controller, Operation Controller, and VNR Controller form the main 
autonomic control loop in the RA. The RA periodically retrieves status data of the 
VNR through the Resource Controller. When any fault is detected the Operation 
Controller tries to resolve the problem through the VNR controller. The Operation 
Controller coordinates the sequence of VNR recovery when more than one VNR are in 
an unstable state. The VNR Controller finds the optimal solution for the given problem 
based on the VNR policy and configures the physical network device through the 
Resource Controller. If the problem cannot be resolved by RA itself, the Operation 
Controller sends an alarm notification to the corresponding VNRM. 

5   Conclusion 

In this paper we presented requirements for SLA-based IP packet network service on a 
core network infrastructure, and we proposed a virtual network based autonomic 
network resource control and management system architecture. We argue that the VN-
level QoS guarantee as well as link- or route-level QoS guarantees should be 
considered to meet customer various traffic demands on core network environments. In 
addition, providing a customer with the controllability for his virtual network is an 
important element to increase the service flexibility. This paper focused on the 
description of the architecture and operation of our proposed autonomic system. This is 
a work in progress and many issues remain to be addressed including adaptive 
algorithm development, system dynamics characterization, performance evaluation, 
and implementation of a proof-of-concept system. 
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Abstract. This work presents the design and validation of a new hybrid 
Heuristic-Genetic Algorithm (HGA) for the management of the Survivability 
Dynamic Routed and Wavelength Assignment (S-DRWA), based on lightpath 
protection sharing, and applied on a IP/WDM transport network.  
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1   Introduction  

Service provisioning issues, especially routing, wavelength assignment (RWA) and 
survivability problems, frequently require NP type algorithms, which are difficult to 
undertake with exact methods of mathematic programming because of the large time 
process [1]. On the other hand, evolutionary algorithms, as Genetic Algorithms (GA) 
[2], have drawn hard attention to its application in the solution of complex problems 
and the optimization in different fields, including telecommunications, even though it 
is not practical in some applications due to the high execution time of the 
computational process.  

This work proposes an alternative based on the design and validation of a novel 
hybrid Heuristic/GA algorithm, named HGA, for the management of the dynamic 
routing and wavelength assignment with survivability (S-DRWA) in IP/WDM 
transport networks. This hybrid algorithm is based on sharing lightpath protection.  

The requirements associated with the heuristic mechanism searching for the bests 
working path with its respective protection-paths are given. This information 
determines the search space for the Genetic Algorithm, which selects the “best” 
working path and the “best” sharing protection path. The provision of the wavelength 
is implicitly determined in the selection process.  

For the validation of this proposal, the HGA was implemented directly on the 
control plane of the SIMOMEGA testbed [3], and tested over the OMEGA [4] and 
NSFNet [5] network topologies.  
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2   Hybrid Heuristic/GA Algorithm (HGA) Design  

The proposed mechanism is based on heuristics and on a genetic algorithm (GA), 
establishing an alternate-adaptive mixed routing scheme [6].  

2.1   Heuristics  

1) A set of primary routes for every s-d pair is pre-established, using a fixed  
     alternated routing algorithm based on the Dijkstra algorithm [7].  
2) For every primary route, disjoint paths are selected to stablish a set of protection  
     paths. An algorithm based on search trees is used [8].  
The heuristics are executed only once, or when a change in the topology or network 
configuration exists. The main goal of the heuristics is to originate a searching space 
for the GA, to remove the random recursive creation of the first generation in the GA, 
so optimizing the computation time.  

2.2   Genetic Algorithm  

The initial population given by the heuristics is filtered in terms of the s-d pairs, 
obtaining in this way a specific population P. It evolves by the action of the genetic 
operators (crossover and mutation). These chromosomes are once again evaluated 
depending on its fitness. The process is repeated until the best chromosome is selected 
or the stopping condition has been reached. The GA pseudo-code is presented in 
Table 1.  

Table 1. GA pseudo-code  

{Population given for the heuristics}

t=0

Select population P to the lightpath request

Fitness evaluation

C= best cost between the s-d nodes

while (t<G AND did not had reach the o criterion of optimization)

do crossover and fitness evaluation of the children

do mutation and fitness evaluation of the children

Select P fittest to next generation

C=C+1;

t=t+1;

end while

Lightpath assignment

Table of Codes and Lightpaths actualized  

In the algorithm proposed, a chromosome is represented by a code symbolized by an 
integer number, where each number identifies a lightpath node. Each code is formed by 
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a primary path and by a backup path, and these paths are disjoint. Fig.1 shows, for 
example, the chromosome 2-1-5-2-4-3-5 and, implicitly the Primary-Backup pair.  

 

Fig.1. Chromosome: implicit representation of the pair Primary-Backup path  

2.3   Fitness Evaluation  

The chromosome is evaluated as a function of its cost. The chromosome with the 
smallest number of hops and smallest number of wavelengths will have the lowest 
cost. The following definitions are used in this work:  

a) Cost of the Primary Lightpath (Cw): Defined by the number of hops,  
           assuming that they have at least one available wavelength, otherwise Cw = ∞.  

b) Cost of the Protection Lightpath (Cp): Considering the link L and the cost  
           of each link with wavelength w. 
              Cpw: Cost of the protection lightpath candidate with λ=w, (Eq. 1) 
          CL,w: Cost the protection lightpath with λ=w of the link L; then:  

Cpw = ∑ CL w,
(1)

L∈Path  
CL,w = 1 if the λ in the link has never been used before in the same link.

CL,w = 0 if the λ in the link was already been used and can be shared, with

the primary lightpath in different SRLG.

CL,w = ∞ otherwise;

If the Cpw is the best candidate Cpw = Cp.  

c) Total Cost: then, the total cost (CT) and fitness function is:  

I (2)CT = Cw + Cp + hw ( )  

hw = number of hops of the primary lightpath; 
I = number of nodes of the candidate chromosome; 

The term hw(I) intends to privilege the chromosomes with less number of hops. Eq. 2 
shows a linear relationship, with low complexity, resulting in lower execution time.  

In the GA, the non-linear restrictions introduced by sharing of the protection links 
between SRLG will be considered. A block diagram of the proposed algorithm is 
shown in Fig. 2.  
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Fig. 2. Block Diagram of the HGA  

If the optimization criterion is not reached, the following genetic operators will be 
used: crossover, mutation and selection. These operators are described as follows.  

2.4   Crossover  

The crossover operator is applied to pairs of chromosomes, leading to changes in the 
genetic characters. The crossover point is selected based on the first meeting with the 
source node. Therefore, the information to be crossed corresponds to the part of the 
lightpath protection code (Fig. 3).  

2.5   Mutation  

The mutation operator causes random changes in the genetic characteristics of a 
chromosome, leading to obtain individuals with new characteristics. Here, a node of 
the candidate lightpath, named “n”, is randomly selected (Fig. 3). The part of the 
lightpath between the source node and the “n” node remains unchanged. The part of 
node “n” that goes up to a hop before the destination (part of the protection way) is 
then recreated. The mutation is applied to some chromosomes with fitness values 
below the average aptitude (in this work, only for 2 individuals) from all individuals 
at the crossover stage. The probability associated with this operator is low. 
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Fig. 3. Examples of Crossover and Mutation operations  

2.6   Selection  

After the crossover and mutation, the selection stage chooses the P individuals with 
greater aptitude between parents and children, which become part of the population of 
the next generation. This process will be repeated until the stopping condition is 
reached and the best individual is selected. 

Finally, the lightpath with required protection will be provided, updated to the 
table of code and lightpaths, and the information to the control plane for the 
provisioning process will be provided.  

3   Development Scenario  

The environment IDE used for programming the mechanism HGA was the KDevelop 
KDE/C++ 3.1, Linux, FEDORA 5, Fig. 4. A client can access the services of the 
system via telnet sessions.  

 

Fig. 4. The environment IDE used for programming the HGA mechanisms 

The HGA was implemented directly over the UNI and control plane of the 
SIMOMEGA testbed, and tested over the OMEGA and NSFNet network topologies, 
(Fig. 5), using a PC with processor Pentium III 447 MHz and 384 MB of RAM. This 
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work assumed the probability of occurrence of a unique failure along the time [9]. 
Link failure is the dominant scenario in network protection [10]. 

 

Fig. 5. Topologies used for the proposed evaluation  

4   Network Experiments and Results  

A generator of connection demands was used to simulate requests according to a 
probabilistic model. The interaction generator-control plane is a Client/Server model. 
The following parameters were evaluated: 
a) Complexity of the algorithm; 
b) Mean blocking probability; 
c) Network redundancy ratio and sharing capacity; 
d) Mean execution time. 
 

The HGA proposal was compared to other Heuristics mechanisms which are using 
alternate or adaptive routing [3][6][11]. The Heuristics mechanisms from references 
[3][6][11] are resumed in the Table 2. 

Table 2. Mechanisms used for evaluation  

MECHANISM RWA PROTECTION TOPOLOGY

SIMOMEGA [3]
Alternate Routing,

Dijkstra +FirstFit
Type 1:N OMEGA

PIBWA [6] Alternate Routing, S-DRWA Heuristic NSFNet

Hybrid-LE [11]
Adaptive Routing, S-DRWA Heuristic

Mobil Agents based–GA
NSFNet

 

a) Complexity of the HGA Algorithm  
The time complexity is the number of steps required to solve an instance of the 
problem. The process for obtaining the population by heuristics is performed using 
O(N+N). This happens only once for all the requests from the client; therefore, its 
computational costs will not have a large impact. Thus, the complexity of the HGA 
mechanism will be the time complexity of the genetic algorithm. In comparison with 
the other proposals, a relatively low temporal complexity, O(Gx(PxWxN

2 

+ P
2

xN)), 
was obtained (Table 3), where K is the number of possible primary lightpaths, with H 
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hops, N is the number of nodes of the networks, W is the number of wavelengths per 
fiber, G is the maximum number of generations, and P is the population size.  

Table 3. Complexity HGA vs. PIBWA vs. Hybrid-LE  

MECHANISM COMPLEXITY 
PIBWA O(K2xH2xW2) 

Hybrid-LE O(Gx(PxWxN2 +P2xN) 
HGA O(Gx(PxWxN2 + P2xN)) 

b) Mean blocking probability (Pb)  
The calculus of the mean blocking probability is performed in terms of the number of 
blocked connections (RNOK) over the total number of requested connections (Eq.3).  

∑RNOK
Pb = (3)

∑Total Re q
 

Blocking Probability as a function of G and P  
The block probability (Pb) as function of G and P parameters for a 30 Erlangs load, 
for both P=4 and P=Pmax (maximum population gave by heuristics) is presented at Fig. 
6. You can observe that Pb improves when G and P grow. This analysis is important to 
define the criterion for stopping the algorithm. The best performance was found for 
P=Pmax and G=3, being this values used as a stopping criterion.  

 

Fig. 6. Blocking Probability as a function of G and P  

Individuals assignment probability for generation  
The individuals assignment probability by generation for a Pmax is shown in Fig. 7. 
We can observe that more than 80% of the lightpaths can be allocated in the first  
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searching, which shows that in many cases a “good” lightpath can be found in the first 
interaction for the minimum cost, without using the genetic operators and, thus, with a 
lower execution time.  

 

Fig. 7. Individuals Assignment Probability x Generations on the HGA  

Blocking Probability: HGA vs SIMOMEGA, PIBWA and Hybrid-LE  
Fig. 8 shows a comparison between the mean blocking probability obtained with 
HGA and with the SIMOMEGA testbed algorithm. We observe a good performance 
of the HGA, with better values (about a 50% lower) than the ones obtained by the 
SIMOMEGA testbed algorithm.  

 

Fig. 8. The blocking probability for the HGA and the SIMOMEGA algortihms  

Fig. 9 shows the values of Pb of the PIBWA and Hybrid-LE algorithms, obtained 
in [6] and [11] respectively, and these values are compared with the HGA, in an 
NSFNet topology. Our algorithm had a performance about 20% better.  

 

c) Network Redundancy Ratio (Rr) and sharing capacity  
The Rr is defined as the ratio of the total spare capacity over the total working 
capacity [12] (Eq. 4).  



 A New Heuristics/GA-Based Algorithm for the Management of the S-DRWA 273 

∑ Bij

Rr = (ij )∈L
(4)

∑ Aij
(ij )∈L  

 

Fig. 9. Blocking Probability evaluation: PIBWA, Hybrid-LE and HGA  

Redundancy depends on the network topology as well as on the used algorithm. 
Without explicitly considering SRLG constraints, the shared path protection scheme 
proposed in [13] obtained 74% to 87% for 32 nodes. With HGA, we obtained a 
redundancy rate of 58%, an optimal value compared to the results in [13]. In [12], 
similar values have been obtained, but with a static S-RWA algorithm. The sharing 
capacity reached by HGA (the capacity of re-using protection paths) is about 39%.  

 

d) Mean execution time  
The mean execution time is calculated as the ratio between the execution time of a 
series of requests and the number of calls of such series (Eq. 5).  ∑      (5)∑    

 

Fig. 10. Mean execution time: HGA vs. SIMOMEGA 
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Fig. 10 presents its comparison of the HGA and SIMOMEGA testbed algorithm, 
for different traffic load values. In every case, a very low tm is obtained with our 
proposed model (up to quicker 60%); as the measurement of traffic increases, the 
characteristic of backup sharing of our algorithm is more effective.  

5   Conclusions  

We have proposed a novel hybrid heuristic-GA (HGA) algorithm for the managing of 
the S-DRWA and service provisioning for IP/WDM transport network mechanisms.  

For the validation of this proposal, the HGA was implemented directly on the 
control plane of the SIMOMEGA testbed and tested on the OMEGA and NSFNet 
network topologies, and compared with other related algorithms. The tests showed a 
high performance with respect to blocking probability, mean execution time, network 
redundancy ratio and sharing capacity. Thus, the results indicate that the proposed 
algorithm is a good alternative solution to the S-DRWA management problem.  

As a future work proposal for hybrid algorithm customization, we propose a new 
user interface to facilitate the parameters configuration of the GA (population, 
generations number, stopping criteria, etc) in order to achieve best functionality.  
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Abstract. The use of Internet as an ubiquitous communication plat-
form puts a strong demand on service providers regarding the assur-
ance of multiple service levels consistently. Designing flexible and simple
service-oriented management strategies is crucial to support multicon-
stained applications conveniently and to obtain a deployable and sus-
tainable service quality offer in multiservice IP networks. In this context,
this paper proposes the use of a self-adaptive QoS and SLS management
strategy sustained by a service-oriented traffic admission control scheme
to ensure the negotiated quality levels. A proof-of-concept of the pro-
posed strategy is provided, illustrating its ability to self-adapt and con-
trol efficiently distinct QoS requirements in multiservice IP networks.

Keyword: Multiservice Networks, Admission Control, Service Quality.

1 Introduction

Providing service integration in IP networks assuring, at same time, consistent
levels of service quality tend to require the adoption of specific service models
and traffic control mechanisms to handle traffic with multiple requirements. The
challenge is increased when considering end-to-end Quality of Service (QoS) de-
livery, involving multiple heterogeneous domains with negotiated Service Level
Specifications (SLSs) between them to be fulfilled. In fact, the end-to-end QoS
panacea will not be based on a single network service model attending to the
diversity of business goals and technologies available. This means that the net-
work control tasks, when in place, should be flexible enough to accommodate
heterogeneity and service integration efficiently. At same time, simplicity is a
major design goal and a key aspect for their deployment in real networks.

This paper addresses the problematic of efficient and versatile QoS/SLS man-
agement, proposing a service-oriented and self-adaptive management architec-
ture to improve QoS guarantees and enforce SLSs fulfillment in multiservice
networks. In this architecture, we identify and structure the main issues and
tasks subjacent to the definition, building and control of network services both
intra and interdomain. Attending to the key role of Admission Control (AC) in
preventing QoS instability and service degradation, we specify a service depen-
dent AC criteria adjusted both to explicit and implicit AC scenarios, widening
the diversity of services supported.

S. Ata and C.S. Hong (Eds.): APNOMS 2007, LNCS 4773, pp. 276–285, 2007.
� Springer-Verlag Berlin Heidelberg 2007
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The contents of this paper is organized as follows: current related work on SLS
definition and management is debated in Section 2; an overview of the proposed
QoS and SLS management architecture and operation is given in Section 3;
the specification of the service-oriented AC criteria, including the proposed AC
rules, is included in Section 4; the proof-of-concept and performance results are
provided in Section 5; finally, the main conclusions are summarized in Section 6.

2 SLS Definition and Management

An SLS defines the expected service level, QoS related parameters and traffic
control issues. The definition of a standard set of SLS parameters and semantics,
apart from being a key aspect for QoS provisioning, is crucial for ensuring end-
to-end QoS delivery and for simplifying interdomain negotiations [1]. Several
working groups are committed to SLS definition and management [2,3]. Although
a large combination of quality, performance and reliability parameters is possible,
service providers are expected to offer a limited number of services. To define
SLSs for quantitative and/or qualitative standard services adapted to different
application types is, therefore, a major objective [4, 5].

For SLS management and control, solutions based on Bandwidth Brokers
(BBs) (RFC 2638) centralize service information required to perform control
tasks such as AC, removing them from the network core. However, this involves
a large amount of information to manage and a functional dependence on a
single entity. To improve reliability and scalability in large networks, several
approaches consider distributed service control tasks with variable control com-
plexity depending on the QoS guarantees and predictability required. To pro-
vide guaranteed services, existent proposals tend to require significant network
state information and, in many cases, changes in all network nodes [6]. To pro-
vide predictive services, control tasks based on network measurements performed
node-by-node [7,8] and end-to-end [9,10] have deserved special attention. These
solutions lead to reduced control information and overhead, but eventually to
QoS degradation. To control elastic traffic, for efficient network utilization, im-
plicit strategies i.e., without requiring explicit signaling between applications
and the network, have also been defined [11].

In these proposals, detailed in [12], aspects such as the trade-off between
service assurance level and network control complexity for a scalable and flexible
support of distinct service types and corresponding SLSs, intra and interdomain,
are not covered or balanced as a whole. This grounds the motivation for the
present proposal.

3 Multiservice QoS and SLS Management Architecture

The proposed self-adaptive architecture for managing multiple service levels in-
volves different tasks related to service definition, monitoring and control, inter-
related as illustrated in Fig. 1.
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Fig. 1. Multiservice management architecture

Service definition involves the definition of basic service classes oriented to
application with different requirements, the definition of relevant QoS parame-
ters to control within each service type and the definition of SLSs’ syntax and
semantics. Service monitoring, performed on-line, keeps track of QoS and SLS
status in the domain through a set of well-defined service metrics, providing
feedback to drive Self-adaptive service control tasks such as AC. Traffic aggre-
gates may also be collected for subsequent off-line analysis and characterization.
Service data mining allows to determine the statistical properties of each class
as a result of traffic aggregation so that more realistic service-oriented control
mechanisms and service provisioning can be established. The knowledge result-
ing from interrelating these areas provides the basics for defining a multiservice
management architecture and corresponding AC decision criteria.

In order to pursuit design goals such as flexibility, scalability and easy deploy-
ment, the service control strategy illustrated in Fig. 2 comprises: (i) distributed
control between edge nodes; (ii) no control tasks within the network core; (iii)
reduced state information and control overhead; (iv) measurement-based self-
adaptive behavior regarding network dynamics. This model, oriented to accom-
modate multiple services, may perform AC irrespectively of the applications’
ability to signal the network.

A primary idea of the AC strategy is to take advantage of the need for on-line
QoS and SLS monitoring in today’s networks and use the resulting monitoring
information to perform distributed AC. This monitoring process, carried out
on a per-class and edge-to-edge basis, allows a systematic view of each service
class load, QoS levels and SLSs utilization in each domain, while simplifying
SLSs’ auditing tasks. An additional and crucial characteristic of the devised
AC strategy is to consider a service-dependent degree of overprovisioning in
order to achieve a simple and manageable multiservice AC solution. These levels
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Fig. 2. Distributed monitoring-based AC approach

of overprovisioning, embedded in the AC rules, allow to relax the AC process
widening the range of service types covered by a monitoring-based AC solution.

As shown in Fig. 2, in the model’s operation, while ingress nodes perform
implicit or explicit AC resorting to service-dependent rules for QoS and SLS
control (see Section 4), egress nodes collect service metrics providing them as
inputs for AC. When spanning multiple domains, collecting and accumulating
the QoS measures available at each domain edge nodes will allow to compute
the expected end-to-end QoS. This cumulative process is consistent with the
cascade approach for the support of interoperator IP-based services, which has
the merit of being more realistic, i.e., in conformance with the Internet structure
and operation, and more scalable than the source-based approach [1].

4 Specifying the Multiservice AC Criteria

For controlling both the QoS levels in the domain and the utilization of existing
SLSs, the following rules have been defined: (i) rate-based SLS control rules; (ii)
QoS parameters control rules; (iii) end-to-end QoS control Rules. The specifica-
tion of these rules, following the notation in [13], is presented in Table 1. The
conformance of the defined rules determine the acceptance of a new flow Fj .
Note that Eq. (3) is not flow dependent, i.e. it is checked once during Δti to de-
termine AC StatusΔti . An AC StatusΔti =accept indicates that the measured
QoS levels for SCi are in conformance with the QoS objectives and, therefore,
new flows can be accepted. An AC StatusΔti =reject indicates that no more
flows should be accepted until the class recovers and restores the QoS target
values, which will only be checked at Δti+1. For a service class SCi under im-
plicit AC, as flows are unable to describe rj , traffic flows are accepted or rejected
implicitly according to the value of AC StatusΔti .

In order to increase the scalability of the control strategy, it is the QoS pa-
rameter target value for the service class that bounds the corresponding SLS’s
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Table 1. Control rules summary

Type of Rule Description

SLS Rate Control Rules Verify upstream and downstream SLSs utilization
R̃i,(In,∗) + rj ≤ βi,In Ri,In R̃i,(In,∗) is the current measured rate of flows using SLSi,In in-

dependently of the egress nodes Em involved;
rj is the rate of the new flow Fj ;

(1) 0 < βi,In ≤ 1 is a service-dependent safety margin defined for the
negotiated rate Ri,In of SLSi,In .

R̃+
i,(∗,Em) + rj ≤ β+

i,Em
R+

i,Em
R̃+

i,(∗,Em) is the current measured rate of flows using SLS+
i,Em

,
considering all ingress-to-Em estimated rates of flows going
through Em;

(2) rj is the rate of the new flow Fj ;
0 < β+

i,Em
≤ 1 is the service-dependent safety margin for the rate

R+
i,Em

defined in SLS+
i,Em

.
QoS Control Rules Verify the conformance of QoS levels in the domain

∀(Pi,p, βi,p) ∈ PSCi
: P̃i,p ≤ Ti,p P̃i,p is the ingress-to-egress measured QoS parameter;

βi,p is the corresponding safety margin;
(3) Ti,p is the parameter’s upper bound or threshold, given by Ti,p =

βi,pPi,p, used to set the acceptance status for Δti.
End-to-end Control Rules Cumulative computation and verification of e2e QoS

∀Pj,p ∈ PFj
: Pj,p is a flow’s QoS parameter, allowing a tolerance factor γj,p;

(op1 (P acc−
j,p , Pi,p)) op2 (γj,pPj,p) P acc−

j,p is the parameter’s cumulative value when crossing up-
stream domains;

(4) Pi,p the corresponding target value in present domain.

expected QoS value and respective flows. Depending on the semantics of each
parameter, Pi,p can either be an upper or lower bound. Embedding the ex-
pected SLS parameters values in the respective class parameter target values
is of paramount importance as QoS and SLS control in the domain is clearly
simplified.

5 Proof-of-Concept

To evaluate the performance of the service control strategy regarding its ability
to manage multiple service commitments in a multiclass environment, a simula-
tion prototype was set using NS-2. This prototype implements three functional
interrelated modules - Automatic Source Generation Module, AC Decision Mod-
ule, and QoS and SLS Monitoring Module. Fig. 3 presents a simplified diagram of
the simulation model architecture, including the relation between these modules
and the main underlying functions and variables. The two recursive modules
represented in gray are responsible for the dynamic behavior of traffic source
generation and monitoring.

Taking into consideration current service configuration guidelines [14], three
initial service classes have been defined. Table 2 summarizes the service classes
implemented, highlighting AC and QoS monitoring parameters used to configure
the AC rules specified in Table 1. Three downstream SLSs have been considered,
one per service class, with a negotiated rate (R+

i,Em
) defined according to the

traffic load share intended for the corresponding class in the domain. As shown,
the parameterization of the AC rules is service-dependent and larger safety
margins β+

i,Em
and tighter thresholds Ti,p are defined for more demanding classes.
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Table 2. Configuration of service classes SCi

SCi Serv. Type AC Type R+
i,Em

β+
i,Em

Pi,p Ti,p Example Traffic Src
SC1 guaranteed explicit 3.4Mbps 0.85 IPTD 35ms VoIP Exp.or Pareto on/off

(hard-RT) and (10% share) ipdv 1ms Cir.Emulation (64kbps,pkt=120B
conservative IPLR 10−4 Conv. UMTS on/off=0.96/1.69ms)

SC2 predictive explicit and 17Mbps 0.90 IPTD 50ms audio/video (256kbps,pkt=512B
(soft-RT) flexible (50% share) IPLR 10−3 streaming on/off=500/500ms

SC3 best-effort implicit 13.6Mbps 1.0 IPLR 10−1 elastic apps. FTP (pkt=512B)

For instance, a β+
i,Em

= 0.85 corresponds to impose a safety margin or degree of
overprovisioning of 15% to absorb load fluctuations and optimistic measures.

The network domain consists of ingress routers I1, I2, a multiclass network
core and an edge router E1. I2 is used to inject concurrent or cross traffic (re-
ferred as CT-I2), allowing to evaluate concurrency effects on distributed AC and
to assess the impact of cross traffic on the model performance. The test scenarios
with cross traffic allow to evaluate the presence of unmeasured traffic within the
network core. This type of traffic, likely to occur in real environments, impacts
on domain’s QoS and load without being explicitly measured by E1 SLS rate
control rule (Eq. (2)). The domain routers implement the three service classes
according to a hybrid Priority Queuing - Weighted Round Robin (2,1) schedul-
ing discipline, with RIO-C as AQM mechanism. The domain internodal links
capacity is 34Mbps, with a 15ms propagation delay. Δti is set to 5s.

5.1 Simulation Results

This section intends to assess the self-adaptive behavior and effectiveness of the
proposed service control strategy in keeping QoS levels and SLSs share consis-
tently and efficiently controlled. For this purpose, Section 5.1-A presents results
illustrating the solution’s ability to ensure domain QoS levels in presence of
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concurrent and cross traffic, highlighting also its capacity to self-adapt to new
QoS thresholds; Section 5.1-B illustrates the significance of the results facing the
high utilization levels achieved.

A - Ensuring Domain QoS Levels. Fig. 4 illustrates the obtained IPTD
and IPLR for service classes SC1, SC2 and SC3. As shown, the classes exhibit
a stable behavior regarding the pre-defined QoS levels: (i) SC1 is very well con-
trolled, with IPTD kept almost constant throughout the simulation period. The
mean ipdv assumes a low value (0.1ms) as a result of small variations, bounded
by a well-defined maximum and minimum values (±0.4ms). With concurrent
traffic no loss occurs; (ii) SC2 and SC3 IPLR evolution tends to the defined
IPLR thresholds of 10−3 and 10−1, respectively. For SC2, IPLR has a less reg-
ular behavior as it results from occasional loss events, converging to the defined
threshold; (iii) the percentage of packets exceeding delay QoS thresholds is very
small: for SC1 only 0.007% of packets exceed the IPTD threshold (35ms) and
0.0005% the ipdv threshold (1ms). For SC2, 2.95% of packets exceed the delay
threshold (50ms). Note that, exceeding a QoS threshold does not necessarily
imply a service QoS violation, as the defined concept of threshold comprises a
safety margin to the QoS parameter target value (see Eq. (3)). These results are
particularly encouraging attending to the high network utilization obtained (see
Section 5.1-B).
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Impact of Cross Traffic and Adaptation to New Thresholds. This new
test scenario intents to illustrate the model’s ability to self-adapt to distinct QoS
thresholds, in particular, to control new delay and loss bounds. In addition, the
traffic conditions are now more demanding as the traffic submitted to ingress
I2 is cross traffic. Fig. 5 presents a multimetric analysis of the IPTD and IPLR
obtained for each service class in each Δti.

As shown, when a tighter IPTD threshold of 35ms is set for SC2, AC is
effective in bringing and maintaining IPTD controlled around that value. Simul-
taneously, considering a new IPLR threshold of 0.05 for SC2 and SC3 (more
relaxed and tighter than the previous one of 10−3 for SC2 and 10−1 for SC3),
it is notorious that the control strategy has been able to bring IPLR to the new
value. It is also evident that IPLR is more difficult to keep tightly controlled,
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however, a consistent behavior around 0.05 is achieved. In the presence of cross
traffic, the main rule determining AC decisions is the QoS control rule Eq. (3),
with AC statusΔti = reject activated mostly by IPLR threshold violations. This
rule by itself maintains the QoS levels controlled, as shown in Fig. 5.

From these set of experiments, the relevance of the defined AC rules becomes
evident for assuring service commitments in the domain. While the rate control
rule (Eq. (2)) assumes a preponderant role for service classes SC1 and SC2 to
control the traffic load and indirectly QoS, particularly in situations involving
concurrent traffic, the QoS control rule (Eq. (3)) is decisive to assure the domain
QoS levels in presence of unmeasured cross traffic. In real environments, where
the two type of situations are likely to occur simultaneously, the two AC rules
will complement each other to increase the domain capabilities to guarantee
service commitments.

B - Controlling SLSs Share. Fig. 6 (a) illustrates the obtained share of each
class under the concurrent traffic test scenario. Note that, for the safety mar-
gins (β+

i,Em
) and the SLSs rate share (R+

i,Em
) defined in Table 2, the utilization

target for SC1, SC2 and SC3 is 8.5%, 45% (SC2+CT-I2) and 40%, respectively.
As shown, the share configured for each class and SLS is well accomplished and
the global utilization is kept very high. SC2 and CT-I2 obtain a similar behavior
and share and SC3 exceeds its share slightly. This occurs due to the adaptive
nature of traffic within SC3, the more relaxed implicit AC criterion and the
work conserving nature of the scheduling algorithm in use, which allows SC3 to
take advantage of unused resources. The per-class and global utilization with
cross traffic decreases slightly comparing to the concurrent case. This decrease
is a consequence of the effect of cross traffic on queues occupancy increasing loss
events and triggering the QoS control rule more frequently. However, the rate
share of each class is also well accomplished and the global utilization very high.
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Fig. 6. (a) Rate share for each service class; (b) Rate and AC behavior for SC2

When observing the behavior of the AC rules for SC2 and the resulting AC
decision along time (Fig. 6 (b)1), it can be seen that, although the rules are
effective in blocking new flows when QoS degradation or an excessive rate is
sensed, the effect of previously accepted flows may lead to some episodes of
rate estimates above the target line. In fact, traffic fluctuations reflecting a low
estimation in Δti−1 may lead to over acceptance during Δti. Despite the fast
time reaction of the control rules, these situations evince the advantage of using
protective safety margins.

6 Conclusions

In this paper, a self-adaptive service management strategy has been proposed
to improve QoS guarantees and enforce SLSs fulfillment in multiservice net-
works. The solution relies on service-dependent AC rules which allow a versatile
and consistent control of QoS levels and SLS usage both intra and interdomain.
The proof-of-concept has demonstrated that the self-adaptive behavior inherent
to on-line measurements combined with the proposed AC rules is effective in
controlling the quality levels of each service class. Under demanding traffic con-
ditions, the relevance of the two defined AC rules became evident complementing
each other to increase the domain capabilities to guarantee service commitments.
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Abstract. This paper presents a component framework for rapidly building and
operating the visual interfaces for network management. It can easily and dynam-
ically assemble visual components that can monitor and control their target net-
work devices or sub-systems into an active document as a visual interface for the
whole network. Since each visual component is an autonomous programmable
entity, it can define network management protocols in addition to its visual inter-
face inside it. End-users or administrators can manually customize smart spaces
through user-friendly GUI-based manipulations for editing documents. This pa-
per presents the design for this framework and describes its implementation and
a practical application already being used for sensor networks in the real world.

1 Introduction

Network management is needed in various systems. For example, a ubiquitous comput-
ing environment consists of many heterogeneous computing devices connected through
wired or wireless networks in a house or office. The requirements of applications in
such environments tend to depend on their targets, e.g., users, houses, or offices. In fact,
one of the most typical and popular applications of pervasive computing is context-
aware services. To support such services, ubiquitous computing systems must be able to
know the context and process this in the real world, e.g., in terms of people, locations,
and time. However, most ubiquitous computing environments often lack professional
administrators unlike other network systems. Therefore, end-users themselves are re-
quired to customize their own ubiquitous computing environments to their individual
requirements and applications.

We propose a component framework to rapidly and easily build visual interfaces for
network management systems. The framework is constructed based on a compound-
document framework, called MobiDoc, developed by the author [9,10]. It enables one
document to be composed of various visible parts, such as text, image, and video created
by different applications, like other compound-document frameworks, e.g., COM/OLE
[2], OpenDoc [1], CommonPoint [7], and Bonobo [3]. Compound-document technol-
ogy is useful for constructing visual interfaces for network management, because it en-
ables end-users to easily and dynamically assemble visual components into a seamless
interface. However, existing compound document frameworks, including MobiDoc,
have not been designed for network management. In fact, the framework themselves
cannot monitor and control network systems. It enables visual components to define

S. Ata and C.S. Hong (Eds.): APNOMS 2007, LNCS 4773, pp. 286–295, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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network protocols as well as the GUIs inside them, so that they can communicate their
target network devices or sub-systems through the devices’ or sub-systems’ favorite
controlling and monitoring protocols. It can assemble multiple components into one
document or component by using GUI-based manipulation. Therefore, end-users can
customize visual interfaces to monitor and manage their networks.

2 Background

This framework was inspired by our experiences with network management tasks in
real systems. We have constructed and operated sensor networks for tracking the posi-
tions of visitors in several museums, e.g., at the National Science Museum (at Ueno)
in Tokyo to support user/location-aware visitor assistance systems.1. As exhibitions are
often changed in museums, even curators who have no knowledge about pervasive com-
puting systems should be able to easily and naturally configure the systems, e.g., the
topology of sensor networks and filtering the data measured by sensors, according to
changes in the museums without the need for any professional administrators.

There have been a few attempts to enable end-users to easily manage their networks.
Nevertheless, networks for ubiquitous computing environments in houses and offices
are usually administered by end-users, who may have no knowledge or experience of
networks. User-friendly interfaces are therefore needed so that end-users can easily
manage networks in their ubiquitous computing environments. Several commercial or
academic systems for network management provide visual interfaces for professional
administrators rather than end-users. Furthermore, they explicitly or implicitly assumed
that they were being used without any other network management systems. That is,
their visual interfaces cannot coexist with those of other systems. We need to be able to
seamlessly unify visual interfaces for different network management systems.

Although commercial or academic web-based tools for network management have
recently been used, they cannot always monitor and control their target network sys-
tems in a real-time manner. This is because they periodically query the target systems
and update their visual interfaces displayed within Web browsers executed on client-
side computing devices through http-based protocols. Ajax technology may be able to
reduce latency between the target systems and the visual interfaces, but most network
devices or sub-systems do not support the technology, because they support only simple
or particular protocols.

Administrators or users must support heterogeneous network devices, sub-systems,
or services that are different. Our framework needs to be independent of any network
management systems and open to various network management protocols. Networks in
ubiquitous computing environments are evolving in the sense that network devices and
services are dynamically being added to and removed from them. Therefore, a user-
friendly management system supports the dynamic evolution of network systems or
ubiquitous computing systems.

There have been several mechanisms for automatically generating GUIs to control-
ling devices [6,5]. Most existing approaches can provide GUIs for individual devices
and can support them being dynamically generated for devices that may be added. They

1 The system is presented later in detail.
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assume the target devices, which they should provide visual interfaces for, can support
their own control protocols for visual interfaces. However, most network devices do not
support such protocols. Instead, they can be controlled and monitored through their own
favorite protocols, e.g., SMNP, HTTP, and telnet, in addition to management-specific
protocols. Therefore, the framework presented in this paper is required to support var-
ious protocols. Network devices and ubiquitous computing devices only have limited
resources, such as restricted amounts of CPU power and memory. However, client-side
devices, i.e., PCs and PDA, have sufficiently resources with their input/output devices,
e.g., display, keyboard, and mouses. Therefore, visual interfaces should be managed and
executed as much as possible in external systems, including client-side devices, rather
than in network devices.

3 Component Framework for Network Management

This section presents a component framework for building and operating the visual
interfaces for network management systems by using compound document technology.

3.1 Basic Approach

Like other compound document frameworks, the framework presented in this paper en-
ables components to maintain their own contents within them and to be dynamically
assembled into one document or component. It also supports GUI-based manipula-
tions to edit individual components and to layout components on GUI windows or con-
trol panels so that end-users can create GUIs for their networks. Unlike other existing
frameworks, e.g., COM/OLE, OpenDoc, CommonPoint, and Bonobo, it provide each
component with its own program code to view and edit its content within the compo-
nent. Therefore, such a component itself can implement network management protocols
to communicate with its target network device, sub-system, and service. For example,
when a user wants to manage a new network device in his/her networks, he/she drags
and drops the visual component that can define the network protocol to monitor and
control the device as well as the visual interfaces on his/her control panel.

Although the framework inherits many features of our previous compound document
framework,MobiDoc, it has been extended to support network management. It consists
of two parts: visual component and component runtime system. The former is defined
as a collection of Java objects and the latter is executed on the Java virtual machine
(VM). Since the Java VM and libraries abstract away differences between underlying
systems, e.g., operating systems and hardware, components and runtime systems can
be executed on different computers, whose underlying systems may be different.

3.2 Component Runtime System

Each runtime system governs all the components within it and provides them with APIs
for the components in addition to Java’s classes. It assigns one or more threads to each
component and interrupts them before the component terminates, or is saved. Each
component can request its current runtime system to terminate and save itself and its
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inner components in secondary storage. This framework provides each component with
a wrapper, called a component tree node. Each node contains its target component, its
attributes, and its containment relationship and provides interfaces between its compo-
nent and the runtime system (Fig. 2). When a component is created in a runtime system,
it creates a component tree node for the newly created component. When a component
migrates to another location or duplicates itself, the runtime system migrates its node
with the component and makes a replica of the whole node.
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Fig. 2. Component hierarchy and structure of components

A hierarchy is maintained in the form of a tree structure of component tree nodes
of the components (Fig. 3). Each node is defined as a subclass of MDContainer or
MDComponent, where the first supports components, which can contain more than one
component inside them and the second supports components, which cannot contain any
components. For example, when a component has two other components inside it, the
nodes that contains these two inner components are attached to the node that wraps the
container component. Component migration in a tree only occurs as a transformation
of the subtree structure of the hierarchy. When a component is moved over a network,
on the other hand, the runtime system marshals the node of the component, including
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the nodes of its children, into a bit-stream and transmits the component and its children
and the marshaled component to the destination.

3.3 Visual Component

As we can see from Fig. 2, each component is a collection of Java objects wrapped in
a component and has its own unique identifier and image data displayed as its icon. All
the objects that each component consists of need to implement the java.io.Serial
izable interface, because they must be marshaled using Java’s serialization mecha-
nism. Each visual component needs to be defined as a subclass of either the java.
awt.Component or java.awt.Container from which most of Java’s visual or
GUI objects are derived. To enable existing software to be reused, we implemented an
adapter to use typical Java components, e.g., Java Applets and JavaBeans, which are
defined as subclasses of the java.awt.Component or java.awt.Container
class within our components2 Most Java Swing and AWT GUI Widgets can be used
as our components in the framework without modifications, because they have been
derived from the two classes.

The runtime system can invoke specified callback methods defined in components
when they are created, relocated, and terminated and can assign more than one ac-
tive thread to the components. We can define program codes to communicate with net-
work systems or devices within these callback methods. In fact, we constructed several
components for network management through basic protocols. For example, an HTTP
server (or client) component plays the role of an HTTP server (or client) to monitor
and control network devices as HTTP clients (or servers) and a Telnet component can
connect to its target device through a telnet protocol. Since these components are de-
fined as abstract classes, we can define visual interfaces for network management by

2 This is not compatible with all kinds of Applets and JavaBeans, because some of these existing
applications manage their threads and input and output devices depreciatively.
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using Java Swing or AWT Widgets. We also developed various components, e.g., a text
viewer/editor component and a JPEG, GIF, MPEG viewer component and audio-player
component. Note that visual components allow their content to be in arbitrary as well as
standard formats, because they have codes for viewing and modifying content. Compo-
nents can support further application-specific protocols. For example, the Video Stream
Player component as shown in Fig. 3 supported Real-Time Protocol (RTP) to received a
video stream and displayed the stream on its visual rectangle with a GUI control panel
to stop, play, forward, back and pause.

3.4 Component Manipulation

Each component can display its content within the rectangular estate maintained by its
container component. The node of the component, which is defined as a subclass of the
MDContainer or MDComponent class, specifies attributes, e.g., its minimum size
and preferable size, and the maximum size of the visible estate of its component in the
estate is controlled by the node of its container component. These classes can define
their new layout manager as subclasses of the java.awt.LayoutManager class.

This framework provides an editing environment for manipulating the components
for network processing, as well as for visual components. It also provides in-place edit-
ing services similar to those provided by OpenDoc and OLE. It offers several value-
added mechanisms for effectively sharing the visual estate of a container among em-
bedded components and for coordinating their use of shared resources, such as key-
boards, mice, and windows. Each component tree node can dispatch certain events to
its components to notify them when certain actions happen within their surroundings.
MDContainer and MDComponent classes support built-in GUIs for manipulating
components. For example, when we want to place a component on another component,
including a document, we move the former component to the latter through GUI manip-
ulations, e.g., drag-and-drop or cut-and-paste. When the boundary of the visible area of
a component is clicked, the component is selected and eight rectangular control points
for moving it around and resizing it are displayed (Fig. 4 (a)). The user can resize the
selected component, move it to another, save it, and terminate it by dragging its handles
(Fig. 4 (b)).

(a) (b)

Fig. 4. Editing layout for components and popup menu for controlling components

3.5 Component Persistence

By using mobile agent technology, the runtime system can save or duplicate a com-
ponent, its children, and information about their containment relationships and visual
layouts into a bit-stream and can then later unmarshal the components and information
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from the bit-stream. When a component is saved or duplicated, its code and state, e.g.,
instance variables, can be marshalled by using the Java object serialization package. The
package does not support the capturing of stack frames of threads. Consequently, our
system cannot marshal the execution states of any thread objects. Instead, the runtime
system (and the Java virtual machine) propagates certain events to components before
and after marshaling and unmarshaling them. The current implementation of our sys-
tem uses the standard JAR file format for passing components that can support digital
signatures, allowing for authentication.

4 Application

The framework has already been used in a management system for context-aware user-
assistant services in public museums, e.g., at the National Science Museum in Tokyo
and the Museum of Nature and Human Activities in Hyogo, Japan. The system was con-
structed as a sensor network where RFID tag readers were connected through a wireless
network. These readers were located at specified spots in several exhibition spaces at
these museums (Fig. 5). Visitors were provided with active RFID-tags to track their
locations. When they came sufficiently close to various objects, e.g., zoological speci-
mens and fossils, located at the spots, they could listen to sound content that annotated
the objects. The RFID-tag readers identified all the visitors within their range of cov-
erage, i.e., a 2-meter diameter and sent the identifiers of their detecting RFID tags to a
service-provider computer through TCP sessions. All service-provider computers had
databases for storing audio contents and selected and play content according to their
guest’s knowledge and interests when they receive the identifiers of tags from read-
ers. Fig. 6 shows a screenshot of the visual interface for the management system. The
interface enables users to deploy services at areas by using drag-and-drop manipula-
tions. For example, the exhibition had more than 200 visitors daily and the system
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Fig. 5. Spots in museum and networked RFID tag reader at spot
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Fig. 6. Screenshot of monitor system window for user/location-aware visitor assistance system
with sensor network

continued to monitor and manage RFID-tag readers and location-aware services for a
week without experiencing any problems (Fig. 7).

The interface consisted of four visual components that monitored four RFID-tag
readers located at spots throughout the exhibition consisting of four spots. As we can
see from Fig. 6, the window was implemented as a window component that contains
six components corresponding to the frame-boxes in it. The four of the box-frame com-
ponents represented the spots and had programs that communicated with their read-
ers through TCP sessions to monitor the presence of tags within their coverage areas,
where RFID readers could work as TCP servers to send the identifiers of such tags.
Fig. 8 shows the visual interface for user/location-aware systems used at the National
Science Museum. An image view component drew a map of the exhibition room and it
contained six management components for RFID readers connected through a network.

When a visitor with an RFID-tag entered a spot, the component corresponding to him
or her was deployed at the component corresponding to the spot. We could dynamically
add/remove location-aware services to/from spots. We deployed software to define the
service at the component corresponding to a spot by dragging-and-dropping the visual
component of the software on the visual components corresponding to the places in
which the services should be provided. Curators, who may have no knowledge about
ubiquitous computing systems, can therefore easily and intuitively change audio-based
assistance services at exhibitions.
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Fig. 7. Experiments at National Science Museum

Fig. 8. Monitoring computer for six spots at National Science Museum

5 Conclusion

We presented a component framework for rapidly building and operating the visual
interfaces for network management. The framework can dynamically assemble visual
components into a visual interface. It enable components to communicate with their
target network sub-systems through the sub-systems’ favorite protocols, since these
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components contain their own program code in addition to the content inside them.
Since it provides GUI-based manipulations for editing visual components, end-users
can easily add and remove the visual interfaces for network management on their con-
trol panels. We designed and implemented a prototype-system based on the framework
and demonstrated its effectiveness in a network management system for sensor net-
works in public museums.

In concluding, we would like to identify further issues that need to be resolved.
As the framework is general, it has not only been designed for visual components for
monitoring and controlling network management systems. Even though the current im-
plementation relies on Java’s security manager, we are interested in additional security
mechanisms for these components.
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Abstract. The multi-homing technology can provide an extended coverage area 
via distinct access technologies. Also, it is able to redirect a flow from one in-
terface to another without reinitiating the flow. However, there is no suitable 
multi-homing technology for ubiquitous network environment at the moment. 
To provide multi-homing schemes into the ubiquitous environment, various re-
lated researches should be studied. Therefore, we proposed primary path selec-
tion algorithm which can provide a ubiquitous access and Flow redirection.  

1   Introduction 

Currently, multi-homing issues[1] are one of the most important factors in ubiquitous 
network environment. Multi-homing technologies can establish connection more 
efficiently and reliably between nodes those communicate each other. To adopt multi-
homing technologies into the ubiquitous networks, various algorithms such as source 
address selection, primary path selection and failure discovery must be defined. An 
efficient algorithm for address selection and failure discovery has been articulated in 
[2]. However, existing works do not provide suitable path selection algorithms for 
multi-homing technology in ubiquitous networks which is very important considering 
the performance of the network. So in this paper our main focus is on primary path 
selection algorithm to improve the network performance. Our paper is organized as 
follows. Section 2 introduces related works about multi-homing issues. In section 3, 
we described the primary path selection algorithm for Ubiquitous network environ-
ment. After that we show the simulation results in section 4. Finally, we conclude in 
section 5. 

2   Related Works 

The monami6 working group in IETF has defined scenarios so that multiple interfaces 
and multiple CoA (care of addresses) registration [3] can be used. According to those 
scenarios, mobile node [5][6] can use multiple types of access technologies such as 
                                                           
* This work was supported by the Korea Research Foundation Grant funded by the Korean 

Government (MOEHRD)” (KRF-2006-521-D00394). 



 The Primary Path Selection Algorithm for Ubiquitous Multi-homing Environments1 297 

802.11.b, WiBro and Cellular network in order to maintain ongoing communication, 
especially when it is moving out of coverage area of a specific technology. Moreover, 
these scenarios described how the mobile node can dynamically redirect flows [3] 
from one type of access technology to another and how it can also select the best 
access technology according to traffic characteristics or preferences. In multiple care 
of addresses registration [2], binding unique identifiers sub option for registration of 
multiple CoA [5][8] is defined. Although, this group defined well about multi-
homing, still there are problems to solve such as source address selection and primary 
path selection algorithm. These algorithms should be defined as because mobile node 
must select one of the access technologies and it can change path according to user 
preference, applications and traffic quality. Therefore, this research focused mainly on 
primary path selection when mobile node make connection with its’ home agent and 
correspondent node. Moreover it defined the path selection algorithm that can dy-
namically change primary path according to network state. 

3   Path Selection Scheme for Ubiquitous Network Environment 

 In this section the primary path selection algorithm, binding update with multiple 
care of address, administration of binding cache and operation of proposed scheme 
are described.  

3.1   Primary Path Selection Algorithm 

The primary path selection algorithm is a method that can select primary path by  
Home Agent and Correspondent Node. When mobile node selects primary path in  
multi-homing environment, it can allocate primary path using the following algorithm. 
There are three different factors; which are signal strength, data rate and bandwidth 
utilization used in this algorithm. Our research considered these factors to compare the 
most appropriate paths. If signal strength and data rates have higher value, it means 
network can provide high quality of service to a mobile node. In addition, according to 
primary path selection algorithm, network states can be separated in eight different 
cases as shown figure 1. The figure 1 shows the results to measure each signal strength, 
data rate and bandwidth utilization by mobile node at the same time. 
The graphs are analyzed as follows:  

① Time 1: The mobile node should select A as a primary path because it has high-
er value for both signal strength and data rates than B 

② Time 2: Although A’s signal strength and data rate are higher than the B’s, 
bandwidth at interface a (‘a’ is connected with access router A) 

③ Time 3: If bandwidth utilization of interface ‘a’ and ‘b’ are over threshold 
value, the mobile node can select the A as a primary path which have higher 
value for data rate and signal strength. 

④ Time 4: The mobile node should select the B as a primary path even the A has 
higher data rate than the B. This is because of the signal strength of A falls under  
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Table 1. Pseudo code for primary path selection algorithm 

If signal strength  A>B 
If data rate A>B 

If  A’s signal strength ≠ threshold  
If  interface a of MN’s bandwidth utilization = enough 

A is selected primary path by mobile node 
Else if  interface b of MN’s bandwidth utilization = enough 

B is selected primary path by mobile node 
Else // ‘a’ and ‘b’ = threshold 

A is selected primary path by mobile node 
Else // A’s signal strength = threshold 

B is selected primary path by mobile node 
Else // data rate A<B 

If  B’s signal strength ≠ threshold  
If  interface b of MN’s bandwidth utilization = enough 

B is selected primary path by mobile node 
Else if  interface a of MN’s bandwidth utilization = enough 

A is selected primary path by mobile node 
Else // ‘a’ and ‘b’ = threshold 

B is selected primary path by mobile node 
Else // B’s signal strength = threshold 

A is selected primary path by mobile node 
A is selected primary path by mobile node 

End 
* A and B are Access Router 
* ‘a’ is a interface of mobile node to connect with A 
* ‘b’ is a interface of mobile node to connect with B 
* threshold is a  minimum value which can connect with access router by a MN 

 
      the threshold. It means mobile node moves far from access router so that it can 

prepare a handover or its’ connection can be disconnected with access router. 
⑤ Time 5: Although B’s signal strength is lower than the A’s, the mobile node 

should select the B as a primary path because the B’s data rate is higher than the 
A’s data rate. It means the B can provide a better quality of service than the A. 

⑥ Time 6: It has same condition with the Time 5 except bandwidth utilization. In 
this timing, the B’s bandwidth utilization increases over the threshold. Which 
means it can not provide efficient throughput through the interface ‘b’ at that 
time. Therefore, the mobile node should select A as the primary path. 

⑦ Time 7: It has similar condition with the time 3. Even though the A’s signal 
strength is higher than the B, but B’s data rate is higher than A. So the mobile 
node should select the B as a primary path. 

⑧ Time 8: The mobile node should select A as a primary path because A’s signal 
strength falls under the threshold. 
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Fig. 1.  Eight cases for primary path allocation 

3.2   Binding Update with Multiple Care of Address 

New binding update [5] fields are defined to accommodate multiple binding and pri-
ority value registration. The following additional fields are required in the binding 
update message.  Figure 2 depicts the new binding update message format 

•‘M’ flag: Mobile node sends multiple care of address in binding update 
•‘Priority’ field: The priority value is calculated using path selection algorithm by 

mobile node. It is used by Home Agent and Correspondent Node to select a pri-
mary path. 
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Fig. 2. Binding Update format with multiple Care of Address 

3.3   Administration of Binding Cache 

The new binding cache entry [5][7][8] that helps both the Home Agent and Corre-
spondent Node to decide primary path is defined in this paper.  The binding cache 
entry which include new priority field is given in table 2. The primary path is selected 
according to the value of priority field. 

Table 2. New binding cache entry in Home Agent 

 
Home 

address 
Care of 

Address 
Life 
time 

flag Sequence Number 
pri-

ority 
Path1 
Path2 

a:b:c:d:fff
1 

a:b:c:d:fff
1 

1:b:c:fff1 
2:b:c:fff1 

10 
10 

1 
1 

234 
252 

1 
2 

 

For instance, the mobile node which has a:b:c:d:fff1 address as the home address 
have got two care of addresses from different access router. So it can send binding 
update message including priority value to Home Agent. While, Home Agent receives 
binding update message from mobile node. The binding cache entries could be re-
corded like the table 2. As a consequence, the Correspondent Node that tries to con-
nect to mobile node has allocated the primary path as path 1 by Home Agent. 

 

Fig. 3. Normal binding procedure and Binding Update with multiple CoA and Priority values 
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The mobile node can get binding acknowledgements for each binding update. Then 
it measures signal strength and data rate for each access router. As a result, it sends 
binding update which includes multiple CoA and priority value that is calculated by 
primary path selection algorithm as shown in figure 3. The following figure 4 shows 
the header format when the mobile node sends binding update to home agent through 
the AR1. 

IPv6 
MIPv6: M=’1’, Priority=’1’, 

Address: CoA1 
MIPv6: M=’1’, Priority=’2’ 

Address: CoA2 

Fig. 4. Packet which is sent to Home Agent through the Access Router 1 

The binding cache database is updated by the priority value. It provides two op-
tions to Home Agent. First option is that Home Agent can separate traffic according 
to the traffic class value in the IPv6 header. While, Second option is Home Agent 
allocates most suitable paths for each correspondent node.    
 

 

Fig. 5. Path selection according to the traffic specific 

Figure 5 shows path selection procedure of Home Agent.  
Following figure 6 and 7 shows the header information [4] of each correspondent 

node. 

 
IPv6 Header traffic class=’high value’ data 

Fig. 6. Packet which is sent to Home Agent through the Access Router 1 

 
IPv6 Header traffic class=’low value’ data 

Fig. 7. Correspondent node 2’s header 
 

When home agent receives packets from correspondent nodes, it checks the traffic 
class value in the IPv6 header. Then it allocates primary path for each correspondent 
node. For instance, when the correspondent node 1 sends packet having high value in 
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IPv6 traffic class field to the mobile node, the home agent allocates path 1 to corre-
spondent node 1 according to a traffic class value. In contrast, when the correspondent 
node 2 sends packet having low value in IPv6 traffic class field to the mobile node, 
the home agent allocates path 2 to correspondent node 2 according to a traffic class 
value. 

The mobile node can send the binding update with multiple CoA and priority value 
after it receives packets of correspondent nodes from the home agent as shown figure 8. 
After that the correspondent nodes update their binding cache database like figure 9. 

 

Fig. 8.  Binding Update with multiple CoA and priority value 

 

 

Fig. 9.  Primary path selection for each correspondent node 

When mobile node receives binding acknowledgements from each correspondent 
node, it executes primary path selection algorithm and the result could be like figure 8. 
There are two expected results as shown in case 1 and case 2 in figure 9. Figure 9 shows 
that, although, the primary path is selected as AR2 for correspondent node 1, the mobile 
node can change primary path as AR1 for correspondent node 1 according to the result 
of primary selection algorithm. 
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The following algorithm describes the process of registering a care of address to home 
agent: 

① Mobile node creates care of addresses which are based on prefix information re-
ceived from Access Router 1 and Access Router 2. 

② MN sends binding update messages through AR 1 and AR 2. 
③ When Home Agent receives binding update messages from the mobile node, care 

of addresses are registered on the Home Agent’s binding cache database after ad-
dress validation. 

④ Home Agent then, sends binding acknowledgement messages to each care of ad-
dress. 

⑤ When the mobile node receives binding acknowledgement messages from Home 
Agent, it decides the primary path using primary path selection algorithm. 

⑥ Then, the mobile node sends binding update message which includes multiple care 
of addresses through the primary path. 

⑦ When the Home Agent receives binding update message, it marks the primary path 
value into the primary care of address’s record. 

3.4   Operation of Correspondent Node 

The following procedure describes the alteration of primary path by the mobile node: 
① The correspondent node 1 sends data having high flow level value in the IPv6 field 

to mobile node. 
② In contrast, the correspondent node 2 sends data having low flow level value in the 

IPv6 field to mobile node. 
③ When HA intercepts each packet which is sent by correspondent nodes, it decides 

correspondent node 1’s path and correspondent node 2’s path according to the 
primary path value. Therefore, correspondent node 1’s packet sends to mobile 
node through the primary path and correspondent node 2’s packet sends to mobile 
node through the secondary path. 

④ After returning from routing and binding procedure, mobile node can make deci-
sion to allocate different primary paths for each correspondent nodes using pri-
mary path selection algorithm. 

4   Simulation 

In this section, we describe the simulation environment and show the simulation re-
sults. For the simulation, we used the Network Simulator version 2 (NS-2) [9]. 

4.1   Simulation Environment 

For the simulation, we configured the network topology as shown in figure 10. There 
are four wired nodes which are connected with 5Mbps data rate and 200ms link delay 
and one mobile node which are connected with node 2 and node 3. Node 2 and node 3 
are connected through a wireless link (path 1) of 0.5Mbps and 600ms delay. While  
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Fig. 10. Simulation environment 
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Fig. 11. Bandwidth utilization 
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Fig. 12. Throughput 

node 3 and node 4 has a wireless link (path 2) of 1Mbps and 400ms delay between 
them. In order to measure the performance of proposed scheme, we have generated 
two different size traffics at the node 0. The traffic which has 0.5Mbps rate is sent to 
the node 4 through the path 1 by the node 0. Other traffic which has 2Mbps rate is 
sent to the node 4 through the path 2 by the node 0. The simulation scenario is that 
node 0 sends two different size traffics to node 4 through the node 2 and node 4 for 60 
seconds. During the simulation, we have configured that mobile node moves near to 
node 3 so that connection of the mobile node and the node 2 is disconnected for 6 
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seconds. And then, the mobile node returns to original position. Figure 11 shows 
bandwidth utilization of the mobile node measured during simulation. From the figure 
we conclude that, primary path scheme and non-primary path scheme both have same 
bandwidth utilization except disconnected time. Also, we have got total throughput as 
shown the figure 12. It shows that the proposed scheme’s total throughput is better 
than normal scheme’s because when the mobile node is disconnected from an access 
router, the mobile node can make new path through other access router immediately. 

5   Conclusion 

Multi-homing has become one of the most crucial issues in ubiquitous network envi-
ronment. As a consequence, recent literature has enriched by a number of proposed 
multi-homing schemes. Most of the schemes have come up with abstract concepts and 
scenarios of ubiquitous network. To provide an extended coverage area via distinct 
access technologies anywhere, anytime and anyone, we propose the primary path 
selection algorithm for ubiquitous multi-homing environment. We also defined new 
binding update and binding cache entry. Therefore, a mobile node can select suitable 
path for data transmission. In addition, it can change primary path when wireless 
network environment is changed such as a mobile node moves from one place and 
another place and a mobile node find better access router than current access router. 
From the simulation results we can conclude that primary path selection algorithm 
improves the network performance. 
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Abstract. As the rapid development of mobile broadband access network 
technologies in recent years, 802.11 Wi-Fi, GPRS and 3G access networks have 
been widely used. Users have the characteristic of mobility in these wireless 
heterogeneous networks. As users are roaming, How to report rapidly the 
current location of users to network management center, so that the pagers are 
able to obtain the right user location for establishing communication, has 
become an important issue. we focus on the architecture and policies of location 
management for wireless heterogeneous networks. we propose the 
Geographical Location Registration (GLR) mechanism for location updating 
and paging, where the location information in wireless heterogeneous networks 
is maintained to rapidly page other users and to reduce the overall cost. 
Compared to traditional mechanisms, the proposed GLR mechanism is capable 
of improving the paging cost by 79%. Besides, as the moving speed of users 
increases, the paging cost will not increase substantially.  

Keywords: heterogeneous access network, network management, location 
update, paging. 

1   Introduction 

The development of wireless network is close to our life. We can use different 
wireless access networks connecting to internet. In other words, we could connect to 
internet with multiple wireless access networks at one time. These multiple wireless 
access networks are also called the heterogeneous wireless networks. The 
heterogeneous wireless networks will not be integrated into one wireless access 
network in short time because of many reasons. For example, the cost and purpose are 
two of these reasons. The users hope to use the heterogeneous wireless networks for 
the wide coverage, mobility, and lower cost. Therefore, the heterogeneous wireless 
network will become the master wireless network in the future. 
                                                           
＊ This research was sponsored in part by National Science Council under grants NSC 95-2627-

E-008-002 and NSC 95-2221-E-008-031, and by National Central for High-Performance 
Computing. 
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Fig. 1 (a) is the traditional heterogeneous wireless network management 
architecture. The parameters i and j indicate the different wireless network. The 
message transmission and paging will make cost and overhead in the heterogeneous 
wireless network. The traditional heterogeneous wireless network is based on 
switching packets in IP network and the communication with telecommunication 
network is based on using telecommunicating equipments to switch packets in IP 
network. In this paper, we using Location Register Gateway (LRG) [1] to decrease the 
broadcasting packets and cost when switching packets and paging in the 
heterogeneous wireless network. [2] give the definition of network management 
architecture and how to reduce transmission cost in telecommunicating network. 
There are some problems that the user roams to another wireless access network but 
he actually does not have any movement. In this paper, we propose that the GLR 
records the moving and switching information between these two the heterogeneous 
wireless network i and j, like Fig. 1. (b). It could decrease the load of Home Location 
Register (HLR) and the paging cost. In order to increases the success of paging.  
 

(a) The traditional heterogeneous wireless network management architecture

iHLR

/ iMSC VLR

jHLR

/ jMSC VLR
ijGLR

LRG

(b) The GLR heterogeneous wireless network management architecture

iHLR

/ iMSC VLR / jMSC VLR

HLR

IP Network

j

 

Fig. 1. Traditional and GLR heterogeneous wireless network management architecture 



308 L.-D. Chou, C.-C. Lu, and C.-Y. Lu 

Section 2 is the related works about 802.11, 802.16, and location management. 
Section 3 is the proposed architecture that the location updating and paging happen in 
the heterogeneous wireless network. In section 4, we take advantage of NS2 to prove 
our proposed. Section 5 is conclusion. 

2   Related Work 

Wu proposed frame-based adaptive multirate transmission to expand the capacity in 
IEEE 802.11 [3]. [4] introduced IEEE 802.11 protocol and contrasted some 802.11 
products. [5] discussed how to modify IEEE 802.11 to become high capacity wireless 
network and proposed IEEE 802.11 Extension up to 22Mb/s. [6] used DiffServ in 
wireless LAN distributively to apply classification of services, monitor, and control. 
[7] discussed the trend and challenge of wireless broadband access technology 
nowadays, included local multipoint distribution systems (LMDS) and code-division 
multiple access (CDMA). The major problem is the constraint of bandwidth and the 
size of packets. 

 [8] accomplished SLA for TWAREN. [9] implemented an intelligent agent that 
located in mobile stations to make handover seamless in WLAN and cellular 
networks. [10] built a management system for National Broadband Experimental 
Networks in Taiwan based on mobile agents. [11] introduced a new location 
management scheme based on GSM and IS-41 standard. The system could locate 
every mobile terminal by assign of located region dynamically. [12] took advantage 
of multicast to provide seamless media streaming in the heterogeneous wireless 
network. [13] described the binding update scheme of mobile networks in IPv6 
environment. 

3   Network Management System Architecture 

Because of the mobile users, location management is more complicated than fixed in 
wireless network environment. Generally, location management includes two topical 
subjects, the first is location updating and the other is paging. We propose the 
architecture in the heterogeneous wireless network to introduce location updating and 
paging in this section. 

In traditional architecture, the user information of roaming between wireless 
networks is only recorded in the local HLR or the reference ones. When a user is 
actually in the location but not roaming to another wireless network, the traditional 
paging will spend more cost which means the times of transforming signal in the 
procedure of paging to search for the user. This paper proposed GLR that could 
record information and movement of the mobile stations all around the system 
regions. We apply GLR that could help paging more effective cooperating with LRG 
to establish the management architecture in the heterogeneous wireless network and 
maintain information and movement of the users. 

Every GLR will automatically record the moving information of all users in the 
heterogeneous wireless network. While a user move to the heterogeneous wireless 
network, GLR will also record the location of the user. When there is a demand of 
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paging for the user, HLR will directly query to GLR that where the user is if HLR 
could not search for the user in the local MSC / VLR. By thy way, HLR does not need 
to search for the user around all the network. 

(1) Location Updating 

The network management center must know well and keep the most new location of 
the users in order to search for them in any time. The information of the users are 
stored in the location management database. Hence, the location of the database is 
very important with regard to the updating speed. We propose the architecture in this 
paper including the homogeneous or heterogeneous wireless network and identical or 
different LRG. So, we can divide four conditions in our proposed. The users are in 
homogeneous wireless network with identical LRG, in the homogeneous wireless 
network with different LRG, in the heterogeneous wireless network with identical 
LRG, and in the heterogeneous wireless network with different LRG. The following 
describes the procedure flow. 

The former four conditions will be the same location updating procedure like Fig. 2 
These steps are as follows:  

1.  The user moves from / iMSC VLR  to / jMSC VLR  and transfers the location 

updating information to / iMSC VLR . 

2.  / iMSC VLR  forwards the updating demand to iHLR  and ijGLR  

simultaneously to update database. 

3.  iHLR  transfers ACK back to the user after updating database. 

4.  The user will transfer Cancel Message to jHLR  to cancel the old record after 

receiving ACK. 

5.  jHLR  forwards Cancel Message to / jMSC VLR  to cancel the old record after 

receiving information. 

 

Fig. 2. Location updating flow 
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(2) Paging 

Paging is that someone would like to search for a certain user in the heterogeneous 
wireless network. The network management center must search for the user in all of 
these base stations to apply the connection of service. In this paper, we proposed three 
possible conditions of paging according to the location of the user. The description is 
as follows:  

Case (1): The caller is located in the same LRG and under the same subnet system. 

Fig. 3 is the procedure of paging, steps as follows:  

1. The caller who has registered on iHLR  just right transfers a paging to iHLR , 

then iHLR  directly forwards the request to / iMSC VLR . 

2. / iMSC VLR  searchs for the user location after receiving the request, then assigns 

Temporary Location Directory Number （TLDN）  back to the caller through 

iHLR . 

Case (2): The caller is located in the same LRG and under the different subnet system. 

Fig. 4 is the procedure of paging, steps as follows： 

1. The caller who has registered on iHLR  just right transfers a paging to 

iHLR , then iHLR  directly forwards the request to / iMSC VLR . 

 
Fig. 4. Case 2 the procedure of paging 

 
Fig. 3. Case 1 the procedure of paging 
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2. / iMSC VLR  could not search for the target in the local database, then 

forwards the request to ijGLR . 

3. ijGLR searchs for the database that owned by / jMSC VLR , and forwards 

the request. 

4. / jMSC VLR  searchs for the user location after receiving the request, then 

assigns TLDN back to the caller through iHLR . 

Case (3): The caller is located in different LRG. 

Fig. 5 is the procedure of paging, steps as follows:  

1. The caller who has registered on iHLR  just right transfers a paging to iHLR , 

then iHLR  directly forwards the request to / iMSC VLR . 

2. / iMSC VLR  could not search for the target in the local datebase, then 

forwards the request to ijGLR . 

3. ijGLR  searchs for these database that owned by / jMSC VLR , and forwards 

the request. 

4. / jMSC VLR  searchs for the user location but failed after receiving the 

request, then transfers the failed message back to iHLR . 

5. iHLR  could not search for the user in any  /MSC VLR  of the region, then, 

forwards the request to the neighbor mnGLR . 

6. The neighbor mnGLR  forwards the request to / mMSC VLR  of the region. 

7. / mMSC VLR  searchs for the user location after receiving the request,then 

assigns TLDN to the caller through iHLR . 

 

Fig. 5. Case 3 the procedure of paging
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4   Simulations and Discussions 

In this paper, we take advantage of Network Simulator (NS-2) for the evaluation. The 
environment is a PC (Pentium-4, 2 GHz, 512 MB main memory). And the operating 
system is Red Hat Linux 9.0. The proposed the GLR heterogeneous wireless network 
management architecture is compared with traditional one. The compared factors 
include paging cost which means the times of transforming signal in the procedure of 
paging, location updating rate, the range of base stations, and the user moving speed. 
Table 1. is the setting of the simulation environment that includes the paged mobile 
users. We assume that the numbers of AP with different service range are constant 
and compare with the three kinds of number of BS with different service range. The 
times of location updating and paging are as follows 10:1, 2:1, 1:2, and 1:10. So we 
let GLR_10:1 represent the times of location updating and paging to be 10:1 in GLR. 
Equally, noGLR_1:10 represents the simulation results that the times of location 
updating and paging to be 1:10 in traditional architecture. 

Table 1.  The setting of the simulation environment 
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Fig. 6. The relation is paging cost and user speed that the service range of the AP is 100 meters 
and 500 meters for the BS 

 
Fig. 6 is the relation of paging cost and user speed that the service range of the AP 

is 100 meters and 500 meters for the BS. The result shows that the moving speed of 

Elements Parameter 
Field Range 3000(m)*3000(m) 
Access Points number 400 
Access Points Range 100(m) 
Base Stations number 100,25,4 
Base Station Range 200,500,2000(m) 
Mobile User number 500 
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users increases, the paging cost will not increase substantially. The proposed 
architecture has 78% improvement than the traditional one when the fewer times of 
location updating. Besides, we can pay attention to the result of noGLR_1:10. The 
paging cost will increase substantially while the speed greater than 32m/s. The mobile 
nodes moved continued with the increase of moving speed to roam within AP or BS 
but there is no increase of location updating times. So, the cost will increase while the 
rise of moving speed. 

Fig. 7 is the relation of paging cost and user speed that the service range of the AP 
is 100 meters and 2000 meters for the BS. The proposed architecture has 79% 
improvement while location updating times and paging is 1:10. Compare with Fig. 6, 
the result of noGLR_1:10 has the same case in the speed 32 m/s. 
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Fig. 7. The relation is paging cost and user speed that the service range of the AP is 100 meters 
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Fig. 8. The relation is paging cost and user speed that location updating and paging is 1:10 in 
BSs with different service range 
 



314 L.-D. Chou, C.-C. Lu, and C.-Y. Lu 

Fig. 8 is the comparison that the times of location updating and paging are 1:10 in 
BSs with different service range. The result shows that the cost will increase while the 
increase of service range, but the cost of our proposed architecture is still lower. 
There is lower cost while low location updating rate. We can obtain that the cost will 
rise suddenly in speed 33 m/s in the traditional architecture and the service range of 
BS is 2000 meters. Compare with that the service range of BS is 1000 meters. The 
reason is that the mobile user roams to other BSs, then results in spending more cost 
to search for the mobile user. 

5   Conclusion 

In this paper, we design a new heterogeneous wireless network management 
architecture and mention two researchs in the heterogeneous wireless network: 
location updating and paging. Consider the procedure that if the two are in the same 
wireless network and illustrate the procedure with some figures. Secondly, propose 
Geographic Location Register (GLR) to decrease the cost of paging and improve the 
performance with considering the times of paging, location updating, and moving 
speed. Then, we take advantage of ns2.29.2 to prove the proposed architecture. The 
simulation result shows that the GLR heterogeneous wireless network management 
architecture has lower cost of paging. Also it has lower cost of paging when the user 
in high speed moving and in lower rate of location updating. 
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Abstract. UMTS-WLAN interworking has attracted many research ef-
forts because each of UMTS and WLAN can maximize its capability in
service provisioning. Through UMTS-WLAN internetworking, users can
be offered the most suitable services according to service area and service
provider can reduce network building and maintenance costs. In this pa-
per, we propose a network architecture and fast handover scheme using
Mobility Anchor (MA) for UMTS-WLAN interworking. MA is provided
at the boundary between GGSN and PDG, under the 3GPP-proposed
interworking reference model. Such MA can enable authentication and
session establishment before L2 handover of the mobile node, so that
seamless and fast vertical handover could be possible. Through com-
puter simulation using OPNET for the performance measurement, the
efficiency and validity of the proposed scheme has been examined.

1 Introduction

The recent introduction of commercial High Speed Downlink Packet Access (HS-
DPA) services based on Universal Mobile Transmission System (UMTS) has
made mobile wideband wireless data services available to the public. By embed-
ding the HSDPA technology, UMTS offers data services at rates up to 14 Mbps
at an average of 2-3 Mbps with a wide service area at a high service fee. On
the other hand, The Wireless Local Area Network (WLAN) provides a higher
speed data rate and lower price, but covers only small areas and allows limited
mobility.

Therefore, a UMTS-WLAN interworking approach can make the best use of
the advantages of each type of network and can eliminate the stand-alone de-
fects of the two services. This calls for efficient interworking mechanisms be-
tween UMTS and WLAN networks. Several approaches have been proposed
for UMTS-WLAN interworking networks. The Third Generation Partnership
� This work was partly supported by the IT R & D program of MIC/IITA [2006-S058-
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Project (3GPP) has specified six interworking scenarios and UMTS-WLAN
interworking reference model [1], [2]. The European Telecommunications Stan-
dards Institute (ETSI) specifies two generic approaches for UMTS-WLAN in-
terworking: loose coupling and tight coupling [3]. The main difference between
tight coupling and loose coupling is whether the user’s traffic is delivered through
the core network of UMTS or not. That is, in case that UMTS and WLAN are
tightly coupled, traffic from WLAN flows into the core network of the UMTS
and flows out to the external PDN via SGSN and GGSN. On the other hand, in
the loosely coupled case, WLAN doesn’t share any core network nodes of UMTS
except AAA functionality. When WLAN and UMTS are loosely coupled, each
network operates independently. Therefore, networks don’t need to change their
network architectures or protocol stacks. But loosely coupled network cannot
support service continuity to other access network during handover, thus loosely
coupled scheme has long handover latency and packet loss. When WLAN and
UMTS are tightly coupled, the users from WLAN can access the UMTS services
with guaranteed QoS and seamless mobility. At the same time, there are issues to
be resolved including a standard of new interface and dedicated emulator must
be developed, as well as heavy burden imposed to the core UMTS network. Gen-
erally speaking, loose coupling is more preferable compared with tight coupling
due to the simplicity and less reconfiguration. However, loose coupling is worse
in terms of seamless mobility, QoS provision, and network security [4].

Therefore, we propose a new interworking network architecture and fast ver-
tical handover scheme using MA for UMTS-WLAN interworking. This scheme
that guarantee independent UMTS and WLAN operations, allow easy network
implementation, and provide seamless service. The proposed scheme is an effec-
tive network architecture that utilizes the advantages of the two UMTS-WLAN
interworking approaches (loose coupling and tight coupling) and offers fast ver-
tical handover.

The paper consists of the following. Chapter 2 describes the proposed inter-
working network architecture and fast handover scheme using MA for UMTS-
WLAN interworking. In Chapter 3, performances were compared between the
proposed scheme and conventional scheme based on OPNET analysis to verify
the advantages of the proposed model. Finally the conclusion of the paper is
presented in Chapter 4.

2 Proposed UMTS-WLAN Interworking Network
Architecture and Vertical Handover Scheme

In order to minimize changes to the conventional UMTS and WLAN and provide
a seamless service during vertical handover, this paper proposes a new interwork-
ing scheme that uses a telecom-based node called the mobility anchor (MA) on
the loose coupling foundation using MIP.
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Fig. 1. Proposed UMTS-WLAN interworking network architecture

2.1 Proposed Interworking Network Architecture

The proposed interworking network architecture integrates the MIP and the
Telecom emulation scheme as shown in Fig. 1

The proposed interworking network architecture offers the following features.

– 1) The proposed network architecture for UMTS-WLAN interworking is
based on interworking network models of 3GPP standards documents [2].

– 2) The proposed scheme uses the MIP approach to manage the MN’s mobil-
ity, which enables two independent service operations, simplifies interworking
network implementation and provides flexibility into other services.

– 3) MA is added in place of the conventional HA to perform mobility man-
agement. And MA is located on the boundary between GGSN and PDG
within the service provider network and has hierarchical layer architecture.

– 4) The interworking between MA and GGSN(FA)/PDG(FA) allows authen-
tication for MN prior to L2 handover as well as early session establishment,
minimizing the handover latency.

– 5) The network architecture involves integration of the tight coupling on top
of loose coupling scheme.

The proposed interworking network architecture features the following new ob-
jects and functions.

– 1) GGSN(FA)/PDG(FA): Based on the 3GPP interworking reference net-
work model, Foreign agent (FA) function is added to GGSN and PDG to
register the MN’s Home address (HoA) and Care of address (CoA) to the
MA.

– 2) Similar to tight coupling network, MA should be added to interwork
between UMTS and WLAN network. The functions of MA are as following:

– MA contains the GGSN/PDG mapping table that corresponds to the Access
point name (APN), or the corresponding GGSN/PDG can be found from
the DNS server.

– MA manages the HoA and CoA of MN. It also acts as the gateway to external
network for transmitting traffic from users that wish 3GPP IP access in the
WLAN.

– MA can communicate with the AAA server/HSS. The result of authentica-
tion is referenced to either authorize or reject a handover request from a MN.
The authentication result is relayed to the FA to enable pre-authentication.
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Fig. 2. Hieratical architecture of proposed network model

– MA interworks with FA(GGSN/PDG) to establish a session required for
MN’ handover prior to L2 handover.

– MA has a packet-buffering capability at the handover starting point as well
as a packet-forwarding function upon the completion of a handover.

As shown in Fig. 2, MA is located at the boundary of the service provider
network, and it can be considered as a node for mobility and bearer traffic man-
agement for UMTS-WLAN users who are subscriber UMTS-WLAN interwork-
ing service. When MA receives packets from CN, MA finds related FA address
(FA-CoA) through table look-up and delivers packets to FA through tunneling
between MA and FA. And the FA delivers packets to the final destination MN
through tunneling between FA and MN.

A remarkable feature of the proposed scheme is that binding is updated by
a MA which is located in a service provider network instead of a public net-
work. Therefore we can reduce the load to the public network. Moreover, MA
establishes a session required for a MN prior to L2 handover and relays authen-
tication information between MN and AAA server/HSS as well as MN’s profile
information for pre-authentication, so that the proposed scheme can improve the
handover latency without increasing overhead in public network. Moreover, the
proposed scheme can minimize packet losses by packet-buffering and forwarding
functions.

2.2 Proposed Vertical Handover Schemes

This section describes the proposed fast vertical handover schemes in the pro-
posed network model. Fig. 3 shows the handover procedures when a MN moves
between WLAN and UMTS, respectively. Unlike the conventional scheme, the
proposed vertical handover scheme consists of two phases; Preparation phase and
Execution phase. Once a MN detects a need for a handover with an L2 trigger
and sends handover request message (MN-HO-Request) to oFA(GGSN/PDG),
and the oFA(GGSN/PDG) relays it to MA in order to notify MN’ handover.
When MA received this message, MA performs pre-authentication between the
MN and the AAA server/HAA and establishes a session in the new wireless net-
work before L2 handover, and oFA(GGSN/PDG) finally sends approval message
(MN-HO-Accept) to the MN. These procedures is defined as the Preparation
phase (Fig. 3(a) 1-10, Fig. 3(b) 1-8). The Execution phase involves performing
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Fig. 3. Proposed handover procedures

association from the wireless networks, activating the pre-established session be-
tween nFA and the MN and exchanging handover completion message between
MA and nFA. The handover procedures of the proposed scheme are as follows.

1) Preparation Phase

– Step 1: The MN detects a need to change the access network based on
handover decision algorism and notifies handover request to oFA. And oFA
relays the information to MA (Fig. 3(a,b) 1,2).

– Step 2: MA requests authentication to the MN and performs pre-
authentication with the AAA server/HSS based on the information received
from the MN to determine acceptance or rejection (Fig. 3(a,b) 3).

– Step 3: MA notifies to nFA the MN handover and establishes the necessary
session. Acceptance or rejection is determined based on available resources
in the new wireless network. If the request is accepted by nFA, MA starts
packet-buffering the corresponding session data for a MN. (Fig. 3(a) 4-9,
Fig. 3(b) 4-7)

– Step 4: The oFA notifies the acceptance for handover to the MN (Fig. 3(a)
10, Fig. 3(b) 8).

2) Execution Phase

– Step 5: The MN detaches the channel of the current access network and
performs wireless channel association with the new wireless access network
(Fig. 3(a) 11, Fig. 3(b) 9).

– Step 6: Activation is requested/authorized for an established session during
preparation phase (Fig. 3(a) 12-13, Fig. 3(b) 10-11).
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Fig. 4. Simulation environments

– Step 7: Handover completion is notified to the final MA, which stops packet-
buffering and forwards the packets of the CN including the stored packets
to nFA to complete the handover process (Fig. 3(a) 14, Fig. 3(b) 11)

3 Simulation Results and Analysis

This chapter analyzes the handover performance of the proposed scheme based
on computer simulation and compares the result with the conventional scheme.

3.1 Environment for Simulation

In order to verify the performance of the proposed interworking network archi-
tecture, simulation was conducted using OPNET. The simulation environment
is displayed in Fig 4, and Table 1 shows the simulation parameters [5]-[9]. The
WLAN service used 802.11b, and it is assumed that WLAN access network lo-
cated in UMTS network and the MN is moved freely around between UMTS
and WLAN network. For the purpose practical simulation environment, the CN
generates Constant bit rate (CBR) packets based on the User datagram protocol
(UDP) at intervals according to the Poisson distribution. And simulation was
conducted for this paper under the assumption that authentication method uses
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Table 1. Simulation parameters

Parameter Description Value
Bw Wired link bandwidth 100 Mbps
Bwl Wireless link bandwidth 2 Mbps
ts Average connection time per session 1000 s
tr Average resident time per MN 5-60 s

NH Average handover count per MN ts/tr

LR Average message size for Reg. & Sess. Creation 50 Byte
LA Average message size for Asso. & Auth. 60 Byte

Nx−y Average Hop count from x node to y node 1-6
Dw Wired link delay 0.5 ms [8]
Dwl Wireless link delay 2 ms [8]
Px Message processing time per node 5 ms

TAUTH Average time for Authentication 100-700 ms
TASSO Average time for AP Scanning 100-200 ms [9]

a fast re-authentication algorithm that takes 100 700 ms [7]. And we also assume
that average TAsso is 150ms [9]. In this simulation, we evaluate the handover la-
tency and packet losses during vertical handover in UMTS-WLAN interworking
network.

3.2 Performance Analysis Results

Handover latency in a conventional MIPv4 scheme can be considered as a sum
of L2 handover duration for performing association time (TAsso) and authentica-
tion time (TAUTH), registration update time (TREG), and the time required for
establishing a session between the MN and FA (TS) as expressed in Equation 1.

THO−MIPv4 = TASSO + TAUTH + TREG + TS , (1)

in which THO is Overall handover latency for vertical handover of a MN.
In the case of the proposed handover schemes, the handover latency is de-

termined by L2 handover time and activation for pre-established session delays.
Because the proposed scheme performs authentication, registration and session
establishment before L2 handover, the handover latency only includes the L2
handover time and activation of a pre-established session delay. Therefore, Han-
dover latency of the proposed scheme can be expressed as Equation 2.

THO−Proposed = TE, (2)

in which TE is average time required for a MN between L2 handover and activa-
tion of a pre-established session for the proposed scheme. Therefore, Handover
latency can be expressed as Equations 3-6.

THO−WtoU (MIPv4) = TASSO + TAUTH + 7(LR/Bwl) + 7DDwl + 13Dw

+ 11(NMN−FA(LR/Bw)) + 2(NFA−HA(LR/Bw))
+ (NMN−FA + NFA−HA + 2)Px (3)



Network Architecture and Fast Handover Scheme Using Mobility Anchor 323

Fig. 5. Handover latency according to Authentication time

THO−UtoW (MIPv4) = TASSO + TAUTH + 5(LR/Bwl) + 5DDwl + 9Dw

+ 7(NMN−FA(LR/Bw)) + 2(NFA−HA(LR/Bw))
+ (NMN−FA + NFA−HA + 2)Px (4)

THO−WtoU (Proposed) = TASSO + 4(LR/Bwl) + 4DDwl + 3Dw

+ 2NMN−FA(LR/Bw)) + (NFA−MA(LR/Bw))
+ (NMN−FA + NFA−MA + 2)Px (5)

THO−UtoW (Proposed) = TASSO + 2(LR/Bwl) + 2DDwl + 3Dw

+ 2NMN−FA(LR/Bw)) + (NFA−MA(LR/Bw))
+ (NMN−FA + NFA−MA + 2)Px (6)

Because the session creation algorithm of UMTS is a little more complicate,
more latency is required for movement from WLAN to UMTS.

Fig. 5 presents handover latency versus the authentication time. With respect
to handover latency, the authentication procedure is a significant portion in the
conventional scheme. But the proposed scheme performs authentication, regis-
tration, session establishment before L2 handover, the interval for which it is
disconnected does not contain the authentication processing time, registration
time and session establishment time only includes the L2 handover delay in pure
latency, providing much improved performance.

Fig. 6 presents packet losses versus packet transmission rates of CN. It can be
showed that the packet loss rate increases with high data transmission rate from
CN. As indicated in performance analysis, the proposed scheme offers better
packet loss rate compared to the conventional scheme. Moreover, when the 4
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Fig. 6. Packet loss according to Packet rate of CN

Kbyte per session packet-buffering/forwarding capability is activated at MA with
the proposed scheme, data loss does not occur until 60 pps. It is also expected
that the packet loss can be eliminated beyond 60 pps if the packet buffer size is
adjusted according to network characteristics.

In conclusion, the simulation results prove that the proposed scheme out-
performs the conventional schemes in several aspects. Therefore, the proposed
scheme is more suitable for UMTS-WLAN interworking network. Table 2 shows
the comparison of the proposed and conventional scheme.

4 Conclusion

This paper proposed a new interworking network architecture and fast handover
scheme that guarantee independent UMTS and WLAN operations, allow easy
network implementation, and provide seamless service. The proposed scheme is
an effective network architecture that utilizes the advantages of the two UMTS-
WLAN interworking approaches (loose coupling and tight coupling) and offers
fast vertical handover. The proposed scheme can be regarded as an intermediary
phase of the evolution of the System architecture evolution (SAE) by 3GPP and
IMS integrated network, and the proposed MA can be re-used into the SAE
Anchor within 3GPP SAE in the future [10].
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Abstract. MIH (Media Independent Handover)[1] is the standard technology of 
IEEE 802.21. It gives seamless handover to mobile terminals that have multiple 
wireless interfaces. Recently, many mobile terminals having multiple wireless 
interfaces are emerging on the market. Thus, the handover technology, which 
makes it possible to hand-over between heterogeneous networks, is attracting 
the attention of network operators. In this article, we explain IEEE 802.21 
framework and its laboratory implementation and compare between IEEE 
802.21-based handover and non-802.21-based handover. We performed labora-
tory experiments on handover between IEEE 802.11 (WiFi) access networks 
and IEEE 802.3 (Ethernet) using MIH Functions. We also analyzed and com-
pared 802.21-assisted handover and non-802.21-assisted handover. 

Keywords: IEEE 802.21, MIH, Seamless handover. 

1   Introduction 

Recently, there have been an increasing number of products on dual-mode terminals 
that have CDMA and WLAN access interface. However, handover between heteroge-
neous access network is not automatically operated. 

Seamless handover is an indispensable capability of the next-generation network. 
As Figure 1 shows, in NGN, there are many access networks and there is one core 
network. So, if we want to offer voice services in NGN, it is very important to support 
seamless handover between many heterogeneous access networks. 

It is very hard to offer such seamless handover between heterogeneous access net-
works because many heterogeneous access networks have different mobility mecha-
nisms and they have various QoS quality and security requirements. In addition to 
that, applications such as VoIP and streaming services have tight performance re-
quirements like end-to-end delay and packet-loss. 

Handover decision is very important for mobility management. We can reduce de-
lay using pre-retrieved network information and a well-ordered handover policy. In 
this case, inter-operation between network and terminal and another network compo-
nent is needed. The IEEE 802.21[1] standard defines the framework that is needed to 
exchange information between handover participants to provide mobility. It also de-
fines functional components doing handover decision. 
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Fig. 1. Network architecture of NGN 

In this article, we discuss the IEEE 802.21 framework and its laboratory implemen-
tation. We also discuss our experimental results on handover between 802.11 (WiFi) 
access networks and between 802.16 (WiMax) access networks and 802.11 access 
networks. 

2   802.21 Framework 

The IEEE 802.21 framework offers the method and procedure for handover between 
heterogeneous networks. This handover procedure uses the information from both 
mobile terminal and network infrastructures. The IEEE 802.21 framework informs the 
available network nearby of the mobile terminal and helps the mobile terminal to de-
tect and select the network. This information includes link layer information. 

The core of 802.21 lies in MIHF (Media Independent Handover Function). MIHF 
consists of intermediate functionalities residing between layer2 and layer3. It presents 
 

 

Fig. 2. Media independent handover framework 
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homogeneous interfaces independent from access technologies [2]. This interface 
charges the communication between the upper layer and the lower layer. Figure 2 
shows the media independent handover framework. 

MIHF provides three services; namely MIES (Media Independent Event Service), 
MICS (Media Independent Command Service), MIIS (Media Independent Informa-
tion Service). 

2.1   MIES 

MIES proffers the local or remote event to the upper layer. Figure 3 shows the MIES. 
The MIES supports the transfer, filtering and classification of dynamic changes on the 
link layer. 

 

Fig. 3. Media independent event service 

2.2   MICS 

The MICS offers the functions for managing and controlling the link layer. If the MIH 
application wants handover and mobility, it can control the MAC layer by using 
MICS. Figure 4 shows the MICS block.  

 

Fig. 4. Media independent command service 
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2.3   MIIS 

The MIIS offers information that is needed to perform the handover. This information 
includes nearby available access networks. Using this information, the mobile termi-
nal makes a decision on the handover. Figure 5 shows an examples of MIIS message. 

 

Fig. 5. TLV messages (octets) 

2.4   SAP 

SAP is an abbreviation for Service Access Point. It is an API that makes it possible to 
communication between the lower and upper layers. Figure 6 shows the 802.21 refer-
ence model on various heterogeneous networks. 

 

Fig. 6. IEEE 802.21 SAP reference model 

3   Implementation of 802.21 

In this paper, we implemented 802.21 based on the Linux platform. We made the 
802.11 access point and information server using a Linux box. We used a notebook 
PC as the mobile terminal that can access the 802.11 and 802.16 networks. We ex-
perimented on handover between 802.11 (WiFi) networks and we also experimented 
on handover between 802.11 and 802.16 (WiMax) access networks. 

3.1   Implemenation of PoA MIHF 

PoA (Point of Attachment) is the function that makes it possible for a mobile terminal 
to access wireless media, and it is the component of the network structure. PoA MIHF 
performs the transportation of messages passing among mobile terminals and between 
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the mobile terminal and other PoA MIHF or Information server and analyzes the mes-
sages passing them.  

Figure 7 shows the 802.11 PoA MIHF block diagram and Figure 8 shows the mes-
sages between the Mobile node and the PoAs. 

 

Fig. 7. Block diagram of PoA MIHF 
 

 

Fig. 8. Flow of MIH messages 

3.2   Implemenation of MN MIHF 

MN (mobile node) MIHF support handover linked to MjSIP[3] and Linux device 
driver interface. Figure 9 shows the interaction between MjSIP (application) and MN 
MIHF through the Linux device driver interface and other PoA MIHF. 

3.3   VoIP Application 

In this paper, we performed an experiment using MjSIP that enables video/audio 
communication based on SIP. MjSIP processes session creation and manages dialog. 
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It can support video/audio communication using RTP. We chose this application to 
experiment on handover when we communicated voice on an ip network. MjSIP calls 
or receives the MIH messages based on JNI. Using this interface, MjSip can access 
the MIHF driver as described in 3.2 

 

Fig. 9. Message flow between MIHF 

3.4   Handover Experiments 

Figure 10 shows the experimental environment that performs handover between 
802.11 access networks.  

 

Fig. 10. Service architecture using IP network 

Mobile node 1 communicates with Mobile node 2 using VoIP. MN1 has two 
WLAN interfaces (WLAN0, WLAN1). At first MN1 communicates with MN2 using 
WLAN0. As MN1 escapes from PoA2's access area, it queries if there is an available 
access network near PoA2. Its procedures are shown in figure 7. After receiving 
MIH_GET_INFORMATION_RESPONSE, MN1 activates its other WLAN interface 
(WLAN1) and sets the necessary parameters, which are received from the previous 
MIH response to access PoA1's access network. When the preparations for accessing 
PoA1's network is complete, MN1 sends "RE-INVITE" to the SIP proxy server using 
ip that is set for PoA1's access network. It updates MN1's ip binding. And then the 
media session is re-established. At last, it shuts down WLAN0. 

Figure 11 shows the experimental environment for testing handover between an 
802.11 access network and an 802.3 access network. 
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Fig. 11. Experimental result of 802.21-assisted handover 

Figure 12 shows the experimental result for 802.21-assisted handover and Figure 
12 shows the experimental result for non-802.21-assisted handover. As can be com-
pared from these graphs, packet loss and delay time are greatly different. 802.21-
assisted handover greatly improves packet loss and delay time. 

 

 

Fig. 12. Experimental result of non- 802.21-assisted handover 

4   Summary and Conclusion 

As communication networks evolve to NGN, communications based on ALL-IP net-
works is emerging. It is necessary to support seamless handover between heterogene-
ous networks for service quality. In addition to that, there will be more multi-mode 
terminals and the demand for mobile VoIP will be increasing. So, the functions of 
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802.21 that support seamless handover in heterogeneous access networks are essen-
tial. In this paper, we discussed several functional components of the framework and 
their roles in supporting handover. We explained the laboratory implementation of 
802.21 and handover experiments using 802.21. We also compared 802.21-assisted 
handover and non-802.21-based handover. As the experimental results show, 802.21-
assisted handover provides seamless handover by reducing delay and packet loss dur-
ing handover to a level that is acceptable for mobile VoIP and streaming traffic. 

In this paper, we analyzed 802.21-assited handover. But handover policies and 
other techniques that improve handover packet loss and delay such as fast-handover 
[4] will affect packet loss and delay time. Another important issue is how to make the 
information server and gather the geographical network information. 

In the future, we will conduct experiments on handover between various wireless 
access networks, and we will measure the delays at each handover step to create an 
optimized handover policy. These experimental results will be an important data for 
seamless mobile ip communication. 
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Abstract. Pattern matching for network intrusion/prevention detection demands 
exceptionally high throughput with recent updates to support new attack 
patterns. This paper describes a novel FPGA-based pattern matching 
architecture using a recent hashing algorithm called Cuckoo Hashing. The 
proposed architecture features on-the-fly pattern updates without 
reconfiguration, more efficient hardware utilization, and higher throughput. 
Through various algorithmic changes of Cuckoo Hashing, we can implement 
parallel pattern matching on SRAM-based FPGA. Our system can 
accommodate the newest Snort rule-set, an open source Network Intrusion 
Detection/Prevention System, and achieve the highest utilization in terms of 
SRAM per character and Logic Cells per character at 15.63 bits/character and 
0.033 Logic Cells/character, respectively on major Xilinx Virtex FPGA 
architectures. Compared to others, ours is more efficient than any other Xilinx 
FPGA architectures. 

Keywords: NIDS, NIPS, Cuckoo Hashing, FPGA, Pattern Matching. 

1   Introduction 

In recent years, Network Intrusion Detection/Prevention Systems (NIDSs/NIPSs) are 
more and more necessary for network security. Normally, traditional firewalls only 
examine packet headers to determine whether to block or pass the packets. Due to 
busy network traffic and smart attacking schemes, firewalls are not as effective as 
they used to be. NIDSs/NIPSs are designed to examine not only the headers but also 
the payload of packets to match and identify intrusions. 

To define suspicious activities, most modern NIDSs/NIPSs rely on a set of rules 
which are applied to matching packets. At the heart of almost every NIDS is pattern 
matching algorithms. For example, Snort [1] is an open source network intrusion 
prevention and detection system utilizing a rule-driven language, which combines the 
benefits of signature, protocol and anomaly based inspection methods. Snort uses a 
set of rules to filter the incoming packets. As the number of known attacks grows, the 
patterns for these attacks are made into Snort signatures (patterns or strings). The 
simple rule structure allows flexibility and convenience in configuring Snort. 
However, unfortunately, checking every byte of every packet to see if it matches one 
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of a set of thousand strings becomes a computationally intensive task as the highest 
network speed increases to several gigabits/second. 

To improve the performance of Snort, various implementations of FPGA-based 
systems have been proposed. These systems can simultaneously process thousands of 
rules relying on native parallelism of hardware so their throughput can satisfy current 
gigabit networks. However, the drawback of hardware-based systems is the 
flexibility. With emergence of new worms and viruses, the rule set must be frequently 
updated. Although SRAM-based field programmable gate array (FPGA) can be 
reconfigured; the process of recompiling the updated FPGA design can be lengthy. 
For recently proposed FPGA-based NIDSs/NIPSs, adding or subtracting any number 
of rules requires recompilation of some parts or the entire design. The compilation 
process takes several minutes to several hours to complete. Today, such latency in 
compilation may be not accepted for most networks when new attacks are released at 
a high frequency. It is necessary to update pattern database faster to reduce down 
time. 

Based on Cuckoo Hashing [2], we implement a novel architecture of variable-
length pattern matching best suited for FPGA. New patterns can be added to or 
removed out of the Cuckoo hash tables. Unlike most previous FPGA-based systems, 
the proposed architecture can update the rule set on-the-fly without reconfiguration 
thanks to Cuckoo Hashing. Our contributions also include parallel Cuckoo hashing, 
better hardware utilization and high matching throughput reaching multiple gigabits 
per second. 

The paper is organized as follows. In section 2, some previous FPGA 
implementations of pattern matching and Cuckoo Hashing are presented. Section 3 
proposes the architecture of FPGA-based Cuckoo Hashing. Next, the FPGA 
implementation of Cuckoo Hashing for multiple pattern matching and its 
experimental results are discussed in section 4 and 5, respectively. Finally, future 
works are suggested in the conclusion.  

2   Background and Related Works 

2.1   FPGA Implementations of NIDS 

For a line speed of gigabit network, many previous FPGA approaches of NIDS are 
proposed. Some of them as [3, 4] implement regular expression matching 
(NFAs/DFAs) on FPGA. Other approach [5] uses content addressable memory 
(CAM). While the processing speed is fast, they suffer the two scalability problems 
such as too many states consume too many hardware resources and FPGA device has 
to re-program every time patterns be changed. Furthermore, incoming characters are 
broadcasted to all character matchers. This requires the use of extensive pipelined trees 
to achieve a high clock rate. The clock frequency of these architectures tends to drop 
gradually as the number of patterns increases. 

Another hardware approach implements hash functions [6-10] to find a candidate 
of pattern match. Dharmapurikar proposed to use Bloom Filters to do the deep packet 
inspection [6]. Unlike other hardware approaches mentioned above, this method does 
not require reprogramming of FPGA for patterns added. Nevertheless, the blooming 
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filter method could generate a false positive match, which requires extra cost of 
hardware for the match rechecked.  

Dionisios et al. proposed CRC hashing named HashMem [8] system using simple 
CRC polynomials hashing implemented with XOR gates that can use efficient area 
resource of FPGA than before. For the improvement of memory density and logic 
gate count, they implemented the V-HashMem [9]. However, these systems have 
some drawbacks: 1) To reduce the sparse of memory and avoiding collision, CRC 
hash functions have to be chosen carefully depending on specific pattern groups, 2) 
since pattern set is dependent, probability of redesigning the system and the 
reprogramming the FPGA is very high every time patterns are changed.  

 

Fig. 1. Original Cuckoo Hashing [2], a) Key x is successfully inserted by moving y and z, b) 
Key x cannot be accommodated and a rehash is necessary 

2.2   Cuckoo Hashing 

Cuckoo hashing is proposed by Pagh and Rodler [2] as an algorithm for maintaining a 
dynamic dictionary with constant lookup time in the worst case scenario. The 
algorithm utilizes two tables T1 and T2 of size m = (1+ε)n for some constant ε > 0, 
where n is the number of elements (strings). Cuckoo hashing guarantees O(n) space 
and does not need perfect hash functions that is very complicated if the set of 
elements stored changes dynamically under the insertion and deletion. Given two 
hash functions h1 and h2 from universe U to [m], one maintains the invariant that a 
key x presently stored in the data structure occupies either cell T1[h1(x)] or T2[h2(x)] 
but not both. Given this invariant and the property that h1 and h2 may be evaluated in 
constant time, lookup and deletion procedures run in worst case constant time. 

Pagh and Rodler described a simple procedure for inserting a new key x in 
expected constant time. If cell T1[h1(x)] is empty, then x is placed there and the 
insertion is complete; if this cell is occupied by a key y which necessarily satisfies 
h1(x) = h1(y), then x is put in cell T1[h1(x)] anyway, and y is kicked out. Then, y is put 
into the cell T2[h2(y)] of second table in the same way, which may leave another key z 
with h2(y) = h2(z) nestless. In this case, z is placed in cell T1[h1(z)], and continues 
until the key that is currently nestless can be placed in an empty cell as in Figure 1(a). 
However, it can be seen that the cuckoo process may not terminate as Figure 1(b). As 
a result, the number of iterations is bounded by a bound MaxLoop chosen beforehand. 
In that case everything is rehashed by reorganizing the hash table with new hash 



 FPGA-Based Cuckoo Hashing for Pattern Matching in NIDS/NIPS 337 

functions h1 and h2 and newly inserting all keys currently stored in the data structure, 
recursively using the same insertion procedure for each key. 

 

Fig. 2. FPGA-based Cuckoo Hashing. Tables T1 and T2 store the key indices; Table T3 stores 
the keys. 

3   FPGA-Based Cuckoo Hashing 

To apply FPGA-based Cuckoo Hashing for variable pattern lengths, the memory 
efficient for storing patterns in hash tables is required because of the limited numbers 
of hardware resources. In the original Cuckoo Hashing, the width of table must be 
equal to the longest pattern in the rule set. Thus, the remaining short patterns will 
waste so much memory. In order to increase memory utilization, we build up the 
hashing module for each length of pattern and use indirect storage. Small and sparse 
hash tables contain indices of keys which are the addresses of a condensed pattern-
stored table.  

The architecture of a FPGA-based Cuckoo Hashing module as shown in Figure 2 
includes three tables: two index tables (hash tables) T1 and T2 are single-port SRAMs 
and a pattern-stored table T3 is the double-port SRAM for concurrent processing. 
Hash functions are any universal hashes that can change if they are required to rehash. 
Two multiplexers are used to select addresses for two ports of T3. The output of first 
multiplexer (MUX1) is the address of port A that is the read-only port. MUX1’s inputs 
are the output value of T1 (index_T1) and T2 (index_T2). The output of second 
multiplexer (MUX2) is the address of port B that is both reading and writing port. 
MUX2 selects index_T2 as lookup function or index of key as insertion function. 

3.1   Parallel Lookup  

A lookup function of element (key) x can be divided into three phases. In each phase, 
instructions can be processed simultaneously. In the first phase, x is hashed by two 
hash functions in parallel. The values of two hash functions are used as the address 
for reading data of two index tables. In the second phase, output data of two index 
tables are used as the address for two ports of T3 for reading. In the third phase, the 
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data outputs of T3 are compared with the incoming character to determine the match. 
Following is the pseudo-code of parallel Cuckoo lookup function.  

function lookup(x) 
  select index_T1 in MUX1  and index_T2 in MUX2; 
  index_T1 = T1(h1(x));    // phase1 
      index_T2 = T2(h2(x)); 
  dataA = PortA(index_T1);   // phase2 
     dataB = PortB(index_T2); 
  return(dataA = x or dataB = x); // phase3 
end 

By processing simultaneously two hash functions and pipelining every step of 
whole process of system, the FPGA-based Cuckoo Hashing can look up the keys in 
streaming with each key in clock cycle. 

3.2   Online Insertion and Deletion 

When a key insertion occurs, we consider both key and its index. The key is used as 
an input for two hash functions and stores in table T3. Its index is used for storing in 
table T1 or T2 and also as the address for lookup the space of key in T3.  

The insertion of element x as description in C-like pseudo-code below is only 
started after the lookup process failed. If one of outputs of two index tables is empty 
(NULL), x’s index is inserted into T1 or T2. This is an improvement as compared with 
the original Cuckoo Hashing. The original one always inserts the index into T1 
without referring to the value of T2. Otherwise, we consider both tables to reduce the 
insertion time. If both of the outputs of T1 and T2 are not NULL, we insert the key 
index into T1. At the same time, the data from T3 and its address, index_T1, will be 
written into the key storage and the index storage for starting of cuckoo process. 
Then, the MaxLoop is decreased and the key value is hashed by hash function h2. The 
output data will be checked for whether the value is NULL. If it is NULL, the process 
ends with successful insertion. Conversely, the process is continued by taking in turns 
hashing from h2 to h1. 

The worst case happens when the MaxLoop decreases to zero. Hence, rehashing is 
required. Two new hash functions h1 and h2 are issued by a pseudo-random number 
generator. As rehashing cost can be expensive, the choice of good hash function has 
to be discussed in the next subsection. 

For deletion, it is as simple as the lookup process. If the lookup succeeds, the 
deletion resets the key value to become NULL and the key index to become index of 
either table T1 or T2. We then write key value to table T3. After that, we reset the key 
index to NULL and write to the appropriate index table T1 or T2. Rehashing for 
deletion can be required when table T3 is too sparse. However, this rehashing does not 
require new hash functions. 

procedure insert(x) 
   if (lookup(x)) return; 
   select index_T1 in MUX1  and index in MUX2; 
 PortB(index) = x; 
   if(index_T1 == NULL){  
     T1(h1(x))= index; 
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      return;}          
 else if(index_T2 == NULL){  
     T2(h2(x))= index;  
       return;} 
   loop MaxLoop times          
      if (select index_T1 in MUX1){  //phase1 
   key = PortA(index_T1);   
   index = index_T1; 
   select index_T2 in MUX1;} 
     else{ // (select index_T2 in MUX1) 
   key = PortA(index_T2);  
   index = index_T2; 
   select index_T1 in MUX1;} 
       index_T1 = T1(h1(x));     //phase2 
     index_T2 = T2(h2(x)); 
       if (select index_T1 in MUX1){   //phase3  
   if(index_T1 == NULL) return; 
   dataA = PortA(index_T1);} 
      else{ // (select index_T2 in MUX1) 
   if(index_T2 == NULL) return; 
   dataA = PortA(index_T2);} 
   end loop 
   rehash(); insert(x); 
end 

3.3   Selection of Hash Functions 

The choice of hash functions greatly affects the performance of the system. Moreover, 
the probability for rehashing in Cuckoo Hashing is also based on the randomized 
property of hash functions. In Cuckoo Hashing, the authors use the Siegel’s universal 
hashing [11] that has a constant evaluation time. However, this constant time is not 
small and complex in practice. In this section, we discuss some other simple and fast 
hash functions for string and chose the best one that easily be implemented on 
hardware. 

The universal class of hash functions [12] has the good performance which can be 
guaranteed independent of the input keys by randomly selecting hash functions from 
the family. An example of such construct is modular hash functions. However, it is 
not suitable for hardware because of the complexity of the prime modulo operation. A 
fast way of generating a class of universal hash function without the modular 
operation and hardware-friend, tabulation based hashing method [12], is defined as 
follows:  

]][1[]][1[]][0[)( 110 −−⊕⊕⊕= ntttt xnaxaxaxH …  (1) 

A randomized table contains a 2-D array of random numbers in the hashing space. 
A key is string n characters x0x1..xn-1 and the hash process is calculated by bit-wise 
exclusive-or (⊕) a sequence of values at[i][xi], which is indexed by each byte value of 
xi and position of i in the string. The drawback of this method is that the size of 
random table is very large and depends on the length of key. 
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Another class of simple hash function for hashing character strings named shift-
add-xor (SAX) [13] is proposed by Ramakrishna et al. The function utilizes only the 
simple and fast operations of shift, exclusive-or and add.  

))()(( 111 iiRiLii cHSHSHH ++⊕= −−−  (2) 

Two operators SL and SR denote the shift left and right, respectively. The symbol ci 
is the character ith of string and Hi is an intermediate hash value after examination of i 
characters. The initial value H0 can be generated randomly. The authors have shown 
that the class is likely to be universal. Good performance can be achieved in practice 
by randomly choosing functions from this class. Moreover, the main advantages of 
SAX over random-table are a very small space of hardware, and the simple 
architecture achieving high clock frequency hence the system is faster. To generate 
the new SAX hash function in case of rehashing, we only need to change the value of 
H0 by simple pseudo-random circuit LFSR [14]. Therefore, the SAX is the best choice 
for our system. The practical performance will be shown in the next section. 
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Fig. 3. a) Pattern length distribution of pattern set of SNORT in Dec 2006. b) Overview of 
FPGA-based Cuckoo Hashing in NIDS. 

4   Implementation of FPGA-Based Cuckoo Hashing for Variable-
Length Pattern Matching in NIDSs/NIPSs 

In Dec 2006, there are 4,748 unique patterns which contain 64,873 characters in 
Snorts rule set. Figure 3(a) shows the distribution of the pattern lengths in the Snort 
database. For the pattern matching in the NIDS, the patterns are searched on incoming 
packets. The matched pattern can occur anywhere as the longest substring. In order to 
process at the network speed in Gigabits per second, we have to construct Cuckoo 
Hashing module for every length of pattern from 1 up to 109 characters. Fortunately, 
in Figure 3(a), we can see that 65% of total numbers of patterns are up to 16 
characters long. Therefore, we build the Cuckoo Hashing modules for patterns which 
are less than or equal 16 characters according to this fact. For longer patterns, we can 
break them to shorter segments so that we can insert those segments to the Cuckoo 
modules of short patterns. We then use simple address link-lists to combine these 
segments later. Figure 3(b) shows the overview of our NIDS system. 
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As discussed in the above section, SAX hash function is the best choice of our 
system. Now, we implement SAX and random table hash with patterns of the length 
from 2 to 16 characters for practical comparison. Figure 4 shows the number of 
insertion times of Cuckoo Hashing with two methods: random tables and SAX 
function in which the size of each index table is 512. The lines SAX_par and 
Tabulation_par are the hash functions whose architectures are changed as in section 2 
of this paper with keys inserted in parallel. The results show that the parallel systems 
have the insertion time less than the original systems by 20% and the performance of 
SAX hash function is close to that of random table.  

Moreover, we can reduce significantly large amount of hardware area resource by 
accumulative characteristic of SAX hash function. From (2), to calculate hash value 
of pattern of length i characters in the hash module ith, the requisite inputs are hash 
value of i-1 characters calculated beforehand in the hash module (i-1)th and the ith 
character. Therefore, the value of previous hash module can be reused for the next 
hash module. This property of the hash functions results in a regular and less 
resource-consuming hash function. In comparison with previous implementations [6-
10], the module ith requires all i characters of the input string for every calculation and 
no reused of previous hash values at all. Their weak points lead to the consumption of 
a remarkable the number of logic gates for implementation of hash functions.  

To reduce the number of memory blocks in FPGA, we can implement two index tables 
in the same block RAM; the T1 is in a low addresses part and the T2 is in a high addresses 
part. The block RAM of Xilinx FPGA can be configured as dual-port mode that can be 
accessed concurrently. Therefore, the performance of system still remains the same. 

With improvements in the architecture, we can reduce a large amount of hardware 
resources. In next section, we will illustrate the experimental results on FPGA. 
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Fig. 4. The number of insertions of various hash functions vs. pattern lengths. Bar graphs are 
the numbers of patterns. The lines are the numbers of insertions. Index table size is 512. The 
number of trials is 1,000.  

5   Experimental Results 

Our design is developed in Verilog hardware description language and Xilinx’s ISE 
8.1i for hardware synthesis, mapping, and placing and routing. The target chip is a 
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Virtex4 XC4VLX25 which has 24,192 logic cells and 72 RAM memory blocks. 
Based on our parallel Cuckoo Hashing pattern matching system described earlier, the 
numbers of required memory blocks are 39 for pattern storage and 15 for index 
memories at 1k x 18bit for each block. Besides, we need 1 more memory block to 
match with the narrow patterns of one character. Totally, we use only 2,142 logic 
cells and 55 RAM blocks to fit 64,873 characters of entire rule set in the XC4VLX25 
FPGA chip. The throughput of a design is calculated by multiplying the clock 
frequency with the data width (8-bit) of incoming characters. For a design running at 
285 MHz clock frequency, the throughput is 2.28 Gigabits per second (Gbps). 

Table 1 shows the comparison of our system with other hashing systems. For ease 
of comparison, we also implement the system on other FPGA chips as Virtex2 
XC2V2000 and VirtexPro XC2VPro20. Two metrics, Logic Cells per character 
(LCs/char) and SRAM bits per character (bits/char), are used to compare hardware 
NIDS designs. LCs/char is determined by dividing the total number of logic cells used 
in a design by the total number of characters programmed into the design. SRAM 
Bits/char is the ratio of memory blocks in bits per total number of characters. With 
only about 0.033-0.035, our LCs/char is twice smaller than the best one, V-HashMem 
[9], of previous systems. With 15.63 bits/char, the memory usage of our architecture 
is of very high density and is acceptable in comparing to other systems.  

Another metric used to compare hardware NIDS designs is the Performance 
Efficiency Metric (PEM) that is the ratio of throughput in Gbps to the Logic Cells per 
pattern character. PEM of our system is at 62.29 for Virtex2Pro and 69.09 for Virtex4 
devices, the best one among all of FPGA hashing systems.  

Table 1.  Comparison of FPGA-Based Systems for NIDS using hash functions 

System Dev.-XC 
(Xilinx) 

Freq.
(MHz)

No. 
chars 

No. 
LCs 

Mem
(kbits)

LCs/
char 

Mem per 
char 
(bits/char)

Through- 
Put 

(Gbps) 

PEM

Our 
System 

4VLX25 
2VP20 

2V2000 

285
272
223

64,873
2,142
2,328
2,328

990
0.033
0.035
0.035

15.63
2.28 
2.18 
1.78 

69.09 
62.29 
50.86 

V-HashMem [9] 2VP30 306 33,613 2,084 702 0.060 21.39 2.45 40.83 

HashMem [8] 2V1000 
2VP70 

250
338 18,636 2,570

2,570 630 0.140 34.62 2.00 
2.70 

14.50 
19.60 

PH-Mem [10] 2V1000 263 20,911 6,272 288 0.300 14.10 2.11 7.03 

ROM+Coproc[7] 4VLX15 260 32,384 8,480 276 0.260 8.73 2.08 8.00 
 

6   Conclusion and Future Works 

A novel FPGA-based pattern matching based on Cuckoo Hashing for NIDSs/NIPSs is 
proposed. In addition, selections of practical hash functions are also discussed. As a 
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result, the most suitable one is shift-add-xor (SAX). According to the implementation 
results, the utilization of our system is the best when compared with other previous 
systems and the achievable throughput can be up to 2.28 Gbits/s. One of remarkable 
features of our system is dynamic pattern insertions and deletions with no FPGA 
reconfiguration. For future work, we will improve our system by reducing the size of 
hash tables. In addition, IP header matching will be combined to complete the system.  
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Abstract. The fast extension of inexpensive computer networks has increased 
the problem of unauthorized access and tampering with data. Many NIDSs are 
developed till now to respond these network attacks. As network technology 
presses forward, Gigabit Ethernet has become the actual standard for large 
network installations. Therefore, software solutions in developing high-speed 
NIDSs are increasingly impractical. It thus appears well motivated to 
investigate the hardware-based solutions. Although several solutions have been 
proposed recently, finding an efficient solution is considered as a difficult 
problem due to the limitations in resources such as a small memory size, as well 
as the growing link speed. In this paper, we propose the FPAG-based intrusion 
detection technique to detect and respond variant attacks on high-speed links. It 
is possible through novel pattern matching mechanism and heuristic analysis 
mechanism that is processed on FPGA-based reconfiguring hardware. Most of 
all, It was designed to fully exploit hardware parallelism to achieve real-time 
packet inspection, to require a small memory for storing signature. The 
technique is a part of our proposed system, called ATPS(Adaptive Threat 
Prevention System) recently developed. That is, the proposed system has 
hardware architecture that can be capable of provide the high-performance 
detection mechanism. 

Keywords: intrusion detection, header lookup, pattern matching. 

1   Introduction 

In the last decade, networks have grown in both size and importance. In particular, 
TCP/IP networks have become the main means to exchange data and carry out 
transactions. But, the fast extension of inexpensive computer networks also has 
increased the problem of unauthorized access and tampering with data[1]. As a 
response to increased threats, many Network-based Intrusion Detection Systems 
(NIDSs) have been developed to serve as a last line of defense in the overall 
protection scheme of a computer system. These NIDSs have two major approaches; 
misuse intrusion detection and anomaly intrusion detection[9][10], but most of 
existing NIDSs, such as Snort[6], NFR[7], and NetSTAT[8], only employs the misuse 
detection approach for reducing a lowering of performance to the minimum. Also, 
most of NIDSs based on misuse detection approach has concentrated on catching and 
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analyzing only the audit source collected on Fast Ethernet links. However, with the 
advancement of network technology, Gigabit Ethernet has become the actual standard 
for large network installations. However, existing NIDSs have problems of a lowering 
of performance as ever, such as bottleneck, overhead in collecting and analyzing data 
in a specific component. Therefore, the effort of performing NIDS on high-speed 
links has been the focus of much debate in the intrusion detection community, and 
several NIDSs, such as Real-Secure[3], ManHunt[4], and CISCO IDS[5], that is run 
on high-speed links actually has been developed. But, these NIDSs is still not 
practical because of technical difficulties in keeping pace with the increasing network 
speed, and real-world performance also will likely be less. Therefore, there is an 
emerging need for security analysis techniques that can keep up with the increased 
network throughput. This paper presents our Gigabit IDS, called ATPS(Adaptive 
Threat Prevention System), to detect and respond attacks on the high-speed network. 
It is possible through FPGA(Field Programmable Gate Array)-based intrusion 
detection technique. 

The remainder of the paper is structured as follows. The next section presents 
related works about early studies of NIDS. Then, section 3 presents the architecture of 
our proposed system, and describes the efficient detection techniques that are run in 
FPGA-based reconfiguring hardware. Section 4 introduces our prototype that we have 
developed, and briefly shows the experimental results. Finally, we conclude and 
suggest directions for further research in section 5. 

2   Related Work 

Basically, IDS is classified into host-based IDS and network-based IDS[9]. Audit 
sources discriminate the type of IDSs based on the input information they analyze. 
Host-based IDS analyzes host audit source, and detects intrusion on a single host[11]. 
With the widespread use of the Internet, IDSs have become focused on network at-
tacks. Therefore, most IDSs employed network-based IDS. NIDS uses the network as 
the source of security-relevant information. Consequently, NIDS moves security 
concerns from the hosts and their operating systems to the network and its protocols. 

Besides, IDS is classified into two major approaches based on the detection 
method they operate; misuse intrusion detection and anomaly intrusion detection[12]. 
The first, misuse intrusion detection is based on the detection of intrusions that follow 
well-defined patterns of attack exploiting known vulnerabilities. Therefore, this 
approach is based on the pattern of known misuse or abnormal behavior. This 
approach is very efficient, but this is hard to detect new intrusion patterns. Also, this 
approach is possible to draw false negative detection. The second is based on the 
detection of anomalous behavior or the abnormal use of the computer resource. This 
approach is based on the database of normal behavior. Therefore, it costs a great deal, 
but this approach is capable of detecting unknown intrusions. Also, It is possible to 
draw false positive detection, but hard to set a threshold value. Like this, these 
approaches all have each advantages and disadvantages. However, anomaly intrusion 
detection approach does not apply to operate real-time intrusion detection, since it 
tends to be computationally expensive because of several maintained metrics that are 
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updated after every system activity. Therefore, most IDSs employed misuse detection 
approach only because of performance and availability consideration. 

Primary approaches to misuse detection might be implemented by on the following 
techniques: Expert Systems, State Transition Analysis, Model based Approach and so 
forth[12]. But, these techniques do not present the definite mechanism, and 
sometimes contain complex and ambiguous concepts. Also, these approaches are not 
suited as a speedy detection mechanism in high-speed network environments. 
Therefore, most IDSs focus on more speedy and exact pattern matching algorithm and 
detection mechanism about Denial of Service(DoS) attacks and Port Scan attacks. 

3   ATPS – Adaptive Threat Prevention System 

In this section, we briefly introduce the architecture of our system and components of 
the architecture called ATPS. And then, we present efficient detection techniques for 
high-speed intrusion detection and response. Through these techniques, our proposed 
system can perform the real-time operations as inline-mode. 

3.1   System Architecture and Components 

Our system is aimed at real-time network-based intrusion detection based on misuse 
detection approach. As shown in the figure 1, the proposed system consists of two 
parts; Application Task for policy management, alert management and system 
management, and Security Engine Board for wire-speed packet forwarding, packet 
preprocessing, high-performance intrusion detection and response. Most of all, for 
detecting network intrusions more efficiently on high-speed links, Security Engine 
Board is composed of several sub FPGA Logics. Here, communication between 
Security Engine Board and Main CPU is run through PCI interface. Communication 
through PCI interface is divided into two channels. One is a channel for policy 
enforcement. The other is a channel for alert information transmission. Through the 
interoperability of these components, our system analyzes data packets as they travel 
across the network for signs of external or internal attack. That is, the major 
 

 

Fig. 1. System Architecture and Components 
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functionality of our system is to perform the real-time traffic analysis and intrusion 
detection on high-speed links. Therefore, we focus on effective detection strategies 
applied FPGA Logics. 

3.2   Security Engine Board 

As shown in the figure 2, Security Engine Board is composed of three FPGA chips 
and one FPGA chip for PCI interfacing. 

 

Fig. 2. The FPGA Chips Arrangement of Security Engine Board 

First, ATIE(Anomaly Traffic Inspection Engine) FPGA chip uses the XILINX 
XC2VP70 FPGA chip. And, it is connected to the PM3386 for incoming packet 
forwarding. Also, it uses external TCAM and SRAM for incoming packet scheduling 
and management. Briefly, the main function of ATIE is the wire-speed packet 
forwarding and response coordinating such as alert message generation and packet 
filtering. Basically, incoming packets from PM3386 is sent to PPE FPGA chip, and if 
it is determined as attack according to the analysis result from other FPGA chips, alert 
information is sent to the main CPU through FPGA chip for PCI interfacing. Second, 
PPE(Pre-Processing Engine) FPGA chip uses the XILINX XC2VP50 FPGA chip. 
And, it uses two external SRAM for session management, IP de-fragmentation and 
TCP reassembly. Briefly, the main function of PPE FPGA chip is to process the 
before steps for intrusion detection. The preprocessing function supports the SPI 
(Stateful Packet Inspection) based intrusion detection and IDS evasion attack 
detection. Finally, IDE(Intrusion Detection Engine) FPGA chip uses the XILINX 
XC2VP70 FPGA chip. It uses three mechanisms for high-performance intrusion 
detection; Flexible Header Combination Lookup Algorithm for packet header pattern 
matching, Linked Word based Store-less Running Search Algorithm for string pattern 
matching about packet payload, and Traffic Volume based Heuristic Analysis 
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Algorithm for DoS and Port-scan attack detection. Through these mechanisms, it 
executes the high-performance intrusion detection without packet loss. 

3.3   High-Performance Intrusion Detection Techniques 

The detection mechanism of our system is mainly run on IDE FPGA chip. For 
effective high-performance intrusion detection, our system has three detection 
mechanisms. One is the header lookup mechanism for flexible header combination 
lookup, another is the string pattern matching mechanism about packet payload, and 
the other is heuristic analysis mechanism for DoS and Port-scan attack detection. 
 
Header Lookup Mechanism: Header lookup mechanism is performed by flexible 
header combination lookup algorithm. This algorithm compares pre-defined header 
related rule-sets with header information of incoming packets. If the incoming packet 
is matched with existing header patterns, the final 256bit result is sent to string pattern 
matching logic and traffic volume based heuristic analysis logic. That is, the number 
of different header combination about pre-defined header related rule-sets is limited to 
256. 

 

Fig. 3. Header Lookup Mechanism 

As shown in the figure 3, this algorithm uses three memory maps; internal 
TCAM(Ternary Content Addressable Memory) lookup map, rule combination check 
map and sequence check map. First, internal TCAM lookup map is composed of three 
TCAM; 8bits lookup map for 8bits header fields such as ICMP type and TCP flags, 
16bits lookup map for 16bits header fields such as service port value, and 32bits 
lookup map for 32bits header fields such as IP address field. The match address of 
these lookup maps is used by rule combination check map. Second, rule combination 
check map is composed of combination map of 256*256. That is, the 256bit result of 
rule combination check map, which is indicated by match address from TCAM 
lookup map, presents the rule-set information of current matched field. For example, 
if the match result of ICMP type field is “{255{2’b0}, 2’b1}”, the first rule-set(header 
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combination) is to be matched. Finally, sequence check map is composed of sequence 
map of 32*256, and includes don’t care information of current matching field. Here, 
‘32’ means the number of header field kinds. For example, if don’t care information 
of ICMP type field is “{255{2’b0}, 2’b1}”, the first rule-set is always to be matched 
irrespective of TCAM matching. The 256bit result of this map is combined with result 
of rule combination check map. Basically, this mechanism is performed recursively 
about all packet header fields of incoming packet. The final 256bit result is referred 
by logics for string pattern matching and traffic volume based heuristic analysis. 
 
String Pattern Matching Mechanism: String pattern matching mechanism about 
packet payload is performed by linked word based store-less running search 
algorithm. This algorithm compares pre-defined packet payload related rule-sets with 
packet payload information of incoming packets. If the incoming packet is matched 
with existing payload patterns, alert message is generated in combination with the 
header lookup result. For this operation, this algorithm uses the pattern reconstruction 
technique. As shown in the figure 4, reconstruction substring length of each pattern 
has boundary length of 5 or 7 because of the limit of block memory in FPGA chip. 
The first 5byte substring of “/bin/echo” pattern is equal to the first 5byte substring of 
“/bin/kill” pattern and “/bin/chmod” pattern. Therefore, “/bin/” substring of these 
patterns is stored in the same memory space. Like this, other patterns are also 
reconstructed. Through a pattern reconstruction like this, our system can have about 
2,000~3,000 rule-sets in the limited memory storage on FPGA chip. 

 

Fig. 4. Payload Pattern Reconstruction 

After above pattern reconstruction, linked word based store-less running search 
algorithm is performed as string pattern matching mechanism. This algorithm uses the 
spectrum dispersion technique as shown in the figure 5. The spectrum dispersion 
technique is method to calculate unique hash value about reconstructed substrings. 
For example, “/etc/” substring of 5byte length has the 9bit hash value by a given hash 
formula. Hash values calculated about each substring are used as a storing memory 
address for each substring. The pattern reconstruction and hash memory allocation 
like this is performed by main CPU when the system booting is run in advance. After 
system booting, IDE FPGA logic performs the hash value calculation about the 
incoming packet to the unit of byte. If the payload string in incoming packet is 
matched with the substring in memory pointed by the calculated hash value, then it is 
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checked out which the related reconstructed substrings are matched or not. If all 
connected substrings of one pattern are matched with incoming packet, alert message 
is generated in combination with the header lookup result. Through these operations, 
our system performs the string pattern matching operation without lowing of 
performance and packet loss. 

 

Fig. 5. Linked Word based Store-less Running Search Algorithm 

In the previous work, we showed a simulation result about our string pattern 
matching technique[13]. Briefly, the simulation summarized as following; First, the 
proposed technique is memory efficient outperforming the previous techniques. 
Second, the substring length of 5 or 7 with a small hash table consumed minimum 
amount of memory in storing SNORT rule-sets. 
 
Heuristic Analysis Mechanism: Heuristic analysis mechanism is performed by 
traffic volume and time threshold based analysis algorithm. Like pattern matching 
mechanism, this algorithm also compares pre-defined rule-sets with packet 
information of incoming packets. However, this mechanism generates alert message 
by traffic volume within time threshold. If the incoming packet is matched with 
existing rule-set, then count value of the rule-set is increased, and count threshold and 
time threshold is checked out. If the count threshold is exceeded within time 
threshold, alert message is generated. Through this mechanism, our system is capable 
of detecting the DoS and Port-scan attacks. 

4   Implementation and Experimental Results 

We have developed Gigabit IDS based on our architecture, called ATPS. Our system 
is implemented in programming languages that is best suited for the task it has to 
perform. Basically, application tasks of our system are implemented in C 
programming language. FPGA Logic of our system is implemented in verilog 
HDL(Hardware Description Language) that is best suited for high-speed packet 
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processing. Most of all, our system focus on FPGA logic for real-time intrusion 
detection on high-speed links. Also, we employed inline mode capable of effective 
response by using four Gigabit Ethernet links. That is, our system has developed in 
the side of improvement in performance for packet processing. 

 

Fig. 6. Adaptive Treat Prevention System 

As shown in the figure 6 (a), our system was implemented in a XILINX Virtex-II 
Pro flatform FPGAs. Most of all, The IDE FPGA device, XC2VP70, has 74,448 logic 
cells and 5.9Mbits of on-chip SRAM, which is a configurable block select memory. 
In the above figure, it is marked with the red square. Also, the screen shots were 
captured during experiments to validate the performance of the prototype. The screen 
shot (b) shows that web-related attacks were detected. The next screen shot (c) shows 
that rule-sets for intrusion detection and response were applied. 

We applied the snort rule-sets for performance evaluation of our system. And we 
used IXIA Traffic Generator[14] for background traffic generation, IDS Informer 
Attack Tool[15] and Nessus Vulnerability Scanner[16] for attack traffic generation. 
The first, we observed the rate of alert generation when background traffic generated 
by IXIA increase gradually. That is, we measured the decrease in effectiveness of the 
detection when the traffic rate increases. As shown in the figure 7 (a), increasing 
traffic rate hasn’t an effect on detection rate. The second, our experiment was run 
with a constant traffic rate of 100Mbps and an increasing number of signatures. The 
experiment starts with only the 200 rule-sets that are needed to achieve maximum 
detection for the given attacks. As shown in the figure 7 (b), increasing number of 
signatures also hasn’t an effect on detection rate of our system. The previous two 
experiments using Snort sensors are performed by Kruegel et al.[2]. Compared with 
Snort sensor, our system showed a consistent performance in traffic level and had 
nothing to do with increasing number of signatures applied. 
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Fig. 7. Performance Evaluation 

5   Conclusions and Future Work 

Providing seamless protection for secure network service is becoming difficult 
primary because of the increasing link speed and the number of attack patterns, 
signatures to be maintained. In this paper, we designed the architecture of our system 
call ATPS that performs the real-time traffic analysis and intrusion detection on high-
speed links, and proposed the novel detection mechanism in FPGA-based 
reconfiguring hardware that supports more efficient intrusion detection. Also, we 
have developed the prototype of our system for the analysis of the traffic carried by a 
Gigabit link. Most of all, our system focus on reducing a lowing of performance 
caused by high-speed traffic analysis to the minimum. Therefore, it is run by the 
FPGA logic proposed for improvement in performance. Also, it has the advantage 
that is capable of supporting the effective response by using inline mode monitoring 
technique on four Gigabit links. However, the current prototype is very preliminary 
and a thorough evaluation will require experimentation in a real-world environment. 
In future, for resolving the problem derived from the verification of implemented 
system, we will go and consider on system performance, availability, faults-tolerance 
test with prototype. Also, we will keep up our efforts for improvement in performance 
of detection mechanism on high-speed links. Finally, we will implement and expand 
our designed system and give more effort to demonstrate effectiveness of our system. 
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Abstract. The research on the detection of zero-day network attack
and the signature generation is highlighted as an issue according to the
outbreak of the new network attack is faster than a prediction. In this
paper, we propose a very practical method that detects the executable
codes within the network packet payload. It could be used as the key
function of the signature generation against the zero-day attack or the
high speed anomaly detection. The proposed heuristic method in this pa-
per could be expressed in terms of visually classifying the characteristic
of the instruction pattern of executable codes. And then we generalize
this by applying the discrete parameter Markov chain. Our experimental
study showed that the presented scheme could find all types of executable
codes in our experiments.

Keywords: zero-day attack, signature generation, malicious code.

1 Introduction

As it is mentioned in the vulnerability’s law, new vulnerabilities are released
with every year and the infection rate of new network attack is faster than our
prediction. That is, whilst it activates the automatic patch function, the threats
of the zero-day network attack are increased as times go by. As the gap between
the release time of the vulnerability and the outbreak time of the attack using
the vulnerability gradually decreases, the necessary time to response its vulnera-
bility reached zero-day and zero-time. Actually in case of Slammer worm in 2003,
after the server buffer overflow vulnerability was released, its exploit occurred in
185 days (called 185-day attack). And in case of Sasser worm in 2004, it took 19
days (called 19-day attack). At last, the attack (zero-day attack) using the vul-
nerability which is not released was occurred in the Mozilla Firefox application
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in 2005. Furthermore, recently the research on the detection of zero-day network
attack and the signature generation is highlighted as an issue. In the classi-
fication point of view of the typical network intrusion detection methodology,
we can consider the ”zero-day” worm problem as the extension of the anomaly
detection methodology. However, as the zero-day network attack became more
sophisticated and faster in spreading across network, it differs from the existing
anomaly detection methodology and researches. In the initial of this research
of a field, it was initiated from the detection and signature generation method
using the content prevalence model which considers the propagation of the su-
per worm including Code-Red, Slammer, etc. But the false rate of the detection
methods which are based on it is a little high and the accuracy of the signature
generation is relatively low. Moreover, it is not suitable to detect exploits and
generate the signature, if we look into the recent trend of new network attacks.
For example, after Sasser worm occurred in 2004, the network attack of the sim-
ilar type markedly decreases. And malicious software mainly spread by using
E-mail, downloader, dropper, and etc. Therefore, as to researches [1,2] using the
property of the similarity or the repeatability of the network traffic, the effective-
ness decreases, while some static or dynamic analysis method of network packet
have gotten the attention in detecting the malicious software. In this paper, we
propose a very practical method that detects the executable part within the
network packet payload. The proposed method can be used for a pre-processing
module for detecting the malicious executable codes showing up in the network
packet. In order to find the executable part within a payload, we propose the in-
struction spectrum analysis of which each instruction set is represented its color
and then the whole sequence of instructions is analyzed by the translated color
pattern. We assume two things; (i) there is a tendency which is not so with the
tendency to be consecutively repeated with the instruction set, and (ii) as the
context between an instruction group and the other instruction group, there is
any correlation pattern. So if these relations are expressed with a color, a pattern
toward the correlation of the executable instruction group can become visible
and we can found the executable instruction spectrum. The instruction spectrum
analysis method of this paper could be expressed by the form visually classifying
the characteristic of the instruction pattern of executable codes. It generalized
this by applying the discrete Markov model, and a correlation probability be-
tween the current instruction group and previous instruction group is found and
we determine the executable instruction sequence. The method proposed in this
paper can be used as the key function of the signature generation against the
zero-day attack or the high speed anomaly detection. The rest of this paper is
organized as follows. In Section 2, we summarize the work related to ours. The
definition of the problem considering in this paper is presented in Section 3, and
the basic idea using the instruction code distribution is introduced in Section 4.
In Section 5, we describe about the discrete-parameter Markov chain for gener-
alizing the basic idea. In Section 6, we show our experiment results, and finally,
we conclude in Section 7.
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2 Related Works

As the method for the detection of the unknown zero-day exploit, there are
the signature generation, the static analysis method, and the dynamic analysis
method of emulation technique and etc. Honeycomb [1] was the first attempt
which automatically generates the intrusion detection signature using honeypot.
Autograph [3]and Earlybird [4] can be said to be the beginning of the method
for automatically generating a signature against the worm which is delivered
through TCP by using the prevalence feature of a content. Furthermore, the
Polygraph [2] and Hamsa [5] can be given as the research for the signature
generation of the polymorphic worm. Many literatures about the malware de-
tection and prevention on the host level have provided the insight about the
execution environment and malware form. Recently, PolyUnpack [6] proposed
a method which automatically detects and extracts the executable code hiding
in the unpacked malware, and Christodorescu [7] proposed a method which de-
tects the polymorphic malware by using the semantic behavior models called
as the templates. But, these two proposals also have the disadvantage not to
provide the method for the self-modifying decryption loop. As the widely used
disassembly technology in this domain, the liner sweep method and recursive
traversal method can be given. Because the liner sweep method successively de-
coding bytes is unable to distinguish embedded data and real instructions, there
is the disadvantage not to prepare for the attack using the data injection at-
tack and instruction intersection. And there is the advantage of the recursive
traversal method decoding bytes according to the control flow of the program.
But, this method requires the start address of the program in order to carry
out the analysis, because in fact, the destination address of the branch instruc-
tion is not always statically determined, so linear sweep method can make more
valid instructions. In order to distinguish program instruction more accurately,
Kruegel [8] proposed the method using the control flow graph of the program
and the statistical technologies. As the hybrid method of the network-level for
the exploit code detection, there are static-analysis [9,10,11,12] and emulation
method [13]. The validity of the static-analysis is determined by the method
for distinguishing the program-like payload from non-code data and non-exploit
code. The exploit code usually hides the start position which is not clear in the
network traffic and can be scattered in invalid data. The Intel instruction set
(IA-32) is so simple architecture that its codes cannot be distinguished from
data bytes by using only the disassembly method. The static-analysis meth-
ods [9,10,11,12] which have been researched down to date can detect only some
portion of the problems earlier illustrated. Due to unspecific start position of
code, these methods cannot confront the exploits attack using the static analysis-
resistant technology like a self-modifying and indirect control instructions. The
methods proposed in [11] and [9] focused on the NO-OP sled can miss an ex-
ecution codes in the progressed exploit code. The method which is proposed in
[10] to extract the control flow of an exploit has the disadvantage not to pre-
vent the data injection attack. The work of Wang et al [12] proposed the code
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Fig. 1. Instruction group classification

abstraction method which extracts the valid instruction from the instruction
sequence in order to detect the exploits.

3 Problem Definition: Network-Level Executable Code
Detection

In the process to detect the malicious code on the network, the key element is
to determine the presence of the executable code within a payload. The method
to distinguish the program-like payload from non-code data and non-exploit
code, that is, in order to decide the presence of the executable code, we as-
sume that all of payload are executable. Because Intel instruction set (IA-32)
is simple structure, its codes can’t be distinguished from data bytes by using
only the disassembly method. If the static disassembling is performed about all
byte data, the complete assembly code can be generated, and if the emulation
of the execution level is not performed, it is very difficult to determine that it
is executable code. Because the Intel IA32 OP-Code uses the CISC format, all
OP-code encodings can be expressed as 1byte (256 Encodings) size. Therefore
all kinds of data, which are the ASCII format or the binary, can be translated
into the assembly language with the IA-32 static disassembler. It means that it
is very difficult to determine whether it is executable or not through the syntax
examination of the disassembled code. The challenge of this paper is to look for
the method for determining the executable part within network payload without
the emulation of the execution level.

4 Basic Idea: Spectrum Analysis

In order to find the executable part within a payload, we propose the instruction
spectrum analysis of which each instruction set is represented its color and then
the whole sequence of instructions is analyzed by the translated color pattern.
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Fig. 2. Instruction spectrum for five different types of payload

We assume two things; (i) there is a tendency which is not so with the tendency
to be consecutively repeated with the instruction set, and (ii) as the context
between an instruction group and the other instruction group, there is any cor-
relation pattern. If these relations are expressed with a color, a pattern toward
the correlation of the executable instruction group can become visible and we
can found the executable instruction spectrum. The instruction spectrum anal-
ysis method of this paper could be expressed by the form visually classifying
the characteristic of the instruction pattern of executable codes. We classify the
several hundreds of IA-32 OP-codes into 13 instruction groups as shown in fig-
ure 1, and every instruction group is represented by its corresponding color. In
order to check the feasibility of basic idea, we disassembled the some kinds of
files and we confirmed whether the correlation of the each instruction group is
discernable visually.

Figure 2 shows an example of instruction spectrum for five different types of
payload. In fig. 2, a slot indicates an instruction cycle and the color represents
its corresponding instruction group. In the first case of Hangul text file (Han-
txt), the slots of the orange-red color showing the transfer instruction group are
mainly repeated. In the second case of image JPG file (image), there are many
repetitions of the red and yellow slots showing arithmetic and logical calculations
respectively. In the third case of text file (Eng-txt), there are many repetitions
of a bunch of yellow slots. And in case of three non-executable files, there is the
tendency that the instruction belonging to the float calculation or the others
group periodically show up. However, in case of Windows execution PE files,
the fourth and the fifth, we can see that the instruction sets of control, transfer,
stack, logical, arithmetic, and etc are distributed in a rate, and we note that
their color spectrums are visually different from ones of the previous three non-
executable data files.

As shown in simple example, we can find some different points of instruction
spectrum between executable code and non-executable code. So we can say that
the basic idea of this paper could be feasible. However there are some challenging
points how to generalize the visual differences in the instruction spectrum and
how to automatically determine the executable region.
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ISEV 1

ISEV n−MDR

2ISEV

P1 P2 Pn−1

Fig. 3. The expectation value of instruction sequence

5 Generalization: Discrete-Parameter Markov Chain

In order to generalize the instruction spectrum analysis, we introduce the discrete
parameter Markov chain. That is, we assume that every execution time of each
instruction is same and we choose to observe the instruction group at a discrete
set of times. Moreover, we further assume that the ”future instructions” only
depends on the ”current instruction”. Now we drive a matrix of the instruction
transition probability (ITPX) as follows,

p1 =

⎛
⎜⎝

p0,0 . . . p0,12
...

. . .
...

p12,0 . . . p12,12

⎞
⎟⎠

where, pi,j , i, j = 0, . . . , 12 is the transition probability from instruction group
i to instruction group j. For the determination about in which the instruction
sequence of the executable code exists in the partial region of specific payload,
we define the minimum decision range (MDR) and the instruction spectrum
expectation value (ISEV) as follows,

– Definition 1. MDR : The number of minimum instructions required for the
determination in which the instruction sequence of the executable code ex-
ists.

– Definition 2. ISEV: The summation value of the transition probability of
each instruction within the MDR section.

ISEVn =
n+MDR−1∑

k=n

pk,

where n is from 1 to (n − MDR) and pkis the instruction transition probability.
It determines that the executable code can exist in the corresponding area of
the MDR size if ISEV exceeds the threshold (C). If ISEVn > Cthreshold, then
nth chunk is executable.
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6 Experimental Results

Our implementation architecture has two interfaces to handle the input data for
the instruction spectrum analysis. The one is for learning the instruction transi-
tion probability of the executable code from various kinds of files, and the other
is for deciding an executable part in the payload of the network packet from net-
work interface. We use the libdasm [14] disassembler of the linear sweep type as
a decoding tool for the input data of each interface. The learning matrix is made
by the learner using the executable code which is collected by the execution file.
The learning matrix maintains the value of the instruction transition probability
going with each instruction sequence. The instruction spectrum analyzer calcu-
lates the ISEV according to a MDR with the sliding window mechanism on the
network packet and determines whether its ISEV exceeds the threshold or not.

In order to get the reference ITPX of the instruction spectra of executable
codes in network traffic, we used 400 Windows PE files which are executable
format in Windows. Here we ran 2000 instructions in the execution code area
(.txt) of each PE file and finally got the reference ITPX.

We measured the ISEVs for six sample files by using reference ITPX - (i) two
execution files of the Windows, (ii) one Linux execution file, (iii) one general text
file, (iv) one Hangul text file, and (v) one image file. As the MDR size of this basic
test is 50, the sum of the ITP (Instruction Transition Probability) of consecutive
50 instructions was used as the ISEV of the corresponding instruction location.
As shown in Figure 4, the values of ISEV of the Windows and Linux execution
files fluctuate between 10 and 17 while the ones of non-executable files stay
between 6 and 10. We believe that the obtained values of ISEV in Fig. 4 show
the typical values for executable and non-executable codes. Moreover, from this
figure we can estimate the threshold value that determines whether the current
payload has an executable or not. From Fig. 4 the threshold value could be 10
when MDR equals to 50. We know that this threshold value gives an important
factor on the false rate of the determination. We measured the ISEV values
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Fig. 6. ISEV and executable probability for executable files

for diverse non-executable files such as the Powerpoint, Word, Excel files of the
Windows and JPG, PDF, and MP3 files when MDR=50 and the threshold value
is 10. As shown in Figure 7, we note that the ISEV values below 10 as we can
expect.

On the other hand, in the execution files of Linux and Windows, the region
exceeding a threshold is considerable, and it shows that each executable prob-
ability of the Window execution file is higher than one of the Linux execution
file. This is why the execution file of the Windows was used as learning data
in the learning process of ITPX. This shows the significance of learning data
used in IPTX learning process, so a proper learning data for each goal and en-
vironment need to be selected. The reason in which the executable probability
intermittently decreases is that the data region like DB is used in the section
of the specific instruction or there can be a reason including the division of a
segment, and etc.

Recently, the prevalent types of malware are mainly the trojan-horse, worm,
dropper types, and the polymorphism by the new execution compression tool.
In this paper, we measured the ISEV of Dropper - two samples 0777.exe and
0420.exe - that installs the Trojan horse or worm. As we can expect,
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Figure 8 shows the typical ISEV values about the executable codes for 0777.exe
and 0420.exe.

7 Conclusions and Future Work

We have presented a heuristic method to detect executable codes in network
traffic that can be expressed in terms of visually classifying the characteristic
of the instruction pattern of executable code. We found that the instruction
spectrum of executable code is significantly different from the ones of ordinary
text or data files. In order to find the executable part within payload, we pro-
posed the instruction spectrum analysis that generalizes this by applying the
discrete parameter Markov model. The method proposed in this paper can be
used as the key function of the signature generation against the zero-day attack
or the high speed anomaly detection. However, the basic experiments which are
carried out earlier are just about the non-executable, executable files, and the
sample of the malware. The various experiments are required about the adapt-
ability of the network-level which is originally an object of this paper, and the
deep consideration about the false rate of the executable code determination is
necessary.
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11. Toth, T., Krügel, C.: Accurate buffer overflow detection via abstract payload exe-
cution. In: Wespi, A., Vigna, G., Deri, L. (eds.) RAID 2002. LNCS, vol. 2516, pp.
274–291. Springer, Heidelberg (2002)

12. Wang, X., Pan, C.-C., Liu, P., Zhu, S.: Sigfree: a signature-free buffer overflow
attack blocker. In: USENIX-SS’06. Proceedings of the 15th conference on USENIX
Security Symposium, Berkeley, CA, USA, p. -16. USENIX Association (2006)

13. Polychronakis, M., Anagnostakis, K.G., Markatos, E.P.: Network-level polymorphic
shellcode detection using emulation. In: Büschkes, R., Laskov, P. (eds.) DIMVA
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Abstract. For the security consistency, firewall rule editing, ordering, and 
distribution must be done very carefully on each of the cooperative firewalls, 
especially in a large-scale and multi-firewall-equipped network. Nevertheless, a 
network operator is prone to incorrectly configuring the firewalls because there 
are typically thousands or hundreds of filtering/admission rules (i.e., rules in the 
Access Control List file; or ACL for short) which should be setup in a firewall, 
not mention these rules among firewalls which affect mutually can make the 
matter worse. For this reason, our work is to build a visualized validation 
system for checking the security consistency between firewalls’ rule 
configuration and the demands of network security policies. The system collects 
the filtering/admission rules (or ACL rules) from all of the firewalls (and 
routers if they are ACL-configured) in the managed network and then checks if 
these rules meet the demands of the global network security policies. The 
checked/analyzed results would later be visualized systematically by our system 
with different viewpoints for error debugging or anomaly removal. Currently, 
part of the firewalls’ configuration of our campus network has being used to 
demonstrate our system’s implementation. 

Keywords: Firewall security consistency, Rule anomalies, Policy-based 
network security management, System visualization. 

1   Introduction 

A firewall is a combination of hardware and software that isolates an organization’s 
internal network from the Internet at large, allowing some packets to pass and 
blocking others. It functions to avoid unauthorized or illegal sessions established to 
the hosts in the network areas it protects. Basically, several of firewalls can be 
deployed in the proper positions of the managed network for cooperative and 
integrated network security purpose [1]. However, in a large and complex network 
equipped with plenty of firewalls, it is very possible for a network manager to make 
mistakes while setting the firewall rules (i.e., ACL rules) since maintaining the 
security consistency between firewalls’ rule configuration and the demands of 
network security policies is always time-consuming, laboring, and error-prone [2], 
[3], [4]. Sometimes, the matter can even go worse where there are several of 
managers assigned to do this job collectively. 

The security inconsistency typically can be revealed by the occurrence of (1) 
anomalies between the firewall rules and (2) demand-mismatching of network 
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security policies [5]. E. Al-Shaer and H. Hamed formally define an anomaly as a 
duplicate or multiple rule-matching for a packet in a rule set. Based on the concept, 
they further define 5 intra-firewall anomalies and 4 inter-firewall anomalies among 
the firewall rules [6-9]. However, a duplicate (or multiple) rule-matching for a packet 
may not cause misbehavior of the managed network. Yet, there is no mechanism 
offered in their work to check whether the setting of these rules can make the 
managed network behave as expected or not. Y. Bartal, et al. [10], [11] design a high-
level global policy complier to reduce the burden and anomalies while setting the 
firewall rules. The compiler can transfer the global security policy specification 
written in its own high-level object-oriented MDL (Model Definition Language) into 
several individual but cooperative ACLs, and put them on the proper locations of the 
network. But, this compiling system lacks real deployment examples to demonstrate 
its performance, especially in large and complex networks with a number of firewalls. 

In our work, an Internet firewall policy validation system is developed to help 
network managers ease the maintenance of the security consistency among firewalls. 
Our system can not only pin-point the anomalies among the firewall rules, but also 
figure out if the rule setting can satisfy or match the demands of the network security 
policies. In addition, a visualized tool to facilitate the job is also developed and 
integrated by systematically showing where and what inconsistency is. The rest of this 
paper is organized as following: Section 2 defines what security consistency for a 
managed network is and describes how the security inconsistency can be revealed. 
Section 3 details our three-tier visualization model built in a circle-based fashion 
which can effectively provide the information regarding security inconsistency and 
ease the labor-intensive work of the maintenance of security consistency. Our 
prototype system and its system implementation are displayed in Section 4 as a 
performance demonstration of our visualization approach, while Section 5 specifies 
our future works as an end of this paper. 

2   Inconsistency Analysis 

Internet firewalls typically use packet filtering to achieve the protection/prevention of 
the managed network from attacks and threats. Packet filtering operates by first 
parsing traffic datagram headers and then sequentially checking filtering rules against 
the datagram being inspected from an administrator-specified rule set (called an ACL) 
to determine whether to drop the datagram or let the datagram pass. The first rule 
matching the datagram determines the action taken [12]. In general, an ACL consists 
of a number of filtering rules in the form of (<order>, <protocol>, <source_IP>, 
<source_port>, <destination_IP>, <destination_port>, <action>) to do packet filtering 
on some specific interface of a firewall with direction indications (for outbound or 
inbound traffic filtering). Filtering decisions are typically based on (1) IP source or 
destination address, (2) TCP or UDP source and destination port, (3) ICMP message 
type, and (4) connection-initialization datagram using the TCP SYN or ACK bits. 

For a computer network, the setting of firewall filtering rules can be said to be 
consistent if it can conform to the demands of global security policies defined by the 
manager(s), and vice versa (say security inconsistency). Our system in this work is 
developed to check if the consistent relationship remains; if not, the inconsistent rule 
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setting in firewalls should be pointed out. According to our study in [5], the 
inconsistent rule setting of firewalls can be revealed via (1) anomalies between the 
firewall rules or (2) mismatching of the desired (and constraint) network behavior. 

2.1   Rule Anomalies and Behavior Mismatching 

For the anomalies between the firewall rules, they are defined completely by E. Al-
Shaer et al and classified into two types: anomalies within one single ACL (or 
referred to as intra-ACL anomalies) and anomalies among different ACLs (or called 
inter-ACL anomalies) [6], [8]. Regarding anomalies within one single ACL, there are 
five different categories: 

(1) Shadowing anomaly: Rule x is call being shadowed by Rule y because Rule x will 
become useless at all on packet filtering/matching while the position of Rule y is 
prior to Rule y. 

(2) Correlation anomaly: Rule x and Rule y are defined as being abnormally 
correlated where 1) the values of their <Source_IP> and <Destination_IP> fields 
are mutually contained and 2) they have different actions to take. 

(3) Generalization anomaly: Rule x with a lower filtering order/priority than Rule y in 
the ACL generally contains or covers Rule y, except the value of the action field. 

(4) Redundancy anomaly: Rule x is fully redundant with the existence of Rule y. 
(5) Irrelevance anomaly: Rule z doesn’t function at all due to its irrelevant setting on 

source/destination addresses for the managed network. 
As to anomalies among different ACLs, there are four different categories: 
(1) Shadowing anomaly: It is defined as some specific traffic permitted to pass 

through the downstream filtering rule is prohibited by the upstream rule. 
(2) Spuriousness anomaly: It is defined as some specific traffic prohibited to flow 

through the downstream filtering rule is permitted by the upstream rule. 
(3) Redundancy anomaly: Rule x in ACLi is completely redundant with the existence 

of Rule y in ACLj, where i ≠ j. 
(4) Correlation anomaly: It is similar to the definition of the intra-ACL correlation 

anomaly, yet the two abnormally-correlated rules are positioned in different 
ACLs. 

Anomalies between firewall rules (or ACL rules) might induce the security 
inconsistency. For example, if the managed network is supposed to disallow the 
WWW traffic flowing through (as one of the demands of global security policies). 
However, a network manager incautiously put the corresponding rule x below rule y 
which can completely shadow rule x. This mis-configuration will result in that Rule x 
can not do the designated job any more. For this reason, in our system, rule anomalies 
between firewall rules would be pointed out for security consistency. 

Still, the security inconsistency can arise without the existence of any rule 
anomaly. For example, due to the erroneous port number configuration on an ACL 
rule, the P2P traffic originally be blocked can flow through the managed network, 
whereas the anti-virus code update traffic may be blocked. This mis-configuration of 
port number in ACL rules could hardly be found by the check/analysis of rule 
anomalies, but found by the behavior of the managed network which is beyond (or 
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against) the desired demand(s) of global security policies. In our work, to explore the 
causality of behavior mismatching, two kinds of errors would be reviewed: 

(1) Incorrectly blocking error: With the incorrect setting of rule contents, the traffic 
that should originally pass through is blocked. For example, to block the traffic of 
illegal P2P file-sharing applications, some of well-known ports could accordingly 
be set “blocked” by the firewall since the network managers have little knowledge 
of Internet services. Please notice that shadow anomalies could also result in the 
incorrectly blocking errors. 

(2) Incorrectly admitting error: With the incorrect setting of rule contents, the traffic 
that should originally be blocked is allowed to pass through. For example, it is 
possible that some warned ports are forgotten to be shut down simply due to the 
oversight of managers. It can easily lead to hackers using some sophisticated 
tools, such as port-scanning or port-mapping, to see the vulnerabilities of the 
managed network. 

As mentioned above, the security insistency of firewall rule setting could not only 
cause chaos, but also create security breaches of the managed network. Our work in 
this paper is to develop a system that can help managers point out each of problematic 
rules to keep the security consistency. 

3   System Visualization 

To facilitate the validation of the security consistency of firewall rule setting, 
visualization is employed as part of our system implementation. In our work, a 
visualization approach is developed to systematically present the validating results to 
the managers and direct them to retain the security consistency. 

3.1   Three-Tiered Visualization Hierarchy 

As shown in Fig. 1, a three-tiered visualization hierarchy is established for our 
systematic visual presentation of the validating results of security consistency. At the 
bottom tier of this hierarchy, the detailed system configuration of the managed 
network as well as the firewall rules (or ACLs) will be exposed for the sake of raw-
data inspection, if needed. At the middle tier of the hierarchy is a logical firewall 
topology created for effectively visualizing the security inconsistency occurring 
within/between firewalls (ex., the inter-ACL anomalies between two different 
firewalls) as well as the topological relationships among them. For this, a circle-based 
logical firewall network is developed, rather than the typical network topology with 
some traditional shape, like tree, to achieve a scalable visualization of network 
topology. 

At the middle tier in Fig. 1, our logical firewall topology evenly puts the nodes, 
standing for the firewalls (and ACL-configured routers) in the managed network, on 
the edge of a fit-sized circle. And then, by making use of this logical topology, we put 
the visualized validating results (i.e., rule anomalies and behavior-mismatching 
errors) on the circle to effectively present the allocation of security inconsistency. 
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Fig. 1. Three-Tiered Visualization Hierarchy 
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Fig. 2. Visual Presentation in the Logical Firewall Topology 

To effectively present the validating information of security inconsistency on the 
logical firewall topology, a set of visualization rules is specified as shown in Fig. 2: 

(1) If there are intra-ACL anomalies within a firewall, the color of the iconic node 
representing the problematic firewall will become yellow whereas a node with 
white color means the node is in the ‘normal’ status. Also, if there are inter-ACL 
anomalies within a firewall (namely, there are more than one ACL in the 
designated firewall), then the node color of the firewall will become red. 
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(2) If inter-ACL anomalies exist between two of the iconic firewall nodes on the 
circle edge, there would be a red link which interconnects them where the color of 
these two nodes are white. 

(3) If there are behavior-mismatching errors, the alert with red bold letters 
“Misbehavior Alert” will flash at the corner of the window canvas. 

According to the visualization information presented by the logical firewall 
topology, network managers can recognize what problems they have for the security 
inconsistency of firewall rule configuration. At that time, they can further utilize two 
offered subviews (Anomaly View and Misbehavior View: will be described at 
Sections 3.2 and 3.3, respectively) which are located at the top tier of the three-tiered 
visualization hierarchy, for more detailed look-at about the validating results; in the 
Anomaly View, intra- and inter-ACL anomalies are displayed, and in the Misbehavior 
View, two different behavior-mismatching errors along with the involved ACLs as 
well as the global policies are indicated. 

3.2   Anomaly View 

As described in Section 2.1, rule anomalies consist of two different types: intra- and 
inter-ACL anomalies. To systematically visualize each of them, two separate widows 
for the Anomaly View which employ the similar circle-based visualization approach 
are provided (Fig. 3). In the Intra-ACL Anomaly Subview window, all the 
problematic filtering rules within the ACL which is configured at the firewall (or 
router) selected from the logical firewall topology are put evenly on the edge of a  
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Fig. 3. Visual Presentation for Rule Anomalies 
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circle. If an anomaly exists between two rules of the ACL, there would be a line 
interconnecting the corresponding iconic nodes of these two rules where the color of 
the line represents what category of anomalies between them is. For example, as 
shown by the Intra-ACL Anomaly Subview window in Fig. 3, rules R1 and R6 in the 
ACL which is configured on the interface with IP address 3.2.1.3 of firewall FW1 for 
filtering inbound traffic have a red line interconnecting them. It means there is an 
Intra-ACL shadowing anomaly between these two rules. 

For the inter-ACL anomalies, the Inter-ACL Anomaly Subview window employs 
two separate circles to represent two problematic ACLs, respectively. If an inter-ACL 
anomaly exists, there would be a line which runs across the two circles and 
interconnects the iconic nodes of the two rules causing the anomaly where the color 
of the line depicts the category of the anomaly. For example, as shown by the window 
of Inter-ACL Anomaly Subview in Fig. 3, rules R6 in the ACL configured on the 
interface with IP address 10.1.1.1 of firewall FW4 for filtering outbound traffic and 
R1 in another ACL configured on the interface with IP address 6.6.6.1 of firewall 
FW9 for filtering inbound traffic have a red line connecting them. This means there 
exists an inter-ACL shadowing anomaly between them. Please notice that if the IP 
addresses shown above the two circles are the same, it means there is an inter-ACL 
anomalies occurring between two rules which are in the different ACLs, but on the 
same firewall. 

3.3   Misbehavior View 

As to the Misbehavior View, a circle-based visualization approach analogous to that 
of the Anomaly View is exploited again to visualize the error information which 
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Fig. 4. Visual Presentation for Behavior-Mismatching Errors 
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comes from the inconsistency between ACL rules and global security policies. If there 
is a behavior-mismatching error in the managed network, in our work, the involved 
global policy would be pointed out first in red letters within the Global Policies 
window, as the global security policy P3 shown in Fig. 4. After clicking on the textual 
line of “P3: Subnet 1…” in the Global Policies window, the Misbehavior Subview 
window will pop up to show all the routers/firewalls on the route from subnet 1 to 
subnet 2 (that is, routers A, B, C, D, and E), along with all of the ACL rules’ number 
involved in the security inconsistency with P3. 

Following the same example of security inconsistency in Fig. 4, the Misbehavior 
Subview window evenly puts all the firewalls/routers along the path from subnet 1 to 
subnet 2 on the edge of a circle with their corresponding iconic nodes, where solid 
straight lines interconnecting these iconic nodes stand for the logical connectivities 
among them. One node in the window labeled IPi: IN/OUT represents the interface 
with IP address IPi of that node on which an ACL is configured for filtering the 
inbound/outbound traffic flowing from subnet 1 to subnet 2. As to the color of the 
iconic nodes, red/white represents the nodes with/without misbehavior rule 
configuration in the corresponding firewalls or routers. For example, in Fig. 4, IPA: IN 
labeled beside node A means the ACL which is configured on the interface of router 
A with IP address IPA for inbound traffic filtering is error-free with respect to the 
security inconsistency example of Fig. 4. However, rules R1 and R3 in the ACL 
which is configured on the interface with IP address IPB of router B for filtering 
outbound traffic have the incorrectly admitting error which is inconsistent with the 
global policy P3. For this, IPB: OUT: R1, R3: A would be labeled along with node B 
in red color where letter A at the end field of this label stands for incorrectly 
admitting error. Likewise, IPc: IN: R5: B denotes rule R5 in the ACL which is 
configured on the interface with IP address IPc of router C for the inbound traffic 
filtering has the incorrectly blocking error, which is also inconsistent with the global 
policy P3. With the assistance of our subviews’ windows mentioned in this section, 
the security inconsistency while configuring the firewall rules can be revealed easily. 

4   System Implementation and Future Work 

The system prototype has been completed as a demonstration of our visualization 
approach. The ACL configurations of some of the routers in our campus network are 
offered and utilized as the input of our system implementation. Figures 5~10 show the 
system execution results for these rule configurations. A network manager can first 
click “Physical Network Topology” on the menu bar of the main window (Fig. 5) to 
obtain the physical connectivities of routers (and firewalls, if exist) in the managed 
network. And then, he can click “Start Validation” to display the Logical Firewall 
Topology with the entire validation results. As shown in Fig. 6, there are five Inter-
ACL rule anomaly events (one in Router G with a red circle and the other four are 
indicated by four red lines) and one intra-ACL rule anomaly event in Router H (the 
yellow circle). 

On the basis of the information provided by the Logical Firewall Topology in the 
main window, the manager can click on the yellow circle of Router H to have a 
detailed look-at about the Intra-ACL rule anomalies occurring within Router H 
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(shown in Fig. 7). Also, he can click on these red lines as well as the red circle of 
Router G on the Logical Firewall Topology to further investigate the Inter-ACL 
anomalies (Fig. 8), where the line colors no matter in Intra- or Inter-ACL Anomalies 
Subview window stand for the categories of rule anomalies. In addition, in Fig. 6, a 
textual line “There is an Incorrectly Admitting Error!!!” flashing at the window’s 
bottom. The manager can follow the warning and click on the textual line to launch 
the Global Policies window for checking which global policy is involved in the 
warned error. According to those shown in Fig. 9, the manager can recognize global 
policy P3 has been involved in the error. Thus he can click on the line of P3 in the 
Global Policies window to launch the Misbehavior Subview window (Fig. 10) and 
find which ACL rules, as well as their locations (indicated by red circles), on the 
routing path with respect to P3 (through Routers F, E, H, D, and B, sequentially) are 
involved in the error. In this manner, a network manager can continue the checking 
procedure just described in this subsection to make the proper corrections on the rule 
configurations in the managed network until the security inconsistency (i.e., behavior 
mismatching errors and rule anomalies) does not exist. 

 

  

          Fig. 5. Physical Network Topology                       Fig. 6. Logical Firewall Topology 

  

       Fig. 7. Intra-ACL Rule Anomalies                    Fig. 8. Inter-ACL Rule Anomalies 
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               Fig. 9. Global Policies Window                     Fig. 10. Behavior Mismatching Error 

Right now the first version of our prototype system has been finished and being 
tried to be applied to our campus network. Still, a number of works are in our hands 
for this project in the coming future, especially for system scalability and 
expansibility. Below lists two of them as reference: 1) Develop a faster computing 
method for the check of the behavior mismatching errors, and 2) provide users 
effective and practical suggestions of how to correct the behavior mismatching errors. 
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Abstract. A general model for securing widely deployed Web Services
has been recommended in which the security of Web Services is divided
into three layers: network security, host security and the security of Web
Service message, also called SOAP message security. According to prin-
ciples of this model, we propose a new secure Web Services Providing
Framework based on the Lock-Keeper technology, which is a high level
security solution implementing the basic security concept, ”Physical Sep-
aration”. In the proposed framework, the internal Web Services provider
and its network are protected well by being physically isolated with the
external world. At the same time, trusted Web Service message based
communications can be performed smoothly and securely with the guard
of a ”SOAP Verification Module”, which is integrated in the Lock-Keeper
system. The SOAP Verification Module realizes general functionalities
of both ”Trust Management” and ”Threat Prevention” that have been
specified by most common WS-Security standards. Experiments demon-
strated in this paper show that our proposed framework, which can si-
multaneously guarantee all the three layers of Web Services security, is
feasible, applicable and secure.

1 Introduction

Web Services (WS) technology that effectively facilitates the integration of web
applications as well as offering interoperable machine-to-machine interactions,
has been widely deployed in modern businesses [1]. Using standardized Web
Service message (i.e. XML-based SOAP message) communication to build rich
federated environments that enable complex business-to-business scenarios and
allow organizations to expose powerful line of business applications is tremen-
dously exciting [2]. However, to provide Web Services for customers or partners,
enterprises have to open their internal networks and expose their private re-
sources in loosely-coupled public network infrastructures, such as the untrusted
Internet, which causes more and more possibilities for the internal network and
its hosts, especially the sensitive WS provider, to be exploited [3]. To simulta-
neously guarantee the security of the internal network, the WS provider and
the WS communications, has been a main and serious problem to extend the
utilization of WS technology [1], [4].
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In recent years, many new security models, solutions and even standards,
have been proposed to solve the addressed problem. Traditional perimeter se-
curity mechanisms, such as packets-filtering firewalls [5], are integrated into the
common Web Services providing model to enhance the security of Web Services
network. However, such network-level security measures make no sense for pre-
venting attacks, which are targeted on Web Services message itself, since the
application-level content of passing Web Services traffic can not be thoroughly
examined. Malicious or illegitimated users are able to easily intrude the normal
Web Services conversations and abuse the provided Web Services and other in-
ternal resources. On the other hand, just solely securing Web Service messages,
e.g., applying Web Services related security standards or specifications such as
WS-Security, WS-Policy and WS-Trust, etc [6], to achieve end-to-end security,
is not sufficient too. The permitted network channel, i.e. opened ports and sup-
ported transport or message layer protocols such as HTTP and SMTP, required
by regular Web Services interactions, also offers a convenient way for hackers to
successfully penetrate the network and fully occupy the internal hosts, includ-
ing the Web Services provider. Therefore, a general security module has been
proposed for piloting the design of holistic Web Services security approaches in
[7]. According to this model, the Security of Web Services is divided into three
layers: network security, host security and the security of Web Service message,
also called SOAP message security.

Motivated by implementing this Web Security model, we propose a Lock-
Keeper based secure Web Service Providing Framework in this paper. Based
on the simple security concept of ”Physical Separation” that ”the ultimate
method to secure a network is to disconnect it”, the Lock-Keeper technology
has been convinced to be an efficient approach to guarantee high-level network
security and prevent online attacks by physically separating the protected hosts
or network from the external world [8]. The benefit of Lock-Keeper on provid-
ing ”Physical Separation” is exactly identical with requirements of the first two
layers of the above mentioned general Web Security model, i.e. securing net-
work and securing host. In addition, the Lock-Keeper architecture that consists
of three independent normal PCs, named INNER, OUTER and GATE respec-
tively, is flexible to be seamlessly integrated with other security methods, e.g.
Third-Party anti-virus programs, etc, to prevent offline attacks on the applica-
tion level. Most existing Web Services security standards can be easily realized
in the Lock-Keeper system so that the third layer of that WS security model,
i.e. the SOAP message security, can be achieved as well. Based on this analysis,
we believe that Lock-Keeper is a suitable alternative for implementing enhanced
Web Services security solutions.

From another point of view, to reach the high-level network security, nor-
mal network usage has to be restricted. For this reason, almost all the existing
”Physical Separation” implementations, including our Lock-Keeper technology,
have prohibited most of network applications that are supported by real time
application level protocols so that just a limited number of specific applica-
tions, e.g., email exchange, file exchange and database replication, etc, can be
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proffered. Fortunately, the XML based SOAP communication is perfectly pro-
pitious to the working principle of Lock-Keeper. It provides us a new field of
vision for implementing Lock-Keeper applications. Therefor, we expect that the
Lock-Keeper based Web Services Framework would be a promising Lock-Keeper
application. Based on this framework, many other Lock-Keeper application sce-
narios can be revealed in practices which can significantly improve the usability
of the ”Physical Separation” technology.

The proposed framework mainly includes three components: Web Services
Consumer, Web Services Provider and Lock-Keeper Web Services Application
Module that broadly refers to ”Web Services Proxy” and ”Web Service Routing
Module” on OUTER, ”SOAP Verification Module” on GATE and ”Web Service
Invocation Module” on INNER. Web Services Consumer and the Web Services
Provider play the same roles as the normal ”Consumer” and ”Provider” in the
original Web Services model [1]. That means, the message processing operated on
the Lock-Keeper is transparent to both the Web Services client and the Web Ser-
vices server. ”Web Services Proxy”, ”Web Service Routing Module” and ”Web
Service Invocation Module” are responsible for the Web Services parsing, for-
warding, routing and invoking. On GATE, the SOAP message will be examined
by the ”SOAP Verification Module”, which realizes functionalities of both ”Trust
Management” and ”Threat Prevention” specified by common WS-Security stan-
dards. Experiments on an implemented prototype of this framework show that
the Web Services interactions work well over Lock-Keeper and the security of
Web Services can be practically enhanced by combining the software-based WS-
Security technologies and the hardware-based Lock-Keeper technology.

The remainder of this paper is organized as follows: next section introduces
the general security module for Web Services. Section 3 gives a short review of
the Lock-Keeper technology. The new Lock-Keeper based secure Web Services
Providing Framework is presented in section 4. Some experiments are illustrated
in section 5. Section 6 concludes the paper with a summary of major contribu-
tions and possible future works.

2 Security Model for Web Services

A general security model of Web Services has been proposed in one of the Mi-
crosoft Web Appliction guides, named Improving Web Applications Security:
Threats and Countermeasures[7]. It was originally called as ”a holistic approach
to security of general applications”. Here, we just specify the term ”application”
to ”Web Services”. The figure is reformulated in Figure 1. According to require-
ments of this model, all efforts to secure Web Services should be embedded in
an environment considering three layers: Network Security, Host Security and
Web Service Message Security. To prevent potential vulnerabilities of each layer,
different security measures have to be applied to different layers accordingly.

1. Securing Your Network: As stated before, a secure Web Service relies
upon a secure network infrastructure. The role of securing network is not
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Fig. 1. Web Services Security Layers

only to protect the network itself from TCP/IP-based attacks, but also to im-
plement countermeasures such as secure administrative interfaces and strong
passwords. The secure network is also responsible for ensuring the integrity
of the traffic that it is forwarded [5]. If it is known at the network layer
about ports or protocols that may be harmful, those potential threats must
be countered at this layer. The mostly used network security measures in-
clude Router, Switch, Gateway, Firewall, IDS/IPS, etc.

2. Securing Your Host: The ”Host” indicated here is not just the internal
Web Services server (also called provider), it also refers to other applica-
tion server, database server, or normal workstation in the internal network.
Any vulnerabilities or security holes on any single host can be utilized by
hackers to exploit other hosts or even the whole network. The popular oper-
ations to enhance the host security comprise regularly Performing Patches
and Updates, disabling unused User Accounts, Services, Protocols and Ports,
Security Auditing and Logging, carefully setup of File Shares, strictly Con-
trolling of Files and Directories, etc. To a certain extent, the security of a
host depends mostly on the reliability of its underlying Operation System
(OS) and the effectiveness of locally deployed security tools such as personal
firewalls [5].

3. Securing Web Service Message: For securing Web Service message, tra-
ditional network centric security approaches are not sufficient since most
vulnerabilities and threat for Web Service message take place at the appli-
cation layer, such as Web Service Interface Probing, Recursive, Oversized or
Malicious XML Document, SOAP Flooding Attack, Interaction Replay At-
tack, ”Man-in-the-middle” Attacks, etc [3]. To prevent these attacks, a large
number of security related Web Service standards and specifications have
been proposed and implemented (see [2], [3], [4], [6], [9], and [10]). The func-
tionalities of these approaches are focused on Trust Management and Threat
Protection. Trust Management ensures that a consumer can trustedly call
a Web Service by confirming both authentication and authorization of the
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sender. WS-Security tokens, e.g., X.509 certificates [11], User name token,
XML-encoded Kerberos tickets [12], etc, are usually used to realize the Trust
Management. Threat Protection addresses threats associated with the pro-
vided Web Methods and their content, since attacks can be performed by
abusing legitimated requests.

3 Review of the Lock-Keeper Technology

As mentioned before, Lock-Keeper is an implementation of the ”Physical Sep-
aration” concept which aims at finding a way to transmit data between two
different networks without having to establish a direct physical connection. Be-
sides Lock-Keeper, there are also many other tools emerged to implement the
idea of ”Physical Separation”, such as Microsoft e-GAP-based Intelligent Appli-
cation Gateway (IAG) [13], Nump technology proposed by U.S. Naval Research
Laboratory [14], etc. The commercial version of the Lock-Keeper technology
has already been developed and is now under the marketing extension by our
industrial partner, Siemens [15]. Here, we just use a SingleGate Lock-Keeper
system as an example to briefly explain what the Lock-Keeper is and how it
works. More detailed information on Lock-Keeper and other ”Physical Separa-
tion” related works can be available from [8] and [15]. As shown in Figure 2,

Fig. 2. Conceptual Architecture of the SingleGate Lock-Keeper

a SingleGate Lock-Keeper system consists of three independent Single Board
Computers (SBCs): INNER, OUTER and GATE, which are connected using a
patented switch unit. The switch unit restricts the connection so that GATE can
just be connected with only one partner, either INNER or OUTER and there
are no ways to directly establish the connection between INNER and OUTER at
any time. The switch mechanism is realized by a hardware-based Lock-Keeper
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Printed Circuit Board (LK-PCB) which is the core component of the Lock-
Keeper system. There is not any software, even assembler programs, running on
the LK-PCB. It works automatically when the system starts.

Besides these hardware components, Lock-Keeper Secure Data Exchange (LK-
SDE) software is required to facilitate the data exchange between the separated
networks. As important components of the LK-SDE software, several application
modules are deployed on INNER and OUTER on both sides to work as interfaces
for outside users and provide popular network services. Besides the Lock-Keeper
Web Services Module proposed in this paper, there are other three implemented
application modules, i.e. File Exchange (File-X) Module, Mail Exchange (Mail-
X) Module, and Database Replication (DB-Rep.). Standard communication pro-
tocols, such as SMTP and FTP, are stopped and analyzed by respective applica-
tion modules. Then, several unified file-based Lock-Keeper Message Containers
(LKMC) can be created to carry the data content of services. These LKMCs
will be transferred by ”Basic Data Exchange Module” that is another important
component of LK-SDE software. The secure Lock-Keeper ”Basic Data Exhange
Module” is responsible to manage the data exchange inside the Lock-Keeper and
works based on the ”Pull-and-Push” mechanism [8], which means all the data
transfer operations are initially started by GATE. It is one of important criteria
for implementing ”Physical Separation”.

In addition, because GATE is also a normal computer, it is possible to in-
tegrate some Third-Party security software, e.g. virus scanning software, mail
analysis tools, content filtering methods, etc, into LK-SDE architecture to check
data traffic and prevent offline attacks, e.g. virus, malicious codes, etc. All these
Third-Party software can be occupied and managed by the LK-SDE data scan-
ning module. The ”SOAP Verification Module” deployed by our proposed frame-
work is an actual example of this functionality.

4 A Secure Web Services Providing Framework

As shown in Figure 3, the proposed secure Web Services Providing Framework
is basically composed of Web Services Consumer, Web Services Provider and
Lock-Keeper Web Services Application Module.

1. Web Services Provider offers a desired service, which enables the con-
sumer to invoke a specified ”Web Method”. As usual, the Web Services Server
receives the request, triggers the Web Method and creates the response. In
our framework, the Web Services provider, supposed to be a sensitive internal
host, has been physically isolated by Lock-Keeper.

2. Web Services Consumer acts as a legally registered Web Services user
who has necessary security credentials required by the security operations
performed on GATE (i.e. by ”SOAP Verification Module”). Normally, it is
realized by a specially designed or standard client program, such as a web
browser (for SOAP over HTTP/HTTPS), or an email client (for SOAP over
SMTP), etc, by which the consumer can create, edit, and send out the Web
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Fig. 3. The Secure Web Service Model using Lock-Keeper

Service requests and later receive responses. On the client side, consumer
should also be able to create and manage different security policies by adding
registered certificates, encrypting the Web Service request or executing any
other security approaches.

3. Lock-Keeper Web Services Module is used to facilitate the Web Services
communication on the special ”disconnected” connection provided by Lock-
Keeper as well as performing SOAP Verification for applying WS-Security
standards on GATE as stated before. It consists of ”Web Services Proxy” and
”Web Service Routing Module” on OUTER, ”SOAP Verification Module”
on GATE and ”Web Service Invocation Module” on INNER.
(a) Web Services Proxy exposes the ”Web Method”, hosted by the internal

provider, to the external network. Similar to other Lock-Keeper applica-
tion modules, the incoming SOAP requests over HTTP or SMTP are ac-
cepted by the ”Web Services Proxy” to then translated into the LKMC.
When a new message is received, a unique identifier is generated and
assigned into the message header. The identifier facilitates the mapping
between requests and responses since the response will also be verified
using the same mechanism on its way back to prevent insider attacks.

(b) Web Service Routing Module on OUTER handles the communication
between ”Web Services Proxy” and ”Basic Data Exchange Module”.

(c) Web Service Invocation Module on INNER invokes the desired method
based on information saved in header of the received LKMC message. It
is also responsible for forwarding the response back after resolving the
unique WS-LKMC identifier.

(d) ’SOAP verification module’ on GATE enforces the concrete ”Trust Man-
agement” and the ”Threat Prevention”. To perform security actions and
make decisions, a ”Policy Store” with all accepted or legitimated policies
or policy combinations and a ”Certificate Store” to keep certificates or
private keys are required to be set up on GATE in advance. The late
updating or configuration changing can be realized by a new Virtual
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Machine based approach, named ”Offline Maintaining”, which has been
described in [16]. If the LKMC does not pass through verification pro-
cess, a fault SOAP message with the error indicator will be created and
send back to the client.

In this framework , the Lock-Keeper system is deployed to protect the WS
provider and its network by its natural instinct on ”Physical Separation”. The
”SOAP Verification Module” on GATE enhances the application-layer security of
passing SOAP messages. The benefits of this newly proposed Lock-Keeper based
Web Services Providing Framework can be summarized as follows. Firstly, the
internal Web Services provider and its network are protected well. So the first
two layers in the WS-Security model, i.e. Network Security and Host Security,
are achieved. Secondly, the third layer of WS-Security model, i.e. the security of
WS messages, can be realized by the ”SOAP Verification Module” on GATE.
Moreover, the proposed framework provides a completely new Lock-Keeper ap-
plication Module, which significantly improves the usability of the Lock-Keeper.

5 Experiment Results

To verify the feasibility, applicability and security of the proposed Lock-Keeper
based secure Web Services Providing Framework, we build a testing environment
according to the requirements specified in Section 4. Through the Test Client,
Web Services Consumer can create, edit, sign, encrypt the SOAP request and
check the response. The required policy can be imported or composed as well. As
shown in Figure 4, a policy named ”secure” is composed by checking accessible
security methods, such as the encryption named ”gate” and a signature named
”client”, both realized by X.509 certificates. Besides, there is another policy
named ”unsecure” without checking any security options. We set up a ”Web

Fig. 4. Policy ”secure” and Policy ”unsecure” created by the WS Client
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Fig. 5. A Successful SOAP Response from WS Provider

Services Provider to provide a simple Web Method ”Add”, which performs the
addition of two numbers. The Consumer and the Provider are located in different
networks which have been physically separated by Lock-Keeper.

As indicated in the Figure 5, The original SOAP message, shown in the top-
left dialog box, embeds the ”Add” document, which represents a SOAP request.
After executing the necessary security operations (e.g. checking the ”secure”
policy), which would be required later by the SOAP Verification process on
GATE, a secured SOAP request (top-right) is generated and sent to the Web
Services Provider. After a couple of seconds (the required Round-Trip-Time
mostly depends on the length of the Lock-Keeper switch interval), the secured
response can be received in the bottom-right box. The plain result (i.e. 42,
which is gotten from 22 + 20) is displayed after being decrypted by the same
policy ”secure”. In the case of ”unsecure” scenario, we can just get a fault SOAP
response with the indication that ”The Request is Illegal” because the user policy
is not identical with any policies available in the ”Policy Store” on GATE.

6 Conclusions

In this paper, we propose a secure Web Services Providing Framework based on
the ”Physical Separation” device, Lock-Keeper. With the new framework, the
three layers of Web Services security: Network Security, Host Security, SOAP
Message Security, can be achieved at the same time. The popular Web Services
communication can also be facilitated over the Lock-Keeper which significantly
improve the usability of the Lock-Keeper technology. As a new Web Services
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security solution as well as a promising Lock-Keeper Application Module, there
are still lots of R&D works which can be done around this topic. For instances,
practical evaluation of the security of proposed framework by practically sim-
ulating some Web Services attacks is an interesting task for comparing it with
other Web Services architecture. Integration of more up-to-date Web Services
message security approaches, such as Web Services anti-attack mechanisms, is
also a meaningful future work. In addition, deployment of the proposed frame-
work in suitable application scenarios, especially in the practical environment of
Service Oriented Architecture (SOA), also makes great senses.
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Abstract. This paper presents a measurement study of the traffic traces from 
the industrial process control IP networks. We present some interesting and 
unique traffic characteristics of the IP networks which support the control of 
manufacturing and precision-control machines. Understanding their traffic 
behaviors would help us to operate the fault-tolerant control IP networks, where 
the cost of network malfunctioning is far more severe than ordinary IP data 
networks. We observe rather steady and cyclic traffic patterns in the collected 
traces between the control IP network entities, mainly PLCs and process 
controllers.  

Keywords: passive measurement, traffic analysis, process control IP networks. 

1   Introduction 

Process control networks must sustain the robust communications between controlling 
devices and controlled devices in a manufacturing environment. There are several 
categories of control networks, namely Building Automation (BA), Factory 
Automation (FA), and Process Automation (PA) [1]. These networks are deployed in 
mission critical operations which require a maximum level of network stability. 
However, we know little about the traffic behavior of such networks, simply because 
we are dealing with very secure and closed networks which entail company’s 
confidentiality. 

Existing process control network technologies (e.g., FOUNDATION Fieldbus [3], 
PROFIBUS [4], MODBUS [5], BACnet [6], Lon Works [7], etc.) are developed 
separately from the relatively recent emergence of Ethernet and IP technology. The 
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newer versions of them have adapted Ethernet (e.g., Industrial Ethernet) and IP for 
low cost, high scalability, and easy maintenance purposes. A few studies [1, 2] have 
introduced some important issues of moving towards the all IP-based control 
networks, such as QoS requirements of the control network and existing IP network 
security concerns. Nonetheless, the decision of such change in a manufacturing plant 
environment is beyond the technical superiority of Ethernet and IP because it involves 
a huge investment. 

Unlike IP data networks (e.g., Internet, enterprise networks), the traffic 
characteristics of control IP networks have not been studied in-depth previously. Due 
to significant differences of traffic nature, the general OA&M guideline running IP 
data networks may not coincide fully with process control IP networks. 
Understanding the traffic behavior helps us to operate fault-tolerant control IP 
networks where the cost of network malfunctioning is far more severe than the IP data 
networks. We present a measurement study of the traffic traces from the real 
industrial process control IP networks. To our knowledge, this is the first work to 
provide an empirical traffic analysis in such networks. 

The remainder of this paper is organized as follows. Section 2 provides an 
overview of our measurement environment. In Section 3, we present the results of 
empirical analysis of the collected traffic traces. Finally, we summarize our findings 
and discuss possible future work in Section 4. 

2   Measurement Environment 

A typical process control network is illustrated in Figure 1. We have captured traffic 
traces from three different measurement points (illustrated as A, B and C in Figure 1). 
The process control network elements follow a hierarchical model where the 
controller at the top triggers actions in one or more controlled devices. The following 
are brief descriptions of the component elements and their role. 

 Process Controller (PC) – This is a part of the software and hardware package 
provided by the PLC vendors. It is process control software on a computer 
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        running UNIX or Windows that can remotely access PLCs. Custom built or 
vendor provided server applications are placed in a PC to communicate with 
PLCs. It also communicates with the machines running Human Machine Interface 
(HMI) solutions which provide graphical presentation of real-time process status 
monitoring. The communication with PLCs is established over reliable TCP/IP. 

 Programmable Logic Controller (PLC) - It is a microprocessor computer for 
process control attached to a process control network. A complex sequence 
control of machinery (or low end controlled devices on factory assembly line) is 
handled by the custom-built software programs running in PLC. The PCLs in our 
monitoring environment are equipped with two separate interfaces: Ethernet 
(e.g., RJ-45) and PROFIBUS (e.g., EIA-485). 

 Controlled Devices – These machineries refer to sensors, actuators, motors, etc. 
They receive the command signal from PLCs via the embedded interface. 

Two measurement domains exist in process control networks: PC to PLC network 
and PLC to controlled device network. It is a combination of IP-based and non-IP 
based control technologies; in fact, PLC acts as a gateway accessing the lower end 
devices, which are on non-IP based networks. In this study, we focus on the first half 
of the networks (i.e., PC to PLC). A PLC segment refers to a group of PLC networks 
at the edge. 

We have collected the traffic traces from a various points of the process control 
networks using the standard libpcap [8]. Points A, B, and B in Figure 1 refers to the 
top of PLC segment, the process control backbone network, and the nearby end-host 
(PLC device), respectively. These representative locations are carefully selected to 
provide a precise and unbiased snapshot of the network. 

3   Empirical Data Analysis 

The experimental data set we used was collected at the process control networks of 
POSCO, the world’s fourth largest iron and steel manufacturer [11]. It operates a 
number of plants world-wide and a single operational site consists of about 40 
manufacturing plants, equally 40 process control networks where they are organized 
in a synchronous and sequential order. Each process control network is a group of 
edge network segments. In simpler terms, a number of networks are working together 
to interconnect the machineries running continuously on a conveyor belt. 

Our assumption is that no other data traffic is injected into the monitoring PLC 
networks. This was achieved by the complete isolation of PLC network from the 
Internet or any other enterprise networks. The private IPs and dedicated Ethernet links 
were assigned to PLC devices.  

3.1   Traffic Summary 

Table 1 illustrates the traffic summary of the collected traces. We have analyzed a 
week-long trace at one of the edge segments, a typical working-hour trace at the plant 
backbone, and short (e.g., 5 minutes) traffic traces at the end-host segment – Segment 
A, B, and C, respectively. The actual name of each process segment is undisclosed 
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Table 1. Summary of the datasets 

Set Date Duration Byte Packets Flows TCP% Util.% Location 

Segment-A 2006-09-29 170 hr 
(7 days) 

63.5 GB 542 M 48 K 98 1 Edge 

Segment-B 2007-02-27 10 hr 
(12:00~20:00) 

74 GB 122M 25 K 99 19 Backbone 

Segment-C 2006-05-11 5 min 
(13:15~13:19) 

22 MB 84 K 48 99 0.57 Edge 

 
due to security reasons. Most traffic is exchanged using TCP and the average 
utilizations yield a very low percentile in the 100 Mbps physical links environment. 
We observed the total traffic volume of Segment B regardless of the three times much 
as the packet counts of Segment B. It implies a low yielding traffic volume and a 
major occupancy of light-size packets. Interestingly, in Segment B, only 533 flows 
are TCP flows and responsible for 121M packets. In fact, a small number of identical 
sessions with fixed amount of hosts (PLC and PC) are continuously observed and 
generate the traffic. 

Figure 2 (a) illustrates a long-term traffic pattern of particular PLC segment – 
Segment A. The graph shows that the bandwidth consumption is not bound to the 
time-of-day effect in the typical IP data networks where more traffic is generated 
during the day or working-hours. Its bandwidth usage is very steady and predictable 
throughout the course of monitoring period. A few sudden drops in the graph, the 
shade regions, are observed which indicates an instant shutdown of the process due to 
scheduled or unscheduled maintenance purpose. Its bandwidth consumption is strictly 
proportional to the number of devices in the network. Thus, the network planning for 
control IP network can rely on a very precise projection of bandwidth growth model 
which is almost impossible in other type of IP networks. 

The Segment B traces are a collection of multiple instances of the Segment A level 
of traffic. Figure 2 (b) shows a short-term bandwidth measurement, but much larger 
traffic volume at the backbone. Its pattern closely coincides with the behavior as in 
Figure 2 (a). Indeed, the microscopic view of traffic behavior can reflect the  
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long-term behavior without loss of generality in control IP networks because there 
exists a fixed pattern in every session occupying the control IP networks. More details 
will be covered in the following sections. 

3.2   Traffic Cycle 

Figure 3 illustrates the four representative packet arrival patterns in PC-PLC sessions. 
The upper plane (above 0 on y-axis) of the graph indicates a unidirectional packet size 
arrival sequence according to the packet inter-arrival time. The lower plane is a packet 
size arrival sequence of the corresponding reverse transmission. Thus, a single graph 
represents two bidirectional flows. The packet inter-arrival time is measured in time 
granularity of millisecond. The dense region of graph implies that the packet inter-
arrival gap is reduced. In all four graphs, we observe a unique and regular cycle of 
dense and sparse region occurrences over a short time period as well as the packet 
size distributions. For example, Figure 3 (a) has about 12-second cycle of two dense 
regions followed by a sparse region in both upper and lower planes. In the lower 
plane, it also shows a regular cycle of 1000 bytes packet transmission in every 1.5 
second. In a similar fashion, the rest of the graphs can be expressed as a traffic pattern 
candidate for general PLC-PC sessions. All the sessions in our measurement belong to 
one of the pattern shapes shown in the graphs of Figure 3. Figure 3 (b), (c), and (d) 
illustrated the session traffic patterns for different PLC vendor solutions or sessions 
involving possibly in different processes. 
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Fig. 3. Bidirectional packet-size arrival sequence patterns of PC-PLC sessions 

The average inter-arrival time of these four sessions ranges from 120 ms to 1.5 s. 
Note that, the selected sessions were operational without any performance 
irregularities at the time of monitoring period. A matter of hundreds of millisecond or 
above may not be acceptable a set of values for a packet delay in the IP data 
networks. It is a unique characteristic where relatively longer packet delays are 
acceptable. 
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Fig. 4. RTT measurement of PC-PLC sessions 

Figure 4 illustrates the three sample RTT measurement graphs over the monitoring 
periods. The RTT values of each session are measured using tcptrace [10]. These 
PLC-PC sessions show clear periodic patterns which distinguish them from normal IP 
sessions. Their maximum RTT values also ranges from 150 ~ 250 msec, coinciding 
with the packet inter-arrival values of the sessions in Figure 3. The fixed packet 
arrival sequence is again apparent through the recurring shape of the graph. 

It is important to recognize such pattern information of on-going sessions when 
detecting traffic anomaly and malfunctioning devices. This can be used as a guideline 
to determine ‘irregularity’ from the previously known communication patterns and 
avoid the ambiguous definition of anomaly in control IP networks. 

3.3   Traffic Symmetry 

Figure 5 shows the symmetric behavior in terms of number of packets being 
exchanged in a session. The upper plane (above 0) of the graph indicates packets per 
second (PPS) counts over the monitoring period in one direction. The lower plane 
shows the corresponding packet counts in reverse direction. All the graphs show 
almost identical packet transmission symmetry where one side shows slightly more 
packet counts than the other. These periodic packet generation patterns imply a simple 
request-response behavior between PC and PLC which follows a similar trail of 
HTTP behavior 9. However, unlike the HTTP traffic, the request object (or service) 
and the corresponding reply here are very much fixed in size and repetitive. The 
average PPS count of the sessions in control IP networks is below 10 PPS which is 
quite low compared to the Internet traffic. 

3.4   Packet Size Distribution 

The purpose of transmitting packets in control IP networks can be classified into the 
following: Signaling purpose for PLC operations, HMI display purpose, and 
management purpose (e.g., SNMP). At the time of data collection, we were assured 
that no management traffic was injected into the network. Figure 6 (a) and (c) 
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Fig. 5. Bidirectional packets per second counts in PC-PLC sessions 
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Fig. 6. Packet size distribution – Segment A, B & C 

indicates the packet size distribution of packets mainly for signaling purpose. They 
show that over 90% packets are less than 100 bytes. In fact, their size ranges from 60 
to 80 bytes which is just sufficient enough to contain TCP header information and a 
very few bytes for the actual payload. It explains for low bandwidth consumption in 
the control IP networks.   

Figure 6 (b) shows the increase of average packet size compared to Figure 6 (a) 
and (c) where they are collected at near the edge PLC segment. At Segment B, we 
collect the HMI request/reply packets along with the PLC packets. The packet size 
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distribution shows two distinguishable characteristics depending on where we collect 
the data – backbone or edge. 

3.5   Session Length Distribution 

There exist two concrete patterns in session length: Short session length at the 
backbone (PC) and long session length near at the end host (PLC). Figure 7 (a) 
illustrates the session length distribution at Segment B. More than 90% of the total 
flows terminates less than 10 seconds. Note that, the active timeout value for flow 
export is set to 300 seconds which is determined by trail and error. This implies that 
the number of short periodical sessions outnumbers that of the long continuous 
sessions. The communications with the centralized PC servers are periodical, so that 
the flows from the identical hosts appears to be a separate flow. The communication 
period is relatively long, at least more than 300 seconds, for some PLC devices. At 
the edge of the network there exists more of continuous PLC communications. They 
are mixture of PC-PLC and PLC-PLC sessions in which the PLC-PLC sessions often 
stay within the local segment. Figure 7 (b) indicates the session tends to stay 
connected during the entire monitoring period, about 250 seconds. The session length 
distribution from another edge, Segment C, shows relatively longer session length 
than those in the backbone. However, it shows slightly uniform distribution of session 
length since the transmission intervals may vary due to different type of process. 
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Fig. 7. Session length distribution - Segment B & C 

It is generally believed that the longer and continuous sessions occupy the control 
IP network because its operations often involve continuous and repetitive tasks over 
long hours (e.g., production line built on conveyor belt.) Overall, it follows a typical 
action-trigger behavior; we observe lighter commands (e.g., small packets) from the 
top of the hierarchy and corresponding actions at the bottom which triggers a complex 
sequence of communications. 
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3.6   Packet Reordering 

We measure the following two categories to detect any packet reordering in a session: 
Out-of-sequence packets and retransmission packets. It refers to any out-of-order packet 
delivery. Figure 8 illustrates the ratio of the flows experiencing the out-of-sequence and 
retransmission packets. In the Segment B traces, we observe the total 21,539 TCP flows, 
and 92% of them experience one or more retransmission packets while online. The 
backbone traces have shown the sign of improper packet delivery compared to the rest 
of the traces. Despite of the high retransmission ratio, the process networks operates 
without any problem at the time of data collection. For future work, it is worthwhile to 
investigate whether such characteristic is bound to this particular case.  
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Fig. 8. TCP sessions experiencing out-of-sequence and retransmission  

4   Concluding Remarks 

Despite of its large deployment in the real world, the area of monitoring and 
analyzing process control IP networks has not yet been focused very much by the 
network measurement and management research community. We have known very 
little details about the traffic behaviors of process control IP networks. These 
networks are deployed in mission critical operations which entail a maximum level of 
network stability. Understanding the traffic behavior helps us to operate fault-tolerant 
control IP networks where the cost of network malfunctioning is far more severe than 
the IP data networks. 

In this paper, we have presented a measurement study of the traffic traces from the 
real industrial process control IP networks. The traces for analysis are carefully 
selected to provide a precise snapshot of the network from different perspectives, the 
traces from the backbone, the edge network, and the end host. We have summarized 
the following unique characteristics. 
 

 Low-yielding and steady bandwidth usage regardless of monitoring periods 
 Periodic traffic cycle in terms of packet arrival sequence and inter-arrival time 
 Traffic symmetry 
 Occurrence of small signaling packets 
 Session length distribtuion patterns 
 High packet reordering ratios at the backbone 
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Based on the primilnary analysis of traffic characteristics, we plan to develop a 
control IP network traffic model which can be used for network planning and 
anomaly detection. The comparison study between the process control networks and 
the ordinary IP networks will be also helpful to identify and formulate the 
systematical differences of process control networks. 

References 

1. Okabe, N.: Issues of Control Networks When Introducing IP. In: Proc. of Symposium on 
Applications and the Internet Workshops, vol. 00, pp. 80–83 (2005) 

2. Lian, F.-L., Moyne, J.R., Tilbury, D.M.: Performance Evaluation of control networks: 
Ethernet, ControlNet, and DeviceNet. IEEE Control System Magazine 117(6), 641–647 
(2001) 

3. Fieldbus Foundation. FF-581-1.3, FOUNDATION Specification: System Architecture 
(2003) 

4. PROFIBUS International. IEC 61158, Digital Data communication for Measurement and 
Control – Fieldbus for Use in Industrial Control Systems (1999) 

5. MODBUS.ORG: Modbus Application Protocol V1.0 (2002) 
6. ASHRAE. ANSI/ASHRAE Standard 135-1995, BACnet A Data Communication Protocol 

for Building Automation and Control Networks (1995) 
7. EIA. EIA/CEA-709.1-B, Control Network Protocol Specification (2002) 
8. Libpcap, http://www.tcpdump.org/ 
9. Kunz, T., Barry, T., Zhou, X., Black, J.P., Mahoney, H.M.: WAP Traffic: Description and 

Comparison to WWW Traffic. In: ACM Workshop on Modeling, Analysis and Simulation 
of Wireless and Mobile Systems (August 2000) 

10. Tcptrace, http://jarok.cs.ohiou.edu/software/tcptrace/  
11. POSCO, http://www.posco.com 



On the Use of Anonymized Trace Data
for Performance Evaluation in IP Routers

Yusuke Toji, Shingo Ata, and Ikuo Oka

Graduate School of Engineering Osaka City University
3–3–138 Sugimoto, Sumiyoshi-ku, Osaka, 558–8585, Japan

{toji@n.,ata@,oka@}info.eng.osaka-cu.ac.jp

Abstract. For IP routers, it is important for realistic performance eval-
uation of address lookup algorithms to consider both routing table and
trace data obtained from target network. However, most of trace data
available are published after anonymizing personal information. Thus,
the published trace data cannot be applied directly to estimate perfor-
mance of routers. In this paper, we propose a new method for predicting
more realistic router performance by using anonymized trace data. For
our motivation, we analyze correlations of address space usage between
real trace data and routing table. Based on analytic results, we also pro-
pose a method which transforms IP addresses in trace data by using
statistics of address space usage in routing table. Through trace-driven
simulation we show that our method can predict the routers’ performance
closer to the actual one.

1 Introduction

Demands for high-speed and high-performance relay routers have been increas-
ing by growth and advancement of the Internet. One of the main functions that
affect performance of the routers greatly is IP address lookup. IP address lookup
searches an appropriate entry for the destination address in the IP packet from
the routing table which manages forwarding ports for each address. Many tech-
niques to improve the forwarding capability have previously been proposed and
evaluated.

For the performance evaluation of address lookup technologies, it is important
to evaluate in the actual environment, because address lookup techniques depend
heavily on the network environment where routers are deployed. It is well known
that the performance of routers often loses touch with theoretical figure in the
actual environment. Predicting actual performance of routers in real networks
has efficacy for enhancing the reliability of the router performance.

It is necessary to evaluate performance of routers using both routing table
and real trace data obtained from the target networks, however, it is commonly
difficult to obtain these data together. Most of ISP (Internet Service Providers)
deny to publish the monitored traffic from the viewpoint of security and privacy.
In particular, it is factually impossible that vendors of routers use trace data.
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In addition, there are several world-wide projects on the Internet data analysis
and/on traffic measurement. CAIDA [1] is one of the organizations which pub-
lishes traffic data observed in the networks. However, the trace data available in
such projects are often anonymized due to security and privacy reasons. There-
fore, the published trace data cannot be applied directly to estimate performance
of routers which depend on the real destination addresses.

From above background, in previous works, performance evaluation on routers’
address lookup algorithms are performed following approaches. Literatures [2,3]
use randomly generated addresses for the evaluation. On the other hand, in [4],
a small amount of the traced data is used. In such ways, performance evaluation
may be different from actual performance of routers. Alternatively, [5] uses sin-
gle anonymized trace directly for its performance evaluation. However, since the
anonymized trace data has no relative information with the routing table, the re-
sults obtained from the anonymized trace lack the reliability. Another approach is
proposed in [6] which introduces the address generation method of arriving pack-
ets by taking the time-dependent behavior of packet arrivals into consideration.
However, this method still requires an amount of real trace data to obtain a set of
IP addresses appeared in the destination IP field of packets. In addition, perfor-
mance comparisons among different address lookup algorithms are quite difficult
because there is no unified benchmark environment today. To provide a compati-
tive field in the area of IP routing, both trace data and routing table are needed
to be available in public.

Our motivation in this paper is to provide reliable and simple performance
evaluation method for IP address lookup as well as packet classification algo-
rithms. Unlike others, our approach does not use the anonymized trace data
directly, but transform IP addresses in data to realer ones. We believe that our
method realizes a common benchmark scheme in IP routing area, and hope it
would help ISPs to publish anonymized trace data for various evaluations on IP
related research.

In this paper, we analyze address space usage of both trace data (captured at
campas network) and the routing table. We show that there is strongly relation-
ship on the address space usage between the trace data and the routing table.
By using this phenomenon, we propose a method to transform IP addresses in
the anonymized trace data into most likely ones correlated to the prefixes in
the routing table. Moreover, we show that our method can predict near actual
performance with a trace-driven simulator. We also insist that our method has
a generality by applying a routing table in a core network.

Hereinafter, in Section 2 we briefly describe prefix-preserving anonymization
and problems of using anoynmized trace data. In Section 3, we present a method
to analyze real trace data and routing tables in a campus network. In Section 4,
we present a transform method between anonymized trace data and routing table
from the analysis. In Section 5 we evaluate address-lookup performance of trace
data applied our method, and evaluate the performance. Finally, in Section 6 we
remark a summary and future topics.
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2 Prefix-Preserving Anonymization

Our method exploits nature of prefix-preserving anonymization which is used
to anonymize most of trace data in public domain. In this section, we first
give a brief summary of prefix-preserving anonymization schemes, and describe
problems of using anonymized trace data for predicting performance of routers.

2.1 Brief Description of Anonymization

Packets in trace data have IP header information, including destination and source
IP addresses. Published trace data in public domain have been anonymized des-
tination and source addresses. A straightforward approach is to translate each IP
address to a random 32-bit address, however, such translation removes the relation
of prefix information among packets. For example, two packets having 192.168.1.2
and 192.168.1.3 are considered that packets are from/to the same network. If we
apply the random translation, two IP addresses are randomly changed. As the re-
sult, we cannot identify that the packets are from/to the same network by check-
ing the translated address. To solve the problem, prefix-preserving anonymiza-
tion is proposed which keeps the relationship of address prefixes. Prefix-preserving
anonymization use a following anonymization function. If two IP addresses which
share k-bits prefix (0 ≤ k ≤ 32), a and b are defined as

a = a1a2 · · · a32 (1)
b = b1b2 · · · b32 (2)

a1a2 · · ·ak = b1b2 · · · bk, and, ak+1 �= bk+1. (3)

Then, the anonymization function F is given by

F (a) = a
′

1a
′

2 · · · a′

32 (4)

F (b) = b
′

1b
′

2 · · · b′

32 (5)

a
′

1a
′

2 · · ·a′

k = b
′

1b
′

2 · · · b
′

k, and, a
′

k+1 �= b
′

k+1. (6)

That is, if two original IP addresses share a k-bit prefix, their anonymized
addresses will also share a k-bit prefix. We use tcpdprive (http://ita.ee.lbl.
gov/html/contrib/tcpdpriv.html ) which is an implementation of the prefix-
preserving anonymization.

2.2 Problems of Using Anonymized Trace Data

Though, if the prefix relationship is saved, we cannot use those anonymized trace
directly for performance evaluation of IP lookups. Commonly, the performance
of IP lookup strongly depends on the value of IP address and the routing table.
The performance would be significantly different when we use the anonymized
trace data compared to the real data. We suppose a binary trie for instance. A
trie is a tree-based structure allowing the organization of prefixes and make it
possible to search any address up to 32-comparisons. we explain this example
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Table 1. Example of
Rouitng table

No Prefix
1 80.0.0.0/8
2 100.168.0.0/16
3 175.168.10.0/24

Table 2. Summary of routing table

Network Campus Core (RouteView)
Number of prefixes 29,765 8,936,822
Number of unique prefixes 28,500 209,972

Table 3. Summary of trace data

Network Campus Core (CAIDA)
Measurement period 44 min 24 sec 1 hours
Number of addresses 46,989,248 117,855,519
Number of unique addresses 112,585 785,795

with a routing table shown in Table 1. When actual address is 80.93.174.60,
it matches the first entry in the routing table. However, if the real address is
anonymized to 175.168.10.90, the anonymized address matches the third entry in
the routing table. In such case, the number of comparisons should be 8, however,
it would be 24 if we apply the anonymized trace directly.

3 Analysis of Relation Between Trace Data and Routing
Table

We propose a method for predicting more realistic router performance based on
anonymized trace data. We first exploit nature of prefix-preserving anonymiza-
tion which is used for anonymization of public trace data. In this paper, we
focus on the relation of the usage of addressing space between IP addresses ap-
peared in trace data and entries of the routing table. For example, volume of
traffic to the organization having the prefix 10.0.0.0/8 is expected to be larger
than the smaller organization having 11.11.11.0/24, because the organization
has 216 times as many nodes as another one. Thus, observed packets that first
8 bits of IP addresses are 10 should be more in trace data. Prefix-preserving
anonymization translates IP addresses to the non-relative value, however, their
prefix information are preserved. Namely, though the first 8 bits are translated
from 10 to 25, for example, the volume of traffic having IP addresses beginning
25 in the anonymized trace would be the same as the one having IP addresses
beginning 10 in the real trace data. Inversely, if we found the first 8 bits in which
many of packets in anonymized trace have (e.g., 25), we can expect that this first
8 bits should be re-translate to 10.

From the above-mentioned conception, we analyze distribution of address
space in real trace data and a routing table. We use two types of routing tables
shown in Table 2 and use the campus trace as shown in table 3.

Here we define p-bit aggregate address as the first p bits part of addresses.
After converting to p-bit aggregate address, the address is represented as the
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integer value (from 0 to 2p). We aggregate both the destination addresses in
the trace data and entries in the routing table into p-bit aggregate addresses.
We also define p-bit aggregate address distribution as distribution of the number
of addresses/prefixes having the same p-bit aggregate addresses (we refer as
size in this paper). For example, in case of 8-bit aggregation, two IP addresses
172.16.4.10 and 172.19.34.10 are aggregated to the same 8-bit aggregate address
172, and size of 172 is two. We show the derivation of p-bit aggregate address
distribution according to the following procedure.

1. Transform destination addresses of the real trace data and entries in the
routing table to p-bit aggregate addresses.

2. Count the size of each p-bit aggregate address.
3. Sort p-bit aggregate addresses according to its size in ascending order, and

give a rank.
4. Normalize the ranking index to make the bottom ranking to be 1. Let ri

be the rank of p-bit aggregate address i, and L be the bottom ranking. The
normalized rank Ni is given by

Ni ≡ ri

L
. (7)

5. Obtain the p-bit aggregate address distribution from the relationship be-
tween the value of p-bit aggregate addresses and its normalized rank.

In the Step. 2, we should consider the width of the address space covered by
the prefix in case of the routing table. For example, if the prefix is 192.0.0.0/8,
it should be translated to 256 16-bit aggregate addresses from 192.0 to 192.255.

Figure 1 compares 8, 16 and 24-bit aggregate address distribution between
campus trace data and campus routing table. From this figure, 8 and 16-bit
aggregate addresses show that there is a correlation between the trace data and
routing table. However, in 24-bit aggregate address distribution, the correlation
is quite weak, because the most of the entries in the routing table have 24 bits
prefix. In 24-bit aggregation, entries of the routing table are sparsely distributed
in the whole addressing space. Therefore, the size of each 24-bit aggregate address
is a few. Therefore, we consider that using 8 or 16-bit aggregate address is
appropriate to clarify the correlation.

We next divide the normalized rank into segments, and investigate the ratio
satisfying that the same p-bit aggregate addresses in the trace data and the
routing table are in the same segment. We define fi as the normalized rank of
the p-bit aggregate address in the trace data, where i is the integer value of p-bit
aggregate address. Let gi be the normalized rank of the p-bit aggregate address
in the routing table. We the define Z as the number of segments, and M as
number of aggregate addresses which satisfy Eq. (8)

[fiZ] = [giZ]. (8)
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Fig. 1. Aggregate address distribution

We also define N as the total number of aggregate addresses, Let Rz be the
ratio of coexistence in the same segment, which is given by

Rz =
M

N
. (9)

In addition, we show the correlation coefficient with the normalized ranking in
the trace data and the routing table. The correlation coefficient Rc is defined as

Rc ≡

1
N

N∑

0

figi

√√√√ 1
N

N∑

0

f2
i

√√√√ 1
N

N∑

0

g2
i

. (10)

Figure 2 and Table 4 show Rz and Rc respectively by changing the granularity
of aggregation p.

As shown in Figure 2, Rz of the 8, 12 and 16-bit aggregate address is higher
than other aggregate address. From Table 4, there is strongly correlation between
aggregate address in the trace data and the routing table in 8-bit aggregate, but
the correlation does not appear in 16-bit aggregate.

4 Transform the Anonymized IP Addresses

In this section, we propose the method which is considered the ratio of co-
existence in the same segment, because the transform using 16-bit aggregate
addresses is able to re-transform to the address closer to actual ones rather than
using 8-bit aggregate addresses. The method consists the following procedures.

1. Aggregate addresses in both the anonymized trace and the routing table
into p-bit aggregate addresses according by following steps of aggregation
described in Section 3.

2. Obtain the normalized rank of each p-bit aggregate addresses by Eq. (7).
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Table 4. Correlation between campus
trace and campus routing table

p-bit Rc

4-bit 0.95501
8-bit 0.87920
12-bit 0.55959
16-bit 0.33316
20-bit 0.14868
24-bit 0.12200
28-bit 0.07506

3. Classify the associate segment of p-bit aggregate addresses in both the
anonymized trace and the routing table. Let Z be the number of segments.
After classifying p-bit aggregate addresses are grouped by Z segments, the
p-bit aggregate address whose normalize rank is Ni belongs to the segment
[Ni ∗ Z].

4. Create the mapping table which stores a pair of (p-bit aggregate address in
anonymized trace, p-bit aggregate address in the routing table) as follows.
Let St be the segment of the p-bit aggregate address t in anonymized trace.

– If p-bit aggregate addresses in the routing table exist in segment St:
(a) Pick randomly the p-bit aggregate addresses in the routing table in

segment St.
– Else:

(a) Increase j until the segment St + j or St − j has at least one p-bit
aggregate address in the routing table.

(b) Pick randomly the p-bit aggregate addresses in the routing table in
segment St + j or St − j.

5. Based on the mapping table, transform first p-bit of IP addresses in
anonymized trace into the picked p-bit aggregate addresses.

We show an example as follows. We use 16-bit aggregate address for the
anonymized trace and the routing table, and separate the routing table into the
10 segments. Suppose the address in the anonymized trace is 180.10.10.10, the
16-bit aggregate address is 180.10. We also suppose that the normalized rank
of the aggregate address 180.10 is 0.34, we randomly pick an aggregate address
in routing table from Segment 3 ([0.34 ∗ 10]). If the picked aggregate address
is 120.90, first p-bit of the anonymized address of 180.10.10.10 is transformed
into 120.90. The IP address of the anonymized address is re-transformed into
120.90.10.10. Our method is able to transform p-bit prefix of addresses in the
anonymized trace data into it of addresses in the real trace data.
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5 Simulation Results

We show the results of performance evaluation using the anonymized trace data
applied our transform method, which realize close to actual performane using the
real trace data. For the purpose, we compare the performance among (1) real
trace data, (2) anonymized trace data, and (3) anonymized trace data trans-
formed by proposed method through an address look-up simulation implement-
ing a trie structure. We use the campus routing table and the campus trace data
shown in Table 3, and the trace data anonymized by tcpdpriv. As performance
metrics, we use memory access times and distribution of clock counts until end
of search for each addresses.

5.1 Memory Access Times

We divide the normalized rank in the trace data and the routing table into
100 segments, and simulate the memory access times. The result is shown in
Figure 3(a). “8 mapped” and “16 mapped” are the results using the anonymized
trace data transformed by 8-bit aggregate address and 16-bit aggregate address
in the routing table. “Campus Trace Data” is the result using the campus trace
data and the campus routing table. For the comparison, we also show the results
by using anonymized trace data directly (labeled by “Anonymized Trace Data”).
That is, the nearer the distribution of “Campus Trace Data”, the closer estimate
of performance in actual environment. Figure 3(a) shows that performance using
the addresses transformed by 8-bit aggregate addresses is closer to performance
in the actual environment. However, in case of using the addresses transformed
by 16-bit aggregate address, the performance is greatly differ from the actual
performance. The reason is because there are address areas losing the correlation
of aggregate address distributions in the campus trace data and the routing
table due to the aggregation of routing prefixes which is performed to reduce
the number of prefixes in the routing table (see RFC 3765[7]).

Therefore, instead of campus routing table, we use the full-route routing ta-
ble obtained at core network which dose not have much aggregated routes. We
use the full-route routing table obtained from RouteView Project [8]. The full-
route routing table is shown in Table 2. We show the result in Figure 3(b). The
performance using the addresses transformed by the full-route routing table rep-
resents more precisely the performance in the real environment than using the
addresses transformed by the campus routing table. From this result, aggregate
address distribution in the campus trace data correlates stronger with it of the
full-route routing table than it of the campus routing table. The fact indicates
that distribution characteristic of aggregate address which we mentioned in this
paper is not local, but more generic. In other words, if trace data of campus scale
have the similar distribution characteristic regardless locations, our performance
evaluation using only the trace data in a specific campus network can obtain the
general (i.e., core networks) performance. In addition, we can use our perfor-
mance evaluation in a core network because of the stronger correlation between
the campus trace data and the full-route routing table.
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Fig. 4. Distribution of clock counts

5.2 Distribution of Clock Counts

Figure 4 shows the distribution of clock counts until end of search addresses in
the same data shown in Section 5.1. The clock counts of the campus trace data
and the anonymized trace data are shown in Figure 4(a), and also those of the
campus trace data and trace data transformed by the full-route routing table
are shown in Figure 4(b). As shown in Figure 4, in case of using the anonymized
trace data, most of addresses are searched at lower clock counts than actual
clock counts. Otherwise, in case of the trace data applied our method, most of
addresses are searched at close to actual clock counts. In this result, our method
can also evaluate search time for IP-lookup.

6 Conclusion and Future Work

We have proposed the method to re-transform anonymized addresses into close to
actual addresses, and obtain the near performance in real environment.
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Moreover, we have also found that the aggregate address distribution in campus
network correlate stronger with the full-route routing table. From the evaluation
results, we have found that there is a possibility to apply the results by using
campus trace data to more generic environments such as core network.

As future research works, we quantify the correlation of aggregate address
distributions. By considering adding random mapping based on the values, we
predict performance of routers more exactly.
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Abstract. With the growth and development of the Internet, under-
standing the composition and dynamics of network traffic is greatly im-
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This paper proposes 10Gbps dynamic flow monitoring and control us-
ing IXP2800 network processors with flow dynamic rate-based flow ag-
gregation that ensures scalability of the system. We propose fast and
scalable 6-tuple TCAM-based classification, which provides three levels
of aggregation and flow control that includes flow metering, marking,
queuing and scheduling. Using flow control allows network operators to
adjust QoS-level dynamically and restrict malicious activity in the net-
work. The proposed implementation design is based on Radisys ATCA-
7010 processing module, containing two IXP2800 network processors and
TCAM module for highspeed classifications. Flow information collector
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computer. The proposed architecture supports up to 125,000 flows in
total.
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take up the challenge of real-time monitoring of traffic classified into flows to
make their networks more reliable. Flow monitoring allows network operators to
view the detailed, time- and application-based usage of a network. This informa-
tion can be used in problem detection and troubleshooting, network planning,
denial of service and other attacks detection, accounting and billing and traffic
engineering.

Rapidly increasing network rates in access and core networks complicates the
problem of dynamic flow monitoring, since the time given to process a packet is
reduced, thus complicating performing additional processing on network nodes.
Another severe challenge in flow monitoring is continuous increase of number of
various network applications that results in high number of active flows. Recent
measurements in [1] using a variety of traces shows the number of flows between
end host pairs in an one hour period to be as high as 1.7 million. Recent estimates
show about 1 million concurrent flows in network backbone, and further growth
is expected. This fact creates problem for the algorithms having the storage
complexity of O(N), due to limitations of majority of SRAM and TCAM sizes.
Currently available commercial TCAM module sizes are 9 Mbits and 18 Mbits.

Nowadays Cisco NetFlow [2] is the de-facto standard for flow monitoring in
most of environments. In order to reach high processing rate packet with limited
processing power, packet sampling technique is used. The simplest packet sam-
pling technique has 2 main drawbacks: (1) the re-normalization of flow volume
statistics and (2) there may be flows for which no packet is sampled. Although
intelligent techniques proposed in [3,4] can improve the correctness of received
results, still sampling can not be used for error-critical operations like billing.
Fortunately, current speed of TCAMs can provide lookup rates enough to pro-
cess packet on the rates below OC-192. The NetFlow performs quite well in
majority of current environments, but the rapid increase of number of network-
ing applications used by a single host, can degrade its performance. Authors of
[5] propose adaptive aggregation scheme, but that scheme requires more complex
processing due to its software-based nature. Also, the approach does not have
dynamic expansion of aggregated flows, so once grouped the flow always remain
as aggregated until it is expired.

This paper proposes an architecture for scalable and flexible flow monitoring
and control system with rate-based dynamic aggregation and expansion of flows.
The main idea of our approach is to start measurements on aggregated flows,
expanding them when their rate goes beyond predefined threshold, in order to
provide the network operator with real-time data and allow network operators
to know the details about high rate flows. Another advantage of the proposed
scheme is that it does not require complex processing and can be used on high-
speed backbone links. Additionally our scheme includes flow control modules,
that allow network operators to apply specific policy on the network traffic,
based on traffic observations. The design of packet processing pipeline and overall
application architecture is presented, including details of proposed TCAM-based
classification engine. The architecture is in implementation stage on Radisys
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ATCA-7010 [6] packet processing module and has the goal of 10Gbps processing
rate and support of 125,000 flows with the use of Intel IXA SDK Framework [7].

The rest of this paper is organized as follows. Section II describes the related
work on Cisco Netflow, flow aggregation techniques, Intel IXP 2800 [8] and Intel
IXA SDK Framework. In Section III, we describe the design and implementation
of scalable flow monitoring and control system with dynamic flow aggregation
and expansion, and details of implemented functional modules. We cover the
TCAM-based classifier implementation plan in details, as one of the focuses
of this paper. Section IV analyzes current performance and theoretical final
performance of the proposed architecture, and finally section V concludes the
paper.

2 Related Work

2.1 Cisco NetFlow

Cisco Netflow[9] is the dominant industry standard for exporting per-flow infor-
mation, and its evolution is becoming an IETF standard (IPFIX, see Ref. [10]).
Cisco routers that have the Netflow feature enabled generate netflow records,
which are exported from the router and collected using a netflow collector. The
routers use flow cache that stores currently active flows information. A flow
record is maintained within the NetFlow cache for each active flow. Each flow
record is created by identifying packets with similar flow characteristics and
counting or tracking the packets and bytes per flow.

NetFlow accounts for every packet (non-sampled mode) and provides a highly
condensed and detailed view of all network traffic that entered the router or
switch. Besides periodical export of flow entries specific events, like timeout,
flow cache overflow may trigger export procedure. If the size of flow cache is less
than number of concurrent flows, additional export procedure will be triggered
every time on new flow detection. This may cause link overload between the flow
monitor and collector. Although Cisco equipment can use additional aggregated
cache, the aggregation property is set statically for flows and it results in poor
performance in dynamic environment.

2.2 Studies on Flow Aggregation

Measurements of variety traces show continuous exponential increase of flows
in network backbone, which is expected to be continued [1,11]. Considering the
slower growth of TCAM and SRAM sizes, this fact causes scalability problem
for flow monitoring systems. Authors in [4] proposed a method of adapting the
sampling rate to traffic. They use dynamical decrease of the sampling rate until it
is low enough for the flow records to fit into memory. This algorithm guarantees
a stable flow cache and export bandwidth even under severe DDoS attacks. But
under DDoS attacks the sampling rate will decrease to a very low level, which
results in poor overall accuracy in per flow counting including legitimate flows.
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Authors in [5] propose adaptive flow aggregation algorithm, which detects
traffic clusters in real-time and aggregates large amount of short flows into a few
flows. The algorithm has high accuracy in gathering flow information, but entails
high complexity of cluster detection mechanism that requires sorted list of flow
ID nodes. The clustering mechanism used for aggregation perform list sorting
into a sorted list, which makes it hard to use the approach on high-speed links,
when the number of IP addresses, having same hash key is high. Adaptive flow
aggregation algorithm was designed to protect NetFlow system from memory
overflows Comparing to the abovementioned approach, our proposed scheme
is designed to provide realtime measurement data to the network operator, and
uses reverse strategy for aggregation. It starts measurements of aggregated flows,
and expands it when its rate goes beyond predefined threshold. Also it exploits
TCAM module for fast prefix-based lookups.

3 10Gbps Scalable Flow Generation and Per-flow Control
with Hierarchical Flow Aggregation and Decomposition
Using IXP2800 Network Processors

3.1 Architecture of Flow Monitoring and Control System

The flow monitoring and control system provides flow information measure-
ments. The architecture includes 3 major components: (i) data plane processing
module; (ii) collector and (iii) the control application. The interactions and func-
tional modules of components are shown on Fig. 1. The usual data plane pro-
cessing module performs additional flow generation and flow control functions.
The flow generation includes classification, flow monitoring and exporting proce-
dures. Flow control includes traffic policing by metering/marking, active queue
management and scheduling mechanisms. Periodical flow exports are done using
export interface. Active timeout of flow export is set depending on the goals of
monitoring system usage and channel capacity used between data plane mod-
ule and collector. To get realtime flow information, another network processor
module connected to switching fabric can be used. If the time period between
two consecutive flow information exports is not critical, usual PC can be con-
nected to data plane module using network interface. Control application is used
to make the decisions based on the observations either automatically or semi-
automatically. Once the decision is made, control application connects to data
plane module using its control interface, and sets required rules for specific flows.
Collector may also perform automated flow control if it has analyzing rules for
flow information. The flexibility of scheme allows using it in various environ-
ments. In the simplest case collector and control application can be merged in a
single module.

This paper covers only the implementation of data plane processing module,
since collector and control application do not differ from other usual applications
used in network monitoring. The implementation is done on Radisys ATCA-7010
[6] processing module, which includes 18 Mbit TCAM module and 2 IXP2800[8]
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Fig. 1. Architecture of Flow Monitoring and Control System

Network Processors. Application implementation uses Intel IXA SDK Portabil-
ity Framework [7]. The IXA Portability Framework [7] is a network application
framework and infrastructure for writing modular and portable code, which can
save time by providing robust infrastructure software and APIs, re-configurable
building blocks, and an ideal structure for third-party plug-in application mod-
ules. Every functional module running on network processor is usually split into
core component and microblock. Microblock handles usual packets processing
and has limitation in time required for processing a packet. Core component is
responsible for complex packets processing and performing control functions of
each module.

Implementation scheme is shown on Fig. 2. The application has 4 layers and is
also split into 2 sides: ingress and egress. Ingress and egress side separation allows
application to remain scalable in case of using multiple processing blades. The
lowermost layer shows microblocks implemented on IXP2800 microengines. Rx
microblock receives data from network interface card, initializes packet related
information and sends data to layer 2 decapsulation microblock, which checks
the MAC type field of packet header. The classifier that receives IP packets from
L2 decapsulation microblock, uses TCAM to check whether the flow cache entry
exists for the packet. If the entry does not exist packet key fields and other packet
related information is sent to the classifier Core Component (CC) running on
XScale processor, else flow information is updated. After classification packet
goes through usual IPv4 and flow control processing. Once a new message is
received, classifier CC initiates flow addition procedure, which is explained in
section 3.2.

3.2 TCAM-Based Classification with Dynamic Aggregation and
Expansion

The proposed classifier is built with the assumption that network operator has
low interest for low rate flows detailed information, and single aggregated entry
can be used for them. Flows in proposed classifier can be divided in 3 categories,
based on level of details: (i) network-to-network aggregated flows; (ii) host-
to-host aggregated flow; (iii) process-to-process aggregated, or non-aggregated
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flows. Authors of [12] show that network-to-network aggregation results in 48%,
and host-to-host aggregation results in 60% reduction of required flow entries in
their experiment with real packet traces of the Internet Gateway. Since these 2
aggregation schemes give more compression ratio, comparing to others they are
used in our proposal. The proposed classifier uses following 7 tuples as a flow
key: source IP address, destination IP address, source port number, destination
port number, DSCP, IP protocol type, incoming interface number.

The implementation of classifier module includes classifier CC and microblock.
In order to avoid producing a bottleneck in data plane processing the classifier
microblock performs only lookup function, and detects whether the flow that the
packet belongs to the existing flows in cache or not. If the packet belongs to new
flow classifier microblock generates a message, containing key fields of packet
header, related packet information, like packet size and TCP flags, and sends
the message to the CC. The flow cache management was intentionally moved to
CC, because treating timeout and aggregation/expansion of flow cache entries
requires sophisticated data structure handling, which is hard to implement on
microengines, since that requires complex critical section implementation due to
parallel execution of the application on several microengines.

In order to provide flow aggregation flow cache must be built with new
data structure, simplifying flow aggregation and expansion procedures. The data
structure used for flow aggregation is shown in Fig. 3. Each TCAM entry has
two associated pointers. Next entry pointer is used to point the next entry on
same aggregation level. This link is used for periodical traversal done for timeout
detection. Expanded list pointer is used to point the list head of expanded flows,
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belonging to the aggregate. Aggregate flows have specific values of some key
parts. For aggregated flows using network-to-network aggregation, last octets
of IP address numbers and, fields except IP addresses are set to NULL. For
host-to-host flows, all fields except IP addresses are set to NULL.

Upon receiving the message from microblock, classifier CC initiates flow cache
entry creation procedure. The procedure pseudocode is shown on the Fig. 4. CC
checks whether the entry does not exist because there might be multiple messages
sent from microengines to the CC during entry creation. Also CC periodically
traverses the data structure and checks flows elements for timeouts and rate
exceed of threshold. Both of rate thresholds can be set by control application.

3.3 Flow Control Operation

For the flow control system provides flow policing using Single Rate Three Color
Marker (SRTCM) [13] and Two Rate Three Color Marker (TRTCM) [14]. Meter-
ing algorithm included into IXA SDK Framework [15] is used in our implemen-
tation. When the control application makes the decision to set some policy on
the flow, it sets the parameters of token buckets and marks the flow as static. In
case of using SRTCM, Committed Information Rate (CIR), Committed Burst
Size (CBS), and Excess Burst Size (EBS) must be defined. Packets that con-
form CIR have the lowest drop precedence, while packets exceeding CIR have
higher drop precedence. CBS defines allowed burstiness of conforming traffic
and EBS defines the total amount of allowed data that exceeds CIR. In case of
using TRTCM, CIR, CBS, Peak Information Rate (PIR) and Peak Burst Size
(PBS) must be defined. TRTCM allows defining the maximum traffic rate and
burstiness for the exceeding traffic, in contrast to SRTCM that defines only the
amount of exceeding traffic.

Static flows can not be aggregated or expanded, based on their rate. They
will present in the system until they are explicitly removed by control appli-
cation. This is done to eliminate the situation, when a new flow under same
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1: if TCAMLookup(key, &pThisEntry) == miss then
2: tempkey ← key // Checking current aggregation level
3: FillWithZeros(tempkey)
4: tempkey.srcIP ← key.srcIP&0xFFFFFF00
5: tempkey.dstIP ← key.dstIP&0xFFFFFF00
6: if TCAMLookup(tempkey, &pIndex) == hit then
7: // The entry was expanded at least once
8: // Remember the parent entry to add to its expanded list
9: parent ← pIndex

10: tempkey.srcIP ← key.srcIP
11: tempkey.dstIP ← key.dstIP
12: if TCAMLookup(tempkey, &pIndex) == hit then
13: // The entry was expanded twice
14: pThisEntry ← AllocateFromFreelist()
15: pThisEntry.key ← key
16: // Add new entry into the list
17: pThisEntry.nextEntry ← pIndex.ExpandedList
18: pIndex.ExpandedList ← pThisEntry
19: else
20: // There was only one expansion
21: FillWithWildCards(tempkey)
22: tempkey.srcIP ← key.srcIP
23: tempkey.dstIP ← key.dstIP
24: pThisEntry ← AllocateFromFreelist()
25: pThisEntry.key ← tempkey
26: // Add new entry into the list
27: pThisEntry.nextEntry ← parent.ExpandedList
28: parent.ExpandedList ← pThisEntry
29: end if
30: else
31: // There was no expansion
32: FillWithWildCards(tempkey)
33: tempkey.srcIP ← key.srcIP/24 // Put wildcards to last octet
34: tempkey.dstIP ← key.dstIP/24
35: pThisEntry ← AllocateFromFreelist()
36: pThisEntry.key ← tempkey
37: // Add new entry into the list
38: pThisEntry.nextEntry ← TopList.Head
39: TopList.Head ← pThisEntry
40: end if
41: UpdateF lowInfo(pThisEntry, packetinfo) // Update flow information
42: end if

Fig. 4. Pseudocode for new flow addition

ID gets the policy applied to removed flow. Also control application can assign
specific traffic class to each flow. Each class has its own WRED parameters, and
scheduling priority or weight. For the WRED and scheduler microblocks IXA
SDK Framework modules are used.

4 Performance Evaluation and Analysis

Currently we have implemented our approach on Intel IXDP2400 Development
Platform, that contains two IXP2400 Network Processors and has target pro-
cessing rate equal to 4Gbps. Although the overall application is in the debugging
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Table 1. Maximum flow inter-arrival rates for each aggregation level

Aggregation type Avg. Time Taken, ms Max. number of flow per second
Network-to-network 0.0156 64,103
Host-to-host 0.0175 57,143
Process-to-process 0.0194 51,546

stage, we present some performance analysis and discussions available now. We
used Smartbits SMB-6000 traffic generator to test the performance of fast data
path. Since we moved new flow generation procedure from usual data path to
XScale core the classifier operation on data path will only include one TCAM
lookup, thus processing time of classifier microblock running on fast data path
has very low variation. Overall performance of data path in the worst case that
includes classification, IP forwarding, and token bucket metering is 5.2 Mpps,
which allows aggregated processing rate of 3.5 Gbps in the worst case.

It is obvious that bottleneck of the system is new flow arrival processing.
We have measured the processing latencies for flow generation to find out the
maximum flow inter-arrival rate that the system can handle, without any loss
of information. We have to mention that in most of cases that flow statistics
are not affected strongly, when flow inter-arrival rate exceeds the maximum sup-
ported rate, because information of several packets have low weight in overall
flow statistics, especially when flow is long. Processing, required for each aggre-
gation level, differs in complexity. Table 1. shows corresponding results for each
flow aggregation type.

Our approach exploits TCAM operation and makes use network addresses
and port numbers that will never occur in the packet, like A.B.C.0 IP address
and 0 port number. The list traversal complexity for timeout detections does
not increase even though it becomes 2-dimensional, and requires the same O(N)
memory accesses, like simple NetFlow. Rate threshold exceed checking is merged
with timeout checks, so it also does not increase the proposal complexity. Accord-
ing to our estimation, implementation of the proposed architecture on Radisys
ATCA-7010 packet processing module can provide flow monitoring and control
on 10Gbps link rate.

5 Conclusion

NetFlow is the traffic measurement solution most widely used by ISPs to deter-
mine the composition of the traffic mix in their networks. However, increasing
diversity of applications may cause the situation, when NetFlow will have to
export entry on every new flow arrival. Most of solutions countermeasures have
the goal of protection of NetFlow cache from DDoS attack, that reduces flow
locality on several magnitudes. In this paper we propose an architecture for high-
speed scalable and flexible flow monitoring and control system with rate-based
dynamic aggregation and expansion of flows. Our proposal uses 3 aggregation
levels that allow flexible and dynamic flow aggregation or expansion. Proposed
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approach does not suffer from majority of DDoS attacks, since most of current
DoS and DDoS attacking flows are short and are mostly directed to attack certain
protocol level or CPU resource of victim, rather than the bandwidth. Another
advantage of the proposed scheme is that it does not require complex processing
and can be used on high-speed backbone links. Implementation of the proposed
architecture on Radisys ATCA-7010 allows combining flexibility and high pro-
cessing speed, while maintaining scalability. Integrated control functions allow
network operator to respond the changes in network behaviour of some flows.
Our future work includes: finishing implementation of the proposed architecture,
getting various performance results and comparing them to other approaches.
Also, we plan to improve algorithm to enable fast DDoS attack detection by
applying more complex and sophisticated aggregation schemes.
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Abstract. With constantly increasing complexity of active measure-
ment methods, the issue of processing measurement results becomes im-
portant. Similarly to traditional pattern discovery, temporal patterns
found in active measurement samples should be provided effective stor-
age and means to compare to other samples. Traditional time series data
mining is not applicable to temporal patterns in active measurement
time series. This paper proposes a pattern discovery method based on
unique features of active measurement results. The method is imple-
mented in form of a database and is used in the paper to verify the
proposed method.

1 Introduction

Active measurements are becoming more and more important in network oper-
ation. Often referred to as probing, active measurement methods are now used
in network performance monitoring and management, traditionally an area re-
stricted to a limited set of passive technologies operating directly on network
hardware.

An active measurement method normally consists of two parts. One part
defines the structure of the actual active probe, which is simply a sequence
of packets transmitted into the network in order to infer characteristics of the
network path based on interference of probing packets with traffic existing in the
path at the time of probing. Another part is of equal importance and consists of
procedures which process the results of active measurements in order to produce
an intelligent output.

Presently, most of existing active measurement tools invest considerable re-
search into the first part, i.e. the structure of the probe and probing technique,
while underestimating the need to process results. A good overview on a number
of currently existing active measurement tools can be found in [1].

This paper focuses specifically on processing of measurement results and does
not propose any original probing method. Instead, single-packet probes are sent
at regular intervals to obtain one-way delay samples which are then processed for
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temporal patterns using the proposed method. The term “measurement series”
used in this paper will refer to active measurement results, specifically, a set of
time/one-way delay pairs ordered by time. An index of measurement series is
a set of patterns in numeric form that describe measurement series and can be
stored and retrieved from a database. The word “signal” may also be occasionally
used to refer to measurement series.

Section 2 of this paper contains an overview of traditional methods of mining
time series and consideration of measurement series in traditional context. Sec-
tion 3 contains the proposal for pattern discovery in measurement series based
on unique properties of active measurement. Section 4 describes implementation
of the method as a database with table-based and graphical search functional-
ity. Section 5 compares the performance of the proposal with traditional data
segmentation. A conclusion is finally drawn in Section 6.

2 Traditional Pattern Analysis in Time Series

According to [2], traditional data mining in time series has two fundamental
approaches. One approach splits data into segments using a given criteria in such
a way that original series can be reconstructed based on its segments. The other
approach transforms data into phase space by analyzing patterns in changes
over a number of consecutive samples. Both approaches create an approximated
version of the original time series based on patterns discovered in it. However,
they face a number of difficulties with measurement series, which are discussed
in this section.

2.1 Segmentation and Phase Space Analysis

Given a time series X = {xi : i = 1, 2, ..., N}, it can be split into k segments
{xij : i ∈ N, j ∈ N, i < j} based in a given criteria in such a way that X → K,
i.e. original time series can be represented by values of its segments, i.e. X =∑k

i=1 Xi, where Xi is a metric for segment i specified by the approximation
method concerned. When identifying trends in time series, the segment-based
metric is often the plain average of all the samples in the segment.

In phase space analysis, instead of splitting samples into shorter segments,
time series is analyzed for change patterns. Change patterns are defined as dif-
ferences among k consecutive samples in time series. Accordingly, the notion of
dimensionality of phase space is introduced and stands for the “depth” of phase
space, i.e. the number of consecutive samples that occupy the phase space at
any given point of time. Let us consider a time series X = {xi : i = 1, 2, ..., N}.
If the phase shift of j is denoted as sj and stands for quantitative difference
between xi and xi−j , where i = j, j + 1, j + 2, ..., N , then the time series can be
represented as a set of vectors

∑N
i=k

∑i+k
j=i sj in phase space.

In practice, dimensionality of phase space rarely exceeds 2 or 3, which al-
lows relatively easy visual presentation of patterns found in time series. A 2-
dimensional phase space, for example, grasps instant changes in signal and allows
to separate them from minor changes.
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There are more complicated methods for extraction of patterns in time series
based on the two approaches. Most current collection of research in this area can
be found in [3].

2.2 Reality of Active Measurement Time Series

Measurement series is special because it is the opposite of traditional time series.
If traditionally the main trend in time series is the main target, in active mea-
surement time series it conveys no information and should be cut off. Similarly,
the noise, i.e. short-term variations in measurement series contain information
on network performance and should be analyzed, while in traditional processing
noise would be removed.

These unique features in measurement series relate to the main theory of
active measurements, which states that network performance can be inferred by
analyzing how probing packets interfere with traffic existing in the network at the
time of probing. Naturally, when a path in question has no traffic, measurement
results would be static with zero variance. The more traffic in the path, the
more probing packets interfere with it, thus, creating variance in measurement
samples.

Another major limitation for measurement series is the negligibly small role of
the absolute value of samples in it. For example, let us suppose that time series
obtained from a path from Japan to Europe is compared to a path from Japan to
USA. Given the aggregate physical lengths of both paths are comparably equal,
there is a good chance that absolute one-way delay would be the same in both
cases. Naturally, a direct comparison would say that both time series are similar
because the main trends in them are near equal.

Similarly, even if the main trend in the two above time series is removed
completely, it would not guarantee that signals would be different. Variance in
measurement time series tends to have certain patterns, such as very short-term
surges, white noise originating from network equipment, etc. Practical experience
proves that both absolute and relative values of measurement results are not
sufficiently reliable to facilitate extraction of patterns or effective indexing.

Active measurements also face the problem of loose coupling. There is no guar-
antee that two measurements performed from two different points in a network
are perfectly synchronized. Therefore, a method that extracts and uses tempo-
ral patterns from measurement data has to offer a certain degree of flexibility in
time.

Based on the above factors, basic assumptions about measurement series
should be defined before one could apply traditional statistical methods. These
assumptions can be declared as follows:

– a measurement series always has a static trend, which does not carry any
valuable information;

– any excursion from the main trend has finite duration and will always return
back to the main trend (referred to as “excursion”);

– since measurements cannot be synchronized, excursions in two dependent
time series can occur at slightly different times.
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This paper proposes a method for discovery of temporal patterns in measure-
ment series based on unique properties of active measurement results.

3 Temporal Patterns Based on Active Measurement
Properties

This section proposes a method for discovery of patterns in measurement series.
The method is based on the intrinsic properties of time series originating from
probing and cannot be applied as a general data mining solution, just as tradi-
tional data mining is not applicable to measurement data. However, it can still
be used in similar cases, i.e. where change in time series is more important than
the trend.

3.1 Reduction of Dimensionality Based on Excursions from
Minimum

In any measurement series there is a global minimum provided communication
path remains unchanged during probing. This assumption does not hold when
load balancing or other dynamic routing techniques are used, but can still be
satisfied by calculating a global minimum at regular intervals.

This paper uses one-way delay, which has a global minimum for a static path.
However, this can be generalized for other performance metrics. For example,
interarrival time between packets has a globally static mean, and therefore can
be split into two series containing mean with positive change and inversed mean
with negative change. Similar linear transformation can be performed for other
metrics as well.

If global minimum in measurement series T is found to be L, two major events
can be defined in a reliable way. First, for any measurement series X = {xi : i =
1, 2, ..., N} there is a set of points in time t ∈ T , where the following condition
is true:

S = {t : xt−1 = L, xt > xt−1, ∀t > 1}. (1)

Similarly,
F = {t : xt = L, xt−1 > xt, ∀t > 1}. (2)

Sets in (1) and (2) are called start and end sets, respectively. Provided a
subset of measurement series from position i to position j is denoted as xi,j , a
set of excursions from the global minimum, created from k start and k finish
sets can be defined as:

E = {xi,j : i ∈ S, j ∈ F, j − 1 < i < j < i + 1}. (3)

Naturally, there are as many excursions as there are elements in the end set
F , however there may be one less end sets than start sets as the last excursion
may not reach the end by the end of the measurement series. However, this is
a minor and infrequent condition, and the number of elements in both sets is
normally considered equal.
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3.2 Temporal Patterns as Sequences of Excursions

Absolute or relative values are not reliable in measurement series, which is why
from the set of excursions in (3) only duration of excursion di,j = tj − ti is used.
It is, however, desirable to introduce additional dimensions to improve quality
of pattern discovery.

If D = {di,i : i ∈ S, F} is the set of durations of excursions E = {xi,i : i ∈
S, F}, where notation xi,i reads “samples from position i in S to position i in F”,
then, a time gap between excursions can be written as G = {di,i−1 : i ∈ S, F},
i.e. the time between the end of the previous excursion and the beginning of the
current one. Notation di,i−1 reads “absolute value of time interval between time
at i ∈ S and i − 1, i ∈ F”, and is insensitive to order.

Additional dimension can be quantitatively defined as D − G or
∑k

i=1(di,i −
di,i−1), where i is the sequence number of an excursion. We refer to this space as
capacity, and distinguish it from time dimension, which is used to keep correct
sequence of excursions in time.

This paper uses two distinct cases to deal with capacity of patterns. Case
1 takes into account the gap between excursion by applying a “gap penalty”,
i.e. decreasing the capacity. Case 2 ignores the gaps and concentrates only on
excursion durations, which is why the capacity in this case constantly increases.
Case 1, on the other hand can have negative values for capacity. Both increments
and decrements create lines at 45 degree angles to horizontal line, because time
is incremented by the same value.

Obviously, Case 1 is better at retaining temporal sequences of excursions,
while Case 2 is better at identifying the total capacity of excursions in mea-
surement series. Both methods are used in this paper to compare the quality of
pattern discovery.

4 Implementation of Database Storage and Search

This section provides implementation of the proposed method. Simulation was
used for verification to provide high precision of timestamps in packets.

4.1 Network Topology and Traffic

A ring topology in Fig.1 is used to obtain measurement data. Five measure-
ment paths from P1 to P5 are defined in such a way that some paths share
topology, and, therefore, share patterns in measurement series. Some paths are
completely independent and should have different sets of patterns. Specifically,
P1 and P3, P2 and P4 and P4, P4, P5 have partially shared topology. The other
combinations are completely independent.

To create interference, three flows of cross-traffic were created using real
packet traces from different links within the WIDE network in Japan [4]. De-
tails on how to use real packet traces in simulation to generate authentic traffic
conditions can be found in our previous study in [5].
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R1 R10R2 R3 R5 R6 R7 R8 R9

Traffic (~6Mbps) Traffic (~2Mbps) Traffic (~4Mbps)

P1     P2

P3

R4 R11 R1R12

P4

P5

Fig. 1. Network model with paths sharing topology

4.2 Table-Based and Graphical Search Functionality

The proposed method was implemented in form of a database that was used to
store measurement series and patterns discovered in it. The database allows to
query its indices using another table, with graphical output in Fig.2.

Fig.2(a) is the result of comparison between a pair of existing database and
query indices, which automatically generates the plot visualizing differences in
patterns. Fig.2(b) is a plot of distances that are displayed as gray lines between
patterns in Fig.2(a). Visually, Fig.2(b) is helpful for analyzing dynamics of com-
pared indices as a function of time. Finally, Fig.2(c) is another automatically
generated plot that displays the volume of distance between indices. Although
it might seem that distance between indices and volume of this distance are mu-
tually exclusive, they convey different messages. In Fig.2, for example, although
distance between indices grows with time, volume of this distance in relatively
small. In fact, the shorter the gap or excursion duration, the smaller is the affect
of distance between indices on distance volume. Distance and distance volume
can also be presented as error and volume of error.

Logically, while flexibility of patterns in time should be provided, it is nat-
ural that the longer the gaps or excursions, the higher is the potential error
in comparison. Therefore, long excursions or gaps introduce higher penalties or
rewards into the total capacity of the pattern. On the other hand, very small
excursions created by white noise hardly affect distance volume. This makes the
capacity dimension a natural weighting solution insensitive to random noise in
measurement series.

Finally, Fig.2(d) is pair-based quantitative comparison between indices in base
and query tables. Graphics and tables are provided for each of several metrics
used in the search, but for simplicity we will only consider distance as the most
practical indicator. When such a search is performed in practice, database should
naturally return the closest time series based on the distance. As output is
different for each pair and is calculated on the fly, it is difficult to come up
with a global numbers for “relativity” or “hit ratio”, as is the case of text-based
search, so distance or distance volume are the only means of providing searches.
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X - 0.1s unshifted roundup 5
Y - 0.1s shifted 0.1s roundup 5

X \Y p5 p4 p3 p2 p1
p1 0.41 1 0.08 0.12 0.03

p2 0.11 0.01 0.21 0.01 0.21

p3 0.42 0.88 0.04 0.11 0.12

p4 0.38 0.03 0.6 0.05 0.88

p5 0 0.32 0.44 0.11 0.54

distance (error)
between
indices

Base db table

Query db table

(a) Visual comparison of two indices (b) Visualizing distance between indices

(c) Visualizing area of difference between indices (d) Comparison of indices (search) in table form

point-by-point visualization
of distance

visualizes temporal dependency
of patterns in two indices
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Fig. 2. Graphical and table representation of search results by comparing pairs of base
and query indices

4.3 Cases Proving Robustness of Proposed Indices

Fig.3 contains several cases learned by experience using the implementation of
the proposed method. Fig.3(a) is the case of different length of indices. Visual
analysis in this case is enough to tell that two time series are completely indepen-
dent. Fig.3(b) stands for indices of the same length originating from shared topol-
ogy, hence the similarity of time sequence of patterns. Capacity may be negative
and means that aggregate gaps in patterns are longer than aggregate excursion

(a) A short and a long index (b)  Indices from shared topology

(c) Indices from time-shifted measurements (d) Independent indices without gap penalties
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Fig. 3. Visualization of various cases experienced in searches
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X \Y p5 p4 p3 p2 p1
p1 0.31 0.28 0.26 0.78 0
p2 0.99 0.82 1 0
p3 0.4 0.51 0
p4 0.31 0
p5 0

X \Y p5 p4 p3 p2 p1
p1 0.26 0.16 0.26 0.78 0
p2 0.93 0.63 1 0
p3 0.24 0.37 0
p4 0.31 0
p5 0

(a) Absolute one-way delay (b) Relative one-way delay

Fig. 4. Self-query using traditional segmentation with absolute and relative measure-
ment series, distances are normalized

durations. Fig.3(c) stands for measurements performed on the same path by with
a time shift of 0.1s. Naturally, most features are retained in both patterns regard-
less of the time shift. Finally, Fig.3(d) is the case of independent indices with no
penalty for gaps between excursions, i.e. the case of only positive capacity.

5 Performance Analysis of Pattern Discovery

This section proves the robustness of the proposed method in discovery of pat-
terns versus traditional segmentation approach. For verification, two common
cases of shared topology and loosely coupled probing are studied. In the former
case self-queries are performed by studying similarities between paths in the
same table, and the latter case studies two separate tables created by measure-
ment results with 0.1s time shift. Time shift refers to measurements conducted
on the same path but with a time shift between each probe in the series, and
allows to explore resilience of patterns to loose synchronization between probes.

5.1 Indexing by Segmentation

Fig.4 proves that traditional approach fails to provide robust indices. While the
diagonal line naturally has distance of 0 (two identical indices compared), dis-
tances in the rest of the table are distributed chaotically. All results marked in
bold font are from shared topologies and should be less than those form inde-
pendent indices. This, however, is not the case in Fig.4(a). The same condition
can be found in Fig.4(b) which uses relative instead of absolute values.

Fig.5 displays results for time-shifted measurements. With the time shift,
high values are found even in the diagonal line, which means that time-shifted
measurements on the same path do not match when traditional indices are used.

5.2 Proposed Indexing Method

Fig.6 displays self-query using the proposed method for pattern discovery. Nat-
urally, diagonal line matches 100%, i.e. zero distance between indices. Cells with
partially shared topologies (bold) contain smaller distances compared to the rest
of the table, which is above 70% on the normalized scale. This enables division
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(a) Absolute one-way delay (b) Relative one-way delay

X - interval 0.1s unshifted
Y - interval 0.1s shifted by 0.1s

X \Y p5 p4 p3 p2 p1
p1 0.31 0.28 0.27 0.77 0.02

p2 0.99 0.82 1 0.19 0.78

p3 0.4 0.51 0.21 0.99 0.28

p4 0.31 0.02 0.52 0.8 0.28

p5 0 0.31 0.26 0.97 0.32

X \Y p5 p4 p3 p2 p1
p1 0.26 0.15 0.27 0.77 0.02

p2 0.93 0.64 1 0.19 0.78

p3 0.24 0.37 0.21 0.99 0.28

p4 0.31 0.02 0.38 0.62 0.16

p5 0 0.31 0.07 0.92 0.26
X - interval 0.1s unshifted
Y - interval 0.1s shifted by 0.1s

Fig. 5. Query of segmentation-based indices using measurements shifted by 0.1s in
time, distances are normalized

(a)  With gap penalty (b) Without gap penalty

X \Y p5 p4 p3 p2 p1
p1 0.48 0.85 0.12 0.81 0
p2 0.57 0.05 0.69 0
p3 0.18 0.13 0
p4 0.21 0
p5 0

X \Y p5 p4 p3 p2 p1
p1 0.48 0.85 0.16 0.81 0
p2 0.59 0.05 0.45 0
p3 0.16 0.18 0
p4 0.11 0
p5 0

Fig. 6. Self-queries using excursion space with and without gap penalty

(a)  With gap penalty (b) Without gap penalty

X - interval 0.1s unshifted
Y - interval 0.1s shifted by 0.1s

X \Y p5 p4 p3 p2 p1
p1 0.48 0.86 0.17 0.82 0.03

p2 0.79 0.04 0.49 0.03 0.53

p3 0.18 0.14 0.03 0.76 0.1
p4 0.12 0.03 0.14 0.08 1
p5 0 0.13 0.12 0.76 0.48

X \Y p5 p4 p3 p2 p1
p1 0.48 0.86 0.17 0.82 0.03

p2 0.79 0.04 0.49 0.03 0.53

p3 0.12 0.09 0.03 0.76 0.1
p4 0.11 0.03 0.12 0.08 1
p5 0 0.11 0.09 0.76 0.48
X - interval 0.1s unshifted
Y - interval 0.1s shifted by 0.1s

Fig. 7. Normalized distances in queries using measurement results shifted by 0.1s

of indices into groups based on distance, i.e. perfect matches, partially shared
patterns, and independent patterns.

Fig.7 contains the time-shifted case with indices generated by the proposed
method. Diagonal line has negligibly small values and is, therefore, resilient to
time-shift. Remaining part of the table can also be easily split into two distinct
groups using 0.5 as a threshold, which will allow to separate shared topology
cases from independent measurement series.

6 Conclusion

This paper proposed a novel method for effective pattern discovery in measure-
ment series. Due to specifics of measurement results, traditional data mining



424 M. Zhanikeev and Y. Tanaka

methods cannot be used to find patterns. Instead, the proposed method exploits
properties specific to active measurement to discover temporal patterns.

The paper also introduced a database application developed by authors to
store and query measurement series, as well as to provide online visualization
of patterns and query results. The patterns discovered by the proposed method
are compared with traditional segmentation approach and proved to be reli-
able and resilient to lack of synchronization while results by using traditional
approach were mostly inconsistent with topology. Proposed patterns were suffi-
cient to discriminate among identical, partially shared and independent topolo-
gies both with and without time shift. The use of capacity metric attributed to
the proposed patterns proved that patterns are mostly dependent on duration
of excursions than on time gaps between them.

Although the paper used only one-way delay, virtually any network perfor-
mance metric can be used in a similar fashion since any performance metric
either has a global minimum by default or can be linearly transformed to meet
this condition. These particular cases will be considered in future research.
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Abstract. Network topology discovery for the large IP networks is a very well 
studied area of research. Most of the previous work focus on improving the 
efficiency in terms of time and completeness of network topology discovery 
algorithms and less attention has been given to the deployment scenarios and 
user centric view of network topology discovery. In this paper we propose a 
novel network topology discovery algorithm and a flexible architecture. The 
silent features of our work are loosely coupled architecture, network boundary 
aware architecture, discovering the transparency of dumb/incorporative 
elements, flexible network Visualization, and intelligent algorithm for quick 
response to user discovery request. To the best of our knowledge no existing 
solution has focused on the above mentioned requirements. After several years 
of research experience in developing a complete, flexible and scalable solution 
for network topology discovery we propose to divide it into three loosely 
coupled components: topology discovery algorithm, topology object generation 
and persistence, and topology visualization. In this paper we will present our 
proposed integrated complete network topology discovery solution, discuss the 
motivation of our proposed architecture, the efficiency and user-friendliness of 
our work. Our results show that the average accuracy of our algorithm is 92.4% 
and takes one second to discover 100 network elements. 

Keywords: Network Monitoring and Management, Simple Network 
Management Protocol (SNMP). 

1   Introduction 

Network topology is a representation of the interconnection between directly 
connected peers in a network. A physical topology corresponds to many logical 
topologies each at a different level of abstraction. At the IP level, peers are hosts or 
routers one IP hop away from each other and at the workgroup level the peers are 
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hosts connected by a logical link. Network topology constantly changes as nodes and 
links join a network, personnel move offices, and network capacity is increased to 
deal with added traffic. Keeping track of network topology manually is a frustrating 
and often impossible job. Network topology knowledge including the path between 
endpoints, can play an important role in analyzing, engineering, and visualizing 
networks. Most of the previous work [7][9][10][11][13][14] focus on improving the 
efficiency in terms of time and completeness of network topology discovery 
algorithms and less attention has been given to the deployment scenarios and user 
centric view of network topology discovery. The goal of our work is to automatically 
discover network topology and visualize it. We have been doing research on network 
topology discovery for the last few years now [1][2][3][5][6] and this paper is 
summary of our earlier work in order to propose an integrated complete IP network 
topology solution. In addition to that in the next section we explain the novel 
objectives of our work. 

2   Contribution of This Paper 

The motivation of this paper comes from the problem of discovering network 
topology at European Oeganization for Nuclear Research (CERN), Switzerland. At 
CERN there are thousands of machine, hundereds of routers/L3 switches/L2 switches, 
hundereds of network printers and huge clusters of computer for data analysis. Each 
department at CERN has its own network management team. These teams differ in 
the type of network management and monitoring polocies/requirements. Therefore 
there is a need for an autonomous network topology discovery solutions that is able to 
support multiple clients at the same time, flexible enough to discover the network 
topology given a network segments as a referecne start and management solutions and 
support different views for different administrator clients. Currently, to the best of our 
knowledge there is no solutions thats supports these type of features. With these 
challenges in mind, we introduce Constella that encompasses the following 
advantages: 

Loosely coupled architecture: Loosely coupled architecture is an innovative, 
challenging and an important concept in order to discover the network topology and 
share it with large numbers of clients. We address this problem through decoupling 
the topology discovery and topology visualization algorithms by adding an additional 
layer “topology object generation and persistence” in between. More detail about 
decoupling is discussed in our previous work[5]. 

Boundary aware architecture: Boundary awareness is an important feature of 
network topology discovery for distributed management and probing restriction. To 
facilitate distributed network topology discovery, we have developed a boundary 
aware network topology discovery algorithm using which we can discover networks 
within a predefined management scope/domain.  

Transparency of Dumb/incorporative elements: Networks contain Hubs that do not 
participate in switching protocols and, thus, are essentially transparent to switches and 
bridges in the network. Similarly, the network may contain switches from which no 
address-forwarding information can be obtained either because they do not speak 
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SNMP or because SNMP access to the switch is disabled. Clearly, inferring the 
physical interconnections of hubs and “uncooperative” switches based on the limited 
AFT information obtained from other elements poses a non-trivial algorithmic 
challenge. 

Efficient User friendly Visualization of Large Networks: Visualization of network 
topology after the complete network discovery is what most of the software’s support 
and in most of the current solutions network visualization is tightly coupled with the 
discovery algorithm. In our solutions the network discovery is what is done at the 
server side (could be one or multiple) and the network visualization is completely 
separate from network discovery and this is done on the client side (at CERN we need 
more than 100 clients at one time). The communication between discovery machine 
and visualization machine is done by the topology object. 

Intelligent Algorithm for Quick Response to Discovery Request: Sending ICMP Echo 
request to all the possible IP addresses is not feasible to determine the availability of 
in large networks. Therefore there is a need to devise an intelligent algorithm that 
generated a list of IP addresses having a high probability of being assigned to devices 
in the network. We devised an algorithm that utilizes the entries in the ARP cache of 
the router to generate the list of IP addresses to be tested [3]. 

3   Constella: IP Network 
Topology Solution 

This section will discuss two different 
proposed architectures of Constella. 
This section will discuss the function-
nality and architectural importance of 
three main modules of our topology 
discovery algorithm i.e. topology dis-
covery algorithm, topology object 
generation and persistence, and 
topology visualization Furthermore, 
two revisions of this architecture are 

discussed. 

3.1   Constella System Architecture 

The basic Constella Architecture is discussed in details in[5]. Here we discuss in 
detail the revised architecture which has minor changes from the our previously 
proposed architecture [5]. The major revision in this architecture is that in the first 
architecture we need SNMP Agent to be installed on the machine which is running 
Constella but in the second architecture we don’t need SNMP agent on the machine 
running Constella. This makes Constella more deployable and mobile. In (Fig-1) this 
architecture we get rid of the ARP-MAC mapping layer which was used to get the 
ARP information from the local host using SNMP requests. Furthermore we introduce 
another layer “Server Check” layer. This layer is responsible of identifying DNS, 

 

Fig. 1. Revised Constella Architecture 
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Mail etc servers in the network and get useful topology or active host information 
from them and feed it in to the Active probing layer. 

3.2   Constella Algorithms 

In this section we will discuss all the individual algorithms and their relationship with 
each other in order to discover the network topology in a collaborative way. 

3.2.1  Device Discovery Algorithms 
In this paper (Fig 2) we discuss the discovery 
of mainly five type of devices. These devices 
are network router, network printer, L2/L3 
switches, computers/servers/host and network 
HUBs / unmanaged switches. The two main 
protocols used for device discovery are Internet 
Control Message Protocol (ICMP) Echo 
request/reply and Simple Network 
Management Protocol (SNMP). ICMP is used 
to discover the device availability/connectivity 
and SNMP is used to identify the type of 
device and its interconnections. 
 

A. Host Discovery 
First of all we discover the devices with the help of ICMP Echo Request/reply. After 
that we send SNMP request to all the discovered devices. The devices that reply to the 
SNMP request will be considered for further test. The devices which will not reply 
will be considered to be Network Hosts, as we take an assumption that all the 
managed devices (routers, switches, printers etc) in the network have SNMP deamon 
running. However, there could be another possibility here that a device that is a 
network host is also an SNMP daemon. So in this case we have to check whether it’s 
a host or some other device. If a device is a network host then it should work on  
Layer 7. 

Now we will discuss the tests which will be performed to actually see whether a 
device is a network host or not. 

bash-2.05b$ snmpwalk -c public 10.10.21.8  .1.3.6.1.2.1.1.7.0 
SNMPv2-MIB::sysServices.0 = INTEGER: 76 

In the above command we have mentioned an OID .1.3.6.1.2.1.1.7.0 which is used 
to check the service provided by the specific host. To check a device whether its 
providing services on Layer 7 and 4 should have a value of sysServices as 72. 

L4 & L7 services: ( 2 ^ ( 4 – 1 )  +  2 ^ ( 7 – 1 ) = 72 

This means if a network devices has services value greater than 2 ^ ( 7 - 1 ) = 64  
than it’s a network host. 

 

Fig. 2. Device Discovery Algorithm 
Flowchart 
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B. Switch Discovery 
The switch discovery contains discovery of Layer 2, Layer3 and un managed 
switches. In the following section we will discuss about the discovery of all these 
switch types.  

a. Managed L2 Switch Discovery 
The layer 2 switches work on Layer 2 and Layer 1. The figure bellow shows an 
snmpwalk commands to retrieve sysServices. As shown in the output of this 
command the sysService value for a L2 switch (10.10.6.99) is 3. That means that the 
L2 switch works on Layer 1 and Layer 2. 

bash-2.05b$ snmpwalk -c public 10.10.6.99  .1.3.6.1.2.1.1.7.0 
SNMPv2-MIB::sysServices.0 = INTEGER: 3 

This can also be proven mathematically as: 

L1 & L2 services: ( 2 ^ (1 – 1 )  +  2 ^ ( 2 – 1 ) = 3 

In this equation we have shown that L1 mean 2 ^ ( 1 – 1 ) = 1 and Layer 2 means 2 
^ ( 2 – 1 ). Another way to identify the L2 switch is to convert the 3 into binary and 
upto 7 digits and then check which bits are on. The layer 2 switch will be working on 
those layers. The sysServices value for L2 switch is 3 and if we convert this to binary 
it makes 1100000. So the binary representation shows that the L2 switch works on 
Layer 1 and Layer 2. In this we can identify the L2 switches. 

1 1 0 0 0 0 0 
Layer 1 Layer 2 Layer 3 Layer 4 Layer 5 Layer 6 Layer 7 

b. Managed L3 Switch Discovery 
Layer 3 switches as the name states works on Layer 3 and as it’s a switch so it also 
work on Layer 2 and Layer 1. The layer 3 switches have the capability of working on 
the IP Layer and switching. It can also be discovered by checking its sysServices 
parameters. 

L1 & L2 & L3 services: ( 2 ^ (1 – 1 )  +  2 ^ ( 2 – 1 ) + 2 ^ ( 3 – 1 ) = 7 

Now looking at the binary conversion method. Converting 7 to binary will be 
1110000. This clearly shows that this device is a L3 switch and it works on Layer 1, 
Layer2 and Layer 3. 

1 1 1 0 0 0 0 
Layer 1 Layer 2 Layer 3 Layer 4 Layer 5 Layer 6 Layer 7 

c. Un-Managed Switch Discovery 
Besides SNMP-enabled bridges and switches that are able to provide access to their 
AFT, a switched network can also deploy “dumb” elements like hubs to interconnect 
switches with other switches or hosts. Hubs do not participate in switching protocols 
and, thus, are essentially transparent to switches and bridges in the network. 
Similarly, the network may contain switches from which no address-forwarding 
information can be obtained either because they do not speak SNMP or because 
SNMP access to the switch is disabled. This was also a challenge to discover the 
unmanaged switches or hubs. The algorithm which we have developed can not find 
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out the hierarchy of the unmanaged switches or hubs but at least it can identify that 
the link which is attached to unmanaged device or devices. It can also identify that 
with a particular port of certain device an unmanaged switch/switches are connected. 

Now we will talk about identifying an unmanaged switch which is connected to 
some managed switch. One Ethernet card has one MAC address and if one network 
card is attached to one port of the switch then in the Address Forwarding table of the 
switch only one MAC will be mapped with one Port. Similarly if we have a switch 
connected to certain port of another managed switch then you can see in the Address 
forwarding table (AFT) it will display multiple MAC for a single port. So if we see 
some multiple MAC for a single port this means that there is some switch connected 
to that port.  

We have successfully discovered that switch is connected to certain port of the 
managed switch. Now we have to discover that this switch is a managed or an 
unmanaged switch. To discover this the MAC address of the managed discovered 
switch is to be compared with the all MAC address connected to a particular switch 
port. If the MAC address is there then this means the switch connected is a managed 
switch other wise if we don’t find any MAC this mean it’s a unmanaged switch. 

C. Router Discovery 
In this section we will discuss how to discover the routers in the network. In the case 
of the router we have to check two things. First of all we will check that whether 
forwarding is enabled or not. This can be checked by using SNMP IP-MIB. We check 
the ipForwarding parameter of IP-MIB. If the ipForwarding is one then this means it a 
router and if its 0 then this means it a switch.  

bash-2.05b$ snmpwalk -c public 10.10.22.3  .1.3.6.1.2.1.4.1 
SNMPv2-MIB::sysServices.0 = INTEGER: 3 

The OID for ipForwarding is .1.3.6.1.2.1.4.1.0. Now we have discovered that the 
IP is a router or not. Now we also have to check the services it provides to check 
whether it’s a soft router or a proper hardware router. For this we have to check the 
services it provides with the help of sysServices parameter. 

L1 & L2 & L3 : 2 ^ ( 1-1 ) + 2 ^ ( 2-1 ) + 2 ^ ( 3-1 ) = 7 

The equation above shows that’s it’s a router and its works on Layer 1, Layer 2 and 
Layer 3. Now we have to check one more thing this machine can be a Layer 3 switch. 
As the layer 3 switches also works on Layer 3. Now to check whether is a Layer 3 
switch to a router we have to do one more check. This check is for switching services. 
To check that a device is providing switching services or not we have to check for the 
Bridge-MIB. To check that a devices has implemented bridge MIB or not. We will 
send a request to a device for OID :  .1.3.6.1.2.1.17.1 . If the machine repyles then 
that means it a L3 switch otherwise it’s a hardware router. 

3.2.2   Single Subnet Discovery Algorithm 
Single subnet means devices that are under one interface of a router. The single 
subnet discovery is different from multiple subnet discovery, as in the case of multi 
subnet discovery router posses many limitations to the protocols. The MAC level 
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broadcast are blocked at the 
router so ARP information from 
multi-subnets cannot be retrived. 
On the other hand single subnet 
can utilize RARP and ARP 
information for topology disco-
very. In multi-subnet case we can 
not use the ICMP echo request/ 
reply broadcast message as the 
devices that are beyond the first 
router will not reply because 
router block IP level broadcasts. 
Due to these reasons we choose 
to separate algorithms for single 
subnet and multiple subnets. In 
this section we will limit our 
discussion to the discovery of a 

single subnet and then in the next sections we will extend our discussion to the 
discovery of multiple subnets. In the single subnet discovery we will discuss 
discovery of hosts, stub router, managed switches & unmanaged switches that are all 
inside a single subnet. Our single subnet discovery algorithm only requires one input 
i.e. the SNMP community string. This input is given at the initialization layer (Fig-3). 
Other inputs to this layer are extracted automatically by extracting information from 
the local operating system like NMS (Network Management Station) IP address and 
the gateway address of the NMS. The community string is used by SNMP to query 
the devices in the network. The NMS IP is used to get the range of the IP in that 
network. The default gateway information is used to get the ARP cache of the router 
in order to guess the active IP ranges in the network. Furthermore, we also get the 
next hop information form the router. 

The next layer is the “checking the network environment” layer. In this layer we 
will check the network and the NMS environment that whether it’s feasible for 
topology discovery or not. In this layer we check the following things, IP address is 
assigned to the NMS, ping and ARP commands are available in the NMS, gateway is 
assigned to the NMS, is the gateway device up, is SNMP enabled on the gateway 
router or not etc. This layer checks all these questions if some thing is missing then it 
gives report to the user otherwise it continues toward topology discovery interface. 
The next layer is the IP generation layer. This layer generates the IP’s in different 
priority queues. The priority is given to IP’s that are most likely to be assigned and 
discovered in the network. The algorithm used in this layer is discussed in detail in a 
our previous work[3]. This layer use information from multiple sources like ARP 
cache of the gateway router, ARP cache from the NMS and the IP range of the NMS. 
After this information is gathered by the IP generation layer this layer initiates three 
more layers IP Filling, Store Filling and MAC to IP Layer. These three layers are 
three different threads that will work in parallel. The IP Filling layer is responsible to 
check for alive computers and then store them into a data structure. The MAC to IP 
layer builds a MAC to IP mapping of each of the resource discovered. The third layer 
that is the store filling layer is responsible of identifying the type of resource and 

 

Fig 3. Single Subnet Topology Discovery 
Algorithm Flowchart 
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inserting it into the particular store. During store filling if we encounter a managed 
switch our algorithm will get the port to Mac mapping and then compare the port to 
Mac mapping with the IP to MAC mapping we already have to get the meaningful IP 
to Port mapping. This process in explained in the (Fig-3). In this way we get the 
information about the switch port to device connectivity. Similarly in this way we get 
the connection of router with switch. All these device to device connections are 
discussed in detail in our previous work[5]. 

  

Fig. 4. Multi-Subnet Topology Discovery Algo-
rithm Flowchart 

Fig. 5. Boundary Aware Topology Disco-
very Algorithm Flowchart 

3.2.3   Multi-subnet Discovery Algorithms 
In multiple subnet topology discovery we have to discover subnets beyond a single 
router interface. In this case the most useful information is the routing information 
and ARP information from the routers. Now lets look (Fig 4) at how we can utilize 
this information from the routers to discover multiple subnets. First of all we will 
discuss how to discover all the subnets that are attached to a particular router. To start 
our algorithm we get the first router from the router store. Then get the IF (interface) 
information from the IF-MIB. The IF-MIB will contain the information about the 
Interface number which is a sequence number of all the interfaces in the router, the 
interface description that explains what type of interface it is, the interface status 
which tell about the interface status that whether its up or down and the interface 
MAC address. Now for mapping the interface to an IP-address and subnet mask we 
have to get the information from the IP-MIB. From the IP-MIB we will get 
information about the Interface number, the associated IP address to that interface and 
the subnet mask. The interface number will be used as an index between IF-MIB and 
IP-MIB. Therefore after mapping the IP-MIB to the IF-MIB using IF number we can 
get some useful information like Interface number, interface description, interface 
status, interface MAC address, interface IP address and the interface MASK of a 
particular interface. In this way you will get the IP address of all the interfaces and 
their subnet masks. In order to get the next Hop information we will utilize the default 
gateway information in the routing table of that router. Now we will discuss about the 
process of topology discovery of each subnet that is attached to a router. As discussed 
earlier that the input to our topology discovery for single subnet is decided by the IP 
generation layer. Originally for single subnet the IP generation layer get the input as 
ARP cache from the gateway router, ARP cache from the NMS and IP and Mask 
from the NMS. Now in the case of multiple subnets this information will be a bit 
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different. In this case we will be getting information from the router about the specific 
ARP cache of each interface. In addition to that we will also have the IP and subnet 
mask of that interface. All this information about an interface will become an input to 
our single subnet topology discovery algorithm. Now similarly, iteratively we will be 
able to discover the topology of the whole network. 

3.2.4   Boundary Aware Topology Discovery 
In general, a network is owned and administrated by an enterprise, organization, or 
college. The network within an administrative domain is usually also the scope of 
network management softwares. Our Complete solution for boundary aware network 
topology discovery is discussed in[1] 

3.2.5   Device to Device Connections 
These are given in detail in out earlier work[5]. 

3.2.6   Alive Device Detection Algorithm 
Sending ICMP Echo request to all the possible IP addresses in a network is not 
feasible to determine the availability of large networks. Therefore there is a need to 
devise an intelligent algorithm that generated a list of IP addresses having a high 
probability of being assigned to devices in the network. We devised an algorithm that 
utilizes the entries in the ARP cache of the router to generate this list of IP addresses. 
First of all we retrieve the IP addresses in the ARP cache of the router using SNMP 
e.g. 

IPl   = {10.10.5.2, 10.10.0.1, 10.10.6.99, 10.10.5.1, 10.10.5.3, 10.10.100.1} 

We then remove the last octet.s. 

IPlr   = {10.10.5., 10.10.0., 10.10.6., 10.10.5., 10.10.5., 10.10.100.} 

Then remove duplicates. 

IPlr   = {10.10.5., 10.10.0., 10.10.6., 10.10.100.} 

For all the above elements in the set now we generates 254 IP addresses by appending 
values from 1 to 254 in the fourth octet resulting in a list of High Priority IP 
addresses. 

The number of High Priority IP addresses = N * 254   (where N is the distinct first 
3 octets in the routers ARP cache) 

IPhp   = {(10.10.5.1->10.10.5.254), (10.10.0.1 -> 10.10.0.254), (10.10.6.1->10.10.6.254), (10.10.11.1-

>10.10.11.254)}. 

For every entry generated as a result of Step 3 it will create more entries, One entry 
each by subtracting 1, subtracting 2, adding 1 and adding 2 to the third octet (if it 
results in a valid entry). An entry is not entered if it is already present in the list or if 
this address range is already in the High Priority IP address list. 

IPll   = {10.10.4, 10.10.3, 10.10.7, 10.10.1, 10.10.2, 10.10.8, 10.10.99, 10.10.98, 10.10.101, 10.10.102}. 
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For every entry, created as a result of step 5,  it generates , 254 IP addresses by 
appending values from 1 to 254 in the fourth octet resulting in a list of Low Priority 
IP addresses 

IPlp   = {(10.10.4.1 ->10.10.4.254), (10.10.3.1->10.10.3.254), (10.10.7.1-> 10.10.7.254), (10.10.1.1 -
>10.10.1.254), (10.10.2.1->10.10.2.254), (10.10.8.1->10.10.8.254), (10.10.99.1->10.10.99.254), 
(10.10.98.1->10.10.98.254), (10.10.101.1->10.10.101.254), (10.10.102.1->10.10.102.254)} 

 

Fig. v1. Relaxed View of Topology 
Discovery 

Fig. v2. Our Previous Work (SVG 2004)[6] 

 

4   Network Visualization 

In this section due to lack of space we will give a brief overview of our network 
visualization approach and present some snapshots (Fig v1-v2) from our 
implemented system. As our system is implemented in Java, therefore we use a java 
based visualization tool i.e. Java Universal Network and Graph (JUNG) Studio for 
network visualization. Moreover, we have also proposed a network visualization 
technique using Scalar Vector Graphics in our SVG 2004 paper[6]. The visualization 
using JUNG takes network topology information as input in a file and plots the 
nodes in the best possible manner. It also has a facility to locate a node or path 
between two nodes. 

5   Performance Evaluation and Results 

In this section we will discuss the performance evaluation and testing that we 
performed in order to validate the functionality and performance of our proposed 
topology discovery algorithm. Constella has been tested as a whole (Black Box 
Testing). Results have been drawn from the testing of each module. We have tested 
Constella in five different networks that have separate network configuration and 
devices. The algorithm was tested in Comtec Japan, CERN, Switzerland, KHU Korea, 
NUST research lab and NIIT, Pakistan. The accuracy of the algorithm is measured by 
the following formula: 

∑
=

=
n

i

NiXAccuracy
0

/)((%)
 

Here n=the total number of subnets discovered and N is the total number of nodes in the 
network. X(i), is a single instance of a network subnet. 
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Table 1. First Five Graphs show the trends in nodes discovery and tables shows the algorithm 
accuracy 
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NIIT, Pakistan KyongHee University, Korea CERN, Switzerland 

Now a days, we have very large networks to be managed. 
To start discovering networks from first IP of the 
networks to the last IP would make it very slow and 
irritating for the network administrators. Currently all the 
software that discover the topology takes a lot of time to 
give initial response to the network administrator. The 
purpose of our approach was to discover the network in a 
way that large percentage of the devices in the network 
are displayed first and then rest of the network is 
discovered accordingly. The results in Table-1, show that 

our algorithms discovers the large percentage of the devices in the network initially. 
We tested the Constella algorithm for one hour in NUST Institute of Information 
Technology (NIIT) working network. The following are the results that we got from 
the log file generated. These results clearly show some very interesting trends (Fig-
A). Every bar in the graph has two parts. The bottom part show the number of nodes 
discovered, the above part shows the nodes not discovered and the whole bar shows 
the total number of nodes checked/tested. This clearly shows that number of nodes 
discovered is directly proportional to number of nodes tested). 
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Fig-A. Relationship between 
nodes discovered, nodes not 
alive and nodes tested at NIIT. 

Fig-B. Shows the relation 
between nodes discovered 
and nodes alive for NIIT. 

Fig-C. Shows the relation 
between nodes discovered 
and nodes alive for KHU. 

 

The following are the conclusion from the results in Fig A,B and C. 
An ~/1∞  . This equation shows, numbers of nodes discovered is inversely proportional to  

the number of nodes not alive(A). That mean if number of nodes not alive is less then 
number of nodes discovered will be more. (Fig A,B,C,D) 

Tn∞ This equation shows, number of nodes discovered is directly proportional to  number 
of nodes tested (T). (Fig A,B,C,D). Tn /1~ ∞ . This equation shows, number of not nodes 
discovered is inversely proportional to  number of nodes tested. (Fig A,B,C,D) (T). 
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In the above graphs dotted lines 
shows the node discovery trend-line 
and stable lines shows the actual 
nodes discovered. 
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6   Conclusion 

Despite the importance of network topology discovery, earlier research and 
commercial network management tools have typically concentrated on either the time 
efficiency or completeness property of the topology discovery algorithm. Not much 
attention is given to the user-centric topology discovery for multi-client dynamic 
networks. In this paper, we explain a detailed algorithm for discovering the topology 
map of IP Network using ICMP echo request/reply and SNMP-MIB and also the 
supporting algorithms which could help to improve the efficiency of our algorithm. 
We have implemented our algorithm in java and have been experimentally tested over 
different production networks. The results clearly validate our methodology, 
demonstrating the accuracy and practicality of the proposed algorithms and 
architecture. The average accuracy of our algorithm is 92.4%. 
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Abstract. USN infrastructure means the logical and physical space which 
consists of all kinds of networks, which provides useful sensing information 
surrounding human being. It includes wireless sensor network, RFID, Mobile 
RFID, IP-USN, and wired sensor network. These kinds of network are sensing 
information providers for human beings and use different technologies to 
collect information from the environment and provide those information to 
information consumers. USN middleware provides USN infrastructure 
abstraction, complicated and integrated sensing information processing, Open 
Application Interface to the information consumer. The importance of USN 
middleware security lies in this role of USN middleware. It manages sensor 
networks and collects sensor data on the behalf of the sensing information 
consumer. Therefore a malicious consumer can disrupt the sensor networks 
through USN middleware and collect sensitive sensing information through 
USN middleware. Or, malicious sensor networks may provide contaminated 
sensing values to consumers through USN middleware. In this case, all 
information provided to consumers may be contaminated and destroyed. In this 
paper, we analyze possible security threats in USN environments. Based on this 
analysis, possible counter-threat measures can be taken. 

Keywords: USN, middleware, security threat. 

1   Introduction 

USN (Ubiquitous Sensor Network) is very hot research and development topic in 
Korea these days. From the various kinds of sensor devices, various kinds of sensor 
networks and USN applications are studied and implemented. Leading by MIC 
(Ministry of Information Communication Republic Korea), many USN test-beds are 
established to verify the related technologies and their feasibility. These are the 
Automatic Management of ammunitions in the Ministry of National Defense, the 
Monitoring of Rivers for Management of water quality, the Control of the u-City 
Fundamental Facilities, etc. The result briefing meeting was held in March, 2007 and 
they are all working well. The point we have to consider is that they work well by 
themselves without integrating with other projects. From a Ubiquitous point of view, 
all kinds of information providers have to be shared and managed in a certain unified 
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way. By doing so, redundant investment cost can be reduced and interoperability 
among products can be brought in. For this purpose, the USN Middleware project has 
been going on in ETRI (Electronics and Telecommunication Research Institute) since 
2006. We expect that USN middleware plays an important role in building u-Society.  

USN middleware manages sensor networks and collects sensing value on the 
behalf of sensor information consumers. Consumers use USN middleware to collect 
various sensing information and control sensor networks. Conversely, various sensor 
networks use USN middleware to provide sensing information. Generally, the cost of 
establishing and maintaining sensor network is comparatively expensive. Therefore 
the collected sensing value must be provided to the authorized parties. Without any 
security considerations, valuable sensing data can flow to unauthorized consumers. In 
this paper, we analyze possible security threats using USN middleware. From this 
analysis, we can define security mechanisms to cope with and to use USN 
infrastructure securely.  

2   What Is the USN Middleware? 

There has been much research on sensor network middleware. MiLAN[1] operates 
sensor networks in a tightly-coupled-with-application way. By doing so, it satisfies 
user QoS and manages sensor network effectively. Cougar[2] considers the sensor 
networks as a big Database and runs query planner for in-network processing within 
sensor network. It optimizes whole sensor network resource usages, network traffic 
and sensor network lifetime. There are more sensor network middleware researches 
such as SINA[3], DSWare [4], etc. But until now, the heterogeneous characteristics of 
sensor networks are ignored or are considered as out-of-scope. ETRI USN 
middleware handles multiple different sensor networks and provides sensing data to 
multiple applications. Fig. 1 shows the concept of ETRI USN middleware [8].  
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Fig. 1. ETRI USN Middleware Concept 
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The USN middleware is a service platform that enables integrated USN application 
to be developed easily and to control over the whole ubiquitous environment. USN 
middleware integrates various kinds of information providers such as sensor 
networks, RFID readers, and Mobile RFID readers, etc. It will not only collect 
sensing data, but also provide intelligent services such as sensing data query 
optimization, sensing data aggregation, sensing data mining, autonomous monitoring 
and recovery, etc. Fig. 2 describes ETRI USN Middleware architecture.  
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Fig. 2. USN Middleware Architecture 

USN middleware comprises of the Service Platform Layer, the Sensor Network 
Intelligence Layer, and the Sensor Network Abstraction Layer.  

 
 Service Platform Layer: The Service Platform Layer comprises of a Open API 

component, a Service Management component, a Service Orchestration 
component, and a USN Directory Service component. This layer provides an 
application interface for various services. Especially, the USN Directory Service 
contains various metadata to find appropriate resources such as components or 
sensor network like that.  

 Sensor Network Intelligence Layer: The Sensor Network Intelligent Layer is 
composed of a Sensor Information Management component, an Intelligent Event 
Management component, and a Context Information Management component. 
This layer provides intelligent sensing data processing, intelligent event 
processing, and context information processing.  

 Sensor Network Abstraction Layer: The Sensor Network Abstraction Layer 
comprises of a Sensor Network Monitoring component, a Sensor Network 
Interface component, an RFID Reader Adaptor component, and a Sink Node 
Adaptor component. This layer provides wireless information infrastructure 
abstraction and sensor network monitoring. 

 



440 M. Kim, Y. Lee, and J. Ryou 

We’d implemented prototype of USN middleware in 2006. USN middleware 
prototype was implemented using SPRING framework for lightweight and platform 
independent implementation. The communication protocol between Sensor Network 
Abstraction Layer (Sensor Network Interface) and sensor networks is implemented on 
TCP/IP. We defined sensor network common interface messages and communication 
protocol. It was submitted to TTA (Telecommunication Technology Association) as 
Korea domestic standard. The communication between application and USN 
middleware is implemented using RMI and SOAP. The following Table 1. shows list 
of sensor network common interface messages defined in our project. (H: USN MW, 
S: sensor network) 

Table 1. 

classific
ation 

message function Direction 

NodeListMetaReq Nodelist request H → S 
NodeListMetaRes response H ← S 
BufferDataReq Remained in adaptor data request H → S 
BufferDataRes response H ← S 
CmdActionReq pause/resume/stop H → S 
CmdActionRes response H ← S 
ConnInfoReq Connect info request H → S 
ConnInfoRes response H ← S 
ConnReq Connect request H ← S 
ConnRes response H → S 
DisConnReq disconnect request H ← S 
DIsConnRes response H → S 
ChannelCheck Check if alive H → S 

Control 
(Sync 
Mode) 

ChannelConfirm response H ← S 
InstantCmd instant cmd H → S 
InstantWithCondCmd Instant cmd with condition H → S 
ContinuousCmd Continuous cmd H → S 
ContinuousWithCondCmd Continuous cmd with condition H → S 
RunActuatorCmd Run actuator H → S 
RunActuatorRpt response H ← S 
StatusCheckCmd Check status H → S 
StatusCheckRpt Status report H ← S 
SensingValueRpt Sensing value report H ← S 
FinishRpt Sensing finish report H ← S 
ErrorRpt Error report H ← S 

Sensing 
(Async 
Mode) 

SNUpdateRpt Sensor network update report H ← S 

3   Security Analysis over USN Middleware 

Before starting analyzing security threats in USN environment, we need to check how 
USN middleware is used first. We classify the users of USN middleware into two 
groups. One is USN application or administrator (consumer). Simply, we call it as an 
application. Application uses USN middleware to control USN infrastructure and 
acquire sensing information (raw sensing information or processed sensing 
information). The other group of users is USN infrastructure such as wireless/wired 
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sensor network, RFID, mobile RFID, and IP-USN, etc. Simply, we call them as a 
sensor network.  

A   How Applications Use USN Middleware? 

Applications use USN middleware to control sensor networks and collect sensing 
information from the sensor networks connected to the USN middleware. 
Applications send queries to USN middleware to acquire raw sensing value and/or 
processed information1 . The USN middleware interprets application requests and 
sends requests to various sensor networks in each sensor network comprehensible 
ways. Multiple applications can share the sensing information through USN 
middleware. USN middleware can provide raw sensing value from sensor networks. 
In addition, USN middleware integrates several raw sensing values from different 
sensor networks and even more provide processed information from several sensing 
values and legacy data. Furthermore, USN middleware can derive processed 
information from raw sensing data, historical data and legacy data using mining 
technology, context-aware technology, and event processing technology.  

Application can control sensor networks which are connected to USN middleware. 
Application may activate/deactivate some kinds of actuators, change sensor network 
topology, or even change application running on sensor node dynamically.  

Usually, sensor network is powered by battery. And the devices such as sensor 
node, sink node, gateway are not cheap yet. Therefore, applications have to manage 
sensor network in a cost-effective way.  

B   How Sensor Networks Use USN Middleware? 

Sensor networks use USN middleware to provide sensing values to the applications. 
Sensor network provides its sensing value as response to the request or without 
explicit request. Usually, sensor network is used for environmental surveillance. For 
example, Sensor Web[7] led by NASA JPL(Jet Propulsion Laboratory), has been used 
to implement a global surveillance program to study volcanos. Sensor network senses 
environmental parameters such as temperature, humidity, pressure, etc. The way of 
sensing is usually periodic with some specific interval and lifetime. Often it responds 
just one time on receiving the request from application. ETRI USN middleware 
classify the queries into 4 groups. They are Instant Query, Continuous Query, Instant 
Query with Condition and Continuous Query with Condition. “Instant Query” means 
sensor network responds only one time at receiving the request from application. 
“Continuous Query” means the query such as “get temperature every 30 minutes 
during 30 days.” “Instant Query with Condition” means a kind of Instant Query 
restricting the response. For example, “get temperature if sensed temperature is over 
30οC.” “Continuous Query with Condition” means a kind of Continuous Query 
restricting the response. For example, “get temperature every 30 minutes during 30 
days if sensed temperature is over 30οC.”  

                                                           
1  Information which are integrated and derived from raw sensing data from a(or multiple) 

sensor network(s). 
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From a USN middleware viewpoint, sensor networks are information providers. 
Sensing information flowing into USN middleware is flowing into several 
applications. Therefore, the genuineness of sensing information is very crucial to 
USN middleware and USN application.   

C   Security Threats by Applications 

Application uses USN middleware to access sensor networks. As mentioned above, 
sensor networks are usually powered by batteries. It is the critical obstacle in USN 
industry. And the devices such as sensor nodes, sink nodes, gateways are not cheap 
until now. Therefore cost-effect usage of sensor network is very importance factor. 
Followings are possible security threats over USN middleware caused by 
applications. 

 
 Authorized Sensing Information Acquisition 

        Unauthorized user can acquire various sensing data from multiple sensor 
networks through USN middleware. In this case, sensor networks may work 
more for unauthorized users than authorized users.  

 Sensor Network Disruption 
        Application can control sensor network through USN middleware. By using 

USN middleware, application can invoke some kinds of actuators and 
change sensor networks configuration. By doing so, sensor networks may 
be configured in a wrong way. Sometimes, actuator such as alarm may 
cause some problems.  

 Derive DoS attack 
        If unauthorized user sends sensing information request to the specific sensor 

network continuously, then that sensor network is going to be losing all 
batteries. Ultimately, this sensor network is supposed to deny all requests 
from authorized users. This kind of DoS attack is very easily happened 
without any authentication and authorization mechanism support.  

            The computing capability and storage available are very different among 
sensor networks. Some sensor network can’t run multiple operations at the 
same time. In this case, request arrived late may be ignored or have to be 
queued. If unauthorized application requests sensing data and authorized 
application requests the same type of sensing data from the same sensor 
network later, then, authorized request may be ignored or queued until 
unauthorized request processing is over. Queued request may be discarded. 
This kind of DoS attack is also crucial to sensor network. That is because, 
sensor networks usually are powered by batteries, so they have lifetime.  

D   Security Threats by Sensor Networks 

Sensor networks use USN middleware to provide sensing value. If unidentified 
malicious sensor networks flow sensing information into USN middleware, then all 
applications which use that information are going to be corrupted. Followings are 
such possible security threats to be happened by malicious sensor networks 
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 Wrong Sensing Value Injection 
        In the USN middleware architecture, every application gets information 

from USN middleware. Those kinds of information are either raw sensing 
value or derived/integrated information from those raw ones. One of 
characteristics of using USN middleware is information-sharing among 
several applications through USN middleware, conditioned that they want 
sensing values from the same sensor networks. Fig. 3 depicts the wrong 
sensing value injection scenario. In this scenario, both of App #1 and 
App#2 use temperature values of SN#1. If SN#1 flow wrong values into the 
USN middleware, then App#1 and App#2 are disrupted together. It may 
cause activation of fire-alarm wrongly, or activate air conditioner at very 
low temperature.  

 

Fig. 3. Wrong Sensing Value Injection Scenario 

E   Threat Caused by External Object 

There are two open paths may be intruded by an attacker. One is between application 
and USN middleware and the other is between USN middleware and sensor network. 
Especially, the communication path between USN middleware and sensor network is 
wireless. That is easy to be attacked. Followings are possible attacks to be happened 
by exploiting two open paths.  

 Eavesdropping 
        If attacker places between application and USN middleware, then it can 

obtain sensing information freely, without any charge. That is applied to the 
path between USN middleware and sensor network, too.  
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 Replay Attack 
        If attacker locates between application and USN middleware, he can obtain 

commands from application. After he acquires some specific command 
from an application, he resends the same command later again. Then USN 
middleware resends the same command to the same sensor network. In this 
way, attacker may exhaust the power of the sensor network and it cause 
DoS from that sensor network.  

            Or, attacker obtains sensing value from USN middleware. Now, he 
intercepts command to be sent later, and then he reuses the sensing value 
obtained from the previous command and doesn’t send the command to 
USN middleware. In this case, an application can’t detect real situation. 
Therefore it can’t deal with emergent events appropriately.  

            Above cases are applied to the interface between USN middleware and 
sensor network, too. In this case, the communication path is wireless. 
Therefore, attacker can obtain message more easily than the above cases.  

 Man-in-the-Middle Attack 
        Attacker may locate itself on the path between application and USN 

middleware and between USN middleware and sensor network. If attacker 
intercepts correct message from any one (app, USN MW, SN), he would 
change the contents of the message and send to the designated one. In this 
way, any object in USN middleware architecture can be failed easily.  

4   Counter-Measure Against Analyzed Security Threats 

In the USN middleware architecture, we analyze possible security threats above. To 
handle those kinds of threat, we have to protect communication paths between objects 
(app, USN MW, SN). As a protection mechanism, we consider the access control and 
confidentiality provisioning on those paths.  

 Between application and USN middleware 
        On receiving a connect request from application, USN middleware 

authenticate the application first. Through it, unregistered application can’t 
obtain the sensing information [authentication] and can’t invoke harmful 
operations to sensor network [authorization].  

            In USN middleware project, we consider ID/password-based 
authentication and Certificate-based authentication. As for authorization, 
we classify authorization for administrator and authorization for normal 
application. In case of administrator, all kinds of control functions over 
USN middleware functionalities and sensor network infrastructure (such as 
security mechanism, sensor node add/delete, sensor network reset, etc) are 
permitted but not services provided by USN middleware. For normal 
application, they have to register first with requesting certain services. After 
registrations, they can use only those services through USN middleware.  

            If secure channel (encrypted channel) is used between two objects and 
timestamp is used within the messages, then disclosure of sensing 
information, replay attack, DoS attack, and eavesdropping can be blocked.  
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           In our project, application and USN middleware communicate with 
SOAP/HHTP. Therefore we consider XML-Encryption and TLS for secure 
channel.  

 Between USN middleware and sensor network.  
       When sensor network requests to connect USN middleware, USN 

middleware authenticate sensor network. Then sensor network, which is not 
trust-worthy, can’t inject wrong value to USN middleware.  

            In USN middleware project, we consider ID/password-based 
authentication and Certificate-based authentication. According to the 
computing and memory capability of sensor network, it can be configured 
either ID/password-based authentication, or Certificate-based 
authentication. We don’t consider any authorization for sensor network.  

            If secure channel is used between two objects and timestamp is used 
within the messages, then replay attack and eavesdropping can be blocked. 
For secure channel, we consider TLS.  

 
Beyond this kind of counter-measure, we can think dynamic application download 

for sensor network through USN middleware. It means for the purpose of controlling 
sensor network securely, USN middleware downloads validated application on each 
sensor node. But this needs dynamic application download capability for sensor 
network.  

If it comes to USN middleware, sensor network security is out-of-scope. The 
security of sensor network itself has to be check and validated by itself. It can think 
various wireless and wire line security between sensor nodes.  

5   Conclusions 

We are living in ubiquitous computing society already. We can communicate 
anywhere, anytime, anyone whenever we wish. There are mobile phone, laptop 
computers, and various kinds of Kiosk, displayers, and so forth. We can acquire any 
information anytime by using mobile internet, and send any information through 
various kinds of gadgets or computer. But to provide intelligent service to the user, 
the system needs the environmental information surrounding human being, that is 
context information, and need to access legacy system to get necessary facility 
information.  

USN middleware is the system to provide useful environmental information around 
the world, such as local temperature, local humidity, and local wind velocity, etc. By 
using that information, many kinds of automated environmental service provisioning 
can be realized such as automatic fire surveillance system, automatic ocean 
environmental supervision system, and u-silvercare system, etc. But until now, the 
maintenance cost of various sensor networks is not that cheap. Therefore, sensor 
network needs to be operated effectively to be lasting for a long time.  

To run various kinds of USN applications and sensor networks effectively, USN 
middleware is the one indispensable. USN middleware provides developmental and 
operational environment to develop USN applications easily and to manage sensor 
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networks securely and cost effectively. But without consideration on security 
mechanism, whole USN computing society may be failed easily.  

To proliferate USN industry, cost reduction of devices related with USN and 
consideration on security have to be studied and developed at the same time.  
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Abstract. There is a growing interest for VoWLAN (Voice over Wireless 
LAN) services in the advent of network convergence and user mobility. As we 
design a VoWLAN system capable of handling both intra- and inter-handover 
real-time data, we should likewise consider its security architecture as 
compared to WLAN (Wireless LAN) systems. In this paper, we propose a 
method for VoWLAN that would provide handover and security standards 
designed to enhance and speed up the authentication process while handover. 

Keywords: VoWLAN, Security, Handover. 

1   Introduction 

VoIP (Voice over Internet Protocol) is one of the fastest growing Internet services 
because of relatively low cost compared to the PSTN (Public Switched Telephone 
Networks). Concurrently, driven by huge demands for mobility, the WLAN (Wireless 
Local Area Network) market has grown up quickly. Thanks to the convergence of 
these two telecommunications trends, VoWLAN (Voice over WLAN) is expected to 
become an important Internet application in a few years [1]. 

The IEEE 802.11 standard is one of the most widely adopted WLAN standards. 
When the 802.11 was adopted in wireless commercial products, the biggest issue was 
about security. The security vulnerability of the 802.11 was principally the reason 
why a more-secured WLAN standard was introduced as an intermediate measure to 
take the place of 802.11, hence the birth of “IEEE 802.11i.” 

VoWLAN is a voice service based on WLAN, and that is why it should be noted 
that security is one of the most important functions in a VoWLAN system. Moreover, 
real-time voice packet for handover is also one of the most important functions 
needed to implement a VoWLAN system because—as far as mobility is concerned—
voice communications takes precedence over data communications. 

There are two types of handover. The first type is called “intra-handover.” This 
happens when a user moves from one AP (Access Point) to another AP in the same 
subnet. In this particular category, handover delays are always a given. Handover 
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Korea, under the ITRC(Information Technology Research Center) support program 
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delays occur because of some re-authentication procedures for newly-associated APs. 
The IEEE 802.1x authentication protocol accepted by 802.11i consists of multi-step 
procedures in order to enhance the security level. However, the multi-step re-
authentication causes the latency on handover. The second type is called “inter-
handover.” This takes place when a user moves over to different subnets. In this case, 
we should consider the method to control IP address transparently due to the fact that 
WLAN operates on L1 (Layer 1) and L2 security policies among the OSI 7(Open 
System Interconnection 7)-layer frames. The WLAN Access Point cannot support the 
inter-handover operated on L3. 

In this paper, we propose the design method of VoWLAN to support handover as 
well as security practically. To support fast intra-handover, we present the method of 
separating voice traffic from data traffic using multi-VLAN technology. This method 
supports the fast intra-handover in the network layer and the security in the 
application layer for voice traffic. On the other hand, this method guarantees the 
security level of data traffic in network layer. To support the inter-handover, we 
present the method of extending the broadcasting area of voice traffic using VLAN 
tagging. 

The remainder of this paper is organized as follows: In Section 2, we present 
several related items about WLAN security and VoIP security. In Section 3, we 
propose the practical design method solving the delay of the intra-handover as well as 
security support. In Section 4, we propose the extended design method to support 
inter-handover. Section 5 concludes this paper with a summary of the main idea and 
outline of future work. 

2   Related Works 

The VoWLAN service combines WLAN technology of network level and VoIP 
technology of application level. Generally, WLAN has been deployed for data 
communication. However, VoWLAN should be designed to support voice 
communication as well as data communication, effectively. Just recently, the IEEE 
802.11 standard has been amended to support real-time data like voice. However, it is 
still a common practice that research on WLAN is focused on wireless data 
communications on the contrary that the VoIP is centered on wired voice 
communications. In this section, we present the related works about WLAN security 
and VoIP security. These works have been studied separately but we propose how 
each security mechanism should be applied together in the VoWLAN system. 

2.1   WLAN Security 

The IEEE 802.11 standard defined two basic security mechanisms [2]. The first 
mechanism is about entity authentication which includes open system and shared key 
authentication. The second is data encryption called Wired Equivalent Privacy 
(WEP). However, both have proved to be vulnerable to security attacks, and that is 
why IEEE developed a new security standard of WLAN known as IEEE 802.11i 
[3][4]. The 802.11i cooperates with IEEE 802.1X [5] to remove the vulnerability 
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issues of entity authentication of 802.11. It also defined key management issues and 
enhanced encryption algorithm to provide stronger privacy. 

IEEE 802.1X Standard. The IEEE 802.11 standard specified two types of 
authentication. The first type is the “open system” which means authentication 
method is not necessary. In other words, WLAN AP unconditionally permits or 
allows free access to all MNs (Mobile Nodes). The second type is the “shared key 
authentication.” With this method, WLAN administrator distributes a static key to all 
APs and all users in its service scope. The users make use of the static pre-shared key 
to authenticate whenever they want to connect with the AP. The shard key 
authentication causes the following problems: the revealment possibility of the pre-
shared key and the management difficulty of a pre-shared key for each AP.  

Therefore, IEEE 802.11i combines IEEE 802.1X to address these problems. The 
IEEE 802.1X standard defines three main components: supplicant, authenticator and 
AS (Authentication Server). A supplicant means a MN equipped with NIC (Network 
Interface Card). An authenticator generally means the WLAN AP. On the other hand, 
an AS commonly represents a RADIUS (Remote Authentication Dial-In User 
Service) server. The AS manages users’ information and MNs’ information to 
authenticate users and MNs. 

The 802.1X authenticates entities using unique information for users and MNs, and 
all of the authentication information is centrally managed in the AS. As a result, IEEE 
802.1X solves the problems of shared key authentication of IEEE 802.11. 

The 802.1X combines EAP (Extensible Authentication Protocol) in order to 
support various authentication protocols such as MD5 (Message Digest 5), TLS 
(Transport Layer Security), TTLS (Tunneled TLS), PEAP (Protected Extensible 
Authentication Protocol) and so on. The EAP-MD5 does not support data encryption 
because it does not generate a secure key after authentication. The EAP-TLS requires 
public key certificates of users and AS to make mutual authentication. This protocol 
is prone to some technical problems which often increase the cost and complexity of 
the system because of the maintenance of PKI (Public Key Infrastructure) to manage 
certificates. Hence, considering security and management, EAP-TTLS and PEAP are 
commonly used. Both protocols use the identifier and password of users instead of 
users’ certificates in order to authenticate the users. Only when authenticating the AS, 
both protocols use the AS certificates. 

Figure 1 presents the message flow when the authentication using EAP-TTLS is 
executed successfully. The EAP-TTLS negotiation comprises two phases: (1) The 
TLS handshake phase and, (2) the TLS tunnel phase [6]. In Phase 1, TLS is used to 
authenticate the Authentication Server and the supplicant, and optionally, the 
supplicant to the AS. Phase 1 results in the activation of a cipher suite, allowing Phase 
2 to proceed securely. In phase 2, many of these functions are securely performed 
through the tunnel generated between a supplicant and an AS. These might include 
user authentication, negotiation of data communication security capabilities, key 
distribution and others. 

The entity authentication, itself, may be EAP, or it may be a legacy protocol such 
as PAP (Password Authentication Protocol), CHAP (Challenge Handshake 
Authentication Protocol), and so on. Figure 1 shows the example of entity 
authentication using EAP-MD5. In Figure 1, EAP-REQ (EAP-request) and EAP-RES 
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(EAP-response) are generated by the AS and the supplicant, respectively. The 
authenticator only passes through the EAP information. 

IEEE 802.1X authentication process is invoked after users move to new AP from 
original AP as well as after the users associate a new AP. As shown in Figure 1, IEEE 
802.1X authentication consists of multi-round message exchange which causes the 
handover delay when we communicate with real-time data like voice. 
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Fig. 1. Authentication using EAP-TTLS 

IEEE 802.11i Standard. Weaknesses in WEP encryption mechanism are as follows 
[7]: The first is that key management is not specified. Hence, all users have one static 
pre-shared key called the “WEP key” with an encrypted data using the same WEP key 
for every each session. The second is the Initialize Vector (IV). The size of IV used in 
WEP at 24 bits is too small. Even if WEP chooses IV randomly, there is 
approximately 50% change of reuse after less than 5000 packets. If the cipher stream 
for a given IV is found, an attacker can decrypt packets with the same IV. The third is 
ICV (Integrity Check Value) algorithm. The WEP’s ICV is based on CRC32 (Cyclic 
Redundancy Check 32) algorithm. It is the linear function of the message; hence, an 
attacker can modify an encrypted message and easily fix the ICV so that the modified 
message appears authentic. 

On the other hand, the IEEE 802.11i proposes key management mechanisms and 
improved encryption algorithms. The IEEE 802.11i is based on IEEE 802.1X for 
entity authentication and IEEE 802.1X provides the base for key management. After 
succession of 802.1X authentication, the same PMK (Pairwise Master Key) is 
generated in the MN and an AS independently. The AS transmits the PMK to the AP 
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and then the session key is derived by PMK in the MN, and the AP identically. After 
which, all data transported between the MN and the AP are encrypted using the 
session key. 

The IEEE 802.11i defines better cryptographic protocols such as the TKIP 
(Temporal Key Integrity) protocol and CCMP (Counter-mode with Cipher block 
chaining Message authentication code Protocol). The TKIP is based on RC4 
encryption algorithm which is the same as that of the WEP. However, the TKIP 
amends the vulnerability of WEP. The TKIP extends the size of IV to 48 bits.  
Secondly, the TKIP utilizes 802.1X to refresh the TK (Temporal Key). The TKIP 
combines the TK with the MAC (Media Access Control) address of MN and then 
adds a relatively large 16-bit IV to encrypt data. This method ensures that each MN 
uses a different encryption key. In addition, the TKIP uses sequence numbers to 
protect replay attacks. The TKIP also uses hash functions to generate MIC (Message 
Integrity Code) and prevents attackers from regenerating the ICV.  

The CCMP, on the other hand, uses AES (Advanced Encryption Algorithm) with 
the CCM mode instead of RC4 to provide stronger encryption base. 

The TKIP is considered as a short-term solution. But the important aspect of TKIP 
is that it only needs software upgrade using existing IEEE 802.11 AP. The CCMP is 
considered as a long-term solution since it is necessary to upgrade the hardware 
chipset of AP. Hence, it provides stronger encryption capability. 

IEEE 802.11i defines pre-authentication and cache of information related with 
PMK as the primitive function for mobility. The pre-authentication is the function that 
MNs are authenticated to multi-APs including adjacent APs as well as associated APs 
well in advance. As the result of pre-authentication, adjacent APs can cache PMKs 
ahead of real association. This function makes preparations for handover in the near 
future. However, it is necessary to improve the 802.11i in order to support real-time 
handover functions for the application such as VoIP, etc. [8]. 

2.2   VoIP Security 

The SIP (Session Initiation Protocol) [9], defined by the IETF (Internet Engineering 
Task Force), is a leading standard in VoIP infrastructure. The SIP architecture 
provides two main phases: (1) The call-setup phase and, (2) the communication 
phase. In the “call-setup” phase, the SIP Server establishes new sessions between SIP 
UAs (User Agents). 

In the “communication” phase, UAs communicate to each other using real-time 
data. Therefore, SIP security should be considered on the two phases. In the call-setup 
phase, the SIP security mechanism is to protect the SIP message. Except for the 
difference in character sets—much of SIP message and header field syntax are 
identical to HTTP/1.1 specification. Hence, all security mechanisms available for 
HTTP can be applied to SIP sessions [10]. The use of MIME (Multi-purpose Internet 
Mail Extension) containers within SIP message suggests the potential use of email 
security mechanisms like PGP (Pretty Good Privacy), S/MIME (Secure/MIME) [11]. 
And similar to “http”, URI (Uniform Resource Identifier) can build up a secure 
transport layer tunnel using TLS. Moreover, IPSec (IP Security) protocol can be used 
as a general purpose mechanism to encrypt all IP-based packets on the network layer. 
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But, version 2 of SIP deprecated the use of HTTP basic authentication and PGP in 
favor of S/MIME. 

In the communication phase, SIP security mechanism protects real-time data 
transported utilizing RTP (Real-time Transport Protocol). The RTP is based on UDP 
(User Datagram Protocol) so that it is difficult to apply TLS based on TCP 
(Transmission Control Protocol). On using IPSec, the serious drawback is the large 
overhead incurred by the ESP (Encapsulation Security Payload) i.e., IPSec is 
inefficient to apply RTP. Therefore, SRTP (Secure RTP) [12] is standardized to 
secure RTP packets on the application layer. The SRTP can provide confidentiality, 
message authentication, and replay protection to the RTP traffic and the control traffic 
for RTP. 

Before, the SIP security used to be studied on network level. However, only 
recently, the research for SIP security has been studied on application level because of 
the drawback of IPSec and TLS. The S/MIME has been studied as the security 
mechanism for SIP session, and the SRTP has been studied as the security mechanism 
for RTP. 

3   The Design of Security Considering Intra-handover 

When WLAN started to be used commercially, the most frustrating issue is security. 
In a wired line network, physical security exists potentially with controlling the 
entrance and for purposes of “eavesdropping,” an attacker should do the task by 
tapping the wire. However, in a wireless network, anyone is able to intercept radio 
waves given the right frequency because the radio waves emanate outside the 
building. 

The IEEE 802.11 standard organization developed IEEE 802.11i to address and 
give solutions to the vulnerability of WLAN. However, 802.11i is not sufficient to 
cover VoIP services which transfer real-time data. One of the reasons is the handover 
delay caused by multi-round process for re-authentication. On using voice 
communications, the delay of handover results in the packet loss and cascade voice 
distortions or session interruptions. 

In this section we propose the design method to provide fast intra-handover as well 
as security in the VoWLAN system. The main point of our proposal is to separate the 
traffic route of time-sensitive voice and time-insensitive data respectively. And then 
each traffic route is configured in different security policies. 

For data traffic on the WLAN level most mechanisms for security are applied. 
Both the 802.1X for user authentication and the 802.11i for data encryption are 
configured on the WLAN level. Loss of packet caused by 802.1X multi-round process 
less affects time-insensitive data. 

On the other hand, for voice traffic, security mechanism is divided between on 
WLAN layer and on VoIP application layer. On the WLAN level, only MN 
authentication using MN’s MAC address is applied. User authentication and voice 
packet encryption are performed on the VoIP application level. The user is 
authenticated using the challenge/response RADIUS authentication protocol. SIP 
session messages and real-time voice packets are encrypted using S/MIME and 
SRTP, respectively. By using this mechanism, re-authentication time for WLAN AP 
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is reduced on intra-handover. In other words, minimal security is provided on the 
network layer, and the additional security mechanism is applied on the application 
layer. 

In order to implement this mechanism, WLAN AP should support multi-VLAN 
(Virtual Local Area Network) functions and multi-SSID (Service Set Identifier) 
functions. Utilizing multi-VLAN and multi-SSID, Each AP is configured in several 
VLANs and each VLAN is named with a unique SSID. Besides, it is necessary that 
each VLAN is configured with an independent security policy.  

Practically speaking, the VLAN for voice packet is generated on AP—named 
unique SSID, for example “voice”—and configured with MAC authentication as a 
security policy. Likewise, VLAN for data packet is generated—named unique SSID, 
for example “data”—and configured with 802.1X and 802.11i. 

Figure 2 shows the system architecture to implement the voice VLAN and data 
VLAN. On this system environment, if a user wants to transfer data, the user executes 
the connection client for WLAN, chooses “data” SSID and connects the data VLAN. 
After connecting to the AP, the user inputs a user identifier and password and then 
requests for 802.1X authentication. If the request for authentication is successful, 
encryption key is derived on the user’s MN and AP and encrypted data 
communication is performed. 
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Fig. 2. VLANs for data and voice on WLAN AP 

If a user wants to communicate with voice, the user executes the connection client 
for WLAN, chooses “voice” SSID and connects the voice VLAN. Because the voice 
VLAN authenticates a MN to use the MAC address, the user is unaware of it. After 
associating AP, the user executes VoIP client, inputs identifier and password and 
connects the SIP server. The SIP session is securely initiated using S/MIME protocol 
by SIP server and then a call requestor also securely communicates with a call 
responder using SRTP. 
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On the system architecture, a user may confuse the VLAN. The user chooses the 
voice VLAN and may execute e-mail client. The user may also choose the data 
VLAN and may execute VoIP client. To defend this case, the L3 switch ought to 
control the routing to prevent voice packets from transferring to the data VLAN and 
vice versa. 

4   The Design Extension Considering Inter-handover 

The IEEE 802.11 specifies only the physical layer and data link layer of the OSI 7 
Layer. Therefore, WLAN AP cannot support the inter-handover performed on the 
network layer. In general, the network in one building consists of several subnets so 
that we should consider not only intra-handover caused by mobility in the same 
subnet but also inter-handover caused by mobility over the different subnets. 

In this section, we propose the design method considered inter-handover with 
extending the design described in the previous section. 

When a user moves from one subnet to another subnet, the IP address of the MN 
should be changed. However, because WLAN AP is L2 bridge equipment, it cannot 
treat IP address on the network layer. Therefore, in order to support inter-handover, 
the additional method is needed to connect the new subnet. After connecting the new 
subnet, the MN associates a new AP in new subnet such as intra-handover. 

On the network layer, mobile IP technology has been considerably researched to 
support inter-handover [13]. In mobile IP, there are home and foreign agents running 
on the wired network. These mobile agents periodically broadcast mobile IP 
advertisements on the WLAN. Whenever the MN moves from home subnet to foreign 
subnet, it starts receiving mobile IP advertisements from the corresponding foreign 
agent. The mobile IP client running on the MN intercepts these advertisements and 
sends a registration request to the newly discovered foreign agent. After 
authentication, an IP-over-IP tunnel is established between the home agent and the 
foreign agent. From this point onward, the home agent acts as a proxy for the MN, 
intercepts all packets intended for the MN and transmits them over the tunnel. The 
foreign agent takes care of de-encapsulation the packets coming from the tunnel and 
forwards them to the MN. Similarly, all packets that the MN transmits are first 
received by the foreign agent and are tunneled over to its home agent. With mobile IP 
technology, mobile nodes do not need to reconfigure their IP addresses while move 
form home subnet to foreign subnet. However, the registration process to the foreign 
agent and the packet redirection procedure is one of the reasons for the handover 
latency. The scheme to solve the problem has been studied but the mobile IP is still 
far from commercial use. Besides, there is a drawback in this particular scheme since 
the mobile IP needs to install additional client on the MN. The installation of the 
mobile IP client decreases the performance of the MN because the MN—such as a 
small WLAN phones (shaped like mobile phones) and PDAs (Personal Digital 
Assistants)—has a very limited CPU-capability. As a result, the current Mobile IP 
technology is not suited for time-sensitive voice applications. 

As a practice mechanism for inter-handover, we propose the method using VLAN 
in the same solution as intra-roaming. The main idea of this proposal is extending the 
broadcasting area of voice VLAN using 802.1Q VLAN tagging [14] in order that 
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voice packets can be broadcasted to new subnets whenever the user moves from the 
original subnet to a new subnet. 

Figure 3 is the conceptual system architecture applied to this mechanism. The 
broadcasting area of data VLAN is limited within one subnet. The voice VLAN is 
configured to extend broadcasting area over several subnets using VLAN tagging. 

In this mechanism, whenever there is an increase in the number of users, the 
broadcast traffic load likewise increases. This situation may decrease the performance 
depending on the traffic overhead. But, this mechanism practically supports inter-
handover functions. 

V1

data VLAN

V2

data VLAN

V4

voice VLAN

SIP Server

AS

L3 Switch

802.1Q Trunk

V3

data VLAN

WLAN/VoIP
Client

Da ta

DX

Da t a

DX

Da ta

DX
P ower

Da ta

DX

Da t a

DX

Da ta

DX
P o wer

V1

data VLAN

V2

data VLAN

V4

voice VLAN

SIP Server

AS

L3 Switch

802.1Q Trunk

V3

data VLAN

WLAN/VoIP
Client

Da ta

DX

Da t a

DX

Da ta

DX
P ower

Da ta

DX

Da t a

DX

Da ta

DX
P ower

Da ta

DX

Da t a

DX

Da ta

DX
P o wer

Da ta

DX

Da t a

DX

Da ta

DX
P o wer

 

Fig. 3. Voice VLAN using 802.1Q tagging 

5   Conclusions 

At present, IEEE 802.11 and IETF are showing increasing interest in standardization 
related to real-time communications like voice. The IEEE 802.11r is working on 
standardizing fast handover functionalities and the IEEE 802.11e is working on QoS 
(Quality of Service). On the other hand, the IETF has already specified the mobile IP 
standard and has made considerable efforts to improve it. 

Due to the increasing interest in VoIP and the growing mobile market, research and 
development in VoWLAN service is now more focused. However, the technology of 
the VoWLAN has yet to reach the practical phase as far as the security and handover 
are concerned. 

In this paper, we propose the design method of VoWLAN in order to support the 
intra- and inter-handover functionalities while maintaining the security. 

For this scheme, we make effective use of VLAN technology. To solve the delay 
of intra-handover, we separate the voice VLAN and data VLAN and configure an 
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independent security policy considering the characteristic of each VLAN. Moreover, 
to support inter-handover, we extend the broadcasting area of voice VLAN using 
802.1Q tagging. 

The VoWLAN design which we are proposed in this paper may provide some 
inconveniences as the user may have to distinguish the voice VLAN and data VLAN. 
However, until the technology on fast handover, the QoS and mobile IP are eventually 
implemented and improved, the mechanism to apply a VoWLAN system is a practical 
necessity considering the trade-offs between security and convenience. 

In the future, we plan to improve the technology of VoWLAN as we further do 
some studies on the 802.11r, 802.11e and Mobile IP and so on. 
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Abstract. The authenticity of the data collected by the sink is pivotal to a lot of 
WSN applications. But as the monitoring environment and objects are more and 
more complex, traditional secure protocols are not fit for the false data injection 
attack. In this paper, EASY, an effective secure routing for false data injection 
attack is presented. EASY can effectively resolve the contradiction between 
security requirement and additional load and guarantee to get the required 
security with the satiable overload. 

1   Introduction 

The research of wireless sensor network (WSN) currently focuses on the gathering, 
transmitting and processing of simple environment data [1]. However, as the 
monitoring environment and objects are becoming more and more complex, simple 
scalar data can’t satisfy the requirements of applications. It is urgent to introduce 
information-abundant media data, such as image, audio and video, to the WSN based 
environment monitoring, so that we can perform fine-grained and precise monitoring 
[2]. Therefore stream data have become the main data processing objects of wireless 
multimedia sensor network (WMSN) instead of scalar data. 

Secure routing is the important security guarantee of the WMSN applications. For 
stream data and scalar data, their network architecture and sensor capability are very 
different. Furthermore, their data content, size and correlation are greatly different. So 
the traditional secure routing protocols for scalar data in WSN cannot be applied to the 
stream data in WMSN. 

This paper proposes an effective secure routing for false data injection attack 
(EASY) in WMSN. EASY is applicable to the real-time and energy-constrained 
applications. 

The rest of this paper is organized as follows. Section 2 discusses related work. 
Section 3 shows EASY in detail. Section 4 gives complete security analysis. Finally, 
Section 5 gives concluding remarks and directions in future work. 
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2   Related Work 

Routing and energy efficiency are the main focus of the general routing protocols, 
however, the security issue is not considered [3] 4[], so the general routing protocols 
are vulnerable to various attacks.  

The multi-path routing mechanism proposed by Ganesan etc. [5] can resist the 
selective forwarding attack. The main idea is to build multiple paths from the source to 
the destination, and transmit the copies of one packet on multiple paths. So long as 
there is no malicious node performing selective forwarding on one single path, the 
packet can be delivered to the destination. 

INSENS proposed by Deng [6] limits the destruction of a malicious node to some 
extent. And it can continue providing routing service while not excluding the malicious 
node. 

SEF proposed by Ye [7] focuses on identifying false data. When an event happens, 
SEF elects one center node CoS from all the sensors which detect the event. CoS 
gathers all the detecting data and generate an integrated report. Then CoS broadcasts 
the report to all the sensors which detect the event. If the detecting node agrees with the 
report, then it generates a message authentication code (MAC) and transmits it to CoS. 
After CoS gathers enough MACs, it notifies the sink of the event. However, the event 
reports about which CoS haven’t gathered enough MACs will be abandoned. 

Wang etc. [8] proposed a scheme to detect whether a node is faulty or malicious with 
the collaboration of neighbor nodes. In the proposed scheme, when a node suspects that 
one of its neighbors is faulty, it sends out messages to request opinions on the behavior 
of this suspected node from other neighbors of the suspect. After collecting the results, 
the node analyzes the results to diagnose whether the suspect has a fault. 

Zhu etc. proposed an interleaved hop-by-hop authentication (IHOP) scheme in [9]. 
IHOP guarantees that the base station will detect any injected false data packets when 
no more than a certain number t of nodes are compromised.  

Although stream data and scalar data have much common ground, they still have the 
following differences [10]. 

 The WSN for scalar data is always a flat, homogenous architecture. However the 
WMSN for stream data is generally heterogeneous architecture,  

 The storage and runtime memory size of WMSN sensor has scaled from several 
KB to MB magnitude. And the CPU processing capability has increased from 6MHZ of 
Mica series to hundreds MHZ [11]. 

The amount of data in WMSN is more in magnitude than that in WSN.  
 In scalar data transmission, the source node sends packets to the sink periodically. 

However in stream data transmission, the packets derived from the source node will 
congest the whole routing path, and the source are continuously generating new 
packets. 

Because of the above differences, if the existing research is applied to stream data in 
WMSN, the following problems will appear: 



 An Effective Secure Routing for False Data Injection Attack in WSN 459 

 

The energy consuming is too large 

The existing work mainly focuses on protecting every data packet. However the 
stream data amount is very huge. Obvious it is not practical for energy constrained 
sensors in WMSN. 

The additional delay worsens QoS 

When the secure mechanisms such as SEF are validating data, in order to carry out 
voting they need transmit each packet repeatedly between event detecting nodes and 
data gathering node. Obviously this will lead to large delay between neighboring 
packets. So the delay will greatly worsen the application QoS. 

To avoid these problems, EASY adopts random detection mechanism to reduce the 
packets to be validated. Then the whole network overload is decreased.  

3   Easy Protocol 

The goal of EASY is to try to avoid the false data injection attack, and at the same time 
increases little computation and low communication overload.  

3.1   Assumptions and Main Idea 

The main idea of EASY is as follows: EASY randomly samples and validates some 
packets of the data stream, so that the amount of the packets to be validated is largely 
reduced. Therefore, the additional network overload induced by security is finally 
decreased. 

Before we describe EASY in detail, we firstly give the following assumptions about 
the application background. 

1. The in-network key management is based on the random key pre-distribution 
protocol for heterogeneous networks [12] and the basic random key distribution 
[13]. 

2. The router nodes and cluster heads have much less probability to be captured than 
general nodes. In random capture mode, the probability can be regarded as zero.  

3. There exists authenticity validation mechanism for the multiple nodes monitoring 
the same event. 

4. The packets are numbered and transmitted according to the order with which they 
are generated. And they reach the sink sequentially. 

3.2   Easy Description 

The EASY protocol has four phases: node initialization, network initialization, data 
processing and malicious nodes excluding phase. 

Node Initialization Phase 
In EASY, there are four types of nodes: the sink, routers, cluster heads and general 
nodes. The sink gathers and processes the data from the whole network. Routers 
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forward the packets from cluster heads to the sink. Cluster heads aggregate the 
intra-cluster data and validate their authenticity. A general node can not communicate 
with the sink directly. It communicates with the sink through cluster heads and routers. 
All the routers and cluster heads form the data transmission backbone of the network.  

During the EASY node initialization phase, the communication keys are distributed 
to all sensor nodes. The main process is as follows: 

1. Before deployment, two large key pools PR and PO are built at the sink. 

2. The keys of key ring at routers are selected in the PR, and managed by basic 

random key distribution protocol. 

3. Cluster heads have two key rings. The keys of one ring are selected from PR and 

the keys of another ring are selected from PO. The keys from PR are managed by 

basic random key distribution. However the keys from PO are managed by 

heterogeneous random key distribution. 

4. The keys of key ring at general nodes are selected from PO, and managed by basic 

random key distribution. 

5. We generate ID-based identity key Ki [14] shared with the sink for each sensor. 

Network Initialization Phase 
After node initialization phase, all sensor nodes are uniformly randomly deployed at the 
monitoring area. The secure communication channels among general nodes are built 
through heterogeneous random key distribution protocol, so does the secure 
communication channels between general nodes and cluster heads. The basic random 
key distribution protocol is used to build secure communication channels among 
routers and cluster heads.  

After building network topology, each sensor generates an ID-based neighbor 
identity key NKi shared with its direct neighbors. Then cluster head gathers the 
intra-cluster topology information, and builds up intra-cluster group key Gi [15]. Then 
it generates an ID-based intra-cluster identity key CKi. 

Data Processing Phase 
Before the source node transmits a packet, it signs the packet with group key Gi and 
identity key Ki. If a packet reaches the cluster head through multi-hop, all the 
intermediate forwarding nodes should insert their own ID and signature with CKi. 
Therefore, the cluster head knows which nodes participate in packet forwarding and 
lookup the malicious nodes in the future. When the cluster head receives a packet, 
firstly it validates the source node itself with group key Gi. The packets from illegal 
nodes are discarded directly. Then the cluster head randomly samples some legal 
packets and validates their content authenticity. The other packets which are not 
sampled are forwarded directly to the sink by the cluster heads and routers. 

To validate the sampled packet, the cluster head broadcasts it to notify the nodes 
around the source. After the node receives the notification, if it thinks the packet 
content is authentic, it adds its signature with intra-cluster identity key CKi into the 
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packet, and then sends it back to the cluster head. If the cluster head gather enough 
signatures for the sampled packet during some period, it argues that the packet content 
is authentic. Then it inserts its own signature into the packet and sends it to the sink 
through the routers. When the cluster head is the direct neighbor of the sink, it can 
communicate directly with the sink. If the cluster head can not acquire enough 
signatures for the sampled packet, it argues that the sampled packet is a false one and 
stops forwarding the packet. At the same time it sends a report about it to the sink and 
starts to exclude the malicious node. 

Malicious Nodes Excluding Phase 
The steps to exclude malicious nodes are as follows. Firstly, EASY finds the set of 
suspicious nodes. Secondly, it discovers malicious nodes from the set of suspicious 
nodes. Finally, it avoids malicious nodes to transmit data streams. 

1. Find the suspicious nodes set 

In EASY, when the packet is transmitted inside the cluster, the intermediate forwarding 
node will insert its own ID into the packet. And the ID is signed with intra-cluster 
identity key CKi and neighbor identity key NKi. At the same time if it recognizes the 
last-hop node, it signs the last-hop node ID with CKi. If the malicious node hasn’t 
signed the packet with its own neighbor identity key NKi, the packet generated by it 
will be discarded at the next hop node (named by A). Furthermore, node A will report to 
the cluster head that there exists a malicious node among its neighbors. Since the 
cluster head knows the intra-cluster topology information, it can argue that the 
neighbors of node A are the suspicious nodes. Another case is that the malicious node 
signed the packet with its own neighbor identity key NKi. Therefore the cluster head 
can argue that the set of suspicious nodes consists of all the nodes on the path.  

2. Locate the malicious nodes 

After finding the set of suspicious nodes, the key step is to judge whether the suspicious 
nodes are malicious. In EASY, we adopt the overhearing-based mechanism. Since the 
cluster head knows exactly the intra-cluster topology information, it can use the 
approach in [9]. That is, for each suspicious node, the cluster head asks its neighbors to 
vote. The cluster head will make decision according to all the voting. 

3. Avoid the malicious nodes 

In EASY, it needs two steps to avoid the malicious node. 

1) Broadcast the malicious node IDs to all cluster members 
The cluster head can broadcast the malicious node ID through μTESLA protocol 

[16]. Furthermore, the corresponding intra-cluster identity key CKi and neighbor 
identity key NKi are revoked. 

2) Choose a new path 

Firstly, the cluster head gets rid of the malicious node from its intra-cluster topology 
information. Then it finds one new path between the last-hop and next-hop of the 
malicious node. Finally it notifies them of the new path. The subsequent packets will be 
transmitted along the new path. 
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4   Security Analysis  

In this section we first analyze the miss ratio of EASY in theory. Then we compare 
EASY with SEF.  

4.1   Analysis for Miss Ratio in Theory 

Threat Model: There are malicious nodes on the intra-cluster routing path. The 
probability of which the packets are tampered is α. The probability of which the cluster 
head validates the packet authenticity is β. If the packets to validate are false data, it is 
assured that the cluster head will discover the false data. For simplicity, we suppose that 
the time for which the cluster head calculates the intra-cluster new routing path can be 
ignored, and no new malicious nodes exist on the new path. 

Definition 1: Miss ratio. When the packets transmission ends, we define the miss ratio, 
termed μ, as the expectation of the percentage of the false packets in the total packets 
received by the sink. 

We use the following notion and terms for simplicity: 

( )A n  event that the cluster head hasn’t found false packets among the 
first n  packets when malicious nodes exist on the intra-cluster 
routing path 

( )B n  event that the cluster head hasn’t found false packets among the 
first 1n −  packets and finds the nth packet is false when malicious 
nodes exist on the intra-cluster routing path 

C  event that malicious nodes don’t exist on the intra-cluster routing 
path 

( )D n event that the cluster head hasn’t found false packets among the 
first n  packets 

N  the number of the packets of the data stream 
)( XP the probability of which the event X happens 

 
Theorem 1. If there are malicious nodes on the intra-cluster routing and the time for 
which the data stream is transmitted is long enough, it is assured that EASY will find 
the false packets. 
Proof 

( )( ) ( )[ 1 (1 )]P A n nα α β= − + −  (1) 

Equation (1) is the monotone decreasing function of n. Then ( )( )P A n will descend 
to zero with the increasing of transmission time. So the probability of which the cluster 
head discovers the false packets will ascend to 1 with the increasing of transmission 
time. That is, the cluster head always discovers the false packets, if the time is enough. 
So theorem 1 holds. 
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 The formula for Miss ratio, μ  
When the cluster head finds the false packet, the subsequent packets will be transmitted 
to the sink along a new path where there are no malicious nodes. Thus, μ can be 
calculated by the following equation: 
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4.2   Simulation 

To compare EASY with SEF, we define the following terms. 

Definition 2: trueness ratio. When the packets transmission ends, we define the 
trueness rate, termed ω, as the expectation of the percentage of the true packets in the 
total packets received by the sink. 

Definition 3: security communication overload. We define the security 
communication overload, termed ψ, as the number of the extra packets which be sent 
for security. 

 

 

Fig. 1. The comparison between SEF and EASY 
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Because SEF won’t exclude malicious nodes, we can’t directly compare SEF with 
EASY. In simulation, we join the malicious nodes excluding phase with SEF. After 
finding the false packet, SEF will find the new path as EASY does. 

In simulation, we compare SEF and EASY in ω and ψ. In figure 1, MR represents the 
ω of SEF to the ω of EASY and CP represents the ratio of the ψ of SEF to the ψ of 
EASY. We can make the following conclusions: 

 In most conditions, the ω of EASY approximates the ω of SEF. 
 The ψ of EASY is lower than the ψ of SEF. In some conditions, the ψ of SEF is 1.5 

times the ψ of EASY. 
 If α and β are fixed, CP isn’t always increasing along with the increasing of N. The 

reason is that CP mainly relates to the time when cluster heads first find the false 
packet. If N is higher than a certain value, the time only relates to α and β. 

5   Conclusion 

By reducing the number of the packets to be validated, EASY lowers the overload 
which security protection generates. This paper proves that if there are malicious nodes 
on the intra-cluster routing path, EASY increases the probability of finding the existing 
malicious nodes with the increasing of detection time. At the same time, we give the 
formulae for miss ratio. By the simulation, we prove that in most condition EASY can 
work as well as SEF does with lower overload. Aiming at the attack of false packet 
injection, EASY can effectively resolve the contradiction between security requirement 
and additional overload in stream-data applications. 

For the future, we will find an efficient way by which we can recover the packets that 
be tampered by malicious nodes. 
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Abstract. Secure multi-path routing is a critical issue in security management 
of WMNs due to its multi-hop nature as each node takes part in routing 
mechanism making it prone to routing attacks. Security management 
mechanisms are armed with features such as asymmetric cryptography which 
are costly in term of computations, transmissions and time delays. In this paper, 
we propose a security management mechanism for multi-path routing which 
efficiently uses the characteristics of WMNs, mutual authentication and secrete 
key cryptography to provide secure multi-path route management. Our 
management scheme takes less overhead than the available secure multi-path 
routing mechanisms. Simulation analyses and the performance of the 
mechanism are presented in support of the proposal.  

Keywords: Security management, Secure multi-path routing, Wireless mesh 
networks, Security overhead, Public key cryptography. 

1   Introduction 

Wireless Mesh Network [1] is an emerging new technology which is being adopted as 
the wireless internetworking solution for the near future. Characteristics of WMN 
such as rapid deployment and self configuration make WMN suitable for transient on-
demand network deployment scenarios such as disaster recovery, hard-to-wire 
buildings, conventional networks and friendly terrains. The form of mesh networks 
that are of most commercial interest are often called hybrid mesh networks [2], shown 
in Fig. 1. In hybrid mesh networks, the end users such as PDAs and laptops make up 
mesh client networks and mesh router nodes are part of the network infrastructure [2]. 
Here, the network consists of two types of links: short range wireless links (shown in 
Fig. 1 as dotted lines) among client mesh nodes and mesh relay links (shown in Fig. 1 
as dashed lines) between router nodes to form the packet transport backbone.  

WMN has been a field of active research in recent years. However, most of the 
research has been focused around various protocols for multi hop routing leaving the 
area of network and security management mostly unexplored. In this paper, we 
provide a management mechanism for hybrid wireless mesh networks, which reduces 
the security overhead in the network and in turns, increases the overall efficiency of 
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Fig. 1. A Hybrid Wireless Mesh Network 

the secure routing protocol. In section 2, we discuss the various aspects of network 
management in WMNs with emphasis on security management. In section 3, we 
provide introduction to related approaches in the secure multi-path routing field. In 
section 4, we discuss the proposed management scheme. In section 5, we present the 
simulations and analytical comparison of our proposal with related work. In section 6, 
we conclude our proposal and discuss the future work.  

2   Network Management 

Network management refers to the maintenance and administration of large-scale 
computer and telecommunication networks at the top level. In general, network 
management is a service that employs a variety of tools, applications, and devices to 
assist human network managers in monitoring, maintaining and securing networks. 
The fundamental network management concepts in wireless mobile network are 
mobility management, route management, network monitoring and security 
management as shown in Fig. 2.  

There are two ways of managing secure communication in WMNs: (1) Using the 
multiple paths [3] available in between the nodes. (2) Using the cryptographic key 
management to secure the communication in between two nodes. In first approach all 
the multiple paths between two nodes need to be node-disjoint (a node cannot 
participate in more than one path between two end nodes). If there are k multiple 
paths available then the adversary requires compromising at least k nodes – and more 
particularly at least one node in each path – in order to control the communication [4]. 
This approach is cost effective as it does not include any computation or transmission 
overhead and hardly inject delay in the network. But it does not ensure a certain level 
of security as there are not always multiple paths in between two end nodes and it is 
difficult to identify a compromised path.  

Multi-path routing protocols need to be properly enhanced with cryptographic 
means which will guarantee the integrity of a routing path and the authenticity of the 
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Fig. 2. Network management of the hybrid wireless mesh network 

participating nodes. However, the cryptographic protection such as public key 
cryptography, increase the control and processing overhead and produce significant 
delay thus diminishing the efficiency of the secure multi-path routing protocol. 

3   Related Works 

Multi-path routing protocols [3] were initially designed for providing reliability [5] 
and QoS in the ad hoc networks. However, their nature of attack resilience was 
quickly identified as a significant security feature. Indeed, with single path routing 
protocols, it is easy for an adversary to launch routing attacks. A compromised node 
controlled by the adversary may participate in route discovery between end nodes 
without being noticed. Hence, the adversary can control the routing mechanism and 
disrupt the services at any instance.  

Secure multi-path routing protocols are more resilient to routing attacks than 
typical routing protocols [6]. Although a lot of work is being done in the field of 
routing protocols in WMNs but little effort is put up for a security management in 
routing protocols. However, there are some protocols which are good enough to be 
implemented in WMNs and provide a secure multi-path route management such as 
[8], [7], [9] and [10]. 

A secure multi-path routing protocol called Secure Routing Protocol (SRP) [7] by 
Papadimitratos and Haas was initially developed considering the general security of 
ad hoc networks. Another approach was provided by Burmester and Van Le [8], 
which is based on the Ford-Fulkerson maximum flow algorithm. Kotzanikolaou et al 
presented Secure Multi-path Routing (SecMR) [10] protocol to reduce the cost of 
node authentication. SecMR works in two phases: mutual authentication and route 
discovery phase. At the end of route discovery, the end nodes use a symmetric key in 
order to verify the integrity of the discovered paths. SecMR provide multiple paths 
along with routing security and is better than the other two protocols. However, due to 
the use of digital signature in periodic mutual authentication phase, the computation 
cost and control overhead incurred render this scheme inefficient. 

Michael Weeks and Gulshan Altan have provided a secure and efficient version of 
Dynamic Source Routing (DSR) in [9]. However, their security mechanism uses a 
shared network key, which is a single point of failure (if compromised), in the 
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network. There scheme also provide secured communication using public key 
cryptography, which again results in high computational cost and delay.  

4   The Proposed Mechanism 

Although wireless mesh networks are self organizing but they are also scalable and as 
the number of nodes increase in the network the size of the network makes network 
management essential. Network management helps in detecting abnormalities in the 
network and may help in other issues such as routing, guaranteeing QoS and 
providing security. Currently, to the best of our knowledge very little research has 
been done on the network management issues in wireless mesh networks. We provide 
a mechanism which makes network management simple and efficient. 

4.1   Assumptions 

Wireless mesh network has a hierarchical structure with mesh router making a routing 
infrastructure and mobile wireless clients making up ad hoc networks at the second 
level of the network. Each ad hoc network of wireless mesh clients has one or more 
routers from the router infrastructure in the ad hoc region. Our mechanism assumes 
that these router nodes are powerful enough to provide management functionality to 
the wireless mesh network.  The routers which are connected to the mesh client nodes 
are named as boundary routers or manager routers. The mesh client networks are also 
termed as ad hoc regions/components. Nodes in the client mesh are also termed as 
client nodes (as shown in Fig. 1). 

4.2   Mechanism 

By associating each mesh client network with one router of infrastructure mesh, the 
management of the whole wireless mesh network would become simple. Each mesh 
client network can be managed by a boundary router.  Boundary router is responsible 
of provide addresses, routing assistance, mobility management, power management 
and network monitoring to the mesh client networks. Security mechanism can also be 
enhanced by centralizing the mesh client network.  

Route management is the job done by the routing protocol, while our mechanism 
provides security as an add-on to the existing routing protocol. Manager router in each 
mesh client provides the key management and distribution responsibilities. Manager 
router manages each mesh client network such as providing addresses, assisting 
routing and providing security. We also assume that there is a Certification Authority 
(CA) [11] in the wireless mesh network, which is a trusted third party that can 
authenticate the digital certificates of the nodes. Every node is provided with a pair of 
public and private key during the deployment phase. 

With the implementation of this scheme, each mesh client network is now centrally 
managed by the manager router of that region. But the over all mesh network is still 
distributed. Each manager router communicates with other routers, collaborates and 
manages the whole wireless mesh network. We discuss the addressing, routing 
assistance, mobility management, routing assistance, network monitoring and security 
assistance by this mechanism. 
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4.3   Addressing and Mobility Management 

Addresses for mobile clients are allocated dynamically by the router of that region. 
This address defines the location of the mobile client i.e. in which ad hoc region the 
mobile node is present. As the WMN clients are mobile, they may change position 
from one ad hoc region to the other. Our mechanism uses the techniques of Mobile IP 
[12] to provide addresses to client nodes. Similar to mobile IP, a client node has two 
addresses; one to identify it in its home ad hoc region and the other one is for the 
other ad hoc regions. Whenever a node enters the network for the first time, an 
address is assigned to it by the manager router. This router in the home (ad hoc) 
region of the client node serves the purpose of ‘Home Agent’. When a client node 
changes it location and goes into another region, it is provided a second address from 
the router of that region. The client node informs its ‘home agent’ and its ‘foreign 
agent’ about this new address and location [12], so that a packet directed to the client 
node is redirected to its new address. 

Hence, mobility of each client node can be easily managed. Locality information of 
each node is maintained by the manager routers. Whenever a node moves from one 
region to another region, the manager router of the new region provides new address 
to the node and the node remains connected to the network. The home agent directs 
the communicating node to the mobile nodes’ new location. 

4.4   Routing Assistance 

Our mechanism also helps the routing mechanism. As the border router manages the 
addresses and monitors the network, it can help in routing decisions. The manager 
router can find optimal paths between two nodes, detect link losses and find alternate 
paths within the client mesh network. Network monitoring may keep a topological 
view which can also help in routing. Localization can help in geographic routing 
protocols by helping in decisions such as which neighbor node to forward the data to 
reach the destination node. The manager router can also work as a gateway between 
the static router infrastructure and the mobile client mesh network. 

4.5   Network Monitoring 

Due to dynamic nature of mesh clients, monitoring the network topology is a desired 
feature for WMNs. We can designate the responsibility of network monitoring of a 
single ad hoc region to a single manager router. Then all the client mesh networks can 
be monitored in a centralized way.  These routers collaborate to perform the task of 
monitoring for the whole WMN in a distributed environment.  

4.6   Security Management 

Security is the most critical concern of every network. These days resource 
consuming public key cryptography is used to provide security which is not feasible 
for the client nodes. Our architecture presents an efficient way of reducing the 
security overhead. 

Whenever a new node comes into a mesh client network, its request for an address 
is sent to the manager router of that region. The router provides the address to this 
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client node along with its public key and starts the process of mutual authentication 
with the node. The public key of the router node assures the authenticity and integrity 
of the following messages as all those messages are encrypted by the private key of 
the router node. 

The client node and the router node encrypt the messages by their private keys 
before sending them to each other. This process authenticates both the nodes. For the 
authenticity of each other, the router node or the client node can contact the CA to 
verify the digital signature of each other. During this time of mutual authentication 
both nodes share a secret key using authenticated Diffie-Hellman [13] algorithm 
(shown in Algorithm 1) so that in the future they are not required to use public key 
cryptography. In the same way all the nodes within a mesh client network has a secret 
key shared by the manager router of that region. The algorithm is stated in the next 
sub-section. 

The second phase is the key deployment phase among the client nodes. The router 
node distributes the keys calculated through a hash chain to all the client nodes for 
intercommunication. These are the secret keys which would be used by the client 
nodes to provide secure multi-path routing in the wireless mesh network.  

4.7   Example 

Let there be a wireless mesh network as shown in Fig. 3. The circle represents nodes 
and the dashed line shows the communication links. The cloud represents mesh 
infrastructure connected to several mesh clients. One such mesh client network is 
shown consisting of nodes A, B, C, D, and R. R is the router node managing the mesh 
client network while the other nodes are mesh client nodes. There is a CA connected 
to the mesh infrastructure somewhere in the wireless mesh network.  

A new node E comes into the mesh client (shown in Fig. 3 as a grey node). First it 
sends an address request (such as DHCP request) in the network. The router node R 
provides the address to node E. After that they start the process of sharing a key using 
authenticated Diffie-Hellman.  

At first, node E select two prime numbers g and p and a secrete integer a (e.g. a=6, 
p=23 and g=5) and calculate X and encrypt it with its own private key, make a digital 
signature and send it to node R along with p and g. 

X = ga mod p  =   56 mod 23   =   8 

R receives p, g and encrypted X and decrypts the message to get the value of X, 
using the public key of E. This authenticates the sender is E. R select an integer value 
b (e.g. b=15) and calculate Y, encrypt it with its own private key, make a digital 
signature and send it to E.  

Y = gb mod p   =  515 mod 23  =  19 

E receives the encrypted Y and decrypts it using the public key of R. It then 
calculates the value of K.  

K = [gb mod p]a mod p  = Ya mod p = 196 mod 23 = 2 

Algorithm 1. The algorithm for authenticated Diffie-Hellman [13] for sharing a secret key 
between the router node R and the client node E is as follows: 
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Step 1. R & E each possess a public/private key pair and a certificate for the public 
key. 

Step 2. R & E agree to use a prime number p and g. 
Step 3. E chooses a secret integer a, then sends R (ga mod p) together with its 

signature and public key certificate. 
Step 4. R chooses a secret integer b, then sends E (gb mod p) together with its 

signature and public key certificate. 
Step 5. E computes K = (gb mod p)a mod p  
Step 6. R computes K = (ga mod p)b mod p  
Step 7. Shared Secret key is K; E’s private key is ‘a’ and R’s private key is ’b’. 

 

Fig. 3. Mutual authentication at the entrance of the node E in mesh client network 

Similarly, R can calculate the value of K.  

K = [ga mod p]b mod p   = Xb mod p = 815 mod 23 = 2 

5   Simulation and Analysis 

We compared our security mechanism with the SRP [7], secure multi-path routing 
protocol of Burmester and Van Le [8] and SecMR [10] routing protocols. We perform 
the simulation of each of these security schemes. The proposed scheme is 
implemented with ad hoc on demand multi-path distance vector (AOMDV) [14] 
which is a multi-path derivative of AODV.  

We have compared the routing overhead of these schemes and also the amount of 
energy consumed by these scheme at each node. We performed the simulation in NS-
2 [15]. The network model was consisted of 49 client nodes placed randomly within 
an area of 1000 x 1000 m2. There are 16 mobile router nodes deployed in a grid 
environment to make up the mesh infrastructure. This scenario constructed 10 
different mobile client networks. Each node has a propagation range of 150 meters 
with channel capacity 2 Mbps. The speed of mobile nodes is set to be 0 or 20 m/s. The 
size of the data payload is 512. Each run of simulation is executed of 900 seconds of 
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simulation time. The medium access control protocol used is IEEE 802.11 DCF. The 
traffic used is constant bit rate (CBR). 

5.1   Simulation Analysis 

From Fig. 4 and Fig. 5, we observe that SRP works better than other schemes as it has 
less overhead and also consumes very little amount of energy. However, SRP does 
not provide optimal security; the intermediate nodes are not authenticated and the 
messages integrity is ensured by secret key cryptography. All this factors sum up to 
make SRP not feasible for wireless mesh networks.  

The high routing overhead of scheme in [8] is due to the fact that it attaches the 
neighborhood information along with digital signatures with the route request and 
forward it towards the destination node. This information is increased at every node 
so the message size increases drastically and produces a huge amount of overhead. 
Although [8] is good for security and provides mutual authentication between the 
intermediate nodes as well as the end nodes but its overhead is very high; lot of 
energy is required at the client nodes and a share of bandwidth is wasted, plus delay in 
finding the route is also high.  

SecMR protocol seems to be better than other schemes as it has less routing 
overhead and energy consumption than [8] and it also provides secure messaging. In 
SecMR, each node mutually authenticates its neighbor node at a periodic interval and 
public key cryptography is used to ensure security of the messages. Although the 
routing phase is separated from this authentication phase but this authentication is 
required after a constant interval, hence a considerable amount of energy is wasted in 
these periodic mutual authentications. 

Our security mechanism does not require this periodic authentication, instead it 
uses public key cryptography only once and secret keys are used for further 
communication. This secret key deployment is not periodic and done after the mutual 
authentication by using public key cryptography. This reduces the energy 
consumption at each node and the routing overhead is also less than the other 
schemes. 

5.2   Security Analysis 

Our mechanism is secure enough that if a node is compromised then the whole 
network does not get affected by it. As all nodes communicates with each other with 
separate secret keys so, if a node is compromised and tries to adverse the network it is 
not possible for the node to be much hostile to the rest of the network. If there is a 
compromised node in the network, then there are two possibilities of an adversary 
node being in the network. In case 1, a node outside the network tries to attack the 
routing mechanism. Case 2 is the scenario in which the node entering the network is 
already a compromised node or the node is compromised during its participation in 
the network (such as due to the lack of physical protection etc). 

In the first case, the messages by the compromised node would not be accepted by 
the other nodes as it cannot be authenticated by them. So the adverse messages would 
be dropped by the nodes as they cannot verify the adverse node as a member node. 
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Fig. 4. Comparison of routing overhead of each protocol with function of time interval 

 

Fig. 5. Amount of energy left in joules at each node after the 900 s simulation 

The second case can be harmful for the network as other nodes can verify the 
compromised node as a decent node. This node can communicate with its neighbor 
nodes and can inject false information in the network. But this compromised node 
cannot listen to other nodes’ communications and cannot affect them. So if a node is 
compromised in the network all the other nodes are safe from this node and can 
communicate with other nodes securely. As our mechanism is for a multi-path routing 
protocol, hence, the messages are secure from the adversary as there are several paths 
to evade the compromised nodes. Even if the adversary have ‘n’ compromised nodes 
with every compromised node is in a different path then with ‘m’ paths in between 
two nodes, adversary require n ≥ m. 

6   Conclusion 

In this paper, we have presented a security management mechanism for multi-path 
routing protocols in wireless mesh network. This scheme provides an efficient 
network management scheme, which enhances the life-time of the network as less 
energy is consumed in the network. Our security management scheme also 
sufficiently decreases the control overhead of a secure routing protocol. Currently, we 
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are working on this security mechanism to implement it in our multi-path routing 
protocol, which promises to provide better performance than AOMDV which we used 
for our simulations. This scheme is the basic efficiency factor in our secure multi-path 
routing protocol for wireless mesh networks. 
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Abstract. Conventional network management protocols are insufficient 
especially in dealing with frequent security attacks. Our research has developed 
a Mobile Agent Security framework for Autonomic network Management 
(MASAM) which intends to address the above limitations. In this paper, we aim 
to evaluate the performance of the MASAM framework when dealing with 
security attack event management. The evaluation focuses on the traffic cost 
comparison between the new framework and SNMPv3. Event management 
traffic models are proposed and utilised to facilitate this evaluation. In order to 
validate the derived formulas, a corresponding set of simulation experiments 
have been conducted and the results are analysed. Positive evaluation results 
have been obtained from three focus points: the entire network, the manager 
and the managed device. We conclude that the MASAM framework reduces the 
amount of management traffic generated to respond to security attacks and also 
scales better than SNMP as a function of network size. 

Keywords: Security Management, Mobile Agent, SNMP, Performance Evaluation. 

1   Introduction 

Internet Protocol (IP) networks have been growing dramatically in size and 
functionality and are evolving into a global service communication infrastructure [1]. 
This growth requires management of the network at enormous scale with increasing 
sophistication. Traditional network management paradigms and conventional man-
agement protocols are insufficient due to lack of performance, scalability and 
functionality. The dominant SNMP standard utilises the client-server paradigm with a 
polling-based approach to achieve the Management Functional Areas (MFAs) defined 
by the ISO FCAPS model [9]. Due to the limitations of its design, the MFAs are 
neither completely achieved nor implemented in a sophisticated manner. Furthermore, 
it can be exposed to security threats from several network attacks [2]. A new security 
model [3-4] to the SNMPv3 is under construction by the ISMS charter of the IETF. 
However, it is only an integration scheme for authentication as a supplement to the 
USM with no large security enhancement is being offered. The rest of this paper is 
organised as follows. Section 2 briefly reviews the MASAM framework. Section 3 
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discusses the methodology employed for this study. Section 4 proposes mathematical 
traffic models for facilitating our performance evaluation, and section 5 presents the 
results and analysis. Finally, we provide an outline of further work. 

2   Background 

MA-based Network Management (MANM) can be seen as an attractive approach in 
that management tasks can be partially moved from the manager to the managed 
devices (MDs), therefore performing certain micro-management operations locally on 
the MDs. With the concept of management by delegation, it offers easier management 
of wireless and ad-hoc formed networks with heterogeneous architectures [5]. In 
practice, MANM is also a prominent proposal that does not require abandonment of 
SNMP-embedded devices in this transitional time, but is also capable of developing 
its own management standard. Unfortunately, three major obstacles (Security, 
Standardisation and Implementation Difficulties) have been identified that are 
preventing the large scale employment of MANM systems over real-world networks. 
We believe that the first two issues cannot be addressed separately because of their 
interrelationship and the third obstacle cannot easily to be addressed unless 
standardisation has occurred and technology has migrated.  

In our approach we intend to deal with these obstacles by introducing a MA-based 
Security framework for Autonomic network Management, the MASAM framework. 
After evaluation and optimisation, the ultimate goal of our research is to propose a 
new MANM standard. The framework aims to guide design and implementation of 
secure MANM systems. Two main contributions of the framework are provision of: 
1) advanced network management functionality especially in enhancing security 
management, such as policy-based onside decision making and MA-based instruction 
detection, capability in order to address the largest weakness of SNMP; and 2) 
security of the entire MA-based Network Management Infrastructure (NMI) as the 
baseline protection guarantees effectiveness of the management functions. A 
modular-based design approach is employed in that we firstly designed an overview 
and logical architecture of the framework. This architecture maps the abstract 
components of the framework and defines their relationships, provides functions, and 
constraints. This is the same approach that was taken with the development of the 
SNMP standard. The MASAM framework is relatively complex in its architectural 
view [6], but it offers flexibility in design of the advanced management functions.  

3   Methodology 

In this evaluation study, we chose mathematical modelling for two reasons: 1) it is a 
formal quantitative method and 2) it can possibly eliminate many unpredictable 
variables. We focus on the traffic cost in terms of bandwidth consumption 
implications only, while the discussion of other parameters, such as delay, is outside 
the scope of this paper. Network Management Traffic (NMT) generally can be 
classified into three groups. 1) Event Management Traffic (EMT), specific traffic 
generated for detecting and recovering from network management events, such as  



478 C.-h. Fong, G. Parr, and P. Morrow 

network security attacks presented in table 1. 2) General Management Traffic (GMT), 
generated by periodic management operations aimed at two purposes: a) the manager 
wishes to keep acceptable levels of accuracy of the management information 
regarding the state of each MD, and b) the MD wishes to notify the manager regularly 
regarding its health. The final group is 3) Component Initialisation Traffic (CIT), 
generated by the initialisation processes of the management components. For the 
purpose of this paper, we consider GMT and CIT to be outside of the scope of the 
evaluation for several reasons. Many publications, such as [10], have already 
presented results showing that the MANM paradigm can significantly reduce traffic in 
the GMT group, but no publications can be found regarding a study of EMT. The 
reason for not considering the CIT is that it is only a one-shot operation while others 
are continuously consuming network bandwidth. The rest of this paper aims to 
examine the EMT traffic cost implications associated with the MASAM and SNMP 
approaches when dealing with security event management, and will concentrate on 
three different views, the network, the network manager and the MD. 

4   Modelling 

With the MASAM framework, the management functions can be achieved through 
three basic methods: 1) management by targeted or roaming agents, MAs can be 
generated by the manager and migrated to their desired MDs in order to perform 
management operations; 2) onside decision making, the policy agent residing on each 
MD is capable of performing management operations based on its policy rules 
without notifying the manager in advance; and 3) message exchange, management 
information or commands can be enveloped into Agent Communication Language 
(ACL) messages and exchanged between MANM entities, such as MAs, agent 
platforms or ACL-enabled interfaces. With the MASAM framework, the management 
traffic will be generated from two sources: MA migrations and ACL message 
exchanges. A sample function formulating the total traffic cost (λ MASAM ) for managing 
a general event is the following: 

 MASAM X
a 1

A

MASAM a

Agt X
n 1

N

MASAM n

ERA   (1.1) 

where λ MASAM a

Agt

 denotes the total traffic consumed by the management MA a including 

migrations and message exchanges and λ MASAM n

ERA
 denotes the total traffic generated by 

the Event Reporting Agent (ERA) residing on the MD n . A  is the  number of 
management MAs created for this event, while N  is the number of MDs involved in 
this event. Regarding the total traffic generated by a management MA, it can be 
formulated as following: 
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where S v  represents the current size of the agent when migrating to node v . When a 
MA is visiting a node, it may report to the manager with partial management results 
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by using externally sent ACL messages. Thus, in this formula, Lv, x  represents the size 
of the message x  sent when visiting the node v  while X v  is the total number of 
messages sent, and V  is the number of nodes visited by this MA. Regarding the total 
traffic generated by an ERA, it can be simply formulated as follows: 

 MASAM
ERA X

r 1

R

Lr  (1.3) 

where Lr  represents the size of the ACL message (event report) r  sent by the ERA 
and R is the number of messages sent. Substituting (1.2) and (1.3) into (1.1) gives, the 
generic EMT model for the MASAM approach, as follows: 
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With the SNMP approach, the management traffic will be generated from the 
exchanges of SNMP messages including requests, responses and unsolicited traps. A 
formula representing the total traffic cost λ snmp  for managing a general event is: 

 SNMP SNMP
Mgr X

n 1

N

SNMPn
Dev   (2.1) 

where λSNMP
Mgr  denotes the total traffic generated by the manager and λSNMPn

Dev
 denotes the 

total traffic generated by the MD n  while N  is the number of MDs involved. 
Regarding the total traffic generated by the manger, it can be formulated as: 

 SNMP
Mgr X

n 1

N X
g 1

Gn

M n,g
Mgr  (2.2) 

where M n,g
Mgr  represents the size of the SNMP message g  sent by the manager 

(request-based or response for InfoRequest) for the MD n, while Gn  is the number of 
messages sent. On the MD side, the traffic generated can be formulated as follows: 

 SNMP
Dev X

g 1

G

M g
Dev X

j 1

J

T j
 (2.3) 

where M g
Dev  represents the size of the SNMP message g  (response-based or 

InfoRequest) sent by this MD, T j  represents the size of the trap message j , and J  is 
the number of trap messages sent. We let M  be the total size of a pair of request and 
response messages, i.e.  M g = M g

Mgr + M g
Dev . Substituting (2.2) and (2.3) into (2.1) gives, 

the generic EMT model for the SNMP approach, as follows: 
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5   Evaluation 

The proposed EMT models are generic. However, in order to facilitate our evaluation, 
the models need to be modified into an applicable form. The strategies include 
generalising the variables where their actual values are very similar or reformulating 
part of the model where the actual value may be unpredictable. In formula (1.4), we 
assume that the size of each ACL message is the same, no matter if it is sent by the 
management MAs or the ERAs. We also assume that, for the same kind of AECs, the 
number of messages sent by each management MA and each ERA are the same 

respectively, i.e. X
x 1

X a,v

La, v, xtX
x 1

X

L
 
and X

n 1

N X
r 1

Rn

Ln, rtX
n 1

N X
r 1

R

L. In formula (1.2), which represents 

the total network bandwidth consumed by every migration of a MA, we reformulate it 
as X

v 1

V

S vtX
v 0

V@ 1

S 0 vI
b c

, where S 0  denotes the initial size of this MA and I  is the difference 

in size after a node visit, i.e. S1 = S 0 , S 2 = S 0 + I ,…, S v S 0 V@ 1
` a

I . The value of I  
can be positive, in the case of a information collection MA that collected data will be 
stored in the MA; or negative, in case of a command-based agent where the MA size 
will be slightly reduced after preferred a management task that removing a task 
definition in its data storage. We reformulate equation (1.4) as follows: 
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Similarly, for (2.4), we assume that the size of each SNMP message pair and trap 
are the same respectively and that the total number of message pairs and traps sent by 
each MD are also the same respectively.  The modified form of (2.4) is presented as: 
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5.1   Traffic Evaluation and Simulation Focus on the Entire Network 

The evaluation of the proposed EMT models is based on four security Attack Event 
Cases (AECs) as indicated in Table 1. An AEC involves a possible security attack 
(with three definite stages: attack, detection and recovery) where an intruder utilises 
security threats to attack the MDs (“multiple targets” based scenarios). Note that the 
traffic generated in the “attack stage” of the AECs will be ignored due to the focus of 
this study being the traffic generated for event detection and recovery while the attack 
traffic is mainly created by intruders. While [6] gives a detailed discussion on each 
AEC, Figure 1 illustrates the traffic flow difference between the MASAM and SNMP. 

A set of prototype-based experiments have been conducted in order to estimate a 
reasonable value for each listing variable of the formulas. Based on the results 
obtained, we let the size of a pair of SNMP request-response messages ( M ), a trap 
message (T ), an ACL message ( L), and the initial size of a management MA ( S 0) be 
496, 211, 283 and 2132 bytes respectively. With the MASAM approach, we assume 
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Fig. 1. Network Topology (Adopted for the OPNET Simulations) Shows Traffic Flow 
Differences between MASAM and SNMP for Each AEC with Multi-Targets Scenarios 

that each created management MA will visit 25 MDs (a network segment consists of 
24 workstations that are connected by using a managed switch), i.e. v = 25  and 
A = N 25+ . Due to the MAs employed by every AEC being management command-
based MAs, the size of the data difference ( I ) of a MA should be negative. Based on 
the same set of results obtained, we estimate the value of I  be -20 bytes. Substituting 
the estimated values onto the formulas (3.1) and (3.2), Table 1 presents the calculated 
results for each AEC in terms of number of MDs (N ) involved.  

Table 1. Calculated Results Based on Formulas Derived from the EMT Models and 
Normalised Weight of Each AEC Based on Related Attacks/Misuses Presented in [7] 

AECs  λ MASAM
 λ SNMP

 Normalised Weight 
1. Network Footprinting Attack   283N 2121N 12% 
2. Virus Infection Attack 2458N 3113N 44% 
3. Message/Agent Reply Attack   283N 1699N 27% 
4. Man-in-the-Middle Attack 2175N 4464N 17% 

Figure 2 shows the traffic cost comparisons for each AEC, where the number of 
MDs involved ranges from 10 to 100 (10 MDs for each step). From the figure, the 
results show the MASAM approach generates less traffic with every AEC, especially 
in AEC 1 and 4, therefore higher performance could be obtained because of traffic 
reduction. In addition, a corresponding set of simulation experiments have been 
conducted by using OPNET 12.0 PL3 with the “custom application” facility. Figure 1 
provides an abstract view of the network topology employed for the simulations. The 
testbed mainly consists of one network manager and 100 MDs, which are connected 
through Ethernet 100BaseT cables and switches running TCP/IP. The focused 
statistics for the simulations are the traffic generated by the custom application 
without any background traffic provided. The simulation results (shown on the same 
set of graphics with dotted lines) are very similar and their tendencies also closely 
conform to the calculated results obtained from the traffic models. Thus, the results  
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(b) Network Traffic Comparison for AEC 2
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(c) Network Traffic Comparison for AEC 3
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(d) Network Traffic Comparison for AEC 4

Number of Managed Devices (N)
10 20 30 40 50 60 70 80 90 100

N
et

w
o

rk
 T

ra
ff

ic
 (

K
B

)

0

100

200

300

400

500

MASAM  (EMT Model)
MASAM  (Simulation)
SNMPv3 (EMT Model)
SNMPv3 (Simulation)

MASAM

SNMP

 

Fig. 2. Traffic Cost Comparisons for four AECs based on Calculated Results Based on the
EMT Models and Simulation Results Obtained from the OPNET Experiments 

support the accuracy of our proposed EMT models. The simulation results fluctuated 
because of queue delay or packet lost experienced in the simulations. Finally, we can 
predict that the MASAM always performs better than the SNMPv3 in every AEC. 

In order to obtain more realistic results, we normalised the weight of each AEC 
(results in table 1) based on the frequencies of related types of attacks/misuses 
detected in 2006, according to the latest survey report on computer crime [7]. For 
further evaluation of the EMT, the frequency f  of events (how many seconds passed 
before a new event occurred) should also be considered. We derived two equations 
based on formulas (3.1) and (3.2), the calculated results from table 1 and the 
normalised AEC weights and the event frequency, as λ MASAM = 2458N f*  and λSNMP = 3113N f* . 
Adopting these equations, figure 3 presents the traffic cost comparison between the 
MASAM (on the left) and SNMP (on the right) where the number of MDs range from 
1000 to 9000 and the frequencies of AECs range from 30sec to 2sec. 

The figure shows that the total management traffic generated by the MASAM is 
close to half that of SNMP. This finding implies that, when the frequency of events is 
growing, the MASAM approach can provide a higher chance of survival to the entire 
network by reducing management PDUs and their exposure to a security attack. This 
is especially true if the scale of the managed networks is large and has high latency. 
Another implication is that the MASAM approach offers a higher opportunity to 
manage today’s wireless network due to less bandwidth consumption offered even if 
the event frequency is higher. 
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(a) Traffic Comparison with Normalised AEC Weight (MASAM Approach)
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Fig. 3. Traffic Cost Comparisons based on the Calculated Result from the EMT Models (with
Normalised AEC Weight) Against the Frequency of AECs 

5.2   Traffic Evaluation Focus on the Manager and Managed Device 

By reusing part of formula (3.1), we formulate the total traffic generated by the 
manager for managing a general event with the MASAM approach as follows: 

 
MASAM
Mgr X
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A

S 0
  (4.1) 

With the SNMP approach, we simply reuse formula (2.2) and then generalise it 
based on our assumptions mentioned above. Figure 4 shows the comparison focusing 
on the traffic cost generated by the manager, where the number of MDs involved 
ranges from 1000 to 9000 and the frequency of AECs ranges from 30sec to 2sec. The 
MASAM approach can reduce the large amount of traffic cost generated by the 
manager even if the frequency of events tends towards being extremely high. When 
the size of managed network grows, the MASAM approach can effectively protect the 
manager from rigorous resource consumption and traffic congestion on its network 
interface. We can therefore also argue that the performance of the manager in security 
event management will be significantly improved when employing the MASAM. 
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Considering the traffic generated by a MD, with the MASAM approach, it can be 
counted from the agent migrations from this node to another and the messages sent by 
the arriving MA or the ERA. By reusing part of formula (3.1), we formulate the total 
traffic generated by a MD for managing a general event as (4.2), while, for the SNMP 
approach, we simply reuse formula (2.3). Figure 5 shows the traffic cost generated by 
a MD, where the event frequencies range from 30sec to 2sec. Although some 
literatures, such as [8], argued that the MANM is just a “fair” approach that ships 
processes and traffic from the manager to the MDs side, the figure shows interesting 
results that the MASAM approach can even slightly reduce a certain amount of traffic 
generated by each MD when dealing with security event management. Finally, we can 
argue that the MASAM framework can benefit not only the network manager but also 
the MD side in terms of traffic generated. 
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Traffic Cost Comparison on the Management Manager
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Fig. 4. Traffic Cost Comparison between
MASAM and SNMP on the Manager Side 

Traffic Cost Comparison on a Managed Device (MD)
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Fig. 5. Traffic Cost Comparison between 
MASAM and SNMP on a Managed Device 

5.3   Scalability Implications Focus on the Number of Managers 

The above evaluation results indicate that the number of MDs ( N ) involved and the 
frequency of events ( f ) will be significant factors, as a linear function (for MDs) and 
an exponential function (for frequency) respectively, that affect the volume of 
management traffic of the entire network (λ), the manager (λMgr) and the MDs (λ Dev ). 
On the other hand, for managing a large scale network, the network should be split 
into several management domains and managed by different network management 
nodes. Thus, the strategy for management domain deployment is crucial and the most 
important parameter is the number of managers to be employed. Based on our EMT 
models, when N  and f  are fixed, the formulas show that a change of the number of 
managers employed will not affect the total traffic cost on the entire network nor the 
traffic generated by each MD if the management domains are not overlapped. With 
the MASAM approach, the traffic load (packets sent and received) on a manager 
(ξ

MASAM

Mgr ) can be formulated as (5.1). Due to the polling-based paradigm of SNMP, in 
which all management traffic is either sent from or received by the manager (see 
figure 1), the formula representing the load on the manager with the SNMP (ξ

SNMP

Mgr ) is 
the same as the total traffic cost of the entire network, i.e. ξ

SNMP

Mgr = λSNMP .  
Considering a network with 100,000 MDs, figure 6 shows the total traffic load on 

each manager for managing this network, where the number of network managers 
employed ranges from 100 to 10 and the frequency of events is 15sec. The results 
show that the MASAM approach can effectively reduce the load on each manager 
employed even when only 10 managers employed, where each manager will manage 
up to 10,000 MDs. Therefore, we can argue that the MASAM framework also 
provides better scalability in terms of number of managers employed. Furthermore, 
when managing such kind of enterprise networks globally interconnected through the 
Internet, the evaluation results also imply that the MASAM approach has a higher 
chance of survival. This is because the MASAM framework can significantly reduce 
the management traffic generated and the number of management domains to be 
divided. Thus, it simplifies the design of management systems and may also reduce 
the number of security flaws caused by design complexity or human mistakes. 
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Fig. 6. Traffic Load Comparison on Each Manager when Managing 100,000 MDs 

6   Conclusion 

In this paper, we discussed our proposed event management traffic models. The 
derived formulas are validated by the results obtained from a corresponding set of 
OPNET simulation experiments. The formulas were then utilised to evaluate the 
performance of the MASAM framework based on the four AECs. The evaluation 
focused on the traffic implications of how the MASAM and SNMP approaches deal 
with network security event management. Positive evaluation results on both 
performance (focused on the entire network, the manager and the MDs) and 
scalability (focussed on the number of MDs, frequency of events and the number of 
network managers) have been obtained and we conclude that the MASAM framework 
is an effective approach for achieving high performance network event management 
and also improves scalability when compared to the SNMPv3. 

Future work will involve further experiments and evaluations focussing on delay 
and internal process overheads which are another set of crucial parameters for 
performance and scalability. A new set of prototyping-based experiments and detailed 
simulation of the MASAM framework will be developed and deployed in order to 
obtain additional results. After the MASAM has been fully evaluated and optimised, 
the ultimate step of this research is to convert our philosophy into a new network 
management standard based on MA technology. 
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Abstract. This work design and implement a User-oriented Handoff Control 
Framework (UHCF) comprising Wireless Sensor Networks, SIP and VoIP. A 
two-stage strategy is proposed to support user-oriented handoff. The strategy is 
to detect and collect user’s location information, and determine whether user-
oriented is triggered. If a user-oriented handoff is triggered, then a progressive 
VoIP session is switched smoothly from the old to the new host with the user’s 
mobility. We also implement User-oriented Handoff Control Framework 
(UHCF) to a SIP-based VoIP system. Implementation results show that the 
UHCF with SIP-based VoIP service has deployed successfully by wireless 
sensor networks, and the system can efficiently assist user-oriented handoff 
with VoIP service. 

Keywords: User-oriented, Handoff protocol, Voice over IP, Session Initiation 
Protocol. 

1   Introduction 

Host-oriented handoff has been widely discussed in past decade [1, 2, 3]. In this 
paper, we proposed a User-oriented Handoff Control Framework (UHCF). The major 
difference between two kinds of handoff is the handoff starter. As the name applied, 
Host-oriented handoff is triggered by host, accordingly User-oriented handoff is 
triggered by users. The detail of User-oriented handoff is defined as follows. When 
the user moves to another terminal, the session in use is switched to a new terminal 
device with the user. The distinguishing characteristic of the user-oriented handoff is 
that the session switches with the position of mobile users on anytime and anywhere. 
Fig. 1 depicts user-oriented handoff situation. In the figure, three User Agents (UAs) 
represent different terminal hosts, supporting lower-layer mobility services such as 
Mobile IP, in which UserA is moving between the coverage areas of these UAs. While 
UserA is moving to UA3, the user-oriented handoff is triggered automatically. 
Furthermore, the primitive conversation in UA1 is smoothly switched to UA3. 
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This study attempts to solve the following challenges of user-oriented handoff. 

 The user-oriented handoff mechanism is determined by the locations of the user 
and the host. If a user-oriented handoff is triggered, then a progressive VoIP 
session is switched smoothly from the old to the new host with the user’s 
mobility. Hence, detecting and collecting user location, and making handoff 
decisions. Additionally, since handoff procedure consumes significant system 
and network resources, avoiding redundant handoffs is also important. 

 To implement a user-oriented system with SIP-based VoIP service. The system 
can support re-establishing the session quickly at both ends, minimizing the 
packet loss rate and preventing packets from falling out of sync are also 
significant issues. 

Section 2 introduces the proposed User-oriented Handoff Control Framework 
(UHCF). Section 3 presents system implementation with UHCF and results. Section 4 
draws conclusions. 

 

Fig. 1. The illustration of user-oriented handoff situation 

2   The Overview of Proposed User-Oriented Handoff Control 
Framework 

The UHCF is performed in two schemes, (i) User-Oriented Handoff Detection 
(UOHD) and (ii) Fast Session Re-establishment (FSR). Table 1 defines UOHD 
terminologies in this scheme. In UOHD, three handoff detection modes based on 
power constraint and scalability challenges are proposed, such as (i) User Agent 
Assistant Mode (UA2M), (ii) Mobility Agent Assistant Mode (MA2M) and (iii) 
Hybrid Assistant Model (HAM). The UA using UA2M can periodically emit 
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“Detection” messages to detect and collect user’s location, and send the measured 
data to MA and LS, respectively. The UA then asks the MA about a user’s location of 
surrounding UAs. According to query results, the UA determines whether user-
oriented handoff is triggered. For this mode, the detection and collection of user’s 
location data and handoff decisions are conducted by each UA since this way can 
efficiently decrease network and MA loading. Nonetheless, UAs must be constantly 
active, and consumes substantial energy. Therefore, UA2M is not appropriate for 
power constraint appliances such as PDAs and smartphones. In MA2M, the MA 
initiates the detection and collection of user locations in MA2M. Hence, MA will 
periodically send a message to UA commencing the handoff detection procedure. 
After completing measurement, MA returns and updates the measured user’s location 
data to LS, and determines whether user-oriented handoff criteria are met. If the 
criteria are conformed, then MA transmits a trigger message to UAs to notify them 
that the user-oriented handoff procedure can be performed. The MA makes the 
handoff decision in this mode, and is therefore overloaded due to the large number of 
UAs in the network. The MA2M control procedure is given in detail as follows. HAM 
combines UA2M and MA2M, and thus overcomes the problems of power constraint 
and system overload. The purpose of Fast Session Re-establishment (FSR) scheme is 
to achieve a user-oriented handoff framework with low handoff delay for the VoIP 
service. Refs [4] and [5] demonstrate that re-INVITE lengthen the voice interrupt time 
and require manual operation, e.g., user’s URI input. To efficiently decrease the voice 
interrupt time, this work presents two fast re-establishment methods, namely (i) RS-
based 3PCC and (ii) REFER with RACK, for intra-domain as well as inter-domain 
handoff, respectively. 

Table 1. Terminology definitions of UOHD 

Terminology Description 
User A person using VoIP service and moving among 

different hosts 
User Agent (UA) A program installed in handheld devices and personal 

computers, and used to originate, receive, and 
terminate calls. 

Mobility Agent 
(MA) 

An agent that communicates between SIP components 
and non-SIP components in an SIP network, and to 
help UA to perform the handoff procedure. 

Location Server 
(LS) 

A server storing every user’s URI, preferences and IP 
address. 

3   System Design and Implementation 

This study implements a SIP softphone as shown in Fig. 2. The softphone has 
origination, termination, and call transfer capabilities. In addition, user also can 
configure the used audio device and adjust audio volume. Fig. 2(a) shows an interface 
when you make a call to other ends, in which user can choose call type such as  
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PC-to-PC or PC-to-Phone, and input destination URI that can be user name, IP 
address. While a call is incoming, an alarm window will pop as shown in Fig. 2(b), in 
which the user can choose accept, reject, or forward the incoming call. As Fig. 2(c) 
shows, if the user is to accept the call, the conversation session will be connected. 
Location detection and collection of the user adopts MTS 410 kits. Fig. 2(d) 
demonstrates Listener Sensor (LiS) and Beacon Sensor (BS). LiS is connected to the 
laptop by RS-232 line, it is to monitor beacon message sent from BS. 

4   Conclusions 

This proposed a User-oriented Handoff Control Framework (UHCF) which provides a 
handoff framework for SIP-based VoIP service based on the user perspective. UHCF 
comprises a two-stage strategy to support seamless user-oriented handoff. The first 
stage is User-Oriented Handoff Detection (UOHD), in which three handoff modes 
were considered based on system performance as well as power consumption level. 
The second stage is Fast Session Re-establishment (FSR). In addition, we implement 
User-oriented Handoff Control Framework (UHCF) with VoIP service. 
Implementation results show that the proposed User-oriented Handoff Control 
Framework (UHCF) with SIP-based VoIP service has deployed successfully by 
wireless sensor networks, and deployed system can efficiently support VoIP handoff 
based on the user’s location. 

(a) (b)

(c) (d)
 

Fig. 2. (a) Make a call, (b) Incoming call, (c) The call is successfully connected, (d) An 
demonstration of LiS and BS. 
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Abstract. The RFID system is a core technology used in building a ubiquitous 
environment, and is considered an alternative to bar-code identification. The 
RFID system has become very popular, with various strengths such as fast 
recognition speed and non-touch detection. However, there are some problems 
remaining, as the low-cost tag can operate through queries, leading to 
information exposure and privacy encroachment. Various approaches have been 
used to increase the security of the system, but the low-cost tag, which has 
about 5K~10K gates, can only allocate 250~3K gates to security. Therefore, the 
current study provides a reciprocal authentication solution that can be used with 
low-cost RFID systems, by splitting 64 bit keys and minimizing calculations. 
Existing systems divided a 96 bit key into 4 parts. However, the proposed 
system reduces the key to 32 bits, and reduces communications from 7 down to 
5. To increase security, one additional random number is added to the two 
existing numbers. The previous system only provided XOR calculations, 
however in the proposed system an additional hash function was added. The 
added procedure does not increase effectiveness in terms of the XOR 
calculation, but provides more security to the RFID system, for better use over 
remote distances.  

Keywords: RFID, Mutual Authentication. 

1   Introduction 

With the advent of the ubiquitous environment, the use of RFID is increasing. RFID 
stands for Radio Frequency IDentification; it is a type of identification technology 
that will replace barcodes. An active tag has its own power source and a passive tag 
receives power from the reader. The price of an active tag is high due to its remote 
identification and high capabilities, hence the low-cost passive tag is generally used. 
However, the low-cost passive tag is easily activated by queries from the reader, 
which exposes it to privacy encroachment problems caused by user and product 
information, stored in the tag. To solve this problem, various researches, such as using 
hashed IDs instead of proper IDs, using random numbers, or using hash functions, 
have been carried out. However, while a hashed ID value can provide ID integrity, it 
can be traced because it is a fixed value. Also, random numbers carry the problem of 
attaching the random number generator(R.N.G.). Although the hash function method 
is the safest, since only 250~3K out of the 5K~10K gate can be allocated for security, 
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a lighter approach is necessary. Therefore, methods to produce random numbers from 
the reader or database, to reduce hash function numbers, and to use simple algorithms 
for lightness are under research. Also, authorized subjects share an authentication 
value for mutual authentication, and check legitimacy through key values. 

Therefore, this study uses random numbers and safely shared authentication 
values to verify the authenticity of each object. Also, the proposed method uses 
simple algorithms(XOR, OR) to be realistically used in low-cost RFID systems. The 
extended method uses hash functions to provide integrity, which could not be 
provided in the proposed method. 
The new procedure is introduced based on existing procedures. Chapter 2 deals with 
security risks and requirements related with RFID systems. Chapter 3 studies previous 
RFID security models and chapter 4 illustrates the design of the proposed system. 
Chapter 5 analyzes solutions for requirements discussed in chapter 2, and chapter 
provides conclusions and directions for future research. 

2   Security Threats and Requirements 

A RFID system consists of a tag, reader, and database. User or item information is 
sent to the database after the tag receives power from the reader. After authorization, 
the database compares the tag information and stored information, and sends 
authorization data to the tag. For this procedure to be processed properly, fabrication 
of data transfer must be prevented. However, the communication channel between the 
tag and reader is wireless, thus exposed to third parties. Therefore, this chapter deals 
with the security risks associated with the RFID system and security requirements to 
solve these issues. 

2.1   Security Threats 

RFID is vulnerable to various forms of attack because it uses radio frequencies. 
Therefore, we must look at various forms of attack in RFID usage and solutions to 
counter these problems. The following describes various security threats associated 
with the RFID system. 

▪ Man-in-the-Middle Attack : An illegal third party acquires the data being sent 
from the tag and reader, then copies and modulates the data, which might result in the 
illegal user obtaining authentication. (Ed-meaning changed, confirm as intended) 

▪ Traffic Analysis : This is a process in which data, acquired from eavesdropping, 
is compiled to guess the next session's value or acquiring essential values. (Ed-please 
clarify this, its not clear what you are referring to) The data transfer traffic of each 
session must not be uniform, and random variable values should be used to prevent 
third party users from analyzing the data. (Ed-original slightly unclear, confirm as 
intended) 

▪ Replay Attack : This form of attack re-sends data acquired through eavesdrop-
pping to induce or acquire essential values. When identical or essential values are 
exposed by the tag during the re-sending process, tracking problems may arise and 
privacy may be encroached upon. Therefore changing values should be used in 
communication to prevent replay attack. 
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▪ Tracking Attack : One of the most serious privacy problems of RFID is that if a 
set value is exposed during each session, the privacy of the user may be encroached 
upon even if it is not possible to locate his exact location. To counter this form of 
attack, changing random numbers or time stamps should be used. 

2.2   Requirements 

To solve the aforementioned security threats, the following requirements should be 
provided. 

▪ Authentication : All components of the system should go through an authen-
tication process. RFID is comprised of a tag, reader, and database. Each part should 
provide authentication to each other. The tag should send secret values, which have 
been previously agreed upon, to each component, to become authorized. 

▪ Anonymity : Even if data is acquired from a tag, it should not be trackable to a 
tag. If identification values are set, anonymity cannot be guaranteed. Therefore 
essential values should not be exposed and different values should be used to send 
data.  

▪ Integrity : Since data is sent through a radio channel, illegal users can copy and 
modify data. To solve this problem, data should be encrypted for integrity. Passive 
tags have little power and calculation skills. This allows them to use formulas to 
prevent data copying and modification. 

▪ Confidentiality : Values used in the security protocol should not be exposed and 
only authorized users may share them. All components should share a secret value to 
authenticate each other. In order to provide confidentiality, a third party should not be 
able to access the secret value, and the security protocol should be protected based on 
this confidentiality.  

▪ Efficiency : Although efficiency is not included in the security requirements, 
passive tags require hash formulas or XOR calculation. Passive tags require 
applicable security measures, and therefore require efficiency. 

The security threats noted above require solutions. These solutions will provide 
adequate privacy protection. 

3   Related Works 

Many studies are being conducted in the RFID field on securing privacy. Hash 
formulas are usually used to increase security, but LMAP, M2AP, and EMAP 
procedures provide security using simple operations. By dividing the 96 bit key into 4 
parts to be used as separate keys, and by refreshing the key value and message each 
session, the user can be protected from location tracking and re-transmission attacks. 
The current chapter deals with existing procedures. 

3.1   LMAP(Lightweight Mutual Authentication Protocol) 

This method can provide security, using only 300 gates. After the 96 bit key is 
divided into 4, 4 messages are produced, of which the reader sends A, B, C messages 
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to the tag. To provide authentication, the tag replies with a D message, in accordance 
with messages A, B, and C[4]. However, there are risks of data forgery and 
fabrication during transfer. If the final session is concluded irregularly, the IDS and 
key values are not refreshed, thereby exposing identical values, which make location 
tracking possible. 

▪ Message generation process 
    A=IDStag(i)⊕K1tag(i)⊕n1             B=(IDStag(i)∨K2tag(i))+n1 
    C=IDStag(i)+K3tag(i)+n2              D=(IDStag(i)+IDtag(i)))⊕n1⊕n2 
▪ Key renewal process 
    IDStag(i+1)=(IDStag(i)+(n2⊕K4tag(i)))⊕IDtag(i) 

      K1tag(i+1)=K1tag(i) ⊕n2⊕(K3tag(i)+IDtag(i)) 
    K2tag(i+1)=K2tag(i) ⊕n2⊕(K4tag(i)+IDtag(i)) 

K3tag(i+1)=(K3tag(i) ⊕n1)+(K1tag(i)⊕IDtag(i)) 
K4tag(i+1)=(K4tag(i) ⊕n1)+(K2tag(i)⊕IDtag(i)) 

3.2   M2AP(Minimalist Mutual Authentication Protocol) 

This method uses the same 300 gates as the LMAP method but has an additional E 
value to add more security in database authentication than the LMAP method[5]. It is 
efficient in that it uses some calculations for authentication, but cannot provide 
integrity since it does not use hash formulas or encryption algorithms. If the final 
session is concluded irregularly, the IDS and key values are not refreshed, thereby 
exposing identical values, which make location tracking possible. 

▪ Message generation process 
    A=IDStag(i)⊕K1tag(i)⊕n1             B=(IDStag(i)∧K2tag(i))∨n1 
    C=IDStag(i)+K3tag(i)+n2              D=(IDStag(i)∨K4tag(i)))∧n2 
    E=(IDStag(i)+IDtag(i))) ⊕n1 
▪ Key renewal process 
    IDStag(i+1)=(IDStag(i)+(n2⊕n1))⊕IDtag(i) 

      K1tag(i+1)=K1tag(i) ⊕n2⊕(K3tag(i)+IDtag(i)) 
    K2tag(i+1)=K2tag(i) ⊕n2⊕(K4tag(i)+IDtag(i)) 

K3tag(i+1)=(K3tag(i) ⊕n1)+(K1tag(i)⊕IDtag(i)) 
K4tag(i+1)=(K4tag(i) ⊕n1)+(K2tag(i)⊕IDtag(i)) 

3.3   EMAP(Efficient Mutual Authentication Protocol) 

This method is a more efficient method than the LMAP and M2AP methods, in that it 
provides security with 150 gates[3]. Here, the 4 keys, which have been divided from 
message E, produce the XOR algorithm sigma value (K1⊕K2⊕K3⊕K4) and provide 
a more accurate way of authentication. The 96 bit ID can be divided into two, 
resulting in the use of a 1~48 bit ID and a 49~96 bit ID, which results in the use of 2 
identification values. By inputting the key value into the formula, the safety of the 
system is enhanced. This method is more effective than the two previously mentioned 
systems, and can provide security within close ranges. However it can be exposed to 
3rd party tapping, message fabrication or forgery over long ranges. 
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▪ Message generation process 
      A=IDStag(i)⊕K1tag(i)⊕n1             B=(IDStag(i)∧K2tag(i))∨n1 
      C=IDStag(i)+K3tag(i)+n2              D=(IDStag(i)∨K4tag(i)))∧n2 
      E=(IDStag(i)∧n1∨n2)⊕IDtag(i)⊕i=1

4 Kitag(i) 
▪ Key renewal process 

      IDStag(i+1)=(IDStag(i)+(n2⊕n1))⊕IDtag(i) 

       K1tag(i+1)=K1tag(i) ⊕n2⊕(K3tag(i)+IDtag(i)) 
      K2tag(i+1)=K2tag(i) ⊕n2⊕(K4tag(i)+IDtag(i)) 

K3tag(i+1)=(K3tag(i) ⊕n1)+(K1tag(i)⊕IDtag(i)) 
K4tag(i+1)=(K4tag(i) ⊕n1)+(K2tag(i)⊕IDtag(i)) 

4   Proposed Protocol 

Previous methods used 4 keys, which are sections of the 96 bit key ID, for 
authentication, and the reader produced 2 random numbers for security. This method 
divides the 64 bit ID into 2 keys, thereby increasing the keys used by 8 bits, lowering 
the overall key size by 32 bits, and increasing efficiency by producing only 1 random 
number. The existing algorithms (XOR, OR, AND, ADD) in previous systems can 
provide security within short ranges. However since there are risks of tapping, 
message forgery and fabrication, security must be enhanced. The proposed method 
uses key partition and light algorithms for security, which are similarly used in 
previous methods, but reduces the size of the key and number of random numbers 
produced for efficiency. However, since there are risks of forgery and fabrication 
associated with light algorithms, unilateral hash functions were added for integrity. 
This chapter provides methods for security, while satisfying the above requirements. 

4.1   Parameters 

The parameters for the proposed protocols. 
▪ Ki  : i-th key value(i=1, 2) 

▪ ID : Tag’s unique ID 

▪ metaID  : Hashing ID H(ID) 
▪ r  : Random number 

▪ 1V  : First various value rK ∨1  

▪ 2V  : Second various value rK ∨2  

▪ 1Kr  : First XOR operate value with key value and random number, rK ⊕1  

▪ 2Kr  : Second XOR operate value with metaID  and 1V , 1VmetaID ⊕  

▪ 3Kr  : Third XOR operate value with tag’s ID  and 2V , 2VID ⊕  

▪ 1H  : First hash value with metaID  and 1V , )||( 1VmetaIDH  

▪ 2H  : Second hash value with ID  and 2V , )||( 2VIDH  

▪ )(H  : One-way hash function 

▪ ⊕  : Exclusive OR function 
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4.2   Proposed Protocol Summary 

The proposed method uses key partition and random numbers, as used in LMAP, 
M2AP, EMAP methods, but reduces the 96 key to a 64 bit key and the number of 
random numbers from 2 to 1 for added efficiency. Existing methods may take a long 
time over a total of 7 passes, where the proposed one goes to 5 passes to save time. 
While efficiency and time were enhanced, the actual length of the key used is 
increased from 24 bits to 32 bits, which enhances security. Hash functions are used to 
provide security in long range communications, to prevent active attackers from 
encroaching upon the system and provide integrity. This chapter discusses ways to 
prevent safety threats and satisfy requirements. 

4.3   Proposed Protocol 

The proposed method can be used on the low-cost RFID system, provide security 
through XOR and OR algorithms, and divides the 64 bit key into two. The system is 
32 bits smaller than previous systems and uses a key that is 8 bits larger, which results 
in increased storage space efficiency and enhanced security. 

 

Step 1. To initiate the communications session, the reader produces the random number 
r from R.N.G and divides the 64 bit key into two. The first key K1 of the 1~32 bits uses 
an XOR algorithm with random number r, and the result Kr1 is sent to the tag. 
Step 2. The tag receives Kr1 from the reader and uses an XOR algorithm with the 
tag's K1 to acquire r. The tag uses an OR algorithm with the acquired r and K1 to 
produce V1, and sends Kr2, a value produced from the XOR algorithm between 
metaID and V1, to the reader. 
Step 3. The reader receives Kr2 from the tag, connects the initial r with Kr2, then 
sends them to the database. 

 

Fig. 1. Proposed protocol 
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Step 4. The database conducts an OR algorithm on the received r and K1 to produce 
V1’, and conducts an XOR algorithm with the received Kr2 and V1’ to produce the 
metaID. If the received metaID’ is identical to the metaID, which the database contains, 
the database authenticates the tag, and acquires an ID for the metaID. V2 is acquired 
through the OR algorithm between K2 and r, and the acquired ID is run through an 
XOR algorithm to produce Kr3, which is then transmitted to the reader. 
Step 5. The tag receives the Kr3, then produces V2’ by running an OR algorithm with 
K2 and r, then uses the XOR algorithm with Kr3 to acquire the ID’. If the acquired 
ID’ is identical with the tag's ID’, the database is authenticated, and reciprocal 
authentication is provided. 

4.4   Proposed Extended Protocol 

The proposed method uses XOR and OR algorithms, and is therefore safe from 
passive attacks. However, it cannot provide security against active attacks, in which 
messages are forged or fabricated during message transfer. Therefore, the proposed 
extended method uses hash functions to prevent breaches from active attacks. 
 

Step 1. To initiate the communications session, the reader produces a random number 
r from R.N.G and divides the 64 bit. The first key K1 of the 1~32 bit uses the XOR 
algorithm with random number r, and the result Kr1 is sent to the tag. 
Step 2. The tag receives Kr1 from the reader and uses the XOR algorithm with the 
tag's K1 to acquire r. The tag uses the OR algorithm with the acquired r and K1 to 
produce V1, and sends Kr2, a value produced using the XOR algorithm between 
metaID and V1, to the reader. 

 

Fig. 2. Proposed extended protocol 
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Step 3. The reader receives Kr2 from the tag, and connects the initial r with Kr2, and 
sends them to the database. 
Step 4. The tag uses the XOR algorithm between the tag's K1 and the received Kr1 to 
produce r. By conducting an OR algorithm between the tag's K1 and the acquired r, 
V1 is produced. Then this is run through an XOR algorithm with the tags metaID to 
produce Kr2. For data integrity, the metaID and V1 are hashed to produce H1. Then the 
Kr2 and H1 are sent to the reader. 
Step 5. The database runs an OR algorithm on the received r and K1 to produce V1’. 
Then the metaID’ is acquired by running an XOR algorithm with the transferred Kr2 
and V1’. If the database has a metaID that is identical with metaID’, an ID for the 
metaID is acquired. The metaID’ and V1’ are hashed to produce H1’. If this is 
identical with the transferred H1, integrity is authenticated. To produce an 
authentication result, the database runs an OR algorithm on K2 and r to produce V2, 
and the H2, which was hashed between the ID and V2, is sent to the reader. 

5   Analysis 

The proposed method analyzes whether the security requirements, discussed in 
chapter 2, can be satisfied. The LMAP, M2AP, EMAP methods, which were analyzed 
in 2006 as low-cost RFID systems, are compared with the proposed method. 
Although the proposed extended method is not as efficient as previous methods, it can 
be used to enhance the security of the RFID system, once the tag algorithm 
capabilities are enhanced. This chapter compares existing methods with the proposed 
method. 

5.1   Security Threat Measures 

The proposed method can solve the security threat related problems mentioned in 
chapter 2. There are 4 kinds of security threats, eavesdropping, man-in-the-middle-
attack, replay attack, and tracking attack. The proposed method can overcome these 
problems. 

▪ Eavesdropping : A third party could tap into the data transfer, since it uses a 
wireless channel, but important values cannot be acquired because of the use of XOR 
and OR algorithms. 

▪ Man-In-The-Middle-Attack : The proposed extended method uses hash functions 
to provide integrity. However, the proposed method only uses XOR and OR 
algorithms, which make it susceptible to 3rd party data forgery and fabrication. 

▪ Replay Attack : The system is safe from re-transfer attacks because it uses 
changing random numbers during communication. 

▪ Tracking Attack : A new random number is produced for each session, and  
the random number is run through an OR algorithm with the key value, to produce V1 

 and V2. Since V1 and V2 change each session, the system is safe from location  
tracking. 
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Table 1.  Analysis according to security threats and requirements   

 LMAP M2AP EMAP Proposed 
protocol 

Proposed 
extended 
protocol 

* * * O O 
Eavesdropping IDS 

exposure 
IDS 

exposure 
IDS 

exposure 
Random 

Number use 
Random 

Number use 
X X X X O 

MITMA Data 
forgery 

possibility 

Data 
forgery 

possibility 

Data 
forgery 

possibility 

Data forgery 
possibility 

Data forgery 
impossibilit

y 
O O O O O 

Replay Attack Update 
key 

Update key Update key 
Random 

Number use 
Random 

Number use 
O O O O O Tracking 

Attack Update 
key 

Update key Update key 
Random 

Number use 
Random 

Number use 
* * * * O 

Mutual 
Authentication 

When 
data forge 
impossibil

ity 

When data 
forge 

impossibilit
y 

When data 
forge 

impossibilit
y 

When data 
forge 

impossibilit
y 

Data forgery 
impossibilit

y 

* * * O O 
Anonymity IDS 

exposure 
IDS 

exposure 
IDS 

exposure 
Random 

Number use 
Random 

Number use 
* * * O O 

Confidentiality IDS 
exposure 

IDS 
exposure 

IDS 
exposure 

K1, K2, ID, 
metaID 

K1, K2, ID, 
metaID 

X X X X O 

Integrity Data 
forgery 

possibility 

Data 
forgery 

possibility 

Data 
forgery 

possibility 

Data forgery 
possibility 

Hash 
function use 

O O * O X 
Efficiency ⊕, ∨, ∧, + ⊕, ∨, ∧, + 

⊕, ∨, ∧, +, 
f( ) 

⊕, ∨ 
⊕, ∨ 
H( ) 

5.2   Requirements Measures 

This chapter analyzes and provides solutions to the security requirements mentioned 
in chapter 2. The current chapter analyzes how the solutions are satisfied. The 
calculation tools of the components and frequency of usage of these tools are 
analyzed to see if they are efficient. 

 
▪ Authentication : The proposed method is safe from passive attacks, but may be 

vulnerable to active attacks. If the attacker forges or fabricates the data, a legitimate 
user may be rejected. However, the proposed extended method utilizes hash function 
values to prevent forgery and fabrication, and provides mutual authentication. 
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▪ Anonymity : The tag's ID and key value are random numbers, anonymity is 
achieved even if an illegal user acquires these values. 

▪ Integrity : The proposed method is used to respond to passive attacks and data 
forgery and fabrication. However, the proposed extended method uses hash functions 
to check the forgery and fabrication of transferred data and provide integrity. 

▪ Confidentiality : The tag's ID and 64 bit key value are only shared between 
legitimate subjects, and confidentiality is provided through light algorithms and hash 
functions. 

▪ Efficiency : The method uses unilateral hash functions rather than complicated 
encryption algorithms, considering the limited calculation and storage capabilities of 
the passive tag. These hash functions must have a small number of calculations, and 
random numbers are produced by the R.N.G, which is attached to the reader. 

6   Conclusions 

The RFID system, a core technology of the ubiquitous environment, can be easily 
activated with a reader signal. This exposes it to data encroachment and privacy 
invasions. Therefore, the current method divides the 64 bit key into two parts and uses 
random numbers and count values to provide security. Since the proposed method 
does not expose the key and identification values through XOR and OR algorithms, it 
is safe from passive attacks. However, since it is not safe from active attacks, in 
which data is forged and fabricated, the proposed extended method uses hash values 
to counter such attacks. The XOR algorithm results are appended to the hash value 
during transfer, which prevents forgery or fabrication. However, it might be difficult 
to apply it to current low-cost RFID systems. Low-cost RFID systems have a 5K~10K 
gate and only a 250~3K gate can be allocated to security. Therefore, the hash function 
must be light, and further study should be conducted to find ways to provide sufficient 
security. By finding a compromise between lightness and security, privacy invasion, 
the biggest problem associated with the RFID system, can be solved, and a solid 
foundation for popular adoption of RFID systems can be established. 
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Abstract. This paper proposes an efficient approach for managing the security 
in WSN. Our approach uses the notion of public key cryptography in which two 
different keys are used for encryption and decryption of data. Our analysis and 
performance evaluations show that, our approach is viable with the specifica-
tions of today's Berkley/Crossbow MICA2dot motes.  

1   Introduction 

Among several public key (PK) schemes proposed for wireless sensor networks 
(WSNs), Elliptic Curve Cryptography (ECC) based algorithms have a proven and 
acceptable performance for low-powered sensor nodes [1]. However, the use of cer-
tificates in such a scheme consumes a huge amount of bandwidth and power. Consid-
ering the constrained resources of sensors, here we propose an efficient PK-based 
security scheme for WSN. Our analysis and simulation results show that our scheme 
demonstrates good performance for the current generation sensor nodes. 

2   Network Assumptions and Preliminaries 

The BS is a trusted entity and cannot be compromised in any way. The sensors de-
ployed in the network have resources like modern era sensors (e.g., MICA2 motes 
[2]). Once the sensors are deployed over the target area, they remain relatively static.  

The pseudoinverse matrix or generalised inverse matrix [3] has a very nice 
property that could be used for cryptographic operations. It is well known that, a 
nonsingular matrix over any field has a unique inverse. For a general matrix of 
dimension nk × , there might exist more than one generalized inverse. This is 

denoted by, =),( nkM {A: A is a nk ×  matrix}. Let, ),( nkMA∈ . If there exists 

a matrix ),( knMB ∈  such that, AABA =  and BBAB = , then each of A and B 

is called a generalized inverse matrix (or pseudoinverse matrix) of the other.  

                                                           
*  This paper was supported by ITRC and MIC. 



504 A.-S. Khan Pathan et al. 

3   Our Proposed Scheme 

The first part of our scheme is the key handshaking process and the second part is 
used for confidential and authenticated data transmissions between two nodes. 

Key Handshaking between any Node and Base Station: Let in be a node in the 

network and S  be the base station (BS). To derive a shared secret key between the 

node in  and the BS, the following operations are performed: 

1. Node in  randomly generates a matrix X with dimension nm × and its 

psedoinverse matrix, gX . These matrices are kept secret in the node. 

2. in  calculates XX g and sends it to the base station S . 

3. In turn, S  randomly generates another matrix Y (dimension kn× ), and finds 

out its pseudoinverse matrix gY . These matrices are also kept secret in the BS. 

4. S calculates XYX g  and gg XYYX . Then it sends the resultant to in . 

5. Upon receiving the products of matrices from S , in  calculates, 

ggg XYYXYYXX = and sends it back to the base station. 

6. Now, both in  and base station S  can compute the common secret key. in  gets 

it by calculating XYXYXX g =)(  and the base station gets it by calculating 

XYYXYYg =)( . Both of these outcomes are the same matrix (dimension km× ). 

Our mechanism ensures that, the individually calculated keys are same and this 
common key is used for encrypting the messages in the network. The derived com-
mon key could be used for node to BS or BS to node secure communications. 

Encryption and Decryption of Data for Node-to-Node Communications. The 
main module in secure node to node communications is a central key generator 
(CKG) which is located at the base station. The CKG helps any node in the network 

to decrypt the received encrypted messages from other nodes. If a node in  wants to 

send message securely to another node jn , it uses the key that it has derived using 

the key handshaking process. Say for example, the encrypted message sent from in  

to jn  is )(MEXY . Here, M is the message sent from the sender to the receiver. 

XYE  means the message is encrypted with the key XY  which is actually the 

shared secret key between the base station and the sender in . Upon receiving the 

encrypted message, jn  places its own identity and the identity of the sender to the 

CKG. In turn, CKG generates a decryption key and transmits it to jn  encrypting it 

with the secret shared key that it has with jn . As the CKG in the base station has 



 Security Management in Wireless Sensor Networks with a Public Key Based Scheme  505 

prior knowledge about the shared secret keys of both the nodes, it uses that knowl-
edge to generate the decryption key. Now, 

jn  first decrypts the encrypted message 

with its shared key, finds out the decryption key, and uses that key to decrypt the 
message sent from node in . 

4   Performance Evaluation and Conclusions 

To analyze the performance of our security scheme, we considered the specifications 
of MICA2dot [2] mote platform. In the key handshaking process, we have used linear 
matrix operations, more specifically matrix multiplication. The complexity of matrix 
multiplication is very low; hence it could be performed very quickly. In our shared 
secret key derivation scheme, total number of bits passed is, 

mnknnn +++ )(2 )2( mknn ++=  bits. All the calculations here are linear and 

can be performed very easily. In the first part, for key handshaking we use public 
channel for message transmissions. However, capturing the messages like XX g

, 

XYX g
, 

gg XYYX and 
gXYY  could not be helpful to construct the locally computed 

secret shared key XY . A potential attack could arise in the key handshaking process 
between a node and the BS, if there exists any sort of identification problem of the 
participating entities during communications. But, this threat is completely eliminated 
in our case because; (a) the base station is a trusted entity and could not be compro-
mised in any way and (b) the ids of the communicating nodes are checked by the BS 
before further communications. In the second part, when the receiver node requests 
for the corresponding decryption key, the key is not sent as a plain message, instead it 
is encrypted with the shared secret key of the receiver. So, in no way, any adversary 
can get the decryption keys for a particular sender-receiver pair.  

We compared our shared key derivation scheme with Diffie-Hellman’s scheme [4]. 
We found that, to achieve a security level (complexity) of 3.492 in D-H scheme, a key 
size of 200 bits is needed. On the other hand, to achieve almost the same level secu-
rity (1/probability) of 482 , 48 bit key is required in our scheme. Likewise, to get secu-
rity of 3.592 , 4.672 , and 4.742 in D-H scheme, 300, 400, and 500 bit keys are required 
respectively. On the other hand, to get security of 602 , 702 , and 752 in our approach, 
75, 84, and 105 bit keys are required respectively. In this analysis, the sizes of p in 

bits for D-H scheme are 200, 300, 400, and 500 respectively. For our approach, 
),,( knm are (4,8,12), (5,9,15), (6,11,14), and  (7,12,15) correspondingly. Figure 1(a) 

shows the level of security to be achieved with required size of the keys in our ap-
proach and in D-H scheme. Here in all of these cases, our approach needs keys with 
much less size than that of D-H scheme. In the figure, along the x-axis we have 
shown the values of the exponent of 2  to plot the security level for various key sizes. 
That is, in the figure, a value say, 48 along the x-axis indicates 482 . 

The amount of traffic carrying the key related information is also dependent on the 
size of key. Figure 1(b) plots the key sizes versus the amount of traffic (considering 
only key related information) needed to pass through the open public channel in our 
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Fig. 1. (a) Required sizes of the key to provide almost same level of security in our key hand-
shaking scheme and D-H scheme (b) Key size versus traffic to carry key information 

entire scheme and Diffie-Hellman scheme. The data plotted here are based on the fact 
that, same (or almost same) level of security is to be ensured for both of the schemes.  

MICA2dot motes [2] are equipped with 8-bit ATmega128L microcontrollers with 
4 MHz clock speed, 128 kB program memory and Chipcon CC1000 low-power wire-
less transceiver with 433-916 MHz frequency band. According to our calculations, the 
cost of transmission of one byte is 59.2 μJ while the reception operation takes about 
half of the transmission cost (28.6 μJ). The power to transmit 1 bit is equivalent to 
roughly 2090 clock cycles of execution of the microcontroller. We considered a 
packet size of 41 bytes (payload of 32 bytes, header 9 bytes). With an 8 byte preamble 
(source and destination address, packet length, packet ID, CRC and a control byte) for 
each packet we found that, to transmit one packet 49×  59.2 = 2.9008 mJ ≈ 2.9 mJ 
energy is required. Accordingly, the energy cost for receiving the same packet is 49×  
28.6 = 1.4014 mJ ≈ 1.4 mJ. Considering the same packet size for all the network op-
erations, to set up a shared secret key with the base station each node needs (two 
transmissions and one reception) ((2×2.9)+1.4) = 7.2 mJ of energy. For node to node 
communication, the sender needs one transmission (2.9 mJ) and the receiver needs 
two receptions and one transmission (((2×1.4)+2.9) = 5.7 mJ). As a whole, the entire 
scheme could be well-afforded by the energy resources of the current generation sen-
sor nodes. Our scheme is also highly scalable, as any number of new sensors could be 
added to an existing wireless sensor network whenever needed.  
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Abstract.  We propose a greedy algorithm to investigate the problem of how to 
schedule of a set of feasible transmissions under physical interference model. 
We also consider the fairness in scheduling to prevent some border nodes from 
starvation. We evaluate our algorithm through extensive simulation and the 
results show that our algorithm can achieve better aggregate throughput and 
fairness performance than 802.11 standard.   

1   Introduction 

Recently, several works have focused on many typical problems of Wireless Mesh 
Networks (WMNs) like channel assignment, routing, scheduling [1], [2]. In literature, 
there are two main interference models in literature: protocol and physical 
interference models. The behavior of protocol interference model is similar the 
characteristic of CSMA/CA. We see that the characteristic of physical model is 
suitable with spatial reuse TDMA access scheme. Moreover, since the majority of 
traffic is transferred to and from management nodes, traffic flows will likely 
aggregate at the mesh routers close to the management nodes, which connect to the 
Internet. There is probably the starvation of the mesh client of border mesh routers. 
So, fairness must also be considered significantly. In this paper, we propose a 
heuristic scheduling algorithm using STDMA access scheme under the physical 
interference model to reach the objective of throughput improvement with fairness in 
WMNs. Simulation results show that the performance of our algorithm is significantly 
better than 802.11 CSMA/CA both in throughput improvement and fairness. 

2   System Models 

We consider the backbone of WMN modeled by a network graph ( , )G V E , where V  

is the set of nodes (mesh routers) and E  is the set of links. Each node is equipped 
with one or more wireless interface cards, referred to as radios in this paper. We 
assume there are K orthogonal channels available in the network without any inter-
channel interference. We assume the packet length is normalized in order to be 
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transmittable in a unit time slot t . We denote ( )
e

Q t the number of packets waiting to 

be transmitted on link e  by the end of time slot t , also known as queue length of e . 

Physical Interference Mode: Denoting i

j
RSS  as the signal strength of node j  

received when node i  transmits to node j , and k

j
ISS  as interfered signal strength 

received by j  from another node k  which is also transmitting, packets along the link 

( , )i j  are correctly received if and only if: 

C

i

j

k

jk V

RSS

N ISS
α

∈

≥
+∑

           (1) 

where N  is the white noise, 
C

V  is the subset of nodes in V that are transmitting 

concurrently, and the threshold α  is the constant.  

Interference graph: In an interference graph [3], a node 'v  represents for the edge e  
in network graph and the directed edge between two nodes has a weight. The weight 

value 1

2

e

ew  represents for the interference contributed by 
1

e  to 
2

e  is: 

1

2

max( , )v u

j je

e i

j

ISS ISS
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−

                                (2) 

We find the conditions to determine whether a certain set of concurrent 
transmissions on the same channel is feasible. 1) A necessary condition: The set 

1
{ , ..., }

M k
E e e E= ⊆  is feasible only if none of its edges is incident with each other 

on the same node. 2) A sufficient condition: Every receiver of all links in 
M

E  must 

have  SINR α≥ .  So, we can state the following corollary: 

COROLLARY 1. A set 
M

E E⊆ of concurrent transmission on the same channel in a 

given network graph ( , )G V E  is feasible if every vertex of the corresponding 

interference graph ' ' '( , )G V E  satisfies:   
' ' '{ }

1k

k

e

e
v V v

w
∈ −

≤∑        (3) 

 
Proof: From Eq. (1) and (2), we can easily derive the result. 

3   Scheduling Algorithm 

In this section, we present a greedy algorithm to construct a feasible schedule for a set 
of transmissions by investigating WMN in a subgraph for fairness characteristic. 
When setting schedule for a subgraph in each period, the number of high priority links 
has been reduced, so the border links can transmit with higher probability. 
Consequently, we decide to choose Minimum Spanning Tree (MST) as the subgraph 
of the network graph ( , )G V E  in our algorithm because MST has all characteristics 
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appropriate for the purpose of our algorithm. First, MST is a spanning subgraph that 
contains all vertices of ( , )G V E  so it gives an equal chance for all links incident with 

all nodes. Second, MST of a graph defines the cheapest subset of edges that keeps the 
graph in one connected component. Finally, it can be computed quickly and easily, 
e.g. Kruskal’s minimum spanning tree algorithm [5] can have the running 
time (| | log | |)O E V . It’s an important factor to reduce time complexity of our 

algorithm. The fair scheduling algorithm is as follows. 
 

1. Construct MST from network graph 
forall  1..k K=  orthogonal channels in the MST 
2. Order the set of links on the same channel k according to the decrease of queue 

lengths.  

3. Find the maximal feasible set k

ME . Beginning with the highest queue length link, 

transform next ordering links into vertices of the interference graph until there is a 
link making the interference graph unsatisfied with corollary 1.  

4. Schedule each link  in k

ME  from slot 0  to slot ( )
e

Q t .  

endfor 
 
    Finally, we have aperiodic time slotted schedules in which the set of feasible 
transmission satisfies corollary 1 in every slot. The length of a period depends on the 

link which has the maximum queue length in set k

ME , max ( )k e
Me E

T Q t
∈

=  with 

1..k K= .  And the algorithm schedules each edge e  of  k

ME  in ( )
e

Q t  time slots. 

4   Performance Evaluation and Conclusion 

We evaluate the performance of our scheduling algorithm by comparing with the 
algorithm of Alicherry, et al. [2], which uses CSMA/CA whose behavior is similar to 
protocol interference model. We have implemented our algorithm in ns-2 (ver2.28). 

The simulations are carried out for a 800×800 2m  area in which 50 nodes are placed 
randomly. We use the default transmission rates 11 Mbps to reflect realistic 802.11b 
data rates. We also use constant bit rate (CBR) over UDP and use Adhoc On-demand 
Distance Vector (AODV) as the base routing protocol. We choose Kruskal’s 
algorithm [5] to construct the MST from the network for our algorithms.  

Throughput Improvements Evaluation: We vary the number of orthogonal channels 
available from 1 to 8 and the number of radios is from 1 to 4 respectively.  From 
Figure 1, we see that our algorithm can exploit effectively the increasing number of 
channels with different number of radios. For example, as the number of channels 
goes from 1 to 8, the network throughput goes from 1.3 Mbps to 4.6 Mbps, from 2.9 
Mbps to 11.7 Mbps, from 5.8 Mbps to 16.86 Mbps and from 6.75 Mbps to 18.9 Mbps 
in case of 1, 2, 3 and 4 radios respectively. Compared with 802.11, we can see the 
average increase of our algorithm is respectively 45%, 36%, 30% and 25%. 
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Fig. 1.  Throughput Improvement Evaluation Fig. 2. Fairness Evaluation 

Fairness Evaluation: To evaluate the fairness of our algorithm and Alicherry’s 
algorithm using 802.11, we compare the aggregate throughput of nodes starting from 
the border of network towards the nodes which are near the management node. 
Therefore, the nodes are sorted with the order of increasing queue length. We also 
vary number of radios (2 and 4 radios) to show their effects on fairness evaluation. 
We choose the fixed number of orthogonal channels in the network 8K = . From 
Figure 2, it can be observed that the border nodes throughput of our algorithm is 
higher than that of 802.11. The number of nodes which are starved in case of 802.11 
is significant (nearly 20 nodes). With our algorithm, the fairness has been improved 
much when the border nodes still can transmit the data. 
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Abstract. In broadband networks, dynamic service change affects the 
management system because of the variability in time to market, transmission 
quality and transport system. Therefore, reusability and maintainability become 
the important quality factors in Network Management System (NMS). An 
aspect-oriented software development method is a feasible solution for the 
evolvability of NMS. In this paper, we propose a method to generate aspects in 
a standard management information model using Aspect Conversion and Metric 
Calculation (ACMC) algorithm. We applied it ITU-T M.3100 and evaluated it 
via the ratio of reduced redundancy in point of crosscutting concerns. 

1   Introduction 

In broadband convergence network, various services with Quality of Service (QoS) 
are required for both customers and service providers. To guarantee reusability and 
maintainability, there are a number of approaches like Component-Based Software 
Development (CBSD), Software Product Line (SPL), design pattern. However, in this 
way, as the systems evolve, crosscutting concerns would be found to be present in 
legacy object-oriented NMS. This also makes a system difficult to maintain [2]. 
Therefore, in the presence of not only the new requirements but also evolvability it is 
necessary to have to meet time-to-market and stability issues. In this paper, we try to 
present an applicability and benefits of the AOP on the request for change matters as 
applicable to the NMS.  

2    Aspects in NMS 

In broadband network, quality of service, service level agreement and 99.999% 
availability are critical requirements because it is connected to many tributary systems 
sensitively. Recently, the convergence of circuit and packet transmission is provided 
in the backbone network for multimedia services. In this environment, NMS takes 
advantage of the reusability from modularity in AOP [1][3][4]. Figure 1 shows 
aspects category in each hierarchical layer and network domains.  
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Fig. 1. Aspects category in Telecommunications Management Network 

 

Fig. 2. ACMC Sequence from GDMO definition 

3   Aspect Conversion and Metric Calculation 

Besides logging, transaction, and security concerns, redundant attributes and 
operations are defined through the standard Management Information Base (MIB). 
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Moreover, current management systems operate in the hierarchical layer architecture 
and various vertical domains. Therefore, aspects are identified as functional aspects 
within a certain management system and the relationship among network 
management systems. Figure 2 shows the sequence of ACMC algorithm. The lists of 
candidate aspects based on key words are generated aspects meta-file. During the 
generation of aspects, all metrics suite are calculated as an option. At the last step, 
aspects codes are generated from legacy object-oriented files. If the user wants 
aspects selectively, it is possible to edit and choose aspects meta-file. 

In ITU-T M.3100, there are 36 MOs with 91 conditional packages. After reducing 
the redundancy, an effectiveness of 48.4% is obtained.  

MO Cond. Pkg DIT NOC CFA NOA WOC 
networkR1 1 2 0..4l 2 2+(1) 2n 
circuitPack - 3 0..1l 1 2 3n 
equipmentR2 18 2 k 0 3+(5) 2n 
equipmentHolder 19 3 2l 0 4 4n+(7n) 
managedElementR1 13 2 10l+m 10+(3) 5+(7) 4n+ (2n) 
managedElementComple
x 

1 1 0..1l 1 2 3n+(2n) 

softwareR1 12 2 0..1l 1 1+(8) 2n+(17n) 
CTPBidirectional 4 3 0 (4) 3 5n+(19n) 
TTPBidirectional 15 7 0..1 2 2 4n+(12n) 
Total (9) 83 25 - 17+(7) 24+(21) 29n+(59n) 
Average 9.22 2.78 - 2.1(0.2) 2.7(2.3) 3.2n(6.6n) 

k: number of slot at runtime, real number of instances 
l: number of children in a specific managed object inherited from managedElement 
m: multiple children dependent on transmission capacity 
n: : fixed input parameters generated from GDMO compiler 
( ): optional or maximum value in case of including conditional packages 

Fig. 3. Estimation of reduced ratio in ITU-T M.3100 

4   Conclusion 

This paper shows an application of aspect-oriented software development method in 
NMS through the application of an algorithm of automatic aspect conversion and 
metric calculation. It provides for the elimination of redundancy in standard object-
oriented management information model and analysis for optimization of the degree 
of AOP via ACMC algorithm. We contribute to following points: the efficiency 
increase with the automatic conversion of the aspect-oriented implementation in the 
object-oriented management information model, the aspect optimization analysis by 
the automatically generated metric values, the code redundancy reduction, the 
improvement of reusability and maintainability.  
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Abstract. Standby power is the energy consumed by appliances when they are 
not performing their main functions or when they are switched off. In this pa-
per, we propose a Host-Agent based standby power control architecture in con-
text-aware home network. The proposed architecture uses the IEEE 802.15.4 
based ZigBee protocol between Host and Agent for communication and secu-
rity. We have made an experiment on according to various context-aware sce-
narios using the implemented prototype devices. 

1   Introduction 

Products that have power switches consume certain amounts of standby power. Par-
ticularly, products such as consumer electronics, office equipments and white goods, 
where the ‘standing by’ time exceeds the operation time, have high standby power 
consumption. By 2020 standby power consumption is projected to be 1/4 of the total 
household energy consumption, and the main cause of such an increase can be attrib-
uted to the home network system [1]. The IEEE 802.15.4 standard defines transmis-
sion and reception on the physical radio channel (PHY), and the channel access, PAN 
(personal area network) maintenance, and reliable data transport (MAC) [2]. ZigBee 
defines the topology management, MAC management, routing, discovery protocol, 
security management and includes the 802.15.4 portions. ZigBee is a new low rate 
wireless network standard designed for automation and controlling network. The 
standard is aiming to be a low-cost, low-power solution for systems consisting of 
unsupervised groups of devices in houses, factories and offices [3]. In this paper, we 
propose standby power control architecture in context-aware home network. This 
paper is organized as follows: Section 2 describes the Host-Agent based system archi-
tecture, context modeling and context management. Implementation results of  
proposed mechanism are presented in section 3. Finally, we give some concluding  
remarks and future works in section 4. 
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2   Proposed Standby Power Control Architecture 

Proposed standby power reduction architecture is the Host-Agent based. Where Agent 
acquires the current local context information using the various embedded sensor and 
sends this information to the Host. The Host compares this context information from 
Agent with current database and sends standby power control message to Agents. 
This architecture uses the IEEE 802.15.4 based ZigBee communication protocol be-
tween Host and Agent for context information and control message transmission. 
Also, in order to enable natural and meaningful interactions between the context-
aware home and its occupants, the home has to be aware of its occupants’ context, 
their desires, whereabouts, activities, needs, emotions and situations. Such context 
will help the home to adapt or customize the interaction with its occupants. By con-
text, we refer to the circumstances or situations in which a computing task takes place 
[4]. Context modeling is about providing a high level abstraction of context informa-
tion. The diversity of contextual information and its use in diverse domains lead to 
different ways for modeling context. We define the use of dynamic sensing informa-
tion (user, environment and system). Contextual information is modeled as  
main-value pairs called sensing information. Figure 1 shows an example of context 
modeling for standby power reduction. 

 

Fig. 1. Main-value based context modeling 

 

Fig. 2. Context-aware management architecture 
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Also, we have designed context management architecture for standby power con-
trol. A high-level view of the main components of this architecture is shown in  
Figure 2. Context gathering sensors of Agents acquire and send the sensed context 
information to Host.  Host also acquires context itself using the embedded sensors. 
Context should be monitored and updated as schedules. 

3   Implementation and Test Results 

As we explained before, the proposed architecture of this paper uses IEEE 802.15.4 
based ZigBee communication protocol. Therefore, we have implemented network and 
security functions at prototype devices according to ZigBee specification [3]. The 
proposed control architecture has been organized based on tree topology. Require-
ment functions such as routing, address allocation, encryption/decryption and  
message authentication have been tested. Implemented security module can support 
ZigBee security specification such as CCM* algorithm, MAC/NWK layer security, 
key establishment, message encryption/decryption and message integrity [4].  

  

Fig. 3. Agent Prototype and Characteristics 

 

Fig. 4. Host Prototype and Characteristics 

Real features of implemented prototype device and characteristics are shown in 
Figure 3(Agent) and Figure 4(Host). Agent has implemented 3 types (wall socket 
type, movement type, switch type). Each type can be used according to control sce-
narios. To prove the necessity and the efficiency of the proposed control mechanism, 
we have made an experiment on control test according to various context-aware sce-
narios using the implemented prototype devices. Table 1 explains the test scenarios 
and Figure 5 shows the testbed. Similar standby power value has been estimated at all 
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Table 1. Test Scenarios according to context situation 

Scenario Contex-aware Controlled Agent 
1 indoor light sensing value of Agents  Agent 1 (socket type outlet) 
2 PIR sensing value of Host Agent 2 (socket type outlet) 
3 light sensing value of desk lamp Agent 3 (movement type outlet) 
4 CT value of electronic device Agent 4 (movement type outlet) 
5 switch touching of user Agent 5 (button type switch) 

 

Fig. 5. Testbed according to scenarios 

of Agents. The estimated electric current of Agent is 203mW when working state; the 
other side, electric current of Agent is 80mW when sleep state. 

4   Conclusion 

We propose a standby power control mechanism in home network environment. The 
Agent acquires the current local context information using the various embedded 
sensors and sends this information to Host. The Host compares this context informa-
tion from Agent with current database and sends the standby power control message 
to Agent. Our future work will analyze the mechanism according to various scenarios 
in home network. Also, authenticity of context-aware algorithm should be enhanced. 
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Abstract. We propose an end-to-end Soft QoS scheme designed to pro-
vide effective multimedia data traffic. Using a greedy algorithm, this
scheme can satisfy the conditions required by the multimedia data traffic
with QoS by processing first those data that have a higher order of pri-
ority. In addition, it is a suitable method for the system reference model
as it can effectively support a next-generation mobile communication
service for the upcoming Converged Network. The proposed end-to-end
Soft QoS scheme satisfies the QoS conditions required by the Converged
Network where WCDMA, HSDPA, and WiBro coexist.

Keywords: Management of Heterogeneous Networks, Soft QoS.

1 Introduction

The IP Multimedia Subsystem (IMS) is not only a structure that offers mobile
communication service subscribers easy access to the Session Initiation Protocol
(SIP)-based packet service, but it also supports simultaneous use of real-time
services including voice and video contents delivery as well as non-real-time
services such as data or text message transmission. It should be noted, however,
that once NGN is established, an end-to-end QoS scheme is necessary in order
to offer transmission of high-quality and ultra-high-speed multimedia data using
IMS. Until now, it has been relatively easy to implement a QoS policy among
the same networks in a policy-based network management scheme by applying a
DiffServ policy in the current 3GPP core network. But, as the network advances
toward becoming a wire and wireless integrated network or a heterogeneous
network, problems could occur where the QoS policy would not be set uniformly
due to the specialization of each network. In a heterogeneous network, a different
QoS policy has to be applied to each network during handover; thus, the same
DiffServ policy cannot be used.

In this paper, we propose an end-to-end Soft QoS scheme using a greedy
algorithm in order to satisfy the QoS of end-to-end multimedia data traffic.

In Section 2 of the paper, we introduce the Soft QoS scheme and the proposed
end-to-end QoS. In Section 3, we discuss an analysis of the performance of the
scheme proposed in Section 2. In Section 4, we conclude the paper.

S. Ata and C.S. Hong (Eds.): APNOMS 2007, LNCS 4773, pp. 519–522, 2007.
c© Springer-Verlag Berlin Heidelberg 2007



520 Y.M. Seo, Y.M. Jang, and S.B. Kang

2 The IMS-Based E2E Resource Allocation Scheme
Using a Greedy Algorithm

2.1 The Greedy Algorithm

The greedy algorithm is a method for selecting items among a series of data
items which best fits under the currently given standard without regard to past
or future selections.

We introduce, in this paper, a Soft QoS scheme using the Knapsack Algorithm
[1]. Aiming at transmitting the maximum value without exceeding W, the total
capacity of the network, the scheme lists and selects data in the order of profit
per bandwidth, where, D = {connection1, connection2, ..., connectionn}, wi is
bandwidth, pi is profit, and W is the maximum capacity.

The algorithm calculates a subset A of D so that it satisfies
∑

connectioni∈A(
pi

wi

)
and produce the maximum

∑
connectioni∈A wi ≤ W.

The allotted capacity to be calculated is:

Callocation = max
∑

connectioni∈A

(
pi

wi
), (1)

where the conditions are
∑

connectioni∈A wi ≤ W.

1. A new connection request is made to the Access Network.

2. The algorithm finds the bottleneck spot, Cbot, by comparing the bandwidths
of the two access networks and one CN using the following equation,

Cbot = min(CAN#1, CCN , CAN#2). (2)

3. If the Cbot is found to be small after comparing the bandwidth of the cur-
rently used network Cused and the requested bandwidth Creq, then multiply
1 − ξ to Creq so as to reduce the minimum requested capacity of the new
connection’s requested resource, and then to update the value of Creq

Cbot < Cused + Creq (3)

Creq,updated = Creq × (1 − ξ). (4)
4. If the Cbot is still small after comparing again the updated Creq value and the

bandwidth of the currently used network, then apply Soft QoS. Otherwise,
the scheme receives the request

Cbot < Cused + Cuploaded. (5)

5. The Soft QoS algorithm using the Knapsack Algorithm is as follows:

Callocation = max
∑

connectioni∈A

(
pi

wi
). (6)

6. Once the requested resource is permitted by comparing Cbot and the re-
alloted bandwidth after applying Soft QoS, the connection is granted

Cbot < Callocation + Creq. (7)
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3 Numerical Results

To compare the performance of the DiffServ scheme, the Hard QoS scheme, and
the Soft QoS scheme, we constructed a virtual network based on the IMS. We
analyzed the relationship between the traffic flowing into the network and the
usage ratio of the bandwidth, the change in the number of connections to the
network, and in the Critical Bandwidth Ratio, ξ.

Now, let us discuss the results of the numerical analysis using the proposed
Soft QoS scheme which was applied to the IMS network. We assumed the value
of ξ based on two incidents of real-time video data traffic and network access
(See Fig.1).

Fig. 1. The bandwidth utilization vs. number of data flow

The bottleneck points mean the conditions where the current bandwidth ca-
pacity has reached up to its maximum and will not receive any new connection.
In the case of Soft QoS, the usage ratio goes down momentarily and comes back
again at the end. This change was due to the fact that the currently active
connection allotted its resource to he next connection.

We analyzed the relationship between the traffic flowing into the network, the
usage ratio of the bandwidth, the change in the number of connections to the
network, and in the Critical Bandwidth Ratio (ξ). The results showed that the
smaller the value of ξ and the number of connections, the higher the bandwidth
usage ratio became.

4 Conclusion

We proposed an end-to-end QoS scheme in order to provide high-quality multi-
media data traffic in an environment where it may be difficult to guarantee QoS.
The existing 3GPP core network suggested PBNM using the DiffServ policy.
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Although it may be useful as a QoS policy in a same-kind network, it was diffi-
cult to apply in a heterogeneous network environment due to the specialization
of each network. To solve this problem, in this study, we implemented a Soft
QoS scheme where we could efficiently manage the network’s resources by using
the functional relationship between the overall bandwidth allotment capacity of
each network and the level of user satisfaction. Based on a greedy algorithm, this
scheme processed first data that had a higher priority to satisfy the required QoS
conditions for the multimedia data.
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Abstract. As the trend of small, connected, computing devices weaved,
with almost any type of daily useable object, increases drastically, the
deployment of Wireless Multimedia Sensor Networks (WMSNs) becomes
a necessity. Sensor networks stages to deliver multimedia content, forcing
Quality of Service (QoS) to become an important issue on the already
low-powered, energy constraint sensor nodes. Such a problem is proved
to be NP-complete. We, in this paper, propose an energy-efficient, QoS-
aware sensor routing protocol for such WMSNs. Our protocol is based
on multi-objective genetic algorithm (MOGA) in particular. The proto-
col determines application-specific, near-optimal sensory-routes, by opti-
mizing multiple parameters - QoS, and energy consumption. Simulation
results demonstrate that the proposed protocol is capable of providing
lower delay and lower energy consumption in comparison to other exist-
ing QoS-routing protocols for wireless sensor networks.

1 Introduction

The main component of wireless (multimedia) sensor network (W(M)SN), are the
sensor nodes, which are small in size, capable of self-organizing, sensing, process-
ing data and communicating with other typically over a RF channel [1]. Energy
conservation is a primary concern and a well-accepted challenge in WSNs. With
the convergence of wireless technologies and the Internet, real-time audio-visual
transmissions are required. Such multimedia transmissions over WSN require
strict quality-of-service (QoS) guarantee on bandwidth and delay. QoS routing
offers significant new challenges over the already energy-constrained sensor net-
works. Although QoS based routing has been an active research area, QoS based
routing for WSN has received relatively less attention. A state of the art in al-
gorithms, protocols and hardware is surveyed in [1] for WSN and multimedia
applications over it. The energy-aware QoS-routing protocol in [2] finds a least
cost energy efficient path, while meeting certain end-to-end delay constraints.
Another QoS-routing protocol SPEED [4] depends on state-less geographical
non-deterministic forwarding to provide soft real-time end-to-end QoS guaran-
tee. A QoS supporting scheme is developed in [7] for dynamic traffic conditions
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by controlling data generating rates at individual clusters in a cluster based
WSN. Researches for considering QoS-routing with multiple parameters mostly
rely on approximation algorithms and heuristics. Multi Objective Genetic Algo-
rithm (MOGA) is a very efficient and useful tool for solving these intractable
problems. The efficiency of MOGA has been demonstrated in [6] by obtaining
QoS-based multicast routes in computationally feasible time. This motivates us
to develop a QoS-aware energy-efficient routing protocol for WMSNs.

We claim that determining optimal routes satisfying multiple QoS parame-
ters simultaneously, in an energy-aware WSN is a NP-complete problem. This
claim can be intuitively justified by the fact that, the problem of satisfying
multiple QoS parameters in WSN is equivalent to constrained Steiner Tree
problem – a well-known NP-complete problem [5]. In this paper we propose a
MOGA [8] based strategy that determines a set of near-optimal routes, satisfying
application-specific QoS-parameters, in WMSNs. The protocol optimizes QoS
parameters — namely, end-to-end delay, bandwidth requirement, while main-
taining the energy constraints — without combining them into a single scalar
objective function.

2 Routing Algorithm and Protocol Details

Genetic algorithms are guided random search and optimization heuristics, based
on the basic principles of natural evolution: survival of the fittest and inheri-
tance [3]. Many real world problems require simultaneous optimization of mul-
tiple objectives. There may not exist a single best solution with respect to all
the objectives under consideration. Instead, there might exist a set of solutions
superior to the rest in the entire search space. Such a solution set is termed as
Pareto-optimal [8]. We can view the WSN as a graph G = (V, E), a specific
number of sensory source nodes vs1 , vs2 , .., vsn and a single destination-sink vd.
There could exists lots of routes from each of the sensory sources to the sink
forming routing trees. But not all the paths or routes in these trees necessarily
meet the desired QoS requirements. The underlying idea behind our algorithm
is not to combine the QoS and energy-based objective functions on an ad hoc
basis to form a single scalar objective function, but to tackle the problem from
the perspective of multi-objective optimization. MOGA is a perfect tool to deal
with such problems. Our algorithm takes as input a network graph. It then finds
a pool of possible routing paths from vd to each of vs1 , vs2 , ..., vsn , using a depth
first search (DFS) algorithm. Thus an initial set of routing trees is constructed
for our proposed MOGA. Each of these routing trees is mapped to a string con-
sisting of the sequence of nodes along the path from vd to each of the destinations
vs1 , vs2 , ..., vsn . The fitness value of each of these routes is computed with the
help of a fitness function. Randomly chosen chromosomes undergo the genetic
operations of crossover and mutation. As MOGA-based routing scheme executes,
at every iteration the genetic operations dynamically update the chromosomes
(routes) and try to improve the corresponding probabilities of the three QoS
parameters. This entire process is repeated until the difference of fitness values
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between the current Pareto-optimal set and the previous one is less than a chosen
precision, ε.

3 Simulation Experiments and Results

Simulation experiments are conducted with 802.11 MAC with n = 500 sensor
nodes, and the average values of bandwidth and end-to-end delay requirement
are 75 Kbps and 60 msec, respectively. The performance of our algorithm is
compared with SPEED [4] and cluster-based QoS-routing [7] in WSN. Figure 1
explains that end-to-end delay for wireless video traffic is lowest for our protocol.
Figure 2 delineates the comparative performance in terms of energy consumption
of sensor nodes proving that the average energy consumption of our protocol is
minimum.
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Abstract. This paper represents a new clustering approach for wireless sensor 
network. It is a decentralized algorithm having the topology control information 
in each sensor node. A post leader selection algorithm is acted upon each of the 
clusters just after their formation. Experimental validation shows that the 
proposed scheme is an efficient approach for sensor node management. 

1   Introduction 

Sub grouping of network by clustering promotes efficient use of network resources 
like, battery power or energy consumption, processing, routing etc. Spontaneously 
load balancing among several parts of the network also increase the network life time. 
In the past, clustering of the network has been studied both theoretically and in 
perspective of ad-hoc networks [1] [2] [3].  But in recent days decomposition or 
grouping issues of sensors have become the prominent research field for wireless 
sensor network. In this paper, we have gone through the issues and characteristics of 
sensor node density in terms of standard deviations. We proposed a hierarchical 
architecture of sensor network with cluster formation and cluster head selection 
algorithm using various parameter metrics related to sensor node density. 

2   Network Model and Assumptions 

In our proposed network model, deployment density variation of sensor nodes is 
indicated by the edge or link lengths standard deviations. Each node connected to its 
neighbor nodes via wireless link. The average link length gives a good assumption of 
the inter node distance within a cluster. Proposed algorithm identifies two types of 
links: i) intra-cluster link and ii) inter-cluster link. Network discontinuity can be 
identified using the inter-cluster link. Always inter-cluster links are larger than the 
intra-cluster links and based upon this criterion we define the clusters. 
                                                           
*  “This research was supported by the MIC (Ministry of Information and Communication), 

Korea, under the ITRC (Information Technology Research Center) support program 
supervised by the IITA ( Institute of Information Technology Advancement)”  (IITA-2006-
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3   Cluster Formation 

Variability of different parameters makes the identification of inter-cluster links 
easier. Definitions of different   parameters are given below: 

Definition 1. The mean link length of a sensor node is denoted as
p

l

L

p

j
j∑

== 1
_

. Here p is 

total number of links to a sensor and lj is the length of each link to that sensor. 
 

Definition 2. The standard deviation of link lengths of a particular sensor node is 

denoted by σ  and calculated as, ∑
=

−=
p

j
jlL

p 1

2
_

)(
1σ . 

 
Definition 3. The global mean of standard deviations of the network is denote by μ  

and can be defined as, 
N

N

i
i∑

== 1

σ
μ . N is the total number of nodes and iσ is the link 

lengths standard deviations of all nodes, where i = 1, 2, …, N. 
 

The mean is an average value of the length distribution, so we can come to an end 
with the following considerations. 

Consideration 1: Let 
_

L be the mean link length of a sensor node and μ be global 

mean of standard deviations. Now )(
_

μ−L  represents a very small value compare to 

the average link length distribution of a sensor. Thus it is used as a maximum 
threshold for selecting short distanced link for clustering. 

Consideration 2: In contrast to consideration 1, )(
_

μ+L  represents a large value than 

the average of link length distribution of a sensor. So, we can use this as a minimum 
threshold for selecting the long distanced link and these links can separate the clusters 
from each other. 

 

Sensor nodes of the whole network perform the proposed clustering algorithm 
individually to be a member of a cluster. Figure 1 and 2 presents the scenario of 
clustering and the clustering algorithm respectively. 

 

                 
 

     (a)              (b)                                (c) 

Fig. 1. Clustering Algorithm Implementation Scenario; a) Sensors with links before Clustering, 
b) Identification of inter-cluster links and intra-cluster links, c) Clustered Network  



 A Density Based Clustering for Node Management in Wireless Sensor Network 529 

Algorithm Cluster Formation 
Inputs: Number of Nodes N 
Output: Clusters 

1. Calculate mean link length
_

L ;  
2. Calculate standard deviation of link lengthsσ ; 
3. Broadcastσ value into the network; 

4. Calculate global mean of standard deviationsμ ; 

5. for each links pj ...,2,1=   

      if ))((
_

μ−< Ll j   

          form group with corresponding link’s node;     

      else if ))((
_

μ+≥ Ll j  

          leave group of corresponding link’s node; 

Fig. 2. Clustering Algorithm 

4   Leader Selection Algorithm 

After cluster formation, cluster head has been selected using the information of: 
Degree and Residual energy of a sensor node according to the following phases: 

• Each node advertises the neighbor discovery packet in its transmission range. 
• Each node calculates its degree having acknowledgement of neighbor 

discovery packet. 
• Each node multicast a control message having the information of its degree 

and residual energy to other nodes of same cluster. 
• The node with highest degree and having a minimum residual energy but 

more than threshold will be selected as cluster head.  
- If a node has highest degree but residual energy is less than 

threshold, then node degree will be calculated again among the nodes 
excluding that node.  

- If node degree is same for more than one node then the node with 
higher residual energy will be elected as cluster head. 

 
 

            (a)                         (b)        (c) 

Fig. 3. Implementation Scenario for Leader Selection Algorithm 
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Implementation scenario is presented in figure-3. It shows three nodes: A, C and E 
has the same number of degree 4 (four). Node A has the residual energy higher than 
node C and E and obviously which is more than or equal to the threshold energy level. 
Thus node A declares it as a cluster head in figure 3 (c). 

5   Experimental Validations and Conclusions 

The effectiveness of our proposed clustering method is validated through simulation. 
In the simulation environment we deployed a set of 100 sensors randomly in an area 
of 1000×1000 m2 area. Environmental setup continued with the energy constraint. We 
use the energy consumption model used in [4] and consider the threshold energy level 
for our leader selection algorithm as follows: 

 

gsenrtx EEELevelEnergyThreshold sin++≥  
 

Here, Etx, Er, Esensing are the energy required per sensor node for transmitting, 
receiving and sensing r bits data respectively.  

(a) Average Standard Deviation 
Per Cluster vs Node Per Cluster  

(b) No. of Transmission vs Average 
Standard Deviation Per Cluster  

(c) Average Standard Deviation 
vs No. of Scenario  

Fig. 4. Experimental Results 

Proposed leader selection algorithm can establish an efficient hierarchical routing to the 
sink using cluster heads. Experimental results of this paper proved that the proposed 
method of clustering could be implemented in a larger extent of wireless sensor network. 
Though the sensor node management is a critical issue for wireless sensor network,  
still we hope our promote progression of this paper will contribute enormously. 
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Abstract. This article describes an architecture providing capabilities to 
integrate multimedia services into a hardware-independent platform, enabling 
services via dynamic remote configuration on demand, and finally, establishing 
end-to-end QoS connections between devices located in different home 
networks. Based on existing standards like OSGi, UPnP and SIP, a multimedia 
service management is developed that maintains the current standards but 
proposes capability extensions in order to cover more complex demands beyond 
a local (private) network. 

1   Introduction 

This article proposes device integration, service registration and multimedia service 
delivery with Quality of Service (QoS) between devices located in (different) home 
networks. The first step is to integrate devices into a home network infrastructure. The 
OSGi platform has been selected, since it allows hot-plug of services and it supports a 
remote configuration [1]. A quite elegant way of device interfacing is proposed by the 
UPnP (Universal Plug and Play) Forum [2].With the help of the UPnP standard, new 
devices can be quickly detected, services can be used and devices are capable to start 
direct communication for passing multimedia data from one device to another, 
without any mediator. Within this group a specific architecture has been proposed that 
supports multimedia applications (UPnP AV architecture [3]). Additionally, the 
Session Initiation Protocol (SIP) [4] has been selected to provide capabilities to 
establish an IP session. The UPnP Forum has also defined a specification for a QoS 
architecture for local networks [5]. This UPnP QoS framework consists of three types 
of services: QosManager, QosPolicyHolder and QosDevice. A control point requests 
to the QosManager the provision of QoS for a certain traffic specification. The 
manager establishes the traffic policy with the QosPolicyHolder and calculates the 
intermediate points in the flow path from origin to destination. The manager checks 
the status of the QosDevices on the path and performs admission control on their 
behalf. Only prioritized traffic is considered in the current version. The work 
integrates the use of UPnP AV and QoS, extending them to cover end-to-end 
communications considering prioritized and parameterized traffic flows with QoS 
manager based on SIP and in the IP Multimedia Subsystem (IMS).  
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2   Multimedia Service Management on an OSGi Platform  

The objective of the multimedia sub-system is to define an architecture that is 
integrating the devices and the multimedia services (Fig. 1).  The AV Subsystem 
UPnP Provides an UPnP Control Point and an UPnP Media Server in the Residential 
Gateway (RGW). In addition, the RGW will host modules like proxies for multimedia 
components that are going to model the access to external multimedia resources.  
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Fig. 1. Service architecture 

Two modules are defined in The QoS Subsystem: the QoS Manager as a central 
QoS management unit and the Policy Holder, the unit that stores rules for the QoS. 
Policies are required since the resources in the network are limited. Taking into 
account the definitions included in UPnP QoS version 2 only priority based QoS is 
possible, so it is necessary to extend the QoS architecture in order to provide an end-
to-end QoS that is really required.  

The Remote Management Subsystem take care of the configuration of the RGW 
and it stores also the current configuration. Since the implementation is based on 
OSGi services, different agents are available which allow remote configuration of the 
system without re-initialisation of the device. Since the definition of a connection 
with QoS may change the RGW router configuration, a communication link is 
provided between QoS Manager, Policy Handler and a Management Information Base 
(MIB.) 

3   Extension of the UPnP AV/QoS Architecture to Provide End to 
End Quality of Service 

The model proposed in this paper addresses discovery and interaction of multimedia 
devices among two different home networks. The system uses the SIP protocol with 
two goals. Firstly, it allows mobile location of the remote services on the gateway and 
negotiation of the multimedia contents and capacities on the remote network. And 
secondly, it uses SIP/IMS signaling on the access network to manage QoS in the 
access networks. The functional architecture of the system can be seen in Fig. 2.  
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Fig. 2. Functional architecture of the end to end QoS system 

The main new element is the UPnP SIP Virtual Device, which is actually an OSGi 
service. It contains an UPnP SIP Agent able to perform the remote lockup of devices 
and setup of contents and protocol, an UPnP Proxy representing the remote Media 
Server (respectively the remote Media Renderer) and a SIP Agent implementing the 
SIP protocol stack. It also contains a QosVirtualDevice, which is a particular 
implementation of the UPnP QosDevice service that is able to embed the end-to-end 
QoS management. The Quality Management element is an extended version of an 
UPnP QosManager taking into account also parameterized traffic, and finally, the 
Device Management that is the implementation of the UPnP QosDevice service of the 
gateway itself, which configures the router. 

Currently, the standard UPnP protocol only works on local networks. To allow 
remote discovery, the procedure has been tunneled into a SIP communication between 
the audiovisual control points of both gateways through their UPnP SIP agents. The 
local AV CP requests a list of multimedia devices from the remote home network 
through the lookup service of the local UPnP SIP Virtual Device, and finally, it is able 
to select one remote Media Server. The content, the transfer protocol and format 
negotiation with the remote Media Server needs to go also through the UPnP SIP 
Virtual Devices. With the help of the UPnP Media Server Proxy and the UPnP Media 
Renderer Proxy this functionality is implemented.  

Once the content and format negotiation with the remote device is completed, the 
local AV CP configures the proper parameters in the local renderer, and it can 
proceed with the configuration of the QoS for the traffic. 

To provide end-to-end quality of service for the multimedia traffic from the media 
server in the remote network to the media renderer in the local network, the complete 
path is divided in three sectors: (1) between the local renderer and the local gateway, 
(2) between both gateways, (3) between the remote gateway and the remote device.  

The local AV CP requests from the QosManager (QM) the reservation of QoS for 
the traffic. The QM detects that the communication is remote and estimates the 
distribution of the traffic parameters for the three sectors. The QM handles locally the 
QoS reservation for sector (1) and delegates to the UPnP SIP Virtual Device the 
reservation for sectors (2) and (3) via the QoS Virtual Device service of the UPnP SIP 
Virtual Device. This service performs a remote QoS reservation through the SIP 
Agent. The local SIP Agent sends a INVITE request with an SDP (Session 
Description Protocol) offer/response part containing the necessary characteristics of 
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the traffic both for the sector (2) (reservation in the remote access network) and for 
the sector (3) (reservation in the remote home network). For reservation in sector (3), 
the remote QM follows the basic UPnP algorithm and replies to its SIP Agent. Once 
all reservations in the access networks and in the remote home network are 
confirmed, the AV CP can start playing the content. 

4   Implementation and Conclusions  

The RGW has been implemented in an embedded PC. On top of the hardware a Linux 
Ubuntu operating system has been installed. For the OSGi platform, the 
implementation Oscar 1.5 has been used [6], an UPnP Control Point [7], a Media 
Renderer [8] and Media Server [9] have been installed. Since these services are 
offered as OSGi services, both the control point and the server have been converted 
into OSGi bundles. The server and the UPnP control point have been installed in the 
RGW, a notebook has been used as a renderer and the Nokia 770 has been used as 
remote control. It is possible to select multimedia data, to list possible media 
renderers and to start the multimedia data stream, i.e. a direct connection between 
media server and renderer has been established. After integrating UPnP AV 
capabilities in the middleware platform, devices can connect to services independent 
from the UPnP capabilities of the services provider. In a second step, the proposed 
extension of the UPnP QoS capabilities and the development of SIP compliant 
modules in the gateway have been implemented. Finally, it has been demonstrated 
that is possible to provide QoS connections beyond the border of a home network.  
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Abstract. Devices connected to the home network demand in many cases 
services which are located outside the home network. For this reason one of the 
most important elements in the home network is the Residential Gateway. It 
will manage all subscribed services, work as central point to control all devices 
of the home network and provide an integration platform for various internal 
and external services. This paper proposes a solution based on OSGI and TR-
069 to support auto-configuration of a residential gateway located in home 
network. 

1   Introduction 

A continuously growing number of services are available to be used in our homes. 
Examples are applications like Video on Demand (VoD) or Voice over IP (VoIP). 
The distribution of those services inside the Home Network (HN) has to maintain the 
same quality of service (QoS) that is provided in the Access Network (AN). 
Furthermore, different devices can be connected via different technologies and 
protocols to the HN. The device managing all services of our home is called 
Residential Gateway (RGW). Due to the mentioned heterogeneous environment, the 
RGW needs to be as open as possible in order to adapt to the scenario.  The scenario 
is completed when adding a set of external servers to the heterogeneous home 
scenario which also provide different services to the home.  

The working scenario is shown in Fig. 1, the RGW is placed between the HN and 
the AN, and connects the home to the Internet. The RGW offers a platform used by 
service providers to install the demanded services and by the end user to install own 
applications. The scenario has two different parts: On the left hand side is the HN 
where the user can connect different devices using different protocols and 
technologies. This variety of elements will cause a complex handling of service 
delivery to the device of the end user. However, this task will not be covered in this 
paper and the proposed solution for auto-configuration will concentrate on the AN. 

On the right hand side, the RGW is connected to AN. This network provides access 
to the different services that the user can contract. For example VoD, SIP proxies for 
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establishing connections or an e-care server that controls some home devices. One 
possibility to provide access to all these services is to configure manually each service 
in the RGW. That means each time a customer contracts a service from the provider, 
the provider must access to the RGW configuration to modify it. 

HOME NETWORK

Web 
Server

VoD  
Server

IP
Telephone

Set-Top Box

TV

ACCESS NETWORK

SIP
Proxy

e-Care 
Server

Wireless connections

 

Fig. 1. Network environment 

The requirements and solutions for remote management of RGWs will be described 
in section 2. Section 3 details the architecture for remote auto-configuration. Finally, the 
results and conclusions are presented.  

2   Relevant Technologies 

The RGW has been split into two main elements: the service platform (OSGI) and the 
underlying router (Click). The TR-069 protocol is used for the communication 
between the RGW service platform and the ACS.  

OSGI has been selected as the platform for the services in the RGW [1]. It provides 
a Java-based open, common architecture for network delivery of managed services. 
Services are added through software components (bundles). The OSGI specification 
does not pre-define a remote management standard.  

TR-069 [2] is a protocol used for communication between a CPE (Customer 
Premises Equipment) and ACS (Auto-Configuration Server) that encompasses secure 
auto-configuration as well as other CPE management functions within a common 
framework. The data model for TR-069 is defined in TR-098 [3]. 

Click [4] is software architecture for building flexible and configurable routers. 
Click consists of different modules which have different functionalities. These 
modules are called elements, and these elements can be used for packet classification, 
queuing, scheduling and interfacing with network devices.  

3   Detailed Architecture 

In order to implement a solution that supports the TR-069 protocol and that allows 
dynamic reconfiguration of a running system without rebooting, the main 
communication will take place between the ACS and the OSGI service platform. A  
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solution can be provided in case a connection between the RGW and the ACS is 
available. The functional blocks of the solution are presented in Fig. 2.. Bundles that 
allow the communication with ACS and the configuration of router are explained 
next. 

 

Fig. 2. Functional blocks for automatic management 

Auto Configuration Server (ACS): The server is placed in the access network and is 
in charge of sending configuration parameters to the RGW in case a new service is 
contracted at the service provider. It runs a TR-069 server that is capable to 
communicate with the TR-069 client of the RGW.   

TR-069 Client Bundle: This bundle is in charge of communication with the ACS 
using the TR-069 protocol. It manages the different messages that arrive from the 
ACS and processes them to configure the behaviour of the RGW, which is carried out 
by another bundle that is called Node Configuration Bundle (NCB). 

Node Configuration Bundle (NCB): This bundle provides services for the TR-069 
Client Bundle for configuring the RGW. It will provide these services when other 
basic bundles are available; these bundles are the CNC bundle and the MIB bundle. It 
communication with CNC only allows the reboot of the machine and with the MIB 
allows the management of the configuration parameters of the RGW.  

Management Information Base (MIB): The MIB represents the entire set of 
Configuration Parameters specified for use with a certain management protocol. As in 
most management protocols, in TR-069 the MIB is built up from hierarchical objects. 
For example, the root object of a RGW is the InternetGatewayDevice, which contains 
other objects that describe the functionality of the device. The objects presented in the 
MIB determine the range of configuration possibilities. 

Click Network Controller Bundle (CNCB): This bundle is in charge of reconfigure 
the router. It subscribes to selected objects in the MIB and waits for configuration 
changes notifications. The reconfiguration is made writing a file that is constantly 
checked by Click, the Click Configuration File (CCF). Before writing the CCF, the 
CNCB has to translate between the data formats of TR-069 and Click.  

Click Configuration File (CCF): This is file of Click where all the information of 
configuration is stored. Click uses a proprietary language to store the configuration. 
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4   Results and Conclusion 

The prototype developed has been tested over a Lex Light embedded PC with a 
motherboard CV860A and a CPU VIA C3 533MHz (i386 compatible). The PC is 
running under Linux Ubuntu 6.06. J2SE 1.5 has been selected for the execution and 
development of bundles. As OSGI distribution, Oscar 1.5 [5] has been used and the 
version 1.5 of the Click router has been selected. The bundles described above have 
been implemented together with an implementation of an ACS. Several test cases 
have been defined in order to check whether the auto-configuration of the RGW is 
performed, in case different services are contracted. It has been verified that the 
reconfiguration of the RGW via Click has been successfully implemented. 

Therefore, the remote configuration of the gateway by an ACS has been shown in 
the context of an OSGI enabled gateway providing independency of the operating 
system to manage services and applications. The usage of an OSGI bundle for the 
client side of the TR-069 interface has proven to be functional and flexible. OSGI has 
been also used to provide an easily maintainable interface from the TR-069 client 
towards the software boxing the actual implementation of the gateway control. It can 
be concluded that a proof of concept has been given for a TR-069 remote configured 
gateway while using the OSGI flexible bundle mechanism for the implementation the 
TR-069 client side of the protocol. 
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Abstract. This paper presents the design of the TPEG-RFID event
container and the results of a trial implementation. With regard to the
designed TPEG-RFID event container, an example of its coding rules
providing for RFID based bus-line information is presented. Implemen-
tation details of DMB data server and user terminal are also designed
as software functional blocks. The presented implementation is an at-
tempt to verify the feasibility of the designed TPEG-RFID application
service system. In particular, the RFID based bus-line information ser-
vice is specified. The test results show that users could utilize the current
location based RFID application services with the designed system.

1 Introduction

DMB is a digital transmission standard based on the digital audio broadcasting
(DAB) Eureka-147 standard[1]. It is a multiplexed system capable of delivering
audio, video, IP and other data files. It is expected that DMB will be fully con-
verged with other services such as wireless broadband (WiBro), radio frequency
identification (RFID), and telematics. From this point of view, an integrated
service model was introduced for supporting RFID application services on the
T-DMB as an initial draft[2]. The model is called TPEG-RFID application ser-
vice and is based on the T-DMB transport protocol expert group (TPEG) tech-
nology. It could allow users to support an identical RFID application service
delivery on the user’s T-DMB terminal. For the application service in the draft,
however, TPEG-RFID application message details are not defined specifically.
The main objective of this work is to present the design of TPEG-RFID appli-
cation message details and conduct a trial implementation. The implementation
is an attempt to verify the feasibility of the designed system. With regard to
the designed TPEG-RFID message details, the structure of TPEG-RFID event
container is designed and an example of its coding rules providing for RFID
based bus-line information is presented. Implementation aspects of the DMB
data server and user’s terminal are designed as software functional blocks.

2 Design of the TPEG-RFID Event Container

For realization of the TPEG-RFID application service[2], the RFID Event Con-
tainer schematically is designed. The elements are used to describe, with the
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end-user in mind, the serving RFID service information based on the T-DMB
channels. The RFID Event Container consists of six elements, that is, Classifica-
tion, RFID Tag ID, Content Server’s URL, content provider (CP) Information,
Advertisement, and Reserved field, as shown in Fig. 1. The TPEG-RFID ser-
vice is classified into 7 categories: RFID-based (RB) Movie Information, RB
Advertisement and Marketing, and so on. Each category may in turn include
sub-categories.

Fig. 1. Structure of TPEG-RFID event container

Fig. 2. TPEG-RFID reference table and Bus-Line information class

As a sample, Fig. 2 is used to describe classified bus line information. The
information allows road user to obtain RFID service related to bus information,
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such as route MAP, transfer information, bus arrival time, etc. via a user terminal
without RFID reader capability.

3 Implementation of TPEG-RFID Application

Regarding real deployment for the TPEG-RFID application, we designed the
implementation architecture as shown in Fig. 3. The figure presents logical
software architecture of physical entities in terms of software blocks and their
respective functionalities.

Fig. 3. Implementation architecture of TPEG-RFID application

We implemented the DMB data server and the terminal to compose and en-
code TPEG-RFID information. The DMB receiver with a TPEG-RFID decoder
platform then parsed the information using the proposed application message,
as shown in Fig. 4. The encoded TPEG stream is inserted into the ensemble
multiplexer through the TCP/IP connection and is transmitted via a transpar-
ent data channel (TDC) with stream mode. The data rate is set to 64kbps and
the average code rate is about 1/2. In the receiving side, a TPEG-RFID de-
coder has been implemented in a PDA that is connected to the DMB receiver
through the universal asynchronous receiver/transmitter (UART). Thus, the
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Fig. 4. Test-bed for TPEG-RFID application service

decoded TPEG-RFID information can be used in the navigation software in-
stalled in the PDA, which is equipped with a GPS module.

4 Concluding Remarks

This paper introduces the design of a TPEG-RFID application message and the
results of a trial implementation. With regard to the designed TPEG-RFID mes-
sage details, the structure of the TPEG-RFID event container is designed and an
example of its coding rules providing for RFID based bus-line information is pre-
sented. Implementation details of the DMB data server and the user’s terminal
are also described as software functional blocks. The presented implementation
is an attempt to verify the feasibility of the designed system. An RFID based
bus-line information service is employed for the test. The test results show that
users could utilize the current location based RFID application services such as
bus-line information, movie information, surrounding information, and cultural
assets information via the designed system.
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Abstract. To balance energy consumption among cluster-heads in
multi-hop wireless sensor networks, we propose an energy-efficient dis-
tance based probabilistic clustering scheme. Our scheme considers a dis-
tance from the sink(base station) to each node as well as the residual
energy of each node as the criterion of cluster-head election. Through
simulation experiments, we show that our scheme is more effective than
LEACH and EEUC in prolonging the lifespan of multi-hop wireless sen-
sor networks.

1 Introduction and Motivation

Clustering scheme enabling the efficient utilization of the limited energy re-
sources of the deployed sensor nodes can effectively prolong the lifetime of wire-
less sensor networks[1,2]. Wireless sensor networks based on multi-hop commu-
nication has the hop spot problem that the CH(cluster-head) closest to the sink
is burdened with a heavy relay traffic load and die first[4]. Most of clustering
schemes utilize mainly CH frequency or residual energy of each node as criterion
of CH election and don’t consider the distance from the sink to the node[1,3].
So, those schemes occur unbalanced energy consumption among CHs.

In this paper, we propose an energy-efficient distance based probabilistic clus-
tering scheme in multi-hop wireless sensor networks. We consider the distance
from the sink to each node as well as the residual energy of each node as the
criterion of CH election for load-balancing of CHs. Our scheme provides fully
distributed manner by utilizing local information and good energy-efficiency by
load-balanced clustering scheme.

� This research was supported by the MIC(Ministry of Information and Communi-
cation), Korea, under the ITRC(Information Technology Research Center) support
program supervised by the IITA(Institute of Information Technology Advancement)
(IITA-2006-C1090-0603-0028)
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(a) general clustering formation (b) clustering formation based on distance

Fig. 1. The basic idea of the proposed scheme

2 The Proposed Scheme

2.1 The Concept of the Proposed Scheme

The objective of the proposed scheme is to balance energy consumption among
the CHs for prolonging network lifetime of multi-hop wireless sensor networks.
For doing so, we consider the unbalanced energy consumption of CHs which is
resulted from unbalanced cost between inter-cluster and intra-cluster communi-
cation.

The basic idea behind the proposed scheme is that the closer the CH is
to the sink, the smaller cluster size it could have. Let us assume clustering
network which is composed with 6 clusters. As shown in Fig.1-(a), general
clustering scheme partitions the sensor nodes into clusters of equal size. In
Fig.1-(a), inter-cluster communication cost of CH1, Einter(CH1), is higher than
Einter(CH2) or Einter(CH3) because CH1 is relay point between the sink and
the other CHs(CH2 and CH3), but intra-cluster communication cost of CH1,
Eintra(CH1), is the same as Eintra(CH2) or Eintra(CH3). So, the comparison
of energy consumption among the CHs is the same as E(CH3) < E(CH2) <
E(CH1). To solve this problem, we partitions the sensor nodes into clusters of
unequal size as shown in Fig.1-(b). In Fig.1-(b), the intra-cluster communication
cost among CHs is the same as Eintra(CH3) > Eintra(CH2) > Eintra(CH1),
the energy consumption among CHs will be balanced as E(CH1) ∼= E(CH2) ∼=
E(CH3).

2.2 The Operation of the Proposed Scheme

The operation of the proposed scheme is broken up into rounds like LEACH[1].
Each round consists of cluster-setup phase and data-transmission phase.
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Cluster-setup phase

In the proposed scheme, the operation of cluster-setup phase is the same as
LEACH except the difference of probability formula, Eq. 1, of becoming a CH.

Pi = 3Popt × dmax − d(Si, SINK)
dmax − dmin

× Eres(i)
Einit(i)

, 0 <= Popt <=
1
3

(1)

where Popt is an optimal value of a probability of probabilistic clustering scheme,
Si is ith sensor node, dmax represents the distance of the farthest sensor node
from the base station and dmin represents the distance of the closest sensor node,
d(x, y) is the distance between node x and y, Einit(i) and Eres(i) represent the
initial energy and the residual energy of ith node respectively. Equation 1 shows
that the farther the sensor node is to the sink, the lower probability of becoming
a CH it could have. In other words, they can have more members than the CHs
closer to sink since the few CHs are elected in the area farther to sink. Besides,
among the nodes having the same distance from the sink, the more the sensor
node has the residual energy, the higher probability of becoming a CH it could
have.

Let us examine this phase in detail. At the beginning of this phase, sensor
node chooses a random number between 0 and 1. If the random number is less
than its Pi, the sensor node becomes the CH. And then each CH broadcasts the
advertisement message containing its residual energy, Eres(i). When the plain
node receives the advertisement message from the CHs, it chooses the CHj

with more cost C(i, j) among the CHs and joins to the CHj as the member.
The formula of C(i, j) is Eres(CHj)

d(Si,CHj)2
and means the relative amount of the CH’s

residual energy on the basis of the distance from itself to the CH.

Data-transmission Phase

In a intra-cluster communication, the operation of data transmission is the same
as LEACH[1]. Next, let us consider an inter-cluster communication. Each CH
must find relaying node through following steps. Firstly, if it is located at the
closest distance to sink among all CHs within transmission range, it communi-
cation directly with sink. Otherwise, its relay node is determined as CH having
the minimum value of Eres(CHj)

(d(CHi,CHj)2+d(CHj,SINK)2) < Eres(CHi)
d(CHi,SINK)2 for all CHs

within transmission range.

3 Performance Evaluation

To evaluate the performance of the proposed scheme in the aspect of energy-
efficiency, we implemented the proposed scheme, LEACH and EEUC with MAT-
LAB. Simulated sensor network is composed of 400 sensor nodes distributed
uniformly on a square area of size 100 × 100. For the simulation, we used the
value of parameters of system, network and radio model in [1,3]. For simplicity,
we assume that simulation environments are a congestion-free MAC layer and
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Fig. 2. Simulation results

an error-free communication. Firstly, to compare the network lifetime of each
scheme, we measure the number of round when the first node dies. Figure 2-(a)
shows the network lifetime of each scheme. In Fig.2-(a), the proposed scheme is
more energy-efficient than other schemes. Secondly, we measure the variance of
energy consumption among CHs of each scheme. The lower the variance is, the
better energy consumption among CHs is balanced. As shown in Fig.2-(b), the
proposed scheme is more load-balanced than EEUC and LEACH.

4 Conclusion

To prolong the lifetime of wireless sensor networks, an energy-efficient routing
protocol is necessary. We introduced an energy-efficient distance based proba-
bilistic clustering scheme which can prolong the lifetime of multi-hop wireless
sensor networks through load-balancing of energy consumption among CHs. As
shown in the simulation result, the proposed scheme is more energy-efficient and
load-balanced than LEACH and EEUC.
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Abstract. Recently, with development of Internet telephone, we can say that 
the ENUM could be the most suitable Internet identification system standard in 
the BcN(NGN). When embody ENUM, there are problems on security for per-
sonal information and convergence with existing domain. And it is need that 
ENUM service provides convenient function to users. In this paper, we design 
the system that offers Single Sign On without division of user terminal using 
SAML when it requires URL with a telephone number to ENUM DNS. 

1   Introduction 

As superhigh Internet is spread, it is smartening on discussions about BcN (Broad-
band convergence Network). To combine PSTN to BcN, it needs study about a devel-
opment plan of Internet address structure and identification number that is suitable for 
providing voice, data and multimedia service for BcN. For development of the shape 
that combines all communication method, it must communicate each other through 
single identification structure between terminals that have different characteristic and 
communication system. It is ENUM (tElephone Number Mapping) as a standardiza-
tion of Internet identification structure that is suitable for BcN environment. But be-
cause general users don’t feel inconvenience with previous Internet identification 
structure, for revitalization of the ENUM new technology has to introduce for advan-
tage of communication manufacturer and general user.  

This paper research DNS security method that is used first for ENUM security and 
designs a system that can offer Single Sign On at the same time that run safe authenti-
cation using SAML. 

2   SAML Based Single Sign on System Architecture in Web 
Service Environment Using ENUM System 

Figure 1 is schematic diagram for single sign on system between terminal users and 
service providers using ENUM DNS. If terminal users want to use this service, they 
first connect to ENUM DNS by their terminals. ENUM DNS offers form that requests 
a domain name with telephone number and user input s corresponding telephone 
number. Then ENUM DNS requests to user certification. In case user uses a cellular 
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phone, own number can be an identifier. In case user uses the other devices like lap-
top or PC, user who has private telephone number can use the number. If user doesn’t 
have a telephone number he can use new identifier instead of telephone number. Fig-
ure 1 shows three entities. 

 

Fig. 1. Single Sign On System Architecture using ENUM DNS 

Certification order that use above three entities is as following. User terminal que-
ries URL to ENUM DNS with SP1’s telephone number. ENUM DNS requests certifi-
cation to user terminal. User inputs ID (one’s telephone number) and password. 
ENUM DNS sends a certificate that certified on the basis of user information to SP1. 
SP1 confirms whether user certification is valid on the basis of received certificate. If 
it is valid, SP1 provides service to user terminal.  

Then when user terminal uses SP2’s service, certification order is as following. 
User terminal queries URL to ENUM DNS with SP2’s telephone number. SP2 re-
quests user information to ENUM DNS. ENUM DNS examines certificate with ses-
sion value from SP2, it recognizes that user had logged in to SP1 before. ENUM DNS 
informs that user is valid authenticator to SP2. After SP2 receives valid certification 
response from ENUM DNS, SP2 provides service to user terminal. 

Figure 2 shows that it pulls assertion which contains certification information for 
special one from the system that requires certification information using SAML  
 

 

Fig. 2. SAML Assertion model 
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artifact. Relying party’s SSO process is as following. User has certificated session 
from asserting party (ENUM DNS). When the user approaches in resource in relying 
party, artifact is string that was encoding in base-64. Relying party has to judge user’s 
identification and capacity. And it sends SAML requirement to asserting party, then it 
asks how local cite can prove the user. Assertions are return as SAML response. Rely-
ing party can decide about certification and certification with received assertions.  

 

Fig. 3. Message flow from web browser to source site and destination site 

Figure 3 shows a message flow that query with a destination telephone number in 
web browser on user terminal. ENUM DNS includes component that is called ITS 
(Inter-Site Transfer Service). This component offers function for SAML process such 
as artifact and redirect creation. Process is as following.  

a) Step 1: User requests target address to ENUM DNS. 
b) Step 2: ENUM DNS checks access and confirms whether the user has a sess

ion or not and then decides authentication process. 
c) Step 3: When user needs authentication, user submits authentication informa

tion such as identification and password.  
d) Step 4: If authentication process is complete, session for the user is created a

nd suitable message is displayed.  
e) Step 5: The user selects the menu of displayed screen. It means that the user 

tries to approach resource or application in destination web site. This generat
es HTTP request that sends to ITS in ENUM DNS. This request includes U
RL of resources in destination site. 

f) Step 6: ITS creates assertion and artifact about the user. Artifact includes ref
erence (AssertionHandle) about source ID of SAML responder that responds
 to SAML request and asserting. ITS sends HTTP redirection message that i
ncludes URL of artifact service in destination site, target URL and artifact to
 web browser. Browser that receives redirect message publishes HTTP get m
essage and <artifact> is value that is coded that is by base 64. This message i
s sent to server that hosts target URL.  

g) Step 7: Artifact receiver that receives HTTP message in destination site dra
ws source ID. This time, mapping of source ID and SAML responder is poss
ible because it has a relationship beforehand. Artifact receiver knows that it 
must communicate with SAML responder that corresponds in abstracted sou
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rce ID. Artifact receiver in destination site transmits SAML request includin
g artifact that offer in ENUM DNS’s ITS to ENUM DNS’s SAML  
responder.  

h) Step 8: SAML responder of ENUM DNS transmits SAML response messag
e including assertion that create at 6 steps before. In most implementation, s
ession for the user’s destination site is created when it receives valid  
assertion.  

i) Step 9: Artifact receiver of destination site transmits redirection message inc
luding cookie that confirm created session to browser. Browser processes re
direction message and publish HTTP GET message for target resources of d
estination site. GET message includes cookie that artifact receiver sends. De
stination site tests whether the user has right access privilege before it allow 
access for resources.  

3   Conclusion 

This paper is shown about TSIG and DNSSEC firstly. Then To solve the problem 
which can use like general DNS security and provide user convenience, we make a 
architecture of Single Sign On system using ENUM DNS. In this architecture, user 
can connect by personal number. After user login in ENUM DNS, no need to get 
authentication.  
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1   Introduction 

Satellite communication environment can be divided into LOS and NLOS environ-
ments. While, terminal can get satellite signal in LOS environment, NLOS needs 
additional function to get the signal such as cooperation between gap filler or terres-
trial network (WLAN or WIMAX). In this paper, the two way satellite communica-
tion system is based on DVB-RCS specification and  terrestrial networks are based on 
WLAN(IEEE 802.11) or WIMAX(IEEE 802.16). This paper adopt proper algorithms 
to handover among satellite and wireless network for providing seamless service 
when moving object enter NLOS environment in collaboration area and estimate the 
performance of the method by simulations. 

2   Related Work 

2.1   DVB-RCS 

DVB-RCS system is based on satellite environment and it has two channels which are 
established between the service provider and the user. One is broadcast channel and 
the other is interaction channel.  

2.2   Classifications of Moving Environment 

The two way satellite system can move and embark on vehicle, ship and aircraft. To 
provide Internet access service with high-speed moving object, we need to consider 
satellite network area(LOS), wireless network area(N-LOS), and satellite-wireless 
network collaboration area(N-LOS), respectably. 

3   Requirements for Collaborations 

In case that satellite network can’t expect any LOS and there is only any wireless 
network, client gets seamless service through the cooperation with terrestrial wireless 
network. To provide seamless service to any client of two way satellite communica-
tion system with is enabled to the moving object, it is need that network mobility, 
handover from satellite to wireless network, and handover from wireless network to 
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satellite network. For these handovers, we should consider all physical characteristics 
and handover algorithms together. 

4   Collaboration of Satellite and Terrestrial Network 

ETRI developing the two way satellite (DVB-RCS compatible) system. Figure 1 
shows block diagram of the collaboration system. The system is based on DVB-RCS 
specifications and divided into two parts – hub station and group terminal (RCST : 
Return Channel Satellite Terminal). The hub station is composed of satellite network 
gateway subsystem(SNG) and Satellite Interface Subsystem(SIS). The terminal group 
is composed of Active Phased array Antenna subsystem (APA), Gap Filler Subsystem 
(GFS), Satellite Mobile Terminal (SMT) and  Wireless Network Access Subsystem 
(WINAS). 

 

Fig. 1. Block diagram of collaboration system 

In the hub station side, the SNG connects DVB-RCS system to terrestrial network 
and passes data from Multimedia Service Provider(MSP), Internet Service Pro-
vider(ISP) or broadcasting TV to the SIS for transmission to terminal and the SIS 
sends data to satellite or receive data from it. Each MSP which is located in hub sta-
tion and ISP which are connected to internet use forward link for transmission data 
from hub station to group terminal. The SIS converts data for MPEG-2 TS and trans-
mits them to group terminal. An end-user who is located in terminal station use return 
link for transmission data to hub station. The SMT converts data for ATM cell and 
transmits them to hub station. 

In the terminal side, the APA provides send/receive interface in mobile terminal 
with using active phased array antenna. The GFS provides send/receive interface in 
tunnel area and the SMT works as does hub station. The WINAS does send/receive 
traffic from/to AP in rail station area (N-LOS). 

Below is a basic transmission specification for high-speed moving object’s Internet 
satellite-wireless cooperation system. 
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 Satellite Network 
-Forward Link : DVB-S, max. 80Mbps 
-Return Link : DVB-RCS, max. 10Mbps 

 Terrestrial Network (WLAN or WIMAX) 
 Gap filler Network (-ISM band or other wireless network specification) 

5   Simulations 

Most important thing to consider the Handover between satellite network and wireless 
LAN network is RTT difference between these networks. Using satellite network, 
end-to-end RTT is more than 600ms; on the other hand, WLAN has less than 100ms. 
These will reduce the performance of IP Handover. For this simulation, we also con-
sidered channel model and transport layer model. 

 
1) Handover from satellite to terrestrial network 
We simulated the TCP Throughput in handover from satellite to WLAN. The train 
entered the N-LOS area after 18seconds and compare the throughput between normal 
handover and fast handover. Figure 2. shows little throughput reduction over general 
IP handover. However, it is a handover among different types; it is not possible to 
have physical layer switching delay. Thus, if the delay time is larger than used link’s 
router buffer, it occurs data loss.  

 

 

 

Fig. 2. Handover from ‘Satellite to WLAN’ and ‘from WLAN to Satellite’ (switching delay: 
300ms) 

2) Handover from terrestrial to satellite network 
We simulated the TCP Throughput of system handovers from WLAN to satellite 
network. The train has 18seconds of link loss with PAR, and these graphs show the 
results of comparing fast handover with 500ms ahead to normal IP handover. There is 
TCP Time out even though we set the physical layer switching delay as 0 sec in hand-
over from WLAN to satellite network. The reason why it has this time out is that 
transmission delay was increased or RTT was increased due to reducing of band-
width. Because RTT value is used for retransmission timer, there will be more chance 
to have TCP congestion control in handover quicker network to slower network. In 
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the case of congestion control, we can minimize the throughput reduction by perform-
ing handover a little bit earlier. 

6   Conclusion 

This paper shows characteristics of two way satellite internet system. And we classi-
fied the NLOS environment into tunnel area and WLAN cooperation area. In addition 
that, we considered several factors and collaboration methods with satellite and wire-
less network to provide seamless service in each environment, Adopting brief Fast IP 
Handover algorithms, we simulated satellite to WLAN and WLAN to satellite hand-
over. With these simulations, we put several variations on time difference, switching 
delay, starting time of brief fast handover protocol to get various throughputs. In con-
clusion, Fast Handover has less throughput reduction (at minimum 500kbps) over IP 
Handover. And Fast Handover with predicted mobility has minimum loss in the case 
of train that commute with fixed direction and performs handover among different 
networks. However, in case of wireless to satellite communication, rapid RTT in-
crease should have TCP congestion control, it is better to have an additional TCP 
timeout-proof method besides Fast Handover. 
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Abstract. The study of DACS Scheme, which manages a whole network sys-
tem by communication control on a client computer, has been advanced. The 
problem for applying DACS Scheme to practical network is that, processing 
load is heavy at the time of controlling communication. In this paper, we pro-
pose models for managing a whole network system; Course management type 
model (COMTM) and Client management type model (CLMTM). Each proc-
essing load which occurs at the time of controlling communication in these two 
models is compared. It is shown that, DACS Scheme which is CLMTM is ad-
vantageous in comparison with COMTM from the point of processing load, 
which occurs at the time of control communication. 

Keywords:  DACS Scheme, processing load, communication control. 

1   Introduction 

As the network management scheme for the efficient network management in the 
university network, DACS (destination addressing control system) Scheme has been 
proposed[1] [2] . However, when DACS Scheme is introduced into practical network, 
processing load for communication control by a user unit is heavy in comparison with 
communication control in existing network scheme. As methods of communication 
control by a user unit, there are a method of controlling the communication from the 
outside of local area network by SSL-VPN [3], and another method of controlling the 
communication between local area network and outside network such as Open-
gate[4][5]. In these methods, communication control by a user unit is performed  
partially. The study for the purpose of managing a whole network system by commu-
nication control by a user unit, isn't found besides DACS Scheme. Therefore, in this 
paper, we propose two models; Course management type model (COMTM) and Client 
management type model (CLMTM). Processing load which occurs at the time of  
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controlling communication in these two models are compared. It is shown that, DACS 
Scheme which is CLMTM is advantageous in comparison with COMTM from the point 
of processing load, which occurs at the time of control communication. 

2   Existing DACS Scheme 

First, summary of DACS Scheme is explained. Fig.1 shows the basic principle of the 
network services by DACS Scheme. At the timing of the (a) or (b) as shown in the 
following, DACS rules are distributed from DACS Server to DACS Client. 

(a) At the time of user’s logging in the client 
(b) At the time of a delivery indication from the system administrator 

 

Fig. 1. Basic Principle of DACS Scheme 

According to distributed DACS rules, DACS Client performs (1) or (2) operation 
as shown in the following. Then, communication control of the client is performed for 
every login user. 

(1) Destination information on IP Packet, which is sent from application program, 
is changed. 

(2) Packet from the client, which is sent from the application program to the outside 
of the client, is blocked. 

3   Comparison and Calculation of Two Models 

The model of managing a whole network system with communication control by a 
user unit on the network not introducing DACS Scheme is called COMTM. The model 
of managing a whole network system with communication control by a user unit on 
the network introducing DACS Scheme, is called CLMTM. 

From here, processing load for communication control is calculated and compared. 
When the communication between a client software and a network service in these 
two models is performed, processing load as follows occurs.  

(1) Processing by the network service on the server for the request from the client 
software 

(2) Processing for communication control by a user unit 
(3) Processing by the client software on the client 



 Evaluation of Processing Load in the Network with DACS Scheme 557 

When the communication situation of two models is all the same, processing of (1) 
and (3) in two models is all the same. In Fig.2, processing load in COMTM is de-
scribed. In Fig.2 and Fig.3, each network service is shown by the description of 
“NS1,NS2・・”. Each client is shown by the description of “CL1,CL2・・”. Proc-
essing load is shown by the description of “p1,p2・・”.   

 

Fig. 2. Processing load in COMTM 

Here, the point of (P1) is examined, and processing load for communication con-
trol is calculated. In Fig.2, processing load occurring in Communication Control Ser-
vice by the communication between CL1 and each server is described. When the 
number of network services is assumed x, and the number of clients is assumed y, 
processing load occurring in Communication Control Service of COMTM is described 
as follows. 

y×( p1 + p2 + p3 + p4 +・ ・ ・ + px ) = y∑ =

x

n
Pn

1
 ・ ・ ・ ・ ・ ・ ・ ・ (a) 

 

Fig. 3. Processing load in CLMTM 

Next, processing load occurring in Communication Control Service of CLMTM is 
described in Fig.3. When the number of network services is assumed x, processing 
load by Communication Control Service in CLMTM is described as follows. 

 ( p1 + p2 + p3 + p4 +・ ・ ・ + px ) = ∑ =

x

n
Pn

1
 ・ ・ ・ ・ ・ ・ ・ ・ ・ ・ ・ (b) 

Based on these calculation results, in both models, processing load for communica-

tion control is compared and examined. When  ∑ =

x

n
Pn

1
  is assumed L and the upper 

limit of processing load in COMTM and CLMTM is assumed M(=kN) (k:fixed num-
ber) and N, the ratio of processing load spent against that upper limit (processing load 
rate) is shown as follows. 
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COMTM  :    y×L/M×100= y/k×L/N ×100 (%) 
                                CLMTM   :     L/N ×100 (%) 

When the number of clients connected to network is added one by one, processing 
load rate in COMTM continues increasing to 100 of the upper limit as shown in (A) of 
Fig.4. As shown in (B) of Fig.4, processing load rate in CLMTM doesn't change as 
L/N (%) regardless of the number of clients. Then the point of (P2) is examined. 
When a client is used normally, it is clear that the line of (B) doesn't arrive at 100(%) 
of the upper limit value. It was shown that, CLMTM was more advantageous at a 
point of processing load for communication control in comparison with COMTM. 

 

Fig. 4. Comparison of processing load 

4   Conclusion 

When DACS Scheme is introduced into practical network, processing load for com-
munication control by a user unit is heavy. Therefore, two models were shown. Then, 
processing load occurring in each model for communication control is compared. As 
the result of comparison, it was shown that DACS Scheme, which was CLMTM, was 
advantageous in comparison with COMTM.  
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Abstract. This paper describes the testing activities for the maintenance of the 
NeOSS (New Operations Support System) of Korea Telecom. To ensure the 
successful maintenance of the NeOSS without any effect on the existing 
functions and performance, we performed various tests related to functionality, 
efficiency and others before the added and modified parts were applied to the 
NeOSS. In this paper, we show the maintenance process, the various tests 
related to it, the test phases, and the test environment for controlling the quality 
of the NeOSS maintenance.  

Keywords: Operations support system, Maintenance, Test phases, Test-bed, 
Testing activities. 

1   Introduction 

Generally, software maintenance activities can be classified into corrective, adaptive, 
perfective and preventive maintenance [1]. After a software is developed and 
released, the correction and modification items for it are continuously and the requests 
related to them are generally reduced as time passes [2]. 

However, in the case of the NeOSS as a telecommunication operations support 
system, the new and continuous requirements for emerging services and the evolution 
of the network do not reduce the additional functions for the system. Also, the new 
requirements, including the improvement of existing functions and the correction of 
errors, are requested by the users and operators of the system. In addition, because the 
NeOSS was developed in the MS (Microsoft) .Net framework, whenever MS patches 
are released, the impact of the MS patches needs to be checked through functionality 
and performance testing in each occasion. That is, the maintenance activities of the 
NeOSS focus on corrective, perfective and preventive maintenance. Also, by 
continuously adding new emerging services to the NeOSS, the system gradually 
becomes larger.  

Therefore, in order to successfully ensure the maintenance of the NeOSS, we need 
to check if the maintenance activities affect the existing system through verification 
and validation processes. If the newly added functions and error corrections create 
problems in the NeOSS, it will adversely affect KT’s business.  

In this paper, we dealt with the testing activities for the NeOSS maintenance to 
ensure the success of maintenance as a case study. 
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2   Testing Activities for Maintenance 

The NeOSS development period was three years. After the first version was developed, 
we performed the test and evaluation activities to continuously improve the quality of 
the NeOSS for two years. Functional testing was performed for 52 times. 

We maintained the number of test cases until the 23rd test and then we decreased 
the number of test cases. In general, this is because it became increasingly laborious 
and time-consuming to go back and check every possible effect every time a small 
change is made. But this sharply reduced the testing coverage for the system functions 
and led to hidden problems in finding defective processes. 

In addition to the above, we need to take the following into consideration in 
NeOSS maintenance: 

- Continuous checking of the performance impact of the additional functions, 
modification of existing functions and correction of errors, and additional new 
services. 

- Continuous checking of the impact of MS product patches for the MS.Net , 
MS SQL, Windows 2003 Server and others on functionality and performance. 
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Fig. 1. The maintenance process for the NeOSS 

The testing activities to ensure the quality management of NeOSS maintenance are 
as follows: Figure 1 shows the maintenance process for the NeOSS, which consists of 
the activities and the stakeholders related to its maintenance. It refers to the 
maintenance reference model [3] [4]. In Figure 1, the activities from Change Analysis 
to System Release Planning are related to the handling of new requirements such as 
error correction, the new functional requirements, and the new service requirements, 
which come from the users, operators and business departments. 

Figure 2 shows the testing phases for maintenance, which consist of three phases.  
The first phase is where the developers and development partners test the new or 
modified functions through a unit test and a integration test. In the second phase, the 
new version of the NeOSS is tested by the quality department, which is comprised of 
experts in NeOSS operations. In addition, they perform the efficiency test for the 
added and modified functions to check if their performance affects the performance of 
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the NeOSS. And the regression test is performed on the main functions of the NeOSS 
to check if the existing functions of the NeOSS are affected by the added and 
modified functions with an automatic testing tool. In the third phase, the 
representative of the users and operators finally performs an acceptance testing on the 
added and modified functions of the new NeOSS version. 
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Fig. 2. The testing phases for maintenance Fig. 3. The test-bed 

Figure 3 shows the test-bed for the maintenance [5]. As shown in Figure 1, the 
developers and development partners develop the added and modified functions and 
test them through a unit test in the Development I environment. They perform the 
integration test for the NeOSS with the added and modified functions in the Test 
environment. After that, the new version of the NeOSS is controlled by the quality 
manager and applied to the test-staging environment, where the quality managers 
perform functional testing, efficiency testing and regression testing on it, and then 
lastly, the representative of the users and operators test it. In particular, the Test-
Staging environment is usually the same version as that in the operation environment. 
The reason why the new version of the NeOSS is first applied to the Test-Staging 
before it is applied to the operation environment is to find the hidden problems that 
can take place. The Development II environment is for the next version of the 
NeOSS, which has a big difference from the operational version of the NeOSS in 
order not to affect the maintenance version. This environment is optional and only 
made when they are needed. 

The tests for maintenance of NeOSS include the functionality, efficiency and 
regression, and the MS patch testing. The functionality testing is for the functions of 
the new requirements from the users and operators, the added functions for the new 
service, and the correction of error. The efficiency testing is performed to check if the 
added functions, for the new services in particular, affect the performance of the 
existing NeOSS. The load of the efficiency testing is about 8% of the load in the 
operating environment because the scale of the Test-staging is about 8% of the 
operating environment. And this testing includes performance test for the response 
time and processing time, load test for the maximum number of simultaneous users, 
stress test for the overloading, and stability test for stability under peak load. The 
regression testing is to check if the added and modified functions and the MS patches 
have any impact on the existing functions of the NeOSS. This test is performed 
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through automatic tools to reduce the manpower and test time. The MS patches 
related to the NeOSS are for the MS.Net framework for the development of the 
system, MS-SQL, MS BizTalk and Windows 2003 Server. Whenever a new version 
of the MS patches is released, its reliability and stability for the NeOSS must be 
checked before it is applied to the NeOSS. The test cases for the MS patches consist 
of the main functions of the NeOSS. 

In the automatic test tools, we used two kinds of test tools because the NeOSS had 
two kinds of clients, which are WebForm and WinForm of MS. In the WebForm 
client, we used the VSTS (Visual Studio 2005 Team System) from MS, which 
supports the regression testing and performance testing. But the VSTS does not 
support the WinForm client, so we used the LoadCube tool from a company in Korea. 
But this tool was not easy to use and the re-usability of the script was also very low. 
In addition, we take account of QALoad from the Compuware nowadays.  

3   Conclusion 

This paper describes the empirical testing activities for the maintenance of the NeOSS 
as a large software. Through the testing activities, we found defects as much as 
possible and could ensure the stability and reliability of the NeOSS in the system 
maintenance before the error corrections, the new requirements of the users and 
operators, the new services from the business departments, and the application of MS 
patches are applied to the NeOSS. Also, we performed regression testing to increase 
the coverage of the tests for the NeOSS using the testing tools.  

In the near future, we need to study the following areas: 

1. Expanding the regression testing to the business flow to further increase the 
coverage of the tests for the NeOSS  

2. The testing method for the abnormal DTC (Distributed Transaction 
Coordinator) increased in operating environment because the added and 
modified functions sometimes abnormally affect the NeOSS 

3. The analysis for the types of defects and the added and modified functions. 
The result of the analysis would be applied to the maintenance process to 
improve it.  
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Abstract. We study service problem management and resource trouble 
management on a telecommunication network with eTOM (Enhnanced 
Telecom Operations Map). As results of this research, we derive primary 
necessary functions for process elements of eTOM and compare them with KT 
NMS functions. In addition, we propose an improvement direction of KT 
network operations management.  

Keywords: eTOM, network operations management, service problem manag-
ement, resource trouble management. 

1   Introduction 

Nowadays, the telecommunication industry and markets in the world are changing 
very fast. In the view of markets and technology changes, closed and partial 
environments are changing to open environments, the circuit and voice network based 
on PSTN to IP and data network, wireline to wireless. In addition, in the view of 
service the environment based on service providers is changing to the environment 
based on customers like service level agreement, quality of service. [1] 

In the customer-based business environment, we can consider price, quality and the 
variety of services as the most important factors. Among these factors this paper 
considers network operations management related to the quality of telecommunication 
network.  

As result of this research, we give primary necessary functions for telecomm-
unication network problems operations management and compare them with KT 
NMS functions. These results are derived with the deep experience of network 
operations management along with studying through eTOM. We also propose an 
improvement direction of KT network operations management.  

In the next section we analyze the network problems operations management in 
KT. Then in the section 3 we derive primary necessary functions and compare them 
with KT NMS. In the section 4 we propose an improvement direction of KT network 
operations management. In the final section we summarize our results in this 
research. 
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2   Network Problems Operations Management in KT 

In this section we analyze the current network problem operations management 
process of KT. In KT, There are two routes to detect network problems. One is from 
VOC (voice of customer) which is from customers. The other is from Network 
Management Systems (NMS). For VOC, NeOSS SA which is a system in KT takes 
the problem claims. Then it orders Netis to create trouble tickets (TT). After Netis 
creates TT, Network Service Center (NSC) deals with problems. For the other, NSC 
monitors alarm event. When alarm is created from NMS, then NSC deals with that 
alarm event. Figure 1 describes network problems operations management in KT 

 

Fig. 1. Network Problems Management Process in KT  

3   eTOM and Primary Necessary Functions for Network Problems 
Operations Management 

In this section we review eTOM and derive primary necessary functions for process 
elements of eTOM. eTOM is an element of NGOSS (Next Generation Operations 
Systems and Software) [2]. It defines all major business processes in service 
providers. It is also recognized as a national standard in ITU-T M.3050. It gives the 
framework and common language of business process which are used in the 
telecommunication industry. In addition, it could be used to classify the 
telecommunication business process or service providers and system integrator can 
communicate with business process framework[3,4]. 

In eTOM, we focus on service problem management and resource trouble 
management (SP&RT) in Assurance process of Level 2 process of eTOM. To derive 
primary necessary functions for network problems operations management, we first 
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understand and draw process flow diagrams of process elements in SP & RT 
management processes based on deep experience of network operations management. 
After analyzing roles and responsibilities of the process elements in SP&RT, we 
derive these primary necessary functions as in Table 1. In Table 1, we also compare 
KT NMS with these functions. In Table 1 ‘A’ means that KT NMS needs automatic 
function. ‘0’ means that KT NMS has these functions.  

Table 1. Primary necessary functions for SP&RT Management Process Elements 

 

4   Improvement Directions of KT Network Problems Operations 
Management  

In the process of analyzing eTOM, obtaining primary necessary functions for network 
problems operations management and comparing KT NMS with these functions in 
section 3 we establish improvement directions of KT network problems operations 
management. 

First KT network problems operations management processes need to improve 
service problems alarm route structure and enhance the functions of RM&O layer in 
eTOM. To improve service problems route structure we need to give information of 
service problems caused by resource troubles to NeOSS-SA which is in SM&O layer 
in KT. Enhancement of the functions of RM&O indicates that RM&O layer in KT 
need to have functions to support functions of SM&O layer and E2E network 
management. 

The Figure 2 represents the network problem operations management architecture 
in KT. In Figure 2, RTR and RPDR indicates resource trouble report and resource 
performance degradation report, respectively. 
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Fig. 2.  Future KT network problems operations management  

5   Conclusions  

In this paper we study service problem management and resource trouble 
management in a telecommunication network. We derive primary necessary functions 
for telecommunication network problems operations management and compare them 
with KT NMS. In addition, we also introduce KT network problems operations 
management architecture with intuition while we study service problem management 
and resource trouble management in a telecommunication network. These results 
could be used as a reference for process improvement in telecommunication 
operations management. 
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Abstract. The traditional centralized event correlations are less of simplicity, 
scalability and robustness. DSEC is presented to solve this problem. It is based 
on the Divide-and-Conquer strategy that makes parallel local correlation at 
multiple agents and combines local causes on the global level. It regards a 
management task as an event probe, thus brings high-level and rich-semantic 
information to events and achieves the simplicity and scalability of causality 
graph. Meanwhile, it limits event explosion at each agent and improves 
robustness to noise. 

Keywords: distributed network management, event correlation, causality 
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1   Introduction 

To solve the problem of event explosion, a number of event correlation systems have 
been proposed and implemented [1-9], which vary widely in the underlying 
representation structures used to model the relationships between events and 
consequently the algorithms used in their correlation engines. However, there are 
three problems remained: (1) less of simplicity. The events are traditionally structured 
of low-level and less semantic information, which increase the complexity of 
correlation; (2) less of scalability. Event probes are mostly statically preinstalled at 
agents; both events and their relations can not be updated dynamically; (3) less of 
robustness. The centralized event correlations are inevitably sensitive to the noise 
(such as loss, delay, etc.) in an event stream. 

To solve these problems, Distributed and Scalable Event Correlation (DSEC) is 
presented in context of the distributed network management in which management 
tasks are assigned to agents to monitor event locally.  

2   DSEC Principle 

The premise of DSEC is regarding a management task as an event probe. Thus, events 
comprise high-level and rich-semantic information; meanwhile, the event correlation 
is scalable as the management tasks can be updated on-the-fly.  
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The principle of DSEC is Divide-and-Conquer strategy, which indicates it is often 
easier to solve several small instances of a problem than one large one. DSEC divides 
event correlation into two phases: Local Correlation and Global Correlation.  

• Local Correlation: making correlation of the events emitted locally to identify a 
local cause. 

• Global Correlation: collecting local causes from a given domain and making 
correlation of them in the view of network topology. 

Either Local Correlation or Global Correlation is processed by the same algorithms 
but the different causality graphs. We define a complete causality graph as composed 
by the all events which are the outputs of all the management tasks of a network 
management system. Based on divide-and-conquer, DSEC cuts the complete causality 
graph into some particular local causality graphs corresponding to the assignment of 
management tasks and sends each local causality graph to the corresponding agent. 
As management tasks are extended to an agent to implement more complicated 
function, the local causality graph is easy to be scaled; it will be expanded as tasks 
extended as well as shrunk as tasks retracted. 

3   DSEC Algorithms 

Because a management task is regarded as an event probe, each event in a causality 
graph can be physically detected by the corresponding management task. In the run-
time of correlation, events (instances) can be strictly classified in three categories: 

• Reported Event: indicates the observable event; it is the output parameter of the 
corresponding management task.  

• Inferred Event: indicates the indirectly observable event which has occurred; it 
may be either lost or failed to emit because of disabled host (such as management 
task or physical resource).  

• Unrelated Event: indicates the events not affected by the occurrent problem.  

DSEC includes a series of five algorithms as following: (The effects of event e is 
described as ImmEff(e) = {e’ | e → e’}. GGC is indicated the global causality graph of 
all the events and their causal relations of a given network management system. GLC 
is indicated the local causality graph of an agent.) 

Extracting Algorithm 
Add E to V(GLC);  
/* E is the set of the events attached with the 
management tasks INITIALIZED to a given agent */ 

If ∃e((e ∈ E) ∧ (ImmEff(e) ⊆ E)) 

  Add {e→ImmEff(e)} to E(GLC); 

The Extracting Algorithm is to decide which edges, presenting cause-effect 
relations between the events attached with the management tasks initialized to a given 
agent, of a global causality graph will be extracted to construct a local causality 
graph. 
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Expanding Algorithm  
Add Ee to V(GLC); 
/* Ee is the set of the events attached with the 
management tasks EXTENDED to a given agent */ 

If ∃e((e ∈ V(GLC)) ∧ (ImmEff(e) ⊆ V(GLC)) 

  Add {e→ImmEff(e)} to E(GLC); 

The Expanding Algorithm is to decide which edges, presenting cause-effect 
relations between the events attached with the management tasks extended to a given 
agent and the previous events of V(GLC), of a global causality graph will be extended 
to a local causality graph. 

Shrinking Algorithm  
Delete {e→ImmEff(e)|e ∈ Er} from E(GLC); 
/* Er is the set of the events attached with the 
management tasks RETRACTED from a given agent */  
Delete {e’→ImmEff(e’)|(e’→e) ∈ E(GLC) ∧ (e ∈ Er)} 
from E(GLC); 
/* delete the relationships of each event of Er 
respectively in the case of being a cause or an effect 
*/ 
Delete Er from V(GLC); 

The Shrinking Algorithm is to decide which edges, presenting cause-effect 
relations between the retracted events attached with the management tasks retracted 
from a given agent and the remained events of V(GLC), of the local causality graph 
will be deleted. 

Local Correlation Algorithm  

If ∃e((e∉S) ∧ (ImmEff(e) ⊆ S))  
/* S is the set of the reported events emitted within 
a given agent */ 
  Add e to S; 

LocalCause(S) = e|((e ∈ S) ∧ (¬∃e’((e’ ∈ S) ∧ 
(e’→e) ∈ E(GLC))); 

The Local Correlation Algorithm is to deduce local cause in the view of a given 
local causality graph for a set of reported events. 

Global Correlation Algorithm 

If ∃e((e∉R) ∧ (ImmEff(e) ⊆ R))  
/* R is a set of the local causes collected from a 
given domain of agents */ 
  Add e to R; 

RootCause(R) = e|((e ∈ R) ∧ (¬∃e’((e’ ∈ R) ∧ 
(e’→e) ∈ E(GGC))); 

The Global Correlation Algorithm is to make final reasoning of local causes in the 
view of network topology (presented in global causality graph). 
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Specially note that, DSEC is able to deal with the event relationship of not only 
logical conjunction but also disjunction. Concerning the isolating nodes of any local 
causality graph when extracted, expanded, and shrunk, they will be deleted because they 
are not related to any other events. Besides, to event e affected by more than one causes, 
i.e. d-(e) > 1, it needs to be sent together with local cause to management station to 
enjoy global correlation in the case that its causes are distributed to the different agents. 

4   Conclusion and Future Works 

DSEC is proposed as an event correlation mechanism working effectively in the 
distributed network management. It decomposes the complexity of event correlation 
into multiple correlation engines working on local and global network fault 
management levels, and improves robustness to noise. We are implementing the 
prototype of DSEC in the distributed network management test bed of Northeastern 
Network Center of CERNET (China Education and Research Network). The 
experimental data by now proves that DSEC can figure out the problem with the 
maximum probability in a given simulated event stream. Our focus is on enhancing 
the power of DSEC from three aspects: dealing with “NOT” relation, establishing 
temporal relationships and associating a probability with a relationship. 
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Abstract. Neptune attack and Flash Crowd are two typical threats
to web servers. These two anomalies have many identical features that
make them difficult to distinguish. In this paper, we propose a statistical
packet-based method to detect Neptune attacks and Flash Crowds and
more importantly, by performing separate analysis by source address
aggregation, we also propose additional efficient means to differentiate
these two similar anomalies.

1 Introduction

Nowadays, web services have become an indispensable part of the Internet soci-
ety. Sometimes, Flash Crowds may occur when the number of legitimate requests
to a server increases much faster than in normal condition. Besides, a server may
become a target for attackers who are likely to try Neptune or TCP SYN attack
to disable the service. J. Jung et al. [1] also proposed a research on Flash Crowds
and DoS attacks which requires detailed analysis of Web logs of HTTP requests.
We propose a packet-based detection method for Flash Crowds and Neptune at-
tacks based on some differences in their nature to distinguish them. Traffic traces
containing Neptune attack (created by attack tool) and Flash Crowd (provided
by the Internet Traffic Archive [2]) are used to verify the proposed method.

2 Detection Schemes

In this section, we present a statistical detection scheme based on the fact that
the number of requests (or connections) to a specific destination grows much
faster than in normal condition when either Neptune attack or Flash Crowd
occur. Therefore, we count the number of TCP SYN and FIN packets in the
traffic to detect these anomalies. If all connections are normal, the subtraction
of total number of SYN and FIN packets will be zero. But if Neptune attack or
critical Flash Crowd occurs, we will see this difference growing to an unusually
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large number because there are no FIN packets offered for any connection. Fig. 2
shows the charts of the total number of SYN, FIN packets and SYN-FIN counted
every 1 minute from the traffic containing Neptune attacks.

3 Distinguishing Neptune Attacks and Flash Crowds

First, we calculate the probability that a source will be found among server
requests. The results are displayed in the left chart of Fig. 3 in the order of
decreasing probability of source address occurrence.

In case of normal access and Flash Crowd, the smoothness of the curve tells
us that many users access the web server more than once even in a short time.
User community includes enthusiastic users that explore many webpages (hight
probbility) and curious or rare access users (low probability). This chart indicates
a typical behaviour of legitimate web service user community. We noticed that,
because of the sufficient number of regular users (higher source probability)
in the user community, the areas covered by the plot line (dark area in the
graphs) are clearly visible. However, in case of Neptune attack, we can see that
the distribution now is clearly different when the curve has a sharp breakpoint
close to the (0, 0) root point. There is a small set of legitimate source IPs in
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Fig. 3. Statistical analysis of source address aggregation

the lowest index area that has high probability. The rest with low probability
are sources spoofed by the Neptune attack. Therefore, the area covered by the
plot line is very small and almost invisible. This means that when Neptune
attack occurs, the plot line area suddenly become very small and this change is
significant enough to distinguish Neptune attacks from Flash Crowds. Therefore,
we calculate the ratio of the graph area and plot line area (regardless of the
number of distinct sources) with notice that when Neptune attacks occur, this
value will become very large. The right charts of Fig. 3 shows the results with
distinguishable signals for Flash Crowd and Neptune.

In the second analysis, we count the number of distinct source networks (clus-
ters) while decreasing the number of network bits (IP prefix), or increase the
number of host bits (IP suffix) in IP address to see how server sources are aggre-
gated. We calculate the decreasing ratio of the number of clusters from IP suffix
/0 to IP suffix /31. The results for the cases of normal access, Flash Crowd and
Neptune attacks are displayed on the left of Fig. 3. In normal accesses and Flash
Crowd, the number of clusters decreases gradually as the IP suffix increases be-
cause after each step of IP suffix, there is a sufficient number of closely located
IP addresses that are gathered into same clusters. This is the nature of the web
server user community distribution. However, in Neptune attack, the chart re-
tains high values (close to 1) and then quickly drops at around IP suffix 13 to 16.
The reason for this is that all the source IPs in Neptune attack are randomized
so they scarcely share the same networks at small IP suffixes. The number of
clusters gets closer to the maximum number of cluster allowed (2IPprefix) as IP
suffix grows. According to our experiments, when the aggregation ratio (number
of clusters divided by maximum number of cluster allowed) reaches 0.4, the num-
ber of clusters will decrease as fast as the maximum number of clusters allowed
(2 times smaller for every step of IP suffix). We refer to this drop of number
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of clusters as “drop point” and detect it in each equivalent situation as shown
on the right of Fig. 3. Both in normal access and Flash Crowd, the drop points
are detected at IP suffixes around 27 and 28 as a result of source aggregation of
the same web user community. But when Neptune attack occurs, the drop point
moves much further to the left and is detected at IP suffix 15.

Therefore, statistically, we can detect and distinguish Neptune attacks from
Flash Crowds by detecting the IP suffix of drop point in aggregation ratio. If the
IP suffix of the drop point suddenly decreases, it obviously signals the occurrence
of Neptune attack. Fig. 4 shows the chart for IP suffix of drop point along with
traffic time. We can see that Neptune attack can be easily detected and correctly
distinguished from Flash Crowd.

4 Conclusion

In this paper, we presented a method for detecting and identifying Neptune at-
tacks and Flash Crowds. The packet-based detection method can be used with
high speed network connections and provides accurate results. Then we applied
further analysis using the unique features of these anomalies to distinguish them
effectively. These analysis methods provided results with clear differences be-
tween these two kinds of anomalies regardless of whether a Flash Crowd was
non-congested or critical.
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Abstract. Nowadays in communication and network businesses, architectures 
and systems are independently constructed with existing service or new service 
deployment without considering common functions and services between them. 
Consequently, the study of standardized Service Delivery Platform (SDP) 
structure and its related interfaces is needed to provide the methodology of 
existing or new services in an efficient way. Therefore, in this paper, we intend 
to view various solutions about SDP structure with the proposed interfaces 
which are able to support them, and then recommend various application 
services which SDP can offer to end users. 

1   Introduction 

Currently, some services development and deployment methodologies provided by 
Service Providers are made up of the form of separated vertical service structures. 
And these may cause complication, intensiveness of resource and cost increasing of 
the management. Therefore, we are in face of a platform that can develop, integrate 
and preserve the horizontal common services to eliminate these complications. This 
anticipant platform enables the IP Multimedia Subsystem (IMS) structure to provide 
the control of service consistently and integrate wire and wireless network to meet 
those demands. The IMS calls for the creation of SDP that can develop new service 
based on existing service of the IMS with valued additional services [1].  

Service providers care about not only the appropriate cost of the new innovative 
services but also the integration of the existing services. They demand their 
environment which can deliver these services in the IMS. Therefore, SDP 
satisfactorily provides open valued services for service providers to exploit the 
various types of user devices. Nowadays there isn’t a common standard structure 
about SDP. So, this paper carries out the research about various interfaces of SDP 
structure. In section 2 we present the structure for SDP in detail and then in section 3 
make its usefulness through one network emulator and presence service. Finally in 
section 4, we make some conclusions. 

                                                           
* Corresponding author. 
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2   Composite Services and Interfaces 

Fig. 1 represents the SDP composition elements and interfaces in detail. The IMS 
services are able to access the SDP through SIP AS or OSA-SCS (through Parlay 
API). Also, the intra-bus that composes SDP is defined by SOA/Web Service (WS). 
And SIP interface is defined for the inter-bus of each SDP. To access the IMS 
network, a module is existed as various protocol gates in a middleware structure. The 
developer uses the middleware to provide high-level API about network protocol. The 
middleware carries out the necessary protocol conversion between high-level API 
command and protocol. Supported APIs can be defined as private one or standard 
ones (e.g., Parlay API, SS7-family SIP, MM7, LIP, SMPP, PAP, SMTP, POP3). 

 

Fig. 1. Composition Elements and Interfaces in Detail 

Service Logic Execution Environment (SLEE), dealing with scalability, 
distribution, configuration of service, is a real-time environment for service providers. 
The candidate technologies are based on J2EE/.NET, SIP Servlet, JAIN SLEE and 
Web Service. A common service enabler supports a basis structure within the service 
domain. A service developer is able to control and prepare application service that 
uses the service capabilities provided by common service enablers. Accordingly, 
service providers don't have to re-create these service functions as stove-pipes. These 
service enablers include contents management, devices management, policies control, 
logging, subscribers/profiles management and so on. Service composition and 
orchestration is used to create service in a fast way. There is a modeling tool that 
might compose a desirable service. The communication among services is 
accomplished as Service Integration Bus (SIB) that is based on Business Process 
Engineering Language (BPEL). The SIB uses SOA/WS technology as an interface 
between one service enabler and other service enablers. The Service Creation & 
Execution Environment (SCEE) uses a GUI-based tool for making a real-time service 
bundling. Portal System is used as a third-party management tool. And resource 
adapter as a SDP service component takes a role of access gateway to IMS network. 
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3   Deployment of Application Services 

The simulation we use here is Application Test Suite (ATS) Network Emulator 
component [8]. Suppose a group of teenagers of our university planning to meet 
together next month in another university to attend an International 
Telecommunication Conference. Jacky is intended to tell his professor about this, and 
then reply to Lucy the manager of another university academic conference. 

Firstly Jacky simply selects the person-to-talk group number from his phone books 
(e.g. to Professor Lee, 20070417), then just presses the push-to-talk button. The call 
signal transforms to SDP Parlay/OSA GW, and then decided into Professor Lee 
according to the phone number. Also Jacky can see his professor’s online status that 
the professor is now with a busy line. So Jacky chooses the SMS service to inform his 
professor (see Fig.2). The professor who is now driving on a highway realizes this 
SMS message, later during his free time he also presses his push-to-talk button to 
answer to Jacky. After that Jacky makes a replying phone call to Lucy’s computer. 
Lucy as she is now busy with typing some document on her computer realizes this 
call (according to her pre-configuration, the SDP center holds on a waiting line for 
Jacky and Lucy until Lucy hands up this session), she speedup finishing her work 
then makes the video session with Jacky about their concerning detail. Push-to-Talk 
over Cellular (PoC) makes point-to-point (private) and point-to-multipoint (group) 
connections among members of a group and combines the fix and mobile network. 
This Push-to-talk can be extended to include other media such as text, pictures and 
real-time video. SDP is able to provide that connecting SMS to PoC enabler which 
creates new Emulator services. Connection of SMS and PoC is performed by 
orchestration and interaction. SDP is able to create that common enabler interacts 
with access enablers (e.g., IMS enabler). SDP abstracting a function of network and 
defining standardized interface is possible to be used whether third-party service 
providers have a professional knowledge or not. 

 

Fig. 2. Simulation of PoC 

As another example, Fig.3 describes a simple presence-based application service 
using SDP. SDP is able to control the location of mobile user and present the state of 
devices through Parlay interface [9]. Let’s suppose that Elice wants to find a suitable 
boiler-repairman. She notifies the message to Presence-based Application Service 
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(PAS), via SMS Messaging Gateway (SMSG), using her cell phone to find the closest 
boiler-repairman from her. When this request message reaches PAS, Profile enabler 
collects the list of candidate boiler-repairmen. By using this list, Availability enabler can 
infer their availability status. Location enabler interacts with Parlay gateway to obtain 
and track the locations of registered boiler-repairman and her. Feedback enabler makes 
a decision of their ranking. The ranking represents their priority. The boiler-repairman 
with the highest priority might receive her request. If he is busy or has any other 
problems in doing her request, PAS recommends that she can contact with a boiler-
repairman who has the next priority. Orchestration and interaction can be accomplished 
by performing the coordination among various service enablers using SDP which can 
deploy application services in a dynamic and uniform execution environment. 

 

Fig. 3. A Simple Presence-based Application Service Using SDP 

4   Conclusions 

Now we have presented the main function and beautiful perspective of SDP. In 
Application Server (AS) Layer, SDP architecture holds the promise of seamless 
converged voice/data services by kinds of standards and platforms. SDP gives the 
users greater ease of use in multimedia enhanced mobile communications. No doubly 
IMS SDP architecture will continue on in the future, further strengthening its 
leadership role, helping customers in their on demand business enablement and the 
growth, availability, and systems management. 
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Abstract. In this paper, we discussed methods for recovering from 
communication failures due to route hijacking. Looking ahead we intend to 
pursue further work on systemization, authentication, and evaluation. 

Keywords: BGP, route hijacking, communication recovery. 

1   Introduction 

The Internet consists of over 20,000 ASs, which exchange routing information with 
each other using BGP [1]. Since BGP does not have any function for verifying the 
authenticity of routing information, if erroneous routing information is advertised, this 
false routing information is transmitted across the whole Internet. The phenomenon is 
known as route hijacking. In order to solve this problem, improved protocols have 
been proposed, including soBGP [2] and sBGP [3]. Despite these proposals, it would 
be difficult for the more than 20,000 ASs to simultaneously convert from the BGP 
protocol that they are all using to one of these improved protocols. Therefore, we set 
out not only to improve the BGP protocol, but also, with an eye to countering the 
continued threat of route hijacking, to carry out R&D to develop a technique capable 
of rapidly detecting route hijacking, of recovering from the resulting communication 
failures, and of preventing route hijacking through the construction of a highly 
reliable routing information database. In this paper, our discussion focuses on 
methods for recovering from communication failures resulting from route hijacking.  

2   Recovery from Communication Failure Caused by Route 
Hijacking 

When an victim AS suffers a communication failure caused by route hijack, a 
recovery from the communication failure needs to be implemented at the victim AS, 
at least temporarily. Recovery methods like this can be categorized as follows: (1) 
Recovery methods applied only to the victim AS, and (2) Cooperative recovery 
methods, in which requests are made to all the ASs that are relaying the hijack route. 
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(1)Recovery Methods Applied Only to the Victim AS 
Recovery methods that are applied only to the victim AS make use of the same 
mechanism as the route hijacking itself, by advertising from the victim AS on the 
hijack route (“hijacking back”). The main issues of this method are (1-1) advertising 
routes, and (1-2) advertising location. Here we will discuss each of these points. 

(1-1) Advertising Routes 
Proposal A-1 is a method for advertising a route having a prefix longer than the hijack 
route. The reason is that when there is a multiple number of prefixes containing 
destination addresses, the routers conduct forwarding based on the longest match rule. 
Note, however, when these routes are filtered at an AS having a policy to filter routes 
of long prefix, it is possible that advertised routes are not adequately transmitted over 
the Internet. Proposal A-2 is a method for advertising the same prefixes as the hijack 
routes. Accordingly, the chance of routes being filtered due to prefix length is lower 
than in the case of proposal A-1. However, since hijack routes and the advertised 
routes have the same prefix, the range of communication recovery becomes the range 
where the advertised route is selected as the “best path”. So communication can be 
recovered over only about half of the entire Internet. A side-effect of this is that hijack 
routes can become invisible, depending on the places where hijack routes are 
monitored, making it impossible to recognize whether hijacking is occurring or not. 
Proposal A-3 is a combination of the proposal A-1 and A-2. Thus, the range of 
communication recovery is wider than that of either A-1 or A-2 applied alone, but the 
side-effect of proposal A-2 remains. Proposal A-4 is a two-stage method. Firstly, 
proposal A-1 is implemented and then the communication recovery situation is 
assessed. If it is found that the recovery range does not expand, proposal A-3 is 
additionally applied. This method is subject to the same side-effect of proposal A-2, 
but in this case it is possible to minimize the side-effect.Considering the above 
proposals as a whole, the most favorable proposal is A-4. 

(1-2)Advertising Locations 
In Fig. 1 we show an example of the internal structure of a victim AS (AS65050) that 
implements a recovery procedure, and we discuss the locations (devices) within an 
AS that implement route advertising. When the above route is advertised from the 
victim AS, there are two methods that can be applied. Proposal a): A method 
implemented at the router advertising hijacked routes; and Proposal b): A method 
implemented at a dedicated advertising device. The advertised routing information is 
a combination like proposal A-3 or A-4, and the NEXTHOP attribute of these must be 
NH-A. Thus, in proposal a), when advertised from the router, routing information 
must be advertised from RT-A. So, it is necessary to set route advertising to RT-A, 
and also necessary to establish an algorithm for searching RT-A, which stores a value 
of 10.0.0.0/16, from an IP address management system, using NH-A—the NEXTHOP 
attribute of 10.0.0.0/16—as a key. There are other challenges, such as coordination 
with an account management system for obtaining accounts to enable login to RT-A, 
and dealing with setting commands for advertising route. Accordingly, the 
practicability of systemization and versatility of applicability to many ASs, are both 
low. Since the routing information that is desired for advertising is clearly defined, 
proposal b) utilizes a dedicated advertising device rather than a router, which is 
limited to advertise. The operation of a dedicated advertising device is explained in 



 A Study of Recovering from Communication Failure Caused by Route Hijacking 581 

Fig. 1. The device is connected to the router, receives routing information, and stores 
the routing table. Here, when a NOC operator places a request for communication 
recovery of the hijack route to the device, the prefix at the device is a combination 
like proposal A-4; and for the NEXTHOP attribute, NH-A is searched from the 
routing table inside the device, using the hijack route as a key. Next, routing 
information is formed from these prefixes and NEXTHOP attributes, and routes are 
advertised to connected routers. Like this, the practicability of systemization is high, 
and versatility of applicability to a diversity of ASs is also high. From the above, we 
can conclude that proposal b) is desirable in terms of practicability and versatility. 

Summary of Recovery Methods at a Victim AS 
From the results of the above investigation, as a recovery method that is applied only 
at the victim AS, it is desirable to use a two-stage method, utilizing “longer” and 
“exact” routes, and to use dedicated advertising devices for advertising route. 
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Fig. 1. Route Advertising Using Dedicated Advertising Device 
 
(2) Coordinated Recovery Methods 
Here we discuss coordinated recovery methods that implement recovery by placement 
of requests from the victim AS to the ASs that relay the hijack route . There are three 
proposals for coordinated recovery methods. Response C is a method for filtering 
hijack routes at the border routers of an AS. When a hijack route is filtered, it does not 
flow inside that AS, so communication is recovered. Transmission of hijack routes to 
other ASs is also stopped. Like this, this kind of response is highly effective, but it is 
difficult to establish an algorithm for filter settings of routers. So, the practicability of 
systemization is poor. Response D is a method to assign a community tag, “NO-
EXPORT,” to a hijack route. For the routing information to which “NO-EXPORT” is 
assigned, no routes are advertised between the border routers connected to other ASs 
and other ASs. Thus, hijack routes are not transmitted to other ASs, and there is a 
high possibility of communication recovery at other ASs. On the other hand, since 
hijack routes transmit within ASs to which “NO-EXPORT” is assigned, 
communication is not restored. Thus, this method is less effective than response C. 
This response can be further categorized, in terms of where the response is 
implemented, into response D-a), which is a response at the router, and response D-b) 
which is a response at a dedicated route modification device. Response D-a is a 
method for assigning “NO-EXPORT” at a router, so it is necessary to develop an 
algorithm for assigning, and to set up a filter. Therefore, it is difficult to achieve 
systemization like Responce C. Response D-(b) is a method for using a dedicated 
route modification device. When a route with “NO-EXPORT” assigned is selected as 
the best path, RR advertises this routing information to each router connected via 
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iBGP. Thus, routes with “NO-EXPORT” assigned are also advertised to RT-C, so the 
hijack routes advertised up to now to a neighbor AS will be stopped. Thus, hijack 
routes disappear from neighbor ASs and communication is restored. Response E is a 
method that the advertised routes are also the same as hijacking route, and routing 
information is created as routes of the victim AS and advertised. However, such a 
practice would be considered unethical Internet behavior, so it would be inappropriate 
to use this method. From the above, it is clearly desirable to assign a “NO-EXPORT” 
tag using a dedicated route modification device, by means of responce D-b). 
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Fig. 2. Assignment of NO-EXPORT Tag Using Dedicated Route Modification Device 

 
Complementary Relationship between the Single Recovery Method and 
Cooperative Recovery Method 
Here we describe the relationship between the “hijacking back,” corresponding to the 
single recovery method response A), and the assignment of “NO-EXPORT,” as in the 
cooperative recovery method response D-b). Basically, communication is restored by 
response A. However, a victim AS readvertises routes that are “hijack back,” if the 
upstream AS has a policy to “filter routes having long prefixes,” or to “filter routes 
not registered in IRR (Internet Routing Registry),” then these advertised routes will be 
filtered, resulting in the possibility that the routes that were hijack back and 
readvertised by a victim AS may not be transmitted over the Internet. In such a 
situation, the cooperative recovery method is more effective. 

3   Conclusion 

In this paper, we discussed methods for recovering from communication failures due 
to route hijacking. Looking ahead we intend to pursue further work on systemization, 
authentication, and evaluation.  

This paper is the output of a research project for the Ministry of Internal Affairs 
and Communications (Japan), “Research and Development Relating to the Detection, 
Recovery, and Prevention of Route Hijacking.”  
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Abstract. This paper describes a novel method of achieving packet scheduling 
in several routers of network, in order to optimize the end to end delay. We use 
a multi-agent system to model this problem, where each agent of this system 
tries to optimize the local scheduling and through a communication with each 
other, attempts to make global coordination in order to optimize the total 
scheduling. The communication between agents is done by mobile agents like 
ants colony. A pheromone-Q learning approach is presented in this paper, 
which consists to applying the standard Q-learning technique adapted to our 
architecture with a synthetic pheromone that acts as a communication medium 
speeding up the learning process of cooperating agents. 

Keyword: Multi-agent system, reinforcement learning, mobile agent, ant 
colony, packet scheduling. 

1   Introduction 

Data, voice, and video services that are currently carried on multiple service-specific 
networks, will be carried on one single flexible and ubiquitous converged IP network. 
However, current IP technology is still mainly best effort and cannot provide 
guaranteed distinct Quality of Service (QoS) required by QoS-sensitive services. 
Over-provisioning is the currently applied strategy for QoS in IP networks, and it 
serves as a reasonable solution for the core networks where technologies have made 
bandwidth abundant and relatively low-cost. However, efficient transport of kind of 
applications requires new network capabilities such as packet scheduling mechanisms 
to prioritize multimedia traffic [2]. A good scheduling discipline should allow the 
network to treat heterogeneous applications differently in accordance with their QoS 
requirements and in a dynamically changing environment it should be adaptive to the 
new traffic conditions. Reinforcement learning (RL) [4] provides a natural support for 
the development and improvement of a policy that can adapt by interacting with the 
environment, to the conditions (load and resources availability) of the network. We 
use a multi-agent system (MAS) to model this problem, where each agent tries to 
optimize the local scheduling and through a communication with each other, attempts 
to make global coordination in order to optimize the total scheduling. A mobile agent 
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called ant [5] located at each router can keep the first agent informed of the conditions 
at the next router. For example, the buffer may be bursting or the bandwidth is not 
sufficient, so to prevent the packet from being dropped, the first agent could improve 
its learning policy to service an other queue until the second agent indicates the 
possibility to receive the packet indicated beforehand. In this paper, we adopt the 
framework of Markov decision processes [1] applied to multi-agent domain. While 
centralized MAS may be considered as a huge MDP, we work with decentralized 
systems where each agent is independent from the other as far as decision and 
learning are concerned.  

2   Proposed Approach 

We modify somewhat the definition of a multi-agent MDP to define a decentralized 
multi-agent MDP. 

Definition: The MDP for each agent i is defined as MDPi = (S, Ai, Pi, ri),  where S is 
a finite set of system states, Ai is a finite set of actions of agent i, Pi: S × Ai → Δ(S) is 
the state transition function where Δ(S) is the set of probability distributions over the 
set S and ri: S × Ai × S → đ is the individual reward such that ri(s, ai, s’) is the reward 
obtained by agent i when it performs in state s, an action ai  and move to state s’.  

Again, we need a local policy πi for each agent i:  

πi : S → Ai   (1) 

The expected discounted value function of agent i is the following: 

Vi(s, πi) = E(πi)[ ri | s0= s] (2) 

We consider also Qi as local Q-function, defined for each state-action pair as: 

Qiπi (s, ai, s’) =  ri(s, ai, s’) + γΣ P(s’| s, ai) Vi(s’, πi) (3) 

In MAS it will not be possible for the agent to have complete view of the system 
state. Hence, we improve our decentralized multi-agent MDPs by the concept of 
mobile agent like ant to make the current state of each agent known throughout the 
system. In this way, scheduling is made based on local decisions and instantaneous 
information (policies, etc) communicated periodically by mobile agents, so they can 
enhance each others state or action value functions. The Phero-Q technique combines 
Q-learning [4] with a synthetic pheromone [5] introducing a belief factor into the 
update equation. The formula bellow describes the belief factor [3]: 

                Σs∈Na  Φ(s) 
B(s, a) =   ⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯ 

                Σσ∈Na  Φmax(σ) 

(4) 

where Φ(s) is a scalar value that integrates the basic dynamic nature of the 
pheromone, namely aggregation, evaporation and diffusion. The Q-learning update 
equation modified with synthetic pheromone and applied to our model is given by: 

Qi(s, ai )← Qi(s, ai ) + α {R + γ max [Q
i(s’, ai’) + ξ B(s’, ai’)] − Qi(s, ai)} 

                                                          ai’ 
(5) 
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                                                                 n

 

R = max Σ ri(s, ai, s’) 
                                                          i=1 

(6) 

and the parameter ξ is a sigmoid function of time periods such that ξ ≥ 0. Also, the 
optimal policy πi* for each agent i can be obtained as: 

Vi(s1, ….., sn, πi,*) = max Qi,*( s1, ….., sn, ai) (7) 

The optimal action value function Q*of the multi-agent MDP is the sum of the 
optimal action value functions Qi,*:  

                                                                   n 
Q*(s1, ….., sn, a1, …., an) = Σ Qi,*(s1, ….., sn, ai) 

                                                                  i=1 
(8) 

An optimal policy can be directly derived from the optimal action value Q*(s, a) 
by:  

π*( s1, ….., sn) = arg max Q*(s1, ….., sn, a1, …., an) 
                                                (a1, …., an) 

(9) 

3   Learning Algorithm 

We present in this section a Decentralized Multi-Agent Learning (DEMAL) algorithm 
that uses Q-learning. To converge, Q-learning requires the knowledge of the actual 
state. In our case this information is gathered and distributed by mobile agents. 

Algorithm DEMAL 

Repeat 
Initialize s = (s1, ….., sn) 
   Repeat 
       For each agent i 
       Choose ai using Boltzman formula (see [6]) 
       Take action ai , observe reward ri and state s’ 
       Qi(s, ai ) ← Qi(s, ai ) + α {R + γ max [Q

i(s’, ai’) + ξ B(s’, ai’)] − Qi(s, ai)} 
                                                            ai’ 

       s ← s’ 
    Until s is terminal 
Until algorithm converges 

4   Evaluation 

The objective of the simulation is to compare the global decision time of the multi-
agent system when it acts alone and when it acts with mobile agents. This simulation 
is carried out for two cases. In the first case we consider that the output link capacity 
of all routers is sufficient. We assume, in the second case, that the output link is not 
sufficiently large in some routers. We observe (Fig 1) in the two scenarios that the 
global decision time is better with presence of the mobile agents. 
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Fig. 1. Global decision time of the multi-agent system 

5   Conclusion 

This paper addresses the problem of performing a decision making task using a set of 
agents through the problem of scheduling optimization between several routers. We 
formulated this problem as decentralized multi-agent MDPs, improved by ant-like 
mobile agent on the level of each router to guarantee a global view of the system’s 
state. Our simulation shows that the proposed approach leads to better results than 
when the multi-agent system acts alone. As a future work, we will evaluate how 
adaptive our approach is, by performing it when the network environment changes. 
We will also compare it with others models. 
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Abstract. This paper provides a summary of development process for the 
conceptual design of an integrated network management system (NMS) 
platform for incumbent with a huge legacy system. Based on proven 
international standards such as Enhanced Telecom Operation Map (eTOM) [1] 
and New Generation Operations System and Software (NGOSS) [2] framework 
an approach has been develop to address the current situation of incumbent as 
well as to make provision for NGN. In other world, the solution has been 
developed in a way that a relatively smooth transformation/ development of the 
existing fragmented management landscape towards an integrated NMS is 
possible. A service centric concept has been deployed for our conceptual 
design. 

Keyword: Network Management system,  eTOM, NGOSS. 

1   Introduction 

As a result of deregulation, network service providers that were once monopolies are 
now subject to intense competition. Deregulation has been accompanied by 
developments in mainstream computing (notably the advent of Internet technologies) 
that have led to an explosive increase in the amount of data traffic carried by telecom 
networks. 

This trend has continued as demand has grown for seamless communications 
anywhere at any time between a variety of devices. In addition to sophisticated 
telephony services with attractive pricing, telephone subscribers now expect other 
services such as voice mail, Internet access, multi-media, email, wireless access, and 
IP telephony. 

The many telecom network management systems in existence today are designed 
to meet a common set of challenges. Some of these challenges arise from the 
competitiveness of the telecom market. Others arise from the technical complexity of 
the telecom network management domain. This complexity comes from the need to 
manage performance, alarms, and states in networks consisting of many millions of 
network elements of many different types. To meet the challenges of today’s telecom 
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market, telecom network management systems must be highly reliable, offer high 
performance, and be easy to operate. 

Current attempts to meet the challenges of telecom network management are based 
on approaches such as: Telecommunications Management Network (TMN) [5], 
Transaction Language 1 (TL1), Simple Network Management Protocol (SNMP), 
Common Object Request Broker Architecture (CORBA). 

After this in section 2, the service group model has been explained. Then in section 
3, the management model has been proposed in three levels. Finally a short summary 
of paper has come. 

2   Service Group Model 

Service groups need to be defined to create logical domains. These logical domains 
group services that are either hosted on the same and/or adjacent OSI layers (e.g. 
transmission services such as SDH and IP transport) or form a group with distinct 
functional boundaries (e.g. mobile services). The following four main groups have 
been considered and service groups have be defined accordingly [3]: 

Transmission Services: WDM and DWDM, SDH transport (optical fibre and micro 
wave), PDH transport, Satellite transport, IP/MPLS transport and Network time 
services for transmission 

Fixed Line Services: International gateways services, analog and digital switching, 
soft switching via NGN, value added services (VAS), access services (e.g. two wire 
copper loop, xDSL), network time services for switching 

Data Services: The service group “Data Services” comprises the following services, 
VPN services, internet services (bulk for resellers), remote access and dial up 
services, hosting services, E-mail services, DNS services, security, content filtering 
and caching services 

Mobile Services: Mobile voice services, mobile VAS, GPRS, network time services 
for mobile switching 

It should be noted that the classification is not free of ambiguity and henceforth 
infrastructure needed to provide these services could be attributed to another group as 
well. For the conceptual design however, this ambiguity is of no concern. 

Customer groups also have to be defined to enable company to define develop 
(specialized) products based on the service groups outlined in this section. Examples 
for customer groups are: residential customers, business customers, wholesale etc. 
The detailed definition of customer groups is not considered in this paper. 

3   Management Model 

The proposed management model itself is eTOM based and focuses around the three 
core areas of fulfilment assurance and billing [1].  The proposed model is based on 
the following three levels: 
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3.1   High Level Design 

In the high level design, the management plane interfaces with the entire stack from 
customer equipment via access, aggregation, transport and control to the application 
plane in one side and with the business management plane on the other side.  

Except for the core components fulfilment assurance and billing as defined in 
eTOM, two more components the common data model/management and the common 
integration and process automation can be identified. These two components are 
essential for the deployment of a common platform or interoperable platforms for 
incumbents.  

3.2   Management Model Decomposition in Level 1 

Applying these requirements a generic level 1 model has been developed that contains 
all major functional blocks. As a new element a mediation/abstraction layer between 
the network elements/element managers and the proposed solution has been 
introduced. This layer is responsible for the mediation between the functional 
components using the common data model of the solution and the multiple sets of 
proprietary data supported by the network elements/element managers. 

3.3   Level 2 Decomposition of Management Model 

A further decomposition into level 2 functions has been performed. The level 2 
architecture has shown the logical interfaces/relationships between the modules as 
well as where data will be held.  

So far the management model can be applied to any of the service groups. Process 
automation and an end to end service view would be possible within the boundaries of 
a service group, but not across service group boundaries. This can be achieved by 
introducing interfaces for data/process information exchange between 2 or more 
management platforms.  

In this level each module contains a brief description of its key functions as well as 
associated databases. The logical interfaces are also considered between the modules; 
core interfaces to an external umbrella management system. It should be noted that 
the architecture of the solution is essentially the same for all service groups, 
differences will only occur at the specific, technology dependent implementation. 

A central Master Service Control System would follow the same architecture, 
however lower layer functionalities such as element and resource management, 
resource and usage data collection would be kept at the service group level of the 
solution. 

4   Summary 

A framework design for an integrated NMS solution has been presented consisting of 
a component model, a service group and a management model leading to a functional 
system architecture. The creation of a common data model and a common integration 
and process framework is proposed. 
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The following advantages can be seen if this framework is being adopted by 
telecom companies 

• Consistency throughout all NMS instances at company 
• End to end service view supported by cross domain management 
• Common data structures, hence easier comparability of key quality and key 

performance indicators 
• Better support for cross domain and end  to end service level implementation 
• Pre-requisite for automated cross-domain service management 
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Abstract. This paper relates to a method for performing Stateful Packet 
Inspection(SPI) in real time using a session table management scheme that 
allows more efficient generation of session state information. SPI is an 
important technique to reduce false positive alerts in network intrusion 
detection system(NIDS). As the number of session increases, this technique 
requires a higher processing speed, thereby causing performance problems.  
However, existing software-based solutions cannot perform real-time packet 
inspection ensuring the wire speed. To guarantee both performance and 
functionality with respect to statefulness, we designed and implemented SPI-
based intrusion detection module in a FPGA to help alleviating a bottleneck in 
network intrusion detection systems in this paper.  

Keywords: Stateful Packet Inspection, High Performance Intrusion Detection. 

1   Introduction 

One of the major problems and limiting factors with Network Intrusion Detection 
System(NIDS) is the high false positive alert rate. In order to reduce these false 
positive alerts, a lot of methods and techniques are proposed. Stateful Packet 
Inspection(SPI) is one of these solutions. SPI was originally developed for 
Firewall[1][2], but it became a very important factor in NIDS. Stateless NIDSs 
generate tremendous false positive alerts while stick or snot attempts to attack[3][4]. 
Most existing NIDSs have SPI module which is supported statefulness but they don’t 
satisfy high-performance in gigabit internet environment. It is so difficult that we 
manage a lot of session state information with limited hardware resource and satisfy 
performance of high-speed internet. In other words, the rapid evolution of recent 
network technologies to gigabit network environments require existing SPI module to 
have more improved functions and performance. SPI basically requires a session table 
which stores source and destination IP addresses and port numbers. It is necessary to 
perform real-time packet inspection by checking, for each input packet, whether or 
not a corresponding entry is present in the session table. Real-time packet processing 
at wire speed should not cause any packet delay or loss even when the number of 
managed sessions is increased to more than one million. 

Previously developed software-based solutions cannot meet these requirements.  
One software-based technique has attempted to use a distributed system. However, as 
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the number of session increases, this technique requires a higher processing speed, 
thereby causing performance problems. Thus, software-based solutions cannot 
perform real-time packet inspection ensuring the wire speed. To guarantee both 
performance and functionality with respect to statefulness, we designed and 
implemented SPI-based intrusion detection module in a FPGA to help alleviating a 
bottleneck in network intrusion detection systems in this paper. The performance of 
SPI-based intrusion detection system mainly depends on the performance of 
processing session table[5] and pattern matching[6]. In this paper, we focused on 
session state management scheme and omitted pattern matching method. Our work 
related to pattern matching method is described by Byoungkoo Kim at al. [7] in detail. 

2   Session State Management Scheme 

Fig.1 shows the SPI-based intrusion detection module. Legitimate TCP sessions are 
established through 3-way handshake and terminated through 4-way handshake. State 
manager has session table and tracks these session state. If input packet doesn’t exist 
in session entries, this packet will drop or forward to Intrusion Detection Engine(IDE) 
with additional state information according to security policies. 

 

Fig. 1. SPI-based Intrusion Detection Module 

Fig. 2 is a basic architecture of session state manager for stateful packet inspection. 
Session state manager includes a hash key generator, a session table, a session 
detection module, a session management module, and a state info generation module. 
The session table stores session entries that are indexed and managed by the hash key 
generator. 4-tuple information including a source IP address, a destination IP address, 
a source port, and a destination port is input, as information used to hash a newly 
received packet, to the hash key generator. Hash key generator has a dual hash 
structure with two different hash functions Hash1(x) and Hash2(x). The hash 
functions Hash1(x) and Hash2(x) are well-known functions that are used to hash 
packets. One hash function Hash1(x) is used to generate indices that point to hash sets 
permitting hash collisions in order to achieve faster session table search. The other 
hash function Hash2(x) is used to generate hash addresses that are used to identify 
session entries in a hash set pointed by the hash function Hash1(x). Session table may 
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be designed and implemented using two or more SRAM devices, if necessary. For 
efficient session table management, the session table has an N-way set associative 
session table structure in which each hash set in the session table can include N 
session entries. The session table shown in Fig. 2 is a 32-way set associative session 
table that is constructed using two 72-Megabit SRAMs with each session entry having 
a length of 36 bits. 

 

Fig. 2. Basic Architecture of Session State Manager 

Each session entry stored in the session table includes current state, time stamp, 
and hash address parts. The current state part includes current connection state 
information of a corresponding session, the time stamp part is used to determine 
which session entry is to be deleted when the session table is full, and the hash 
address part is used to identify each session entry in the same hash set. According to 
current state, State Info Generation Module generates the state information of the 
packet. Then, inspection of the packet is performed based on the generated state 
information 

3   Simulation and Implementation 

Our session state management scheme in SPI-based intrusion detection system is 
affected by two major factors, hash collision rate and push-out rate. There is every 
probability of hash collision occurrence because hash function for faster session table 
search is used. The wrong state information is generated if the hash collision is 
occurred. Therefore, the SPI-based intrusion detection module generates the false 
positive alert. The hash collision rate is determined by the Hash2(x). Theoretically, 
the probability of hash collision is 1/220 if the session table is full. As the number of 
session entries increase gradually, the session table is filled with new session. Also, 
there is every probability of push-out occurrence because the size of hash set has 
limitation(32-way set). When the session table is full, the probability that each session 
is brought into a push-out state is very important in a session table management 
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scheme because wrong session state information is generated if any existing session, 
which has not yet been terminated, is replaced with a new session. In this case, since 
the SPI-based intrusion detection module generates the false negative alert, the push-
out rate can be said to be the factor which is important than the hash collision rate. In 
order to ensure that push-out rate is reasonable in our design, we made a simulation 
for distribution of the number of sessions allocated to each hash set in the session 
table when one million sessions are established. We used a separate set of traffic data 
collected from various network environments for this simulation. 

Distribution of the number of sessions allocated to each hash set in the session 
table follows a normal distribution as expressed by Probability density function. This 
is standardized and then the push-out probability of each session in the 32-way set 
associative session table is calculated to obtain P{X>32} = P{Z>8.3}. This indicates 
Z-score of 8.3 which is nearly 0%. (Z-score of 6 corresponding probability is 
0.0003%) According to the result of simulation, it is proved that our design for 
session state management is very reasonable with respect to hash collision rate and 
push-out rate. 

Our SPI-based intrusion detection module was implemented on Security Gateway 
System(SGS) prototype. Session State Manager of SGS is implemented on a Xilinx 
Vertex-II Pro XC2VP70 FPGA(7M Gate) and Cypress CY7C1470V33 
SRAM(72Mbit) using verilog HDL(Hardware Description Language) that is best 
suited for high-speed packet processing. 

4   Conclusion 

In this paper, we proposed session state management scheme which can perform 
stateful packet inspection in real time by performing session table processing that 
allows more efficient generation of state information. And we designed and 
implemented SPI-based intrusion detection module in a FPGA to help alleviating a 
bottleneck in network intrusion detection systems. 
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Abstract. Currently ISPs use tools, such as Interior Gateway Protocol
Weight Optimizer (IGP-WO), to tune link weights of routing protocols
so that offered traffic load is balanced evenly for network’s links. IGP-
WO uses a sequential algorithm that prevents efficient use of parallel
computing resources. We introduce a parallel link weight optimization
architecture and compare its performance to IGP-WO. We find that our
system achieves good load balancing much faster than IGP-WO.

Keywords: Traffic Engineering, Weight Optimization, Load Balancing.

1 Introduction

A near-optimal intra-domain load balancing can be achieved by altering the link
weights of the network’s routing protocol (OSPF or IS-IS) [1,2]. Open-source
Traffic Engineering software [3] provides a weight optimizer called IGP-WO [4].
We compared the performance of IGP-WO (in terms of execution time and the
quality of load balancing) to our proposed system.

2 The Architecture

The IGP link weight optimization process can be conceptually divided into three
parts:

1. Delivery of topology and traffic demand information to Traffic Engineering
Unit (TEU)

2. Determination of the near-optimal link weights for load balancing based on
traffic demand and topology information (link weight optimization)

3. Transferring of the link weights to routers

We implemented a prototype network that contains all of these functions,
however, in this work we focus on the second.

In our architecture, the master node of the TEU periodically checks if traffic
measurement files and the topology file have arrived and if weight re-configuration
is needed. Whenever it decides that weights need to be altered in the network,
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it uses a novel mapping system to pre-select 20 candidate weight sets, and then
distributes the sets to 20 slave nodes, along with the current topology and demand
matrix. Each of the slave nodes then uses simulation to test the quality of load
balancing the given weight set actually produces with the current demand matrix
and topology (maximal link load). The slaves then inform the master about the
quality of load balancing they obtained, after which the master can select the best
weight set (the one that produced smallest maximal link load). Overview of our
architecture is presented in Figure 1.

SPF router
network

Traffic Engineering
Unit

Master Slaves
Topology +
Traffic demand 
matrix

Load balancing
link weights

LSAs

Mapping 
System

Testing
System

Fig. 1. Overview

The main logic of the master node of TEU is presented in Figure 2.

Traffic demand 
files and topo-

logy file arrived?

Weight
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needed?

no
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Pre-select weight sets

and send them to slaves
(along with topology and

traffic matrix)

Utilize slave feedback 
to select the best 

weight set

Configure weights 
to routers

<start>

yes

Mapping System

Fig. 2. Main logic of the master node

The slave node is logically very simple. It sleeps until the master node sends
topology, demand matrix, and weight set files to it. When the slave receives these
files, it simulates the quality of load balancing that is achieved with the given
weight set and returns the result to master.

Overview of the mapping system located at the master node is presented in
Figure 3. The off-line process of the mapping system creates a database of
link load vectors that are obtained by ”flooding” randomly generated demand
matrices to the network using hop count weights and the current topology. The
process uses IGP-WO to calculate near-optimal link weights with respect to each
of the vectors (demand matrices). These near-optimal weights are also moved to
the database.

Whenever the on-line process of the mapping system decides that link weights
need to be altered in the network, it finds 20 most similar demand vectors in
terms of their 1-norm distance from the database compared with the current
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Fig. 3. Overview of the mapping system

traffic demand vector (for links) of the network. We define similarity of two
matrices (say A and B) as the opposite number of difference D of A and B,
which can be calculated as follows:

1. Convert matrices A and B to link load percentage vectors a and b by flood-
ing them into the network using hop count weights.

2. Calculate the 1-norm distance between load percentage vectors a and b:
D =

∑n
i=1 |ai − bi|, where n is the amount of links in the network, and i

represents a link.

3 Simulation Results

We simulated the performance of our system on one PC (2.0 GHz CPU, 516
MB RAM), which contained the master and all of the slaves. We tested the
quality of load balancing obtained by 1) 50 iterations of IGP-WO, 2) random
weight pre-selection, and 3) the mapping system with a database of 200 matrices.
Figure 4 presents the maximal link loads obtained with 1) hop count link weights
(default), 2) random weight pre-selection, 3) IGP-WO and 4) mapping system,
and the times it took to obtain the presented maximal link loads with help of
IGP-WO and the mapping system (20 slaves located on the same PC), as well
as an estimate of the running time with 20 separate slave PCs.

Our topologies contained 12, 36, 60, 84, and 108 nodes, and 15, 53, 95, 133,
and 167 links respectfully. Topology 1 was the Abilene backbone [8], and topolo-
gies 2-5 were generated by combining multiple Abilene-topologies with multiple
links at different locations. All results are averages over 50 test matrices, that
were generated randomly from a uniform distribution with parameters 0, a, with
the exception that a certain, relatively small percentage of the demands were
generated from a uniform distribution 0, b, where b � a.

It can be seen that the random pre-selection cannot find good weight for load
balancing in larger topologies. However, the mapping system is able to balance
the load comparably to IGP-WO and in a much shorter time even when no
parallelism is utilized.
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Fig. 4. Simulation results

4 Conclusions

We presented an architecture that can be used to find near-optimal IGP link
weights for load balancing and compared it to an open-source optimization tool
(IGP-WO). Quality of load balancing obtained by the architecture is comparable
to that obtained by IGP-WO, while the time reduction is significant even in a
simulation scenario where all slave nodes are located on the same PC and no
parallelism is utilized.
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Abstract. Currently, network management systems on Internet are lots of 
islands floating around. They seldom get connected with each other, especially 
among those of different networks. Under such situation, overlapping 
implementation of network management functions in the same network domain 
commonly exists, and end-to-end management can’t be smoothly implemented 
across different network domain. To solve these problems, a novel model of 
network management architecture is proposed, by name, Internet Management 
Network (IMN). IMN is an overlay network of NMSes. The structure of IMN is 
almost the same like Internet itself. A prototype system based on SNMP is also 
introduced with an interesting application, multi-domain search engine of 
network management information. 

Keywords: Network Management, Architecture. 

1   Introduction 

Currently, network management systems on Internet are lots of islands floating 
around. They seldom get connected with each other, especially among those of 
different networks. The isolation among NMSes prevents end-to-end management 
across different network domains. For example, Inter-domain troubleshooting, 
security events detection, QoS and traffic engineering, etc. In a single NMS, in spite 
of centralized or distributed system, different components are always tight coupled, 
scalability is very weak, and cost of maintenance and update is very high. 

In this paper, we propose a novel model of network management architecture, by 
name, Internet Management Network (IMN). IMN is an overlay network of NMSes. 
In IMN world, NMSes can get connected with each other and a NMS is just like a 
LAN composed of loose coupled unit systems. IMN is a network world while 
traditional SNMP based NMS is a system world.  

Given that almost all current NMSes are based on SNMP, which is the industrial 
standard of network management, we implemented IMN based on SNMP by adding 
an overlay networking mechanism to SNMP, which make it possible for IMN to be 
accepted by industry community. 

2   Architecture Design 

In the beginning we need get a picture of management domain. Just like Internet is 
composed of numerous ASes, IMN is made up of management domains (or domains). 
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Management domain can inherit the structure of AS in Internet. Usually an AS can be 
taken as a management domain. The NMSes in a domain belongs to the same 
organization and trust each other.  

 

Fig. 1. IMN Architecture 

IMN has 3 type of networking entity, IMN Cell (IC), Domain Router (DR) and 
Border Gateway (BG). 

1) IC is a specific network management system. A NMS becomes an IC by 
implementing IMN MIB and IMN networking functions. IMN MIB plays an 
important role in IMN, for it prescribes a unified way to store information for local 
network management and an interface for interaction between NMSes. IC must 
register its basic system information and meta data of its resource to DR, which can 
publish its existence to the IMN. Once joining IMN, an IC may receive lots of 
requests for interaction, and it usually provides service at different levels to different 
ICs. IC is also able to find needed resource in the IMN. 

2) DR serves for intradomain networking. Assuming that each management 
domain or sub management domain has one DR, It performs three functions in 
working. Firstly a DR manages IC system information and monitors the running of 
ICs in local domain. Secondly it generates and exchanges IMN routing information 
within domain. Thirdly it provides search service with system information and routing 
information. Search service produces a NMS list as an answer to given query for 
resource. 

3) BG serves for interdomain networking. BG plays a key role in connecting 
different management domains into an overlay network. Every management domain 
has a top-level BG, while a sub management domain has a sub BG. Like BGP routers 
in an AS, BG manages exchanges of routing information between domains. All top-
level BGs are organized in Peer-to-Peer model, which constitutes the backbone of 
IMN. Neighbor BGs in trust relationship exchange route information periodically. 
BGs can be seen as bridges that connects ICs in different management domains. 
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ICs are the basic components of IMN. There are four types of relationship between 
ICs. 

1) Master/Slave relationship: It is the most intimate relationship between ICs. 
There are lots of integrated NMSes that have a master system and some sub-systems 
in large scale domains. Sub systems of an integrated NMS communicate and interact 
in their private manner. This weakens system’s extensibility and openness. 
Master/Slave relationship is proposed to resolve this problem. An integrated NMS can 
be divided into some ICs that maintain their intrinsic function. These ICs can 
reconstruct the former integrated NMS. Information exchange and interaction 
between master and slaves is advised to go on the basis of IMN MIB. Therefore, the 
integrated NMS is composed of standard ICs, in which system’s coupling is 
decreased. Components of an integrated NMS are easily put in or taken off, while 
every component can be reused by other systems. As Fig.1 shown, C4 in D2 is an 
integrated system, which has a master system and two slave systems. 

2) Groupmate relationship: ICs in the same management domain have such 
relationship. Interaction between ICs in the same domain is of key importance to 
accomplish more powerful management or to avoid overlap function. ICs in the same 
domain are usually owned by the same organization. So the interaction request from 
groupmates is conducted with high priority. For example, as Fig.1 shown, three ICs in 
D1 have groupmate relationship. 

3) Peer relationship: NMSes in different domain that trust each other is in peer 
relationship. Peer relationship is established by putting each other’s BG as peer BG. 
BGs in peer relationship change route items periodically. ICs can easily find and visit 
resource in need from peer domain. As Fig.1 shown, D1 and D3 have peer 
relationship. 

4) Strangers: Strangers refers to ICs in different domains that haven’t peer 
relationship. An IC can’t acquire resources in a strange IC, though the latter has the 
needed resources through IMN addressing mechanism. 

There are four types of information communicated on IMN network. 

1) Network Management Information. Every IC has two MIBs, information MIB 
and operation MIB. The former is used to store data for local function and to be 
accessed by another NMS. The latter helps to make located operation invoked by 
other NMSes. 

2) System Information. Information expresses the basic function of an IC and 
provides the key to access it. It contains {IC IP, community, MIB tree list}. IP is used 
to identify an IC. Community is the key to access SNMP MIB of an IC to get needed 
information. MIB tree list shows what information and public operation an IC has, 
and what function it supports. 

3) Control Information: Keep-alive and updated information between IMN entities. 
An IC sends keep-alive message to register periodically at runtime. BGs also send 
keep-alive message to their neighbors in P2P network. When ICs or BGs change their 
basic information they will release updated message. 

4) Route Information: The meta data that describes the information or public 
operation an IC has in detail. Route information is generated in DR. DR collects 
announcement from ICs announce items such as {information, IC Information sub 
MIB tree OID, IP section}. DR generates route items from announcements by 
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expressing abstractly. Format of information route item is {information, BG IP, IC IP, 
Information MIB tree OID, IP Section}, while format of operation route item is 
{operation, BG IP, IC IP, Operation MIB tree OID}. 

3   Routing 

Routing in IMN is divided into intradomain routing and interdomain routing. It's easy 
to implement intradomain routing because a DR has the route information of the 
whole domain. It's easy to implement interdomain routing among peers because a BG 
has the route information of its peer domains. The question is how to locate resource 
in a stranger domain? 

Chord [3] is a scalable P2P lookup service, which presents a valuable routing 
method in a P2P network. Given a key, it maps the key onto a node. Data location can 
be easily implemented by associating a key with each data item, and storing the 
key/data item pair at the node to which the key maps. In IMN, BGs can be seen as 
nodes of a P2P network. Every BG has an IP, and all IMN route items are based on 
IP. We can choose IP as the key, while route item as data. So it’s very suitable for 
IMN to utilize Chord mechanism to implement routing among stranger domains. 

4   Conclusion and Future Work 

The next generation of the network management [4] should have the scalability 
corresponding to the Internet. Therefore, we propose a networked architecture for 
future Internet management. Currently, we are developing a search engine of network 
management information based on IMN architecture. It will give a choice to share 
information among ISPs in a loose-coupled way. 
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Abstract. In a popular video broadcasting method, two major technical issues 
are focused on both to reduce the viewer's waiting time maintaining a given 
bandwidth allocation and the client's buffer requirements. In this paper, we 
propose a pagoda staggered broadcasting (PSB) method which has a simple 
structure and substantially improves broadcasting efficiency in given 
bandwidth. The proposed method performs significantly better than the existing 
broadcasting methods in the viewer’s waiting time and the buffer requirement 
with simplicity. The numerical results demonstrate that the viewer’s waiting 
time of the PSB method is nearly equal to the existing pagoda broadcasting 
methods. However the complexity of this method decreases up to 60% if 
dividing coefficient h  is 1 by adjusting the short front part of a video. 

Keywords: broadcasting, video-on-demand, pagoda staggered broadcasting, 
simple structure, video-on-demand efficiency, dividing coefficient. 

1   Introduction 

With the growth of broadband networking technology, video-on-demand (VoD) 
services have become possible. VoD system generally denotes a platform to provide 
real-time multimedia delivery services. VoD allows clients to select any given video 
from a large on-line video library and watch it through their set-top box (STB) at any 
time without waiting via communication networks. For providing VoD service, Many 
VoD broadcasting protocols have been proposed, such as fast broadcasting 1, 
harmonic broadcasting 2, staircase broadcasting 3, pagoda 4. A drawback of these 
various broadcasting methods is that a client using these methods can not avoid 
managing many segments of a video, managing a frequency of channel hoping and 
joining many channels at the same time. Unavoidably these increase the complexity 
of VoD system design. 

In order to overcome these problems mentioned above, this paper proposes a new 
VoD method entitled the pagoda staggered broadcasting (PSB) method. In the PSB 
method, the viewer’s waiting time is nearly equal or less than that of previous 
methods. In addition, the complexity of this method is significantly decreased and the 
buffer requirement can be adjusted as dividing coefficient h . These merits make it 
possible to easily implement VoD service and more practical than previous proposed 
VoD methods. 
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2   Pagoda Staggered Broadcasting (PSB) Method 

The pagoda method has bandwidth efficiency in a video delivery and the staggered 
method has a simple system structure. The PSB method contains all these features. 
This method divides a video into a short front part and a long rear part. The short 
front part of a video is then broadcasted in the pagoda method and the long rear part 
of a video is broadcasted in the staggered method. This framework leads to decreasing 
not only viewer’s waiting time and the buffer requirement of a client, but also the 
complexity of the VoD method. 

 

Fig. 1. The basic partition operating of the PSB method for a video when h  is a video dividing 
coefficient, N  is the number of segments and d  is the length of each segment in short front 
part 

Referring to Fig. 1, on the server side, suppose there is a video with length [sec]D , 

where [sec]fD  is the front data length of the video and [sec]rD  is the rear data length of 

the video. The consumption rate of the video is ][bpsb . Thus, the size of the video is 

bDbitV ×=][ . Suppose the bandwidth, which can be allocated for the video, is ][bpsB , 

bB ×= β , 1≥β . On the server’s respect, the PSB method involves the following steps. 

1. The video length D  is divided into a short length of front part 
fD  and a long 

length of rear part rD . Thus, the size of 
fD  is bDbitV ff ×=][ , and the size of 

rD  is bDbitV rr ×=][ . The each part relation is given as 

                                                  )( dDhD fr += , 1≥h .                                            (1) 

where, h  is the video dividing coefficient, d  is the length of each segment in 

fD . Here, h  is only a positive integer and is equal to the number of the 

assigned channels in rD  part. 

2. The bandwidth B  is equally divided into k  logical channels, where 

⎣ ⎦ ⎣ ⎦β== bBk / . Assume the number of the assigned channels in 
fD  as m  

( 1≥m ) and the number of the assigned channels in rD  as n  ( hn = , 1≥n ). 

Thus, the number of the logical channels is nmk += . Let }...,,{ 10
ff D

m

D CC −  

represent the m  channels and }...,,{ 10
Dr
n

Dr CC −  represent the n  channels, where 

The notation q
pC  represents the p th channel with q ’s part. 
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3. A video length D  is divided into N  segments, where N  is the number of total 
segments and the video length of the front data 

fD  also is uniformly divided 

into 
fN  segments, where 

fN  is the number of the front data segments. Since 

the video length of the rear data rD  is one segment, the total number of 

segments is 1+= fNN , where 

                                          
⎣ ⎦⎪⎩

⎪
⎨
⎧

=−

=−
=

−

)(,1)5(2

)(,1)5(4
2/

1)2/(

oddm

evenm
N

m

m

f
,                                     (2) 

referring [8]. Suppose iS  is the i th segment of the video. All the segments 

concatenated in the ascending order constitute the whole video. 
4. Within the continuous data segments on fDC0

, broadcast segment 1S  periodically. For 

fD
iC  channels, ⎣ ⎦2/)1(...,,1 −= mi , periodically broadcast on channel fD

iC 12 −  the 

segments ...,,,,,,,...,,,,,{ 321122312212
2

3 +++−−++ wwwwwwwww SSSSSSSSSS w
 

}, 131
2

3 −− wSS w  and on channel fD
iC2

 the segments ,...,,,,{ 1243
2

3 −www SSSS w  

,,...,,,,,, 141214132524
2

3 −−++−− wwwwww SSSSSSS w },15 −wS  where )5(2 1−= iw . 

5. If m  is even, then periodically broadcast on the last channel 1−mC  the 

segments }...,,,{ 121 −+ www SSS , where )5(2 1−= iw . 

6. On Dr
jC , where 1...,,0 −= nj , the rD  is broadcasted using the n  channels in 

the staggered method, with the time of staggered channel interval [sec]sT , 

dDT fs += . Therefore, the number of the allocated staggered channels is given 

by 
sr TDn /= , and also the number of the assigned channel in 

fD  is obtained 

as hkm −= . 

At the client side, suppose there is plentiful memory space to save the data 
segments of the playing video. For watching a video, the following steps are involved. 

1. Get the channels’ assignment and the data segment size of a movie from the 
server. Then, wait until the earliest start time of new channel fD

C0 . 

2. Begin to download the first data segment 1S  at the earliest new start time on 
fD

C0  and then to download other data segments from ff D
m

D CC 11 ...,, −  concurrently. 

If the play point of the first data segment is equal to the start of a staggered 
point, the last data segment 

NS  simultaneously records the ongoing staggered 

channel’s segments. Otherwise, the last data segment 
NS  buffering waits till the 

start of the staggered point, only if buffering is necessary to the client. 
3. Right after downloading the data segments, we can start to consume the video 

with its consumption rate in the order of 
NSSS ...,,, 21 . 
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4. Stop downloading from the channel fD
iC , 1...,,0 −= mi , when the client has 

received all data segments of the front data part from that channel. Stop 
downloading from channel Dr

jC , 1...,,0 −= nj , when the client has 

completely received the 
NS  data segment from that channel. 
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Fig. 2. Example of the PSB method when k =4, β =4, h =1, m =3, and n =1 channels 

Fig. 2 shows the operation of the PSB method for a video with k =4, β =4, h =1, 

m =3 and n =1 channels. This picture describes the server side broadcasting 
operation. The video length D  is divided into 

fD  and rD  by the coefficient 1=h , 

)( dDD fr += . The 
fD  is partitioned into nine segments and these segments are 

broadcasted over three channels ( fDC0
, fD

C1 , and fD
C2 ). The rD  is also broadcasted 

using one channel with the staggered manner. The time of staggered interval 
sT  is 

10 d , where d  is the segment length in 
fD . In this example, segment length d  is 

19/D , which is also the maximum viewer’s waiting time. In the same case, for the 
pagoda method the maximum viewer’s waiting time is 19/D , for the fast and 
staircase method 15/D  and for the harmonic method 30/D . For the more, the 
number of segments of the video is obtained as 10 for the PSB method, 19 for the PB 
method, 15 for the fast broadcasting method, 85 for the staircase method, 465 for the 
harmonic method, respectively. 
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Abstract. Congestion control is an important part of IP QoS. The traditional 
congestion control algorithms judge the network congestion status and make 
drop decisions mainly according to the congestion information of local buffer 
resources. This causes the bandwidth-wasting problem when data flow 
congested. The paper analyzes the problem theoretically and proposes a new 
congestion control algorithm (CC-AMR) based on awareness of the congestion 
status of multistage resources. CC-AMR accounts the congestion status of 
resources in remote forward engines and their ports synthetically so that more 
reasonable congestion control decisions can be made. The CC-AMR has been 
implemented and tested on a core router which is implemented basing on 
network processor. Results show that this algorithm can enhance the total 
throughput of router effectively during periods of congestion. 

1   Introduction 

The typical router congestion control algorithms are Tail-Drops, RED, WFQ, and so 
on. Tail-Drops algorithm used buffer to buffer packets in FIFO mode. While in AQM 
[1] algorithms, packets are dropped (or marked) before the buffer overflow occurs. 
The most representative AQM algorithm is RED [2]. Aiming at overcoming some 
shortcomings of the RED, many researchers have put forward many improved 
schemes and algorithms [3, 4]. FQ algorithm maintains many independent queues for 
each data flow. WFQ algorithm is an extension of FQ algorithm [5]. It allocates the 
resources weighted fairly for each queue according to the bandwidth requirement. 

In essence, all the algorithms mentioned above are to manage the shared buffer 
resources in routers. They make drop decisions just according to the congestion 
information of local buffer, that is to say it does not take the congestion status of 
multistage resources into account synthetically. This will likely cause the bandwidth-
wasting problem. This paper proposes a new scheme and algorithm for congestion 
control, which is based on awareness of multistage resources.  
                                                           
*  This research was supported by the National Basic Research Program of China (973) under 

Grant No. 2003CB314802 and the National Natural Science Foundation of China under 
Grant No. 90604006. 
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2   Problem Definition 

2.1   Multistage Independent Congestion Control 

The current popular routers are mostly adopting switch-fabric and multiprocessor 
based architecture at large. In the router, there are four stages of queues so four stages 
of congestion control schemes (scheme-1 to scheme-4) are performed in router 
correspondingly. They are as follows: 

(1) Congestion control scheme-1: When packets arrive at the ingress of NP from 
network, the congestion control scheme-1 will manage WFWQ (Wait ForWarding 
Queue) resources. 

(2) Congestion control scheme-2: When the packets that have been processed in 
ingress of NP arrive at the queue for target NP, the congestion control scheme-2 will 
manage WSQ (Wait Switching Queue) resources. 

(3) Congestion control scheme-3: When the packets that have been switched to the 
egress of NP arrive at the egress of NP through the switch fabric, the congestion 
control scheme-3 will manage the WOPQ (Wait Output Processing Queue) resources. 

(4) Congestion control scheme-4: When the packets that wait for output arrive at 
the target port queues, the congestion control scheme-4 will manage the WOQ (Wait 
Output Queue) resources. 

2.2   Analysis of Bandwidth-Wasting Problem 

We model the multistage independent congestion control as follows (see Fig. 1). In 
this simple model, we assume that the two stages of queue resources in the system are 
Qm and Qn (include Qn1 and Qn2), respectively. And as a result, this system has two 
stages of congestion control schemes, which are G(m) and G(n). Both G(m) and G(n) 
are using RED algorithm. The s1 and s2 are respectively the data sources of Flow1 
and Flow2. The sending bandwidth of Flow1 and Flow2 are respectively T1 and T2. 
The d1 and d2 are the destinations of Flow1 and Flow2, respectively. The receiving 
bandwidth of Flow1 and Flow2 are respectively R1 and R2. Suppose the maximal 
supported bandwidth of Qm and Qn are respectively Bm and Bn. 

 

Fig. 1. The model for analysis of bandwidth-wasting problem 

In the model, let us suppose T1>Bn and T2≤Bn, so the system is congested. The R2 
and the sum of R1 and R2 are summarized in Table 1 in this condition. 

We can conclude from Table 1 that (1) when both Qm and Qn1 are congested, with 
the increase of T1, R2 will decrease and the R1 will hold the line; (2) when Qm is 
non-congested and Qn1 is congested, both R1 and R2 will hold the line. So in the 
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Table 1. The bandwidth of receiving data flow in system 

Status of Qm Status of Qn1 R2 R1+R2 
congested congested Bm·T2/(T1+T2) Bm·T2/(T1+T2)＋Bn 
congested non-congested Bm·T2/(T1+T2) Bm 

non-congested congested T2 T2＋Bn 
non-congested non-congested T2 T2＋Bm·T1/(T1+T2) 

model, when both Qm and Qn1 are congested, with the increase of T1, the R2 and 
R1+R2 will decrease. We can see the congested Flow1 wastes the bandwidth. The 
bandwidth-wasting problem caused by congested data flow always occurs in router 
system when many data flows share multistage resources. The method to solve this 
problem is to be aware of congestion and do drop decision earlier.  

3   CC-AMR Scheme and Algorithm 

To overcome the shortcomings of multistage independent Congestion Control, we put 
forward the new scheme. Compared with the congestion control scheme-2 of 
multistage independent congestion control, this scheme uses the congestion 
information not only of WSQ but also of OPQ and WOQ to make drop decisions. 

We define 128 transmit probability tables to represent different congestion grades. 
Every table has 64 entries, and each entry is corresponding to the drop probability of 
different packet types. The transmit probability table is indexed by QQQTCC, of 
which QQQ,T and CC respectively represent the type of QoS in DSCP (DiffServ 
Code Point), the congestion information of WOPQ, and  the drop priority in DSCP. 

4   Implementations and Experimental Evaluation 

We implemented the CC-AMR scheme and algorithm in our router whose main 
components are PowerNP 4GS3s. To evaluate the performance, the AX/4000 
instrument generates two data flows (Flow1 and Flow2). The data flows outflow the 
router at FE/Port 1 and FE/Port 3. The traffic of Flow1 exceeds the receiving ability 
of FE/Port 1 while the traffic of Flow2 that is named MAXPL exactly equals to the 
maximal processing bandwidth of FE/Port 3. We name the Flow1 background flow.  

Firstly, the testing packet lengths are 64, 128, 256, 512 and 1500 bytes 
respectively. The Flow1 are 500, 200, 120, 110, 100, 90, and 80Mbps respectively. 
The Flow2 is MAXPL. We observed the maximum supported bandwidth of Flow2 
when the Flow1 changes. We compared the CC-AMR with the unmodified SARED at 
different lengths of testing packets.  

We also recorded the total supported bandwidth of Flow1 and Flow2. Fig.2 shows 
the compared results. When Flow1 is 200Mbps and Flow2 is MAXPL, We observed 
the total supported bandwidth of Flow1 and Fow2 at various length of testing packets. 
From the five observing points, the average supported bandwidth of SARED is 
71.12% of that of CC-AMR, that is to say, the average supported bandwidth is 
increased by CC-AMR algorithm for about 40.60% than SARED. 
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Fig. 2. Total supported bandwidth of Flow1 and Flow2 for different background Flow1 

We choose forwarding delay as the criterion to evaluate the overhead of CC-AMR 
algorithm. The experimental results show that the delays of SARED and CC-AMR 
are very approximate to each other. 

5   Conclusions and Future Works 

The CC-AMR algorithm accounts the congestion status of multistage resources 
synthetically. Utilizing the characteristics of our router that is based on IBM NP4GS3 
we implemented the CC-AMR algorithm. The testing result shows this algorithm 
enhances the throughput of routers by large margin with low overhead.  
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Abstract. To support various devices for multimedia services, it needs to some 
adaptation technologies. A transcoding is one of major fields in adaptive 
multimedia delivery. A transcoding proxy is usually necessary to provide 
adapting multimedia object to various mobile devices by not only transcoding 
multimedia objects to meet different needs on demand, but also caching them 
for later use. In this paper, we propose a caching algorithm in transcoding proxy 
that can reduce the startup time, improve caching ratio with segment-based 
proxy management. Our simulation results demonstrate that the proposed 
algorithms outperform the competing algorithms.  

Keywords: Transcoding; Proxy Caching; Multimedia Caching, Segment based 
caching.  

1   Introduction  

Recent technology advances in mobile networking have guided in a new era of 
personal communication. Users can access the Internet via various mobile devices 
such as PDAs, cellular phones and laptop computers. To support these devices for 
multimedia services, it is need to some adaptation technologies. A transcoding is one 
of major fields in adaptive multimedia delivery.  

Transcoding is defined as a transformation that is used to convert a multimedia 
object from one form to another. From the aspect of the place where transcoding is 
performed, the transcoding can be classified into server-based, client-based and 
proxy-based. For many reasons, proxy-based transcoding technology will be better to 
transcoding the multimedia object[1].  

Proxy caching has been widely used to cache static objects on the Internet so that 
subsequence requests to the same objects can be served directly from the proxy 
without contacting the original content server. However, the proliferation of 
multimedia content makes caching challenging due to the typical large size and the 
low latency and continuous streaming demands of media objects[2].  
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To solve the problems caused by large size media objects, researchers have 
developed a number of segment-based proxy caching strategies that cache partial 
segments of media objects instead of entire media objects[2]. And currently, most 
cache architectures are designed for end users with similar network links and device 
profiles. So, for the various clients, it needs transcoding mechanism and management 
various versions of same content.  

So, in this paper, we propose the considering the aggregate effect of caching 
multiple versions of the same content with segment-based proxy caching.  

2   Segment-Based Cache Replacement Algorithm for Streaming 
Media in Transcoding Proxy  

The Segment base Profit Function(SPF) generates a value that is used for find a 
victim object at replacement procedure. The SPF is composed of two factors – delay 
time saving and reduction in the number of bytes transmitted. Initially, the individual 
profit function is derived to estimate the profit from caching a single version of a 
video object(definition 1). Then, the aggregate profit function is derived to estimate 
the profit when caching multiple versions of a video object simultaneously(definition 
2). Finally, depending on the aggregate profit function, the complete profit function is 
formulated for estimating the profit from caching a version of a video object when 
other versions of the object are already cached(definition 3). We use the symbols on,v 

for the version v of content n, rn,v for access count of on,v, TRL(v, v’) for the 
transcoding length from version v to v’, Rn,v for the bitrate of on,v, dn,v0 for the fetch 
delay of on,v0, wn(v,v’) for the transcoding weight value from version v to v’, and Sn,v 

for the cached size of on,v .  

Definition 1 : SPF(on,v) is a function used to calculate the individual profit for caching 
Sn,v size of on,v, when no other version of object n is cached. SPF (o

n ,v 
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Definition 2 : SPF(on,m1, on,m2,…, on,mk) is a function used to evaluate the aggregate 
profit for simultaneously caching on,m1, on,m2,…, on,mk , where Gn’ is the subgraph 
obtained by the MATC procedure1.  
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Definition 3 : SPF(on,m| on,m1, on,m2,…, on,mk) is a function used to calculate the 
individual profit for caching Sn,v size of on,v, when on,m1, on,m2,…, on,mk  are already 
cached, where m ≠m1, m2, …, mk.  
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SPF(on,m | on,m1, on,m2,...,on,mk )
  

=SPF(on,m, on,m1, on,m2,...,on,mk,)
 −SPF(on,m1, on,m2,...,on,mk,) 

Based on the segment based profit function(SPF), cache-replacement algorithm is 
designed. The replacement is happened when the new segment is needed at 
transcoding or fetching a content from original server. In other transcoding algorithms 
such as FVO[5], TVO[5], TeC[6], and transcoding graph based methods, they reserve 
a space area with total size of a version or average duration size in advance at saving 
the first parts of the content. And when the proxy space has no more space, the proxy 
selects some contents for victim and fully dumps them. They are simple methods, but 
those methods have more chances to miss requested data. In our proposed segment 
based algorithm, it reserves a segment at new data caching by a small size unit and 
when replacement needs, it dumps the victim content by segment size unit. So, more 
different data can remain in transcoding proxy than other methods.  

3   Simulation Results  

We implemented a simulator for performance analysis. In the client model, client 
devices can be partitioned into 5 classes (15%, 20%, 30%, 20%, 15%). That is, each 
data item can be transcoded to 5 different versions by the transcoding proxy to satisfy 
the users’ requirements. The bitrate of the 5 versions of each media object are 
assumed to be 512, 256, 128, 64 and 32 kbps. The transcoding delay for the first 
sufficient segments of version from i to j is determined to (j -i) * 500 ms. The 
popularity of the video object follow a Zipf distribution with a skew factor α of 0.47. 
And we use 500 CBR video clips, whose lenghs are uniformly distributed (30 sec ~ 
12 min). The simulation lasts 400 simulation hours with 100,000 accesses that follow 
a Poisson distribution. The delays for fetching the first several segments of video 
objects from the original server are exponentially distributed (μ= 1.5) and the ratio of 
the access duration to the total duration of a video sequence in a partial viewing 
environment is random distributed. The cache capacity is assumed to be (0.3 ~ 0.9) * 
(Σ 128 kbps bit-rate object size).  

 

Fig. 1. Startup delay time (a) and byte-hit ratio (b) under various cache capacities  
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In our simulation, the variation of the performance of the proposed cache-
replacement algorithm with cache capacity is investigated. Fig. 1 plot the results of 
the evaluations of SPF and other policies such as TeC2[6], PT2[4], VPF-complete[3] 
and VPF-partial[3]. It shows the startup delay time and byte-hit ratio as a function of 
relative cache size. Byte hit ratio is defined as the number of bytes served from the 
cache to clients over the number of bytes requested from the clients. Specially, TeC 
system has worst performance in delay time, because it is based on LRU algorithm 
ignore the size and the popularity of the objects as well as the delay. 

4   Conclusions  

Recent technology advances in mobile networking have guided in a new era of 
personal communication. Users can access the Internet via various mobile devices. To 
support these devices for multimedia services, it is need to some adaptation 
technologies. A transcoding is one of major fields in adaptive multimedia delivery. A 
transcoding proxy is usually necessary to provide adapting multimedia object to 
various mobile devices by not only transcoding multimedia objects to meet different 
needs on demand, but also caching them for later use. In this paper, we proposed the 
segment-based caching algorithm for efficiently caching multiple versions of the 
same multimedia object. We proposed a segment based profit function(SPF) using 
aggregate profit values in streaming media transcoding proxy. The simulation results 
demonstrate that the proposed algorithm outperforms the competing algorithms in 
delay time, byte hit ratio.  
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