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## Preface

From being functionally monolithic and binary data based in the past, the real-life applications had been transferred to being quantum big data processing systems that adopt the traditional binary data processing approach. Openness, heterogeneity, adaptivity, and dynamism of work environments are becoming the main characteristics of modern real-life applications and it becomes obvious that they are becoming increasingly interconnected and more difficult to maintain. Due to the increase in these applications size, complexity, and the number of components, it is no longer practical to anticipate and model all possible interactions and data processing in these applications using the traditional data processing model. The emerging of new engineering research areas are a clear evidence of the emergence of new demands and requirements of modern real-life applications to be more intelligent, and quantum computing based. Recently, the intelligent systems gained a great attention in all real-life applications. It is being promoted by the software engineering community to use such systems as the adequate solution to handle the current requirements of complex big data processing problems that demanding distribution, flexibility, and robustness. In addition, the increasing usage of wide area networks such as the Internet as a communication medium for such emerging commercial applications made them more overloaded with big amount of data. Thus, we believe that the near-future scientific research will focus quantum computing and big data processing in intelligent systems.

This book aims to provide a collection of high-quality research works that address broad challenges in both theoretical and application aspects of big data processing for intelligent real-life applications in quantum computing environment. This book contains a set of book chapters that stimulates the continuing effort on the application of the intelligent systems that leads to solve the problem of big data processing in quantum-based environment.

In this book, we present the concepts associated with Quantum Computing applications in three distinct parts.

1. Part I discusses the issues surrounding Quantum in Network Cryptology. This part aims to provide a clear view about the fundamental concepts for building a secure data communication in a quantum environment. It contains nine chapters.
2. Part II discusses different topics related to the applications of Quantum in Physics. This part includes four chapters.
3. Part III discusses the applications of Quantum Computing in intelligent environments. Different topics are covered in that part and are well presented in six chapters to ensure the context is simple for understanding.
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## Part I

## Quantum in Network Cryptology

# Quantum Information Protocols for Cryptography 

Bassem Abd-El-Atty, Salvador E. Venegas-Andraca<br>and Ahmed A. Abd El-Latif


#### Abstract

Quantum cryptography is a robust field of quantum computation and quantum information that focuses on protecting data secrecy by using properties of quantum-mechanical systems. Over the last few years, quantum cryptography has evolved into an emergent high-tech market with companies capable of delivering off-the-shelf products. This chapter introduces a succinct overview of some fundamental concepts of quantum computation, quantum information protocols and their use on the development of quantum cryptography protocols. Key concepts include quantum key distribution, quantum secret sharing, quantum secure direct communication, and deterministic secure quantum communication.


## 1 Introduction to Quantum Cryptography

Nowadays, computers are key resources in all branches of science, engineering, commerce, and business in general. Indeed, computer science and computer engineering have pervaded every aspect of modern society. The complex relationship between computer science and computer engineering includes the following aspects:

- Computer science provides the fundamental mathematical structures required to build both specific- and general-purpose computers (automata theory) as well as to quantify the amount of resources needed to execute an algorithm (complexity theory). Computer science serves as a guide to understand and estimate the capacities and limits of practical computers and algorithm design.

[^0]- Open problems and engineering challenges faced at the development of computer technology usually become a decisive resource to produce new scientific questions, among them the need to develop new abstract models of computers.
- Ultimately, information is processed, stored and transmitted by physical systems. Indeed, theoretical computer science is a branch of mathematics but the actual manufacture and behavior of tangible computers and communications systems is fundamentally described by the laws of physics.
- Since the 1950s, the development of computer industry is based on transistor technology whose behavior, due to transistor size, has been largely described by classical physics.

The birth and evolution of quantum computation, the interdisciplinary scientific and engineering field devoted to build information processing systems using the quantum mechanical properties of Nature, is an example of the mutual fertilization of computer science and computer technology described above:

- On the one hand, the idea of using quantum mechanical systems in order to simulate other quantum mechanical systems is the very theoretical foundation of quantum computers as introduced by Feynman [1].
- On the other hand, current semiconductor-based transistors for computer technology are now at the nano scale level. The state-of-the-art of transistor technology has two important consequences for quantum computation: (a) the description and dynamics of nano-transistors require quantum mechanics [2] and (b) the end of Moore's law beseeches new technologies for the computer industry, being quantum computation a leading and most promising paradigm [3].

Physics and computer science have cross-fertilized each other for long time. For example, in trying to quantify the minimum amount of energy required to perform a computation, von Neumann [4] showed that "a minimum amount of energy required per elementary decision of a two-way alternative and the elementary transmittal of one unit of information" was close to $k T$, where $k$ is Boltzmann's constant and $T$ is the temperature of the system. Later on, Landauer studied the relationship between energy consumption and reversible computation [5] and Bennet presented a formal reversible version of a Universal Turing Machine [6]. Another famous side of this cross-fertilization is the field of algorithms inspired in the mathematical description of physical phenomena, e.g., simulated annealing [7] and percolation theory [8].

Quantum computation and quantum information are scientific and engineering disciplines devoted to the development of novel quantum algorithms and quantum information processing protocols and devices. Some key results in quantum computation include the discovery of quantum teleportation [9, 10] which consists of transmitting quantum information (originally contained in a qubit) via a quantum channel, quantum dense coding [11, 12] which allows sending two classical bits using only one qubit, quantum steganography [13-15] and quantum cryptography [16-44].

Quantum cryptography is a robust field of science and engineering that evolved in an emergent high-tech market with companies capable of delivering off-the-shelf
products $[45,46]$. Quantum cryptography protocols can be categorized into quantum key distribution protocols (QKD) [16-18], quantum secret sharing protocols (QSS) [19-22], quantum secure direct communication protocols (QSDC) [23-38] and deterministic secure quantum communication protocols (DSQC) [39-44].

Let us now provide a succinct introduction to some fundamental concepts of quantum computation needed to formally describe quantum cryptography protocols.

### 1.1 Concise Introduction to Preliminary Mathematics and Fundamentals of Quantum Computation

Section 1.1 is based on $[47,48]$.

### 1.1.1 The Qubit

In classical computation, information is stored and manipulated in the form of bits. The mathematical structure of a classical bit is rather simple. It suffices to define two logical values, traditionally labelled as $\{0,1\}$ (i.e. a classical bit lives in a scalar space) and to relate those values to two different and mutually exclusive outcomes of a classical measurement.

In quantum computation, information is stored, manipulated and measured in the form of qubits. A qubit is a physical entity described by the laws of quantum mechanics. A qubit may be mathematically represented as a unit vector in a two-dimensional Hilbert space $|\psi\rangle \in \mathscr{H}^{2}$ (for the purposes of this chapter, a Hilbert space is a complex inner-product vector space, e.g., $\left.\mathbb{C}^{n}\right)$. A qubit $|\psi\rangle$ may be written in general form as

$$
\begin{equation*}
|\psi\rangle=\alpha|p\rangle+\beta|q\rangle \tag{1}
\end{equation*}
$$

where $\alpha, \beta \in \mathbb{C},|\alpha|^{2}+|\beta|^{2}=1$ and $\{|p\rangle,|q\rangle\}$ is an arbitrary basis spanning $\mathscr{H}^{2}$. Note that a most important consequence of the vectorial nature of a qubit is the possibility of writing it as a linear combination of elements of any basis (this is known as the principle of superposition.)

The choice of $\{|p\rangle,|q\rangle\}$ is often the orthonormal basis

$$
\{|0\rangle,|1\rangle\}
$$

known as the computational basis. In addition to the computational basis $\{|0\rangle,|1\rangle\}$, it is customary in quantum cryptography protocols to use the diagonal basis
defined as $|+\rangle=(|0\rangle+|1\rangle) / \sqrt{2}$ and $|-\rangle=(|0\rangle-|1\rangle) / \sqrt{2}$.

### 1.1.2 Dirac Notation

The symbol $|\cdot\rangle$ is known as a ket. We can always represent kets $|\psi\rangle$ of $\mathscr{H}^{2}$ as column vectors by choosing a basis for $\mathscr{H}^{2}$. For example, let $\mathscr{H}^{2}=\mathbb{C}^{2}$ be a 2-dimensional Hilbert space and let us choose the vector basis $\{|0\rangle,|1\rangle\}$, where

$$
\begin{equation*}
|0\rangle=\binom{1}{0} \text { and }|1\rangle=\binom{0}{1} \tag{2}
\end{equation*}
$$

Then, every element $|\psi\rangle \in \mathscr{H}^{2}$ can be written as

$$
|\psi\rangle=\alpha|0\rangle+\beta|1\rangle=\alpha\binom{1}{0}+\beta\binom{0}{1}=\binom{\alpha}{\beta}, \alpha, \beta \in \mathbb{C} .
$$

We can also define bras, which formally speaking are functionals (i.e. functions of vector spaces into corresponding fields) and in practice can be thought of as row vectors:

$$
|\psi\rangle=\alpha|0\rangle+\beta|1\rangle \text { if and only if }\langle\psi|=\alpha^{*}\langle 0|+\beta^{*}\langle 1|
$$

For example, let

$$
|\psi\rangle=\frac{i}{\sqrt{2}}\binom{1}{0}+\frac{1}{\sqrt{2}}\binom{0}{1}=\binom{\frac{i}{\sqrt{2}}}{\frac{1}{\sqrt{2}}}=\frac{i}{\sqrt{2}}|0\rangle+\frac{1}{\sqrt{2}}|1\rangle
$$

The corresponding bra $\langle\psi|$ is

$$
\langle\psi|=\frac{-i}{\sqrt{2}}(1,0)+\frac{1}{\sqrt{2}}(0,1)=\left(\frac{-i}{\sqrt{2}}, \frac{1}{\sqrt{2}}\right)=\frac{-i}{\sqrt{2}}\langle 0|+\frac{1}{\sqrt{2}}\langle 1|
$$

Thus, if $\mathscr{H}$ is an n-dimensional Hilbert space then the ket $|\psi\rangle \in \mathscr{H}$ can be represented as an n-dimensional column vector, and its corresponding bra $\langle\psi| \in \mathscr{H}^{*}$ can be seen as an n-dimensional row vector; $|\psi\rangle \leftrightarrow\langle\psi|$ corresponds to transposition and conjunction. Kets and bras are succinctly referred to as Dirac notation.

### 1.1.3 Inner and Outer Products

We can use Dirac notation to make calculations. For example, $\langle\phi \mid \psi\rangle$ is the usual row-column matrix operator that computes the inner product in finite dimensional vector spaces.

Let us take the representations of $|0\rangle$ and $|1\rangle$ given in Eq. (2). Note that $|0\rangle \perp$ $|1\rangle$ as well as the fact that both vectors have unitary norm. Consequently, the inner product of $|0\rangle$ and $|1\rangle$ must be zero and the inner product of each vector with itself must be equal to one:

$$
\langle 0 \mid 1\rangle=(1,0)\binom{0}{1}=(1 \times 0+0 \times 1)=0=(0 \times 1+1 \times 0)=(0,1)\binom{1}{0}=\langle 1 \mid 0\rangle
$$

Moreover

$$
\langle 0 \mid 0\rangle=(1,0)\binom{1}{0}=(1 \times 1+0 \times 0)=1=(0 \times 0+1 \times 1)=(0,1)\binom{0}{1}=\langle 1 \mid 1\rangle
$$

We may also use kets and bras to create linear operators (i.e. linear functions between vector spaces). Let $|\psi\rangle,|a\rangle \in \mathscr{H}_{1}$ and $|\phi\rangle \in \mathscr{H}_{2}$ then the outer product is the linear operator from $\mathscr{H}_{1}$ to $\mathscr{H}_{2}$ defined by

$$
(|\phi\rangle\langle\psi|)|a\rangle \equiv(\langle\psi \mid a\rangle)|\phi\rangle
$$

As it may be expected, the summation of outer products is also a linear operator. For example, let us define the Hadamard operator

$$
\hat{H}=\frac{1}{\sqrt{2}}(|0\rangle\langle 0|+|0\rangle\langle 1|+|1\rangle\langle 0|-|1\rangle\langle 1|)
$$

The action of $\hat{H}$ on the ket $|0\rangle$ is given by

$$
\begin{aligned}
\hat{H}|\psi\rangle & =\left(\frac{1}{\sqrt{2}}|0\rangle\langle 0|+\frac{1}{\sqrt{2}}|0\rangle\langle 1|+\frac{1}{\sqrt{2}}|1\rangle\langle 0|-\frac{1}{\sqrt{2}}|1\rangle\langle 1|\right)|0\rangle \\
& =\frac{\langle 0 \mid 0\rangle}{\sqrt{2}}|0\rangle+\frac{\langle 1 \mid 0\rangle}{\sqrt{2}}|0\rangle+\frac{\langle 0 \mid 0\rangle}{\sqrt{2}}|1\rangle-\frac{\langle 1 \mid 0\rangle}{\sqrt{2}}|1\rangle \\
& =\frac{1}{\sqrt{2}}|0\rangle+\frac{1}{\sqrt{2}}|1\rangle
\end{aligned}
$$

### 1.1.4 Quantum Measurements

In quantum mechanics, measurement is a non-trivial and highly counter-intuitive process. Firstly, because measurement outcomes are probabilistic: regardless of the carefulness in the preparation of a measurement procedure, the possible outcomes of such measurement will be distributed according to a certain probability distribution. Secondly, once a measurement has been performed, a quantum system is unavoidably altered due to the interaction with the measurement apparatus. Consequently, for an arbitrary quantum system, pre-measurement and post-measurement quantum states are different in general. Thirdly, in order to perform a measurement it is needed to define a set of measurement operators. This set of operators must fulfill a number of rules that allows one to compute the actual probability distribution as well as postmeasurement quantum states.

Quantum measurements are described by a set of measurement operators $\left\{\hat{M}_{m}\right\}$ where index $m$ labels the different measurement outcomes. Measurement outcomes correspond to values of observable, such as position, energy and momentum.

Let $|\psi\rangle$ be the state of the quantum system immediately before the measurement. Then, the probability that result $m$ occurs is given by

$$
\begin{equation*}
p(m)=\langle\psi| \hat{M}_{m}^{\dagger} \hat{M}_{m}|\psi\rangle \tag{3}
\end{equation*}
$$

and the post-measurement quantum state is

$$
\begin{equation*}
|\psi\rangle_{p m}=\frac{\hat{M}_{m}|\psi\rangle}{\sqrt{\langle\psi| \hat{M}_{m}^{\dagger} \hat{M}_{m}|\psi\rangle}} . \tag{4}
\end{equation*}
$$

Let us work out a simple example. Assume we have a polarized photon with associated polarization orientations 'horizontal' and 'vertical'. The horizontal polarization direction is denoted by $|0\rangle$ and the vertical polarization direction is denoted by $|1\rangle$.

Thus, an arbitrary initial state for our photon can be described by the quantum state $|\psi\rangle=\alpha|0\rangle+\beta|1\rangle$, where $\alpha$ and $\beta$ are complex numbers constrained by the normalization condition $|\alpha|^{2}+|\beta|^{2}=1$ and $\{|0\rangle,|1\rangle\}$ is the computational basis spanning $\mathscr{H}^{2}$.

Now, we construct two measurement operators $\hat{M}_{0}=|0\rangle\langle 0|$ and $\hat{M}_{1}=|1\rangle\langle 1|$ and two measurement outcomes $a_{0}, a_{1}$. Then, the full observable used for measurement in this experiment is $\hat{M}=a_{0}|0\rangle\langle 0|+a_{1}|1\rangle\langle 1|$. According to Eq. (3), the probabilities of obtaining outcome $a_{0}$ or outcome $a_{1}$ are given by $p\left(a_{0}\right)=|\alpha|^{2}$ and $p\left(a_{1}\right)=|\beta|^{2}$. Corresponding post-measurement quantum states (Eq. (4)) are as follows: if outcome $=a_{0}$ then $|\psi\rangle_{p m}=|0\rangle$; if outcome $=a_{1}$ then $|\psi\rangle_{p m}=|1\rangle$.

The following results shall be used in the next section:

### 1.1.5 Entanglement

Entanglement is a unique type of correlation shared between components of a quantum system. Entangled quantum systems are often best used collectively, i.e. an optimal use of entangled quantum systems for information storage and retrieval must manipulate and measure those systems as a whole, rather than on an individual basis.

The concept of correlation is deeply rooted in every branch of science. A typical and simple example is the following experiment: let us suppose we have two balls, one white and one black, as well as two boxes. If we randomly put a ball in each box and then close both boxes, we need to perform only one experiment, that is, to open one box, in order to know which of the balls is in each box. In other words, by means of one measurement, namely opening one box and seeing which ball was stored in it, we obtain two pieces of information, namely the colour of the ball stored in both boxes.

The former experiment is an example of classical correlation. Quantum entanglement is also a kind of correlation, but one that has been detected only in quantum phenomena so far.

For example, consider the following 2-particle state:

$$
\begin{equation*}
\left|\Psi^{-}\right\rangle=\frac{|01\rangle-|10\rangle}{\sqrt{2}} \tag{5}
\end{equation*}
$$

Clearly, $\left|\Psi^{-}\right\rangle$lives in a four-dimensional Hilbert space. It can be seen, after some calculations, that it is impossible to find quantum states $|a\rangle,|b\rangle \in \mathscr{H}^{2}$ such that $|a\rangle \otimes|b\rangle=\left|\Psi^{-}\right\rangle$, that is, $\left|\Psi^{-}\right\rangle$is not a product state of $|a\rangle$ and $|b\rangle$. This is indeed a criterion to determine whether a quantum state is entangled or not, whether it is possible to express such a composite quantum state as a simple tensor product of quantum subsystems.

Another example is the tripartite entangled GHZ state

$$
\begin{equation*}
|G H Z\rangle=\frac{|000\rangle+|111\rangle}{\sqrt{2}} \tag{6}
\end{equation*}
$$

Again, it is not possible to find three quantum states $|a\rangle,|b\rangle,|c\rangle \in \mathscr{H}^{2}$ such that $|a\rangle \otimes|b\rangle \otimes|c\rangle=|G H Z\rangle$.

## 2 Quantum Key Distribution Protocols

The quantum key distribution protocols we shall review in this chapter are methodologies designed and implemented to produce and distribute private keys. The importance of (quantum) private keys is described in the following lines.

Cryptography is the branch of science and engineering devoted to the design and implementation of techniques for secure communication, under the assumption that a third party is interested in reading our messages. In other words, cryptography is the science of keeping information secure [49]. Encryption is the process of transforming plaintext (i.e. the actual message) into a ciphertext (i.e. a coded message) by using a cryptosystem. Decryption is the inverse process, i.e. transforming a ciphertext into a plain message. Cryptanalysis is the field focused on recovering the plain text breaking the encryption method used to produce the ciphertext [49].

Modern cryptography has two types of encryption: symmetric key and asymmetric key cryptosystems. Let us briefly describe each type.

- Symmetric key cryptosystems, also known as private key cryptosystems, are encryption algorithms that use a single key for both encryption and decryption of the ciphertext. In this field, algorithms for encryption and decryption are known while the key must remain private, i.e. secret [50].
- Asymmetric key cryptosystems use two keys: a public key and a private key, the public key is used for encryption and the private key for decryption. These cryptosystems work under the rationale of a safe with two keys: the key to lock the safe is known by everybody but the key for opening is available to only one person [49, 50].

Private key cryptosystems can be very powerful. For example, the cryptosystem known as the one-time pad (also known as the Vernam cipher) can be proved to be perfectly secured as long as the key is truly random, the length of the key is equal to the size of the message and the key is only used once [50]. Other private key cryptosystems include the Data Encryption Standard (DES) and the Advanced Encryption Standard (AES) [49, 50].

One of the most sensible issues with private key cryptosystems is safe key distribution, i.e. the process of establishing a private key between two users who cannot use a perfectly secure communication channel [50]. For example, this situation may arise if two users, who do not share secrete information a priori, need to contact each other urgently. The issue is the fact that, if the channel used to distribute a private key is governed by the laws of classical physics, then in principle any (classical) key can be passively eavesdropped, i.e. without users becoming aware of this vulnerability [50].

Quantum key distribution protocols use properties of quantum mechanical systems in order to significantly enhance the security of key distribution channels. Let us now introduce the BB84 and E91 quantum key distribution protocols.

### 2.1 BB84

In 1984, Charles Bennett and Gilles Brassard [16] proposed a quantum key distribution protocol known as BB84. The key idea of BB84 is to produce a key by encoding bits in qubits that are taken from a set composed by the union of the computational and diagonal bases, i.e. a set of four non-orthogonal quantum states. Proofs of the security of BB84 against attacks of eavesdropping strategies have been presented in [51, 52].

Let us suppose the following setting: two people, usually referred to as Alice and Bob, want to create a key for encoding a message. The key, to be shared by Alice and Bob, must be random and secret. There is a third character in this scenario: Eve, an eavesdropper. The conflict in this story is: Alice and Bob's key need their key to be secret and Eve will do anything in her power to reveal at least some portions of the key. Note that the purpose of BB84 is to produce a key, i.e. actual encoded data transmission is not part of the BB84.

In the following lines, we present the BB84 protocol step by step. Hereinafter, we assume that:
(a) Alice has a source of individual photons as well as the experimental equipment and expertise to manipulate the polarization of her photons. Moreover, she has access to a source of random bits.
(b) There is a channel available to Alice and Bob that they can use to send quantum states (e.g., an optical fiber.)
(c) Bob has the experimental facilities and expertise required to measure quantum states using different bases.
(d) Finally, Alice and Bob have a classical channel (e.g., a telephone line) that may or may not be a secure line, it does not really matter.

The BB84 protocol is composed of the following steps [53]:

1. Alice starts by generating two sets of random bits $A=\left\{a_{1}, a_{2}, \ldots a_{n}\right\}$ and $B=$ $\left\{b_{1}, b_{2}, \ldots b_{n}\right\}$
2. Alice uses the set of random bits $A$ to select the vector basis with which she will prepare the initial polarization state of her photons, according to the following criterion: Alice will read one bit at a time from set $A$ and, depending on her reading (either 0 or 1 ), she will choose the computational basis ( + ) or the diagonal basis $(\times)$ to prepare her photons. In computational terms, this step would be more or less equivalent to variable initialization.
For instance, let us suppose that $A=\{0,1,0,0,1,0,1,1,1,0\}$ and that Alice has chosen the following criterion: if 0 then use the computational basis; if 1 then use the diagonal basis. Then, Alice would initialize her qubits using the following list: $(+, \times,+,+, \times,+, \times, \times, \times,+)$.
3. So far, Alice has a random list of vector space bases $(+, \times)$ to initialize her photons. Now, Alice must randomly choose one vector from each basis to prepare the polarization initial state of each photon. To do so, Alice will use the elements of set $B$ according to the following function:

$$
\text { initial polarization state }= \begin{cases}|0\rangle(\text { or }|1\rangle) & \text { if }(+, 0) \\ |1\rangle(\text { or }|0\rangle) & \text { if }(+, 1) \\ |+\rangle(\text { or }|-\rangle) & \text { if }(\times, 0) \\ |-\rangle(\text { or }|+\rangle) & \text { if }(\times, 1)\end{cases}
$$

Following the example presented in the previous step, let us suppose that $B=$ $\{1,0,1,0,1,0,0,1,0,1\}$ and that Alice's list for preparing the initial polarization state of her photons is $(+, \times,+,+, \times,+, \times, \times, \times,+$ ). Moreover, let us suppose that she has decided to prepare her photons according to the following

$$
\text { initial polarization state }= \begin{cases}|0\rangle & \text { if }+, 1) \\ |1\rangle & \text { if }+, 0) \\ |+\rangle & \text { if } \times, 0) \\ |-\rangle & \text { if }(\times, 1)\end{cases}
$$

Then, her photons will have the following initial polarization states:

$$
\{|0\rangle,|+\rangle,|0\rangle,|1\rangle,|-\rangle,|1\rangle,|+\rangle,|-\rangle,|+\rangle,|0\rangle\}
$$

4. Alice sends her qubit sequence (step 3) to Bob via the quantum channel they both have access to. This step is Eve's chance to extract information from the quantum channel. We now describe two strategies that Eve may try to follow, together with an explanation of why such strategies would fail:
a. To perfectly copy photon polarization states on the fly. Eve may try to design a device $D_{\hat{U}}\left(|\psi\rangle_{i}|0\rangle\right)=|\psi\rangle_{i}|\psi\rangle$
to allow her to perform the following operation:

$$
\hat{U}\left(|\psi\rangle_{i}|0\rangle\right)=|\psi\rangle_{i}|\psi\rangle
$$

where $\hat{U}$ must be a unitary operator (this is a requisite imposed by the mathematical structure of quantum mechanics), $|\psi\rangle_{i}$ is the polarization state of photon $i$ and $|0\rangle$ is the initial state of a qubit (e.g., the polarization state of a photon contained in the device). In this strategy, Eve intends to copy quantum states as photon travel along the quantum channel, it is not her intention to perturb the photons sent by Alice in any sense.
The no-cloning theorem [54, 55], a most remarkable and counter-intuitive result of quantum mechanics, prevents the realization of a device that makes clones, i.e. perfect copies, of arbitrary quantum states. In other words, the no-cloning theorem makes Eve's device $D_{U}$ impossible to create.
b. To measure photon polarization states followed by preparing new photons for Bob. In this case, Eve intercepts photon $i$ and measures its polarization state. Moreover and based on the information extracted from photon $i$, Eve prepares a new photon and sends it to Bob.
In order to measure photon $i$, Eve must choose a basis to build the corresponding measurement operators. Eve may know that Alice has prepared her qubits using the computational and diagonal bases, but she does not know the order in which bases were picked, hence she does not know for sure which measurement operators she must use in order to extract information from the photon sequence; in fact, Eve can only guess which basis she should use for measuring each photon.
Let us then suppose that Eve randomly chooses to use the computational basis or the diagonal basis to measure photon polarization states. Of course,

Table 1 Probabilities and post-measurement quantum states $|0\rangle,|1\rangle,|+\rangle,|-\rangle$ and measurement operators $|0\rangle\langle 0|,|1\rangle\langle 1|$

| Qubit | Measurement <br> operator | $p(0)$ | $\|\psi\rangle_{p m}^{0}$ | Measurement <br> operator | $p(1)$ | $\|\psi\rangle_{p m}^{1}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\|0\rangle$ | $\hat{M}_{0}=\|0\rangle\langle 0\|$ | 1 | $\|0\rangle$ | $\hat{M}_{1}=\|1\rangle\langle 1\|$ | 0 | $\nexists$ |
| $\|1\rangle$ | $\hat{M}_{0}=\|0\rangle\langle 0\|$ | 0 | $\nexists$ | $\hat{M}_{1}=\|1\rangle\langle 1\|$ | 1 | $\|1\rangle$ |
| $\|+\rangle$ | $\hat{M}_{0}=\|0\rangle\langle 0\|$ | $1 / 2$ | $\|0\rangle$ | $\hat{M}_{1}=\|1\rangle\langle 1\|$ | $1 / 2$ | $\|1\rangle$ |
| $\|-\rangle$ | $\hat{M}_{0}=\|0\rangle\langle 0\|$ | $1 / 2$ | $\|0\rangle$ | $\hat{M}_{1}=\|1\rangle\langle 1\|$ | $1 / 2$ | $\|1\rangle$ |

Table 2 Probabilities and post-measurement quantum states $|0\rangle,|1\rangle,|+\rangle,|-\rangle$ and measurement operators $|+\rangle\langle+|,|-\rangle\langle-|$


Eve will make right choices sometimes and will be wrong some other times.
Let us analyze both cases:
i. Right choice of measurement operators. For example, let us suppose that the polarization state of photon $i$ is $|1\rangle$ and that Eve has chosen the computational basis $\{|0\rangle,|1\rangle\}$ to produce $\left\{\hat{M}_{0}, \hat{M}_{1}\right\}$. Hence, the probability of measuring outcome 0 is 1 , i.e. $p(0)=1$, and the corresponding post-measurement state is $|0\rangle$, i.e. $|\psi\rangle_{p m}^{0}=|0\rangle$, (please see Table 1). After learning that the polarization of photon $i$ is $|0\rangle$, Eve prepares a new photon $i^{\prime}$ and sends it to Bob. Since Eve has sent to Bob the same quantum state that Alice prepared, her eavesdropping will go unnoticed (Table 2).
ii. Wrong choice of measurement operators. For example, Eve chooses the diagonal basis $\{|+\rangle,|-\rangle\}$ to measure photon $j$ whose polarization state is $|0\rangle$. Then, according to the rules of quantum mechanics, the probability of having $|+\rangle$ as post-measurement quantum state is $1 / 2$ and, correspondingly, the probability of having $|-\rangle$ as post-measurement quantum state is also $1 / 2$. Here, Eve faces two problems: she has not extracted any information from photon $j$ and the photon that she will prepare and send to Bob will be different from the photon sent by Alice, hence there is room for detecting her eavesdropping activity (remember that BB84 is about safely creating a private key, not about transmitting any message between Alice and Bob, so detecting Eve's activity does not jeopardize the message itself, it only renders the key unusable.)

So, if Eve randomly chooses between the computational basis and the diagonal basis to measure photon polarization states, it is reasonable to expect that she will be successful only half of the time, hence her chances of making a mistake are high ( $50 \%$ ), an unacceptable scenario for a professional spy.
5. Let us now describe Bob's activities. Bob knows that Alice has prepared her qubits using either the computational basis or the diagonal basis but, just like Eve, he does not know the order in which Alice chose between those vector bases. So, Bob randomly selects the vector basis he will use to produce the corresponding measurement operators (i.e. he randomly chooses $\{|0\rangle,|1\rangle\}$ or $\{|+\rangle,|-\rangle\}$ ) and measures the polarization states of the photons he receives at his end. The result of this procedure will be a list $C$ composed of ordered pairs (basis,outcome) where basis is either + or $\times$ and outcome is either 0 or 1 .
6. Once the full photon sequence has been processed as described above, Alice and Bob use a classical channel (a telephone line or e-mail, for instance) to tell each other the sequence of basis they use to initialize and measure photon polarization states, respectively. Alice and Bob will discard those outcomes that correspond to disagreements of initialization and measurement bases (for instance, if Alice used $\{|0\rangle,|1\rangle\}$ to prepare photon $i$ and Bob used basis $\{|+\rangle,|-\rangle\}$ to measure the same photon $i$ ) and will keep the remaining outcomes. Let us label the remaining bit sequences os Alice and Bob as $R_{A}$ and $R_{B}$, respectively.
Assuming no interference on the quantum channel, $R_{A}$ and $R_{B}$ must be identical, that is, Alice and Bob have succeeded at producing a private key $K\left(=R_{A}=R_{B}\right.$.) However, it is reasonable to assume some discrepancies between $R_{A}$ and $R_{B}$ due to errors in transmission and/or Eve's activity. In this case, Alice and Bob may follow error correction and privacy amplification procedures in order to produce two identical bit strings $R_{A}^{\prime}$ and $R_{B}^{\prime}$, that is, the private key $K\left(=R_{A}=R_{B}\right)$ they needed to generate.

A succinct example of BB84 is presented on Table 3.

Table 3 Example of the BB84 protocol in action


## $2.2 \quad$ E91

In 1991, Ekert [17] proposed a quantum key distribution protocol based on Bell states and known as E91. Bell states, presented in Eqs. (7a-7d), constitute a widely used set of entangled states

$$
\begin{align*}
& \left|\Phi^{+}\right\rangle=\frac{1}{\sqrt{2}}(|00\rangle+|11\rangle)  \tag{7a}\\
& \left|\Phi^{-}\right\rangle=\frac{1}{\sqrt{2}}(|00\rangle-|11\rangle)  \tag{7b}\\
& \left|\Psi^{+}\right\rangle=\frac{1}{\sqrt{2}}(|01\rangle+|10\rangle)  \tag{7c}\\
& \left|\Psi^{-}\right\rangle=\frac{1}{\sqrt{2}}(|01\rangle-|10\rangle) \tag{7d}
\end{align*}
$$

When Alice holds the first particle and Bob holds the second particle, this implies that the measurement results of Alice and Bob are completely correlated with each other when they used one of two bases $(+, x)$ to measure the state. Eve has no information about the particles (qubits) hold by Alice and Bob, due to the two particles are in entangled state and Eve cannot reach the two particles in the same time. To transmit the whole key, Alice and Bob generate a large numbers of Bell states and measure each particle in separate way. E91 is composed of the following steps:

1. Alice generates a sequence of Bell states.
2. Alice randomly selects a subset of this sequence and applies the Hadamard transformation on the first particle for each pair when the corresponding bit string is ' 1 '.
3. Alice sends the sequence of second qubits to Bob and holds the sequence of first qubits.
4. Alice tells Bob the bits of string and which qubits are selected.
5. Bob applies the Hadamard transformation on the selected qubits where the bit string is ' 1 '.
6. Both Alice and Bob measure the selected qubits with same bases and delete the bits which are of different bases and the remaining bits are called shifted key. Then they check the exiting of Eve by estimate the error-rate of choosing a subset of the sifted key. If the bits are differing, they abort the protocol.
7. Finally, by performing error correction Alice and Bob obtain the secret key.

Without performing Hadamard transformation on the first qubit (which is equivalent to transforming + into $\times$, Eve could easily attack the protocol via intercept-resend attack.

## 3 Quantum Secret Sharing Protocols (QSS)

Secret sharing, as one of the most important branches in cryptography, is a technique developed to distribute a secret message to several parties so that no participant can access and read the secret message without the collaboration of other parties. To further illustrate the observations, imagine Alice holding a secret message and want to gain access for both Bob and Charlie. She knows that one of them is dishonest and she does not know which the honest one is. So, Alice cannot send the secret message directly to both of them, because the dishonest one will steal the information, but she knows that if Bob and Charlie carry out it together, the honest one will keep the dishonest one from doing any damage.

Quantum secret sharing (QSS) firstly proposed by Hillery et al. [19] in 1999, namely Hillery's protocol. It's based on three-particle quantum entangled states and the classical secret sharing protocol presented by Shamir [56] in 1979. Then, Anders Karlsson et al. [20] presented a new QSS protocol based on entangled two-photon states. Thereafter, several QSS protocols have been proposed, for example, but not limited, [19, 20].

Herein, we shed the light to QSS protocol in [19]. This protocol uses Greenberger-Horne-Zeilinger (GHZ) three-particle states. Supposing that there are three participants Alice, Bob and Charlie, each of them in possession of one particle of the GHZ state presented in Eq. (8)

$$
\begin{equation*}
|\Psi\rangle=\frac{|000\rangle+|111\rangle}{\sqrt{2}} \tag{8}
\end{equation*}
$$

All participants randomly choose to measure their own particles using directions $x$ or $y$. Then they communicate with each other to declare which direction they used in measurement process, without announcing their measurement results. By combining the measurement results of Alice and Bob, they can determine the measurement result of Charlie. This allows Charlie to build up a joint key with Alice and Bob, which can be used to send the secret message. The directions of particles $x$ and $y$ are defined as follows:

$$
\begin{align*}
& \left|x^{ \pm}\right\rangle=\frac{|0\rangle \pm|1\rangle}{\sqrt{2}}  \tag{9a}\\
& \left|y^{ \pm}\right\rangle=\frac{|0\rangle \pm i|1\rangle}{\sqrt{2}} \tag{9b}
\end{align*}
$$

If Alice and Bob perform their measurement in the $x$ direction and they want to get information about Charlie's particle. The GHZ state can be written as

$$
\begin{equation*}
|\Psi\rangle=\frac{\left(\left|x^{+}\right\rangle_{a}\left|x^{+}\right\rangle_{b}+\left|x^{-}\right\rangle_{a}\left|x^{-}\right\rangle_{b}\right)\left(|0\rangle_{c}+|1\rangle_{c}\right)+\left(\left|x^{+}\right\rangle_{a}\left|x^{-}\right\rangle_{b}+\left|x^{-}\right\rangle_{a}\left|x^{+}\right\rangle_{b}\right)\left(|0\rangle_{c}-|1\rangle_{c}\right)}{2 \sqrt{2}} \tag{10}
\end{equation*}
$$

From Eq. (10), if Alice and Bob have the same result of measurement, then they conclude that Charlie have the state $\frac{|0\rangle_{c}+|1\rangle_{c}}{\sqrt{2}}$, otherwise he have the state $\frac{|0\rangle_{c}-|1\rangle_{c}}{\sqrt{2}}$. Similarly, Bob and Charlie can determine the quantum state of Alice by combining their results of measurement. Generally, no one of the three participants can determine the quantum state of each other without combining their results.

Now, what happens if the participants choose to measure their own particles in any direction without announcing their measurement basis. In other words, how to determine whether the participant's measurements are correlated or not. The answer is, all participant's particles must be measured in the same direction. For example, if both Bob and Charlie measure their particles in the $x$ direction. Alice must also measure her particle in $x$ direction. Otherwise, she gains no information from her result. Therefore, all the three participants must announce their measurements basis to each other to decide whether measurement basis to keep or which to discard.

## 4 Quantum Secure Direct Communication Protocols (QSDC)

Quantum secure direct communication (QSDC) protocols differ from QKD, QSS and DSQC protocols as a secret message in QSDC protocols is transmitted by the quantum channel directly without having to share a private key between two legitimate users beforehand. There are three requirements should be satisfied in any secure QSDC protocol:

1. Before the sender (Alice) and the receiver (Bob) communicate to encode their secret message on the quantum states, they can detect the exiting of the eavesdropper (Eve).
2. Bob can read the secret message directly without establishing additional classical channels with Alice to exchange the secret key and ensure the security of the protocol.
3. In any type of attacks performed by Eve, no any useful information stolen about the transmitted secret message.

In 2002, Beige et al. [23] proposed the first QSDC protocol based on the exchange of single photons and each photon transmits one bit of the secret message. In the same year, Boström et al. [24] presented a ping-pong QSDC scheme based on EPR pairs. In 2003, Deng and Long [25] introduced a two-step QSDC scheme based on dense coding operations. In 2004, Deng and Long [26] introduced another QSDC protocol based on a sequence of single photons. Then, several QSDC protocols are proposed to carry the secret message based on single photons and entangled particles through a quantum channel. In the literature, there are several QSDC protocols utilized entangled particles in their internal structure such as EPR pairs [27, 28], Greenberger-Horne-Zeilinger (GHZ) [29], cluster states [30], W states [31] and $\chi$ type states [32]. EPR pairs are more easily prepared and therefore widely used. In fact, single photons have several advantages that lead to the development of quantum communication protocols such as flexible implementation, high efficiency as
well as simple operations. In 2004, Deng and Long [26] developed a QSDC scheme by using batches of single photons, which serves as quantum one-time pad cryptosystem. In 2006, Wang et al. [33] proposed a QSDC scheme based on order rearrangement of single photons, in which all single photons are used to encode the secret message except those used for eavesdropping check. In the same year, Li et al. [34] presented a deterministic QSDC scheme by using a sequence of single photons. In 2010, Quan et al. [35] proposed a one-way DQSDC scheme by using a sequence of single photons. In 2013, Chang et al. [36] proposed quantum secure direct communication and authentication protocol with single photons and XOR operation. In 2015, Zhao [37] proposed two quantum secure communication protocols based on single photon sequence and the XOR operation. Also, in the same year, Xin et al. [38] proposed a quantum authentication protocol based on Hash function and Bell states. Hereinafter, we introduce examples of these protocols.

### 4.1 QSDC Deng-Long Protocol

As mentioned above, quantum communication protocols based on single photons are easier to implement than quantum protocols based on entangled states. Therefore, Deng and Long presented a QSDC protocol [26] based on QKD idea. In this protocol, Alice shares with Bob a sequence of single photon states, then Alice encodes the secret message and transmits the photon states to Bob. The detailed steps of QSDC Deng-Long protocol is given below:

1. Bob generates a sequence $S$ of single photons in one of the four polarized states $|0\rangle,|1\rangle,|+\rangle=\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle),|-\rangle=\frac{1}{\sqrt{2}}(|0\rangle-|1\rangle)$ which the polarized states $|0\rangle$ and $|+\rangle$ represent the binary value 0 , the polarized states $|1\rangle$ and $|-\rangle$ represent the binary value 1 and sends these sequence $S$ to Alice. To check the security of the protocol, Bob selects a subset group of photons in sequence $S$ and tells Alice the positions of the selected group. Alice measures the photons in the selected group using the same basis and compares the results of measurement with Bob. If their results are the same, there is no attack and the quantum channel is secure, otherwise, the connection is not secure and they abort from the quantum channel.
2. To encode the secret message, Alice performs the unitary transformation $U_{0}$ and $U_{1}$ which represent binary values 0 and 1 , respectively on each photon in the selected positions according to the secret message. where

$$
\begin{gather*}
U_{0}=|0\rangle\langle 0|+|0\rangle\langle 0|=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]=I  \tag{11a}\\
U_{1}=|0\rangle\langle 1|-|1\rangle\langle 0|=\left[\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right]=i \sigma_{Y} \tag{11b}
\end{gather*}
$$

3. Alice sends the result of the sequence $S$ to Bob. Bob knows the initial state of photon polarization and the selected positions, due to the sequence is generated by her. Then Bob measure each photon in the selected positions by the original basis and deduce the secret message from the unitary transformation Alice applied on the selected photons.

### 4.2 QSDC Deng Protocol

Deng et al. [25] presented a two-step QSDC protocol, which the first QSDC protocol based on Bell states. In this protocol, Alice generates a sequence of entangled particles all in $|\Phi\rangle^{+}$state. Alice separates the sequence of particles into two subsequences. The first subsequence called the message-carrier and labels it as SA. The second subsequence called the checking and labels it as SB. At first Alice and Bob agree that classical bits 00, 01, 10 and 11 correspond to the four Bell states $|\Psi\rangle^{+},|\Psi\rangle^{-},|\Phi\rangle^{+},|\Phi\rangle^{-}$, respectively. Then, Alice sends the sequence SB to Bob. To check the security of the established quantum channel, Bob selects randomly a subset of photons in the sequence SB and measures this selected group by one of the two basis ( $Z$ and $X$ ). Thus, Bob communicates with Alice via a classical channel to tells here the positions of photons in the selected group. Then, Alice measures the corresponding photons in sequence SA using the same basis. Alice's result is then compared with Bob's result via the classical channel. If two results are completely opposite, there is no attack performed by Eve, otherwise Eve performed attack and they must abort the connection. After that Alice encodes her secret message by applying unitary transformations ( $\sigma_{I}, \sigma_{z}, \sigma_{x}, \sigma_{i y}$ ) on their own particles in the selected positions to transform the Bell state to another Bell state (see Table 4) according to the encoded secret message and sends the result sequence SA to Bob. Then Bob extract the secret message from the Bell states in the selected position utilizing Bell measurements.
where,

$$
\sigma_{I}=|0\rangle\langle 0|+|1\rangle\langle 1|=\left[\begin{array}{ll}
1 & 0  \tag{12a}\\
0 & 1
\end{array}\right]
$$

Table 4 The relationship between the initial Bell states and the final Bell states

|  | $\sigma_{I}$ | $\sigma_{X}$ | $\sigma_{Z}$ | $i \sigma_{Y}$ |
| :--- | :--- | :--- | :--- | :--- |
| $\left\|\Phi^{+}\right\rangle$ | $\left\|\Phi^{+}\right\rangle$ | $\left\|\Psi^{+}\right\rangle$ | $\left\|\Phi^{-}\right\rangle$ | $\left\|\Psi^{-}\right\rangle$ |
| $\left\|\Phi^{-}\right\rangle$ | $\left\|\Phi^{-}\right\rangle$ | $\left\|\Psi^{-}\right\rangle$ | $\left\|\Phi^{+}\right\rangle$ | $\left\|\Psi^{+}\right\rangle$ |
| $\left\|\Psi^{+}\right\rangle$ | $\left\|\Psi^{+}\right\rangle$ | $\left\|\Phi^{+}\right\rangle$ | $\left\|\Psi^{-}\right\rangle$ | $\left\|\Phi^{-}\right\rangle$ |
| $\left\|\Psi^{-}\right\rangle$ | $\left\|\Psi^{-}\right\rangle$ | $\left\|\Phi^{-}\right\rangle$ | $\left\|\Psi^{+}\right\rangle$ | $\left\|\Phi^{+}\right\rangle$ |

$$
\begin{gather*}
\sigma_{X}=|0\rangle\langle 1|+|1\rangle\langle 0|=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]  \tag{12b}\\
\sigma_{Z}=|0\rangle\langle 0|-|1\rangle\langle 1|=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right]  \tag{12c}\\
i \sigma_{Y}=|0\rangle\langle 1|-|1\rangle\langle 0|=\left[\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right]=\sigma_{Z} \sigma_{X} \tag{12d}
\end{gather*}
$$

## 5 Deterministic Secure Quantum Communication Protocols (DSQC)

The deterministic secure quantum communication (DSQC) protocols are designed to obtain deterministic information, not random information. It is similar to QKD protocols which at first generate a key to encrypt the secret message. In DSQC, Bob can extract the secret message by using for each transmitted qubit at least an additional classical bit. So the classical channels are needed besides the DSQC protocols. In 2004, Cai and Li [56] presented a DSQC protocol based on single qubit in a mixed state and its security based on the security of BB84 protocol. In 2005, Gao et al. [39] proposed a DSQC protocol based on GHZ states and entanglement swapping. In 2006, Shaari et al. [40] presented a two-way deterministic protocol using six mutually unbiased states in the Poincare sphere which the information are encoded by not-flip or flip operations on the states. Also, in the same year, Li et al. [41] presented two DSQC protocols, one based on d-dimensional single-photon states and the other based on pure entangled states which single-photon measurements are only used for the two participants in these two protocols. In 2012, Huang et al. [42] proposed two DSQC protocols with collective detection, one is a DSQC network and the other is a two-party DSQC scheme. Finally, in 2015, Yan et al. [43] presented a controlled DSQC protocol based on three-particle GHZ state in X-basis.

Let us now describe one of these DSQC protocols in details. Huang et al. [42] presented a two-party DSQC protocol using single photons with collective detection. In this protocol, Alice and Bob perform single-photon measurements on their photons and communicate via classical channel to exchange a certain classical information bits. This protocol based on collective detection strategy, which is used to detect any attack on the quantum protocol after the whole process of qubit transmission and reduces the cost of protocol realization.

At first in this protocol, Alice and Bob share a sequence of single photons, and then Alice encodes the message using two unitary operations then encrypts the encoded states using a tilt-adjustable phase plate. After receiving Bob the sequence of photons from Alice via quantum channel, he can decode the message with the help of transmitted classical information bits via classical channel. The steps of this protocol can be described as follows:

1. Bob prepares a sequence of single photons all in the state $|+\rangle$ and sends the sequence to Alice.
2. After receiving the sequence, Alice generates a random string $M$ with length equal to the number of elements in Bob's sequence of states $S$.
3. Alice apply on the photon sequence $S$ a phase shift $\psi_{i} \in\{0, \pi / 2, \pi, 3 \pi / 2\}$ to encode $00,01,10$ and 11 , respectively.
4. Alice randomly chooses some polarized photons in sequence S as decoy states and performs unitary transformation $\sigma_{i}$ and $\sigma_{z}$ on the polarized photons in selected positions, then Alice sends the sequence to Bob.
5. To check eavesdropping via classical channel:

- At first Alice tells Bob the positions of decoy photons and the corresponding values of $M$ for each decoy particle.
- Then Bob measures each decoy photon using $\{|+\rangle,|-\rangle,|s\rangle,|t\rangle\}$ to obtain corresponding values, where $|s\rangle=\frac{|0\rangle+i|1\rangle}{\sqrt{2}}$ and $|t\rangle=\frac{|0\rangle-i|1\rangle}{\sqrt{2}}$
- Bob estimates the error rate and decides whether they abort the protocol; otherwise, they go to the next step.

6. Bob measures each photon in the sequence with measurement basis $\{|+\rangle,|-\rangle$, $|s\rangle,|t\rangle\}$ to reveal the encoded secret message $M$.

The main advantage of this protocol is that Alice and Bob can utilize all transferred polarized photons to transmit the secret message, except for the ones used for eavesdropping check.
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#### Abstract

Over the last half century, the components of computers have become smaller by a factor of two every 18 months, a phenomenon known as Moore's law. In state-of-the-art computers, the smallest wires and transistors are approaching 100 nm feature size, which is approximately 1000 x the diameter of an atom. Quantum mechanics is the theory of physics that describes the behavior of matter and energy in extreme conditions, such as short times and tiny distances. As transistors and wires become smaller and smaller, they inevitably begin to behave in intrinsically quantum mechanical ways. In this chapter it will be shown how it can be possible by using simple principles of quantum mechanics to reach a new field of communication science, named quantum communication. Also, the most recent development in quantum secure communication will be introduced and finally, the new method of secure dialogue between two agents (Alice, Bob), with the help of measurement concept in quantum mechanics will be presented.
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## 1 Introduction

Quantum mechanics is probably the most successful physical theory of this century. It pro-vides powerful tools which form one of the cornerstones of scientific progress, and which are indispensable for the understanding of omnipresent technical devices such as the transistor, semiconductor chips and the laser. The most important areas where these devices are used are modern communication and information- processing technologies. But quantum mechanics, until now, has only been used to construct these devices and quantum effects are absolutely avoided in the representation and manipulation of information. Rather than using single pho-tons, we still use strong light pulses to send information along optical high-speed connections, and we rely on electrical currents in semiconductor logic chips instead of applying single electrons as signal carriers.

Quantum Communication is the art of transferring a message from one place to another by using the quantum state as a message carrier, traditionally, the sender is named Alice and the receiver Bob. Quantum communication methods utilize fundamental properties of quantum mechanics to enhance the power and potential of today's communication systems. Quantum information processing and communication theory is a broad field, including quantum teleportation, quantum cryptography, quantum dense coding. By way of 2017, the improvement and growth of a real quantum computer is still in early stages but many poetical and theoretical experimentations were implemented by many research groups [1-22].

In this chapter there is a brief introduction, in Sect. 2 we present the necessary quantum mechanical back-grounds for investigation of quantum communication in their simplest forms and some pure quantum mechanical phenomena are discussed. Section 3 describes the fundamentals of quantum communication including the concepts of quantum teleportation and quantum cryptography. In Sect. 4 a brief history of research on quantum secure communication is presented and finally, in the last section we give a brief summary [23-38].

## 2 Quantum Mechanics

Quantum mechanics arose from the need to understand the thermal properties of radiation and the discrete spectral features of atoms. From this, the present understanding of the non-classical behavior of the fundamental units of matter and radiation was developed. Quantum theory has turned out to be the most universally successful theory of physics. From its start in atomic spectroscopy, it has developed to predict structures of molecules, nuclei, and even the large-scale structures of the universe. Much of our electronics industry today utilizes quantum phenomena in an essential manner. Without the understanding offered by quantum theory, our ability to build integrated circuits and communication devices would not have emerged. In these areas the basic theoretical progress took place in the middle of the twentieth century; the
engineers who plan electronics devices need hardly worry about the problems still lingering on our interpretation of quantum theory.

### 2.1 States Space and Measurement

In quantum mechanics a physical state for example, a silver atom with a definite spin orientation is represented by state vector in a complex vector space. We call such a vector a ket and denote it by $|\alpha\rangle$, this state ket is postulated to contain complete information about system, everything we ask about the state is contained in the ket. Any ket $|\alpha\rangle$ can be written as [39],

$$
\begin{equation*}
|\alpha\rangle=\sum_{a^{\prime}} c_{a^{\prime}}\left|a^{\prime}\right\rangle \tag{1}
\end{equation*}
$$

With $a^{\prime}, a^{\prime \prime}, \ldots$ up to $a^{N}$ and $c_{a^{\prime}}$ is a complex coefficient. In quantum mechanics each observable, such as momentum and spin components are represented by operators that act on kets.

When measurement is performed, the system is "thrown into" one of the eignestates, say $\left|a^{\prime}\right\rangle$ of observable A [39],

$$
\begin{equation*}
|\alpha\rangle \rightarrow\left|a^{\prime}\right\rangle \tag{2}
\end{equation*}
$$

we do not know in advance into which of the various states the system will be thrown as the result of measurement. we do postulate, however, that the probability for jumping into some particular state is given by;

$$
\begin{equation*}
P_{a^{\prime}}=\left|\left\langle a^{\prime} \mid \alpha\right\rangle\right|^{2} \tag{3}
\end{equation*}
$$

So quantum physics establishes a set of negative rules stating things that cannot be done.
(1) One cannot take a measurement without perturbing the system.
(2) One cannot draw pictures of individual quantum processes.
(3) One cannot duplicate an unknown quantum state.

This negative viewpoint of quantum physics, due to its contrast with classical physics, has recently been turned positive, and quantum information is one of the best illustrations of this psychological revolution. We present two novel and typical quantum computation phenomena. It is useful to encounter them early in the study of quantum computation.

### 2.2 Composite Quantum Systems and Entanglement, Hidden Variables and Bell Inequalities

Consider a two-electron system in a state;

$$
\begin{equation*}
\left|\psi^{ \pm}\right\rangle_{12}=\frac{1}{\sqrt{2}}\left(|0\rangle_{1}|1\rangle_{2} \pm|1\rangle_{1}|0\rangle_{2}\right) \tag{4}
\end{equation*}
$$

Suppose we make a measurement on the spin component of one of the electrons, clearly, there is a $50-50 \%$ chance of getting either spin-up or spin-down, because the composite system may be in $|0\rangle_{1}|1\rangle_{2}$ or $|1\rangle_{1}|0\rangle_{2}$ with equal probabilities. But if one of the components is shown to be in the spin-up state, the other is necessarily in the spin-down state, and vice versa. In other words, when the spin component of electron 1 is shown to be up, the measure-ment apparatus has selected the first term $|0\rangle_{1}|1\rangle_{2}$ of (4). It is remarkable that this kind of correlation can persist even if the two particles are well separated and have ceased to interact provided that they fly apart!. The above states together with;

$$
\begin{equation*}
\left|\psi^{ \pm}\right\rangle_{12}=\frac{1}{\sqrt{2}}\left(|0\rangle_{1}|0\rangle_{2} \pm|1\rangle_{1}|1\rangle_{2}\right) \tag{5}
\end{equation*}
$$

are called Entangled states or EPR states [39-41].
Some have argued that the difficulties encountered here are inherent in the probabilistic interpretation of quantum mechanics and that the dynamic behavior at the microscopic level appears probabilistic only because some yet unknown parameters, so-called hidden variables, have not been specified.

In 1964, John Bell proposed a mechanism to test for the existence of these hidden variables, and he developed his inequality principle as the basis for such a test. He showed that if the inequality was ever not satisfied, then there were no such hidden variables [42].

### 2.3 No Cloning

It can be proved that it is impossible to copy an unknown quantum state perfectly. This feature is a direct consequence of the linearity of the Schrodinger equation. This pure quantum effect is known as "No Cloning" theorem [43].

## 3 Using Quantum Effects in Secure Communication

The goal of quantum communication is to transmit an unknown quantum state from one person to another one at a distant location. This can be obtained either by direct transmission of the state [44], or by disembodied transport, i.e., quantum teleportation [45]. Here we briefly introduce two pillars of quantum communication science, quantum teleportation and quantum cryptography.

### 3.1 Quantum Teleportation

Quantum teleportation is a process that enables the transmission of an unknown quantum state via a previously shared EPR pair with the help of only two classical bits transmitted on a classical channel. The No-cloning theorem forbids a perfect copy of an arbitrary unknown quantum state.

Suppose Alice and a remote Bob share an EPR pair in the state;

$$
\begin{equation*}
\left|\phi^{+}\right\rangle_{12}=\frac{1}{\sqrt{2}}\left(|0\rangle_{1}|0\rangle_{2} \pm|1\rangle_{1}|1\rangle_{2}\right) \tag{6}
\end{equation*}
$$

and she has a qubit that she want to send to Bob. Suppose that the state of the qubit is;

$$
\begin{equation*}
|\psi\rangle=\alpha|0\rangle+\beta|1\rangle \tag{7}
\end{equation*}
$$

So in the beginning of teleportation, Alice has the following state of the above diagram [43]:

$$
\begin{align*}
|\Psi\rangle\left|\phi^{+}\right\rangle & =\alpha|0\rangle+\beta|1\rangle \frac{1}{\sqrt{2}}\left(|0\rangle_{1}|0\rangle_{2}+|1\rangle_{1}|1\rangle_{2}\right) \\
& \left.\left.\left.\left.\left.\left.=\frac{1}{\sqrt{2}}(\alpha|0\rangle 0\rangle 0\right\rangle+\alpha|0\rangle 0\right\rangle 1\right\rangle+\beta|1\rangle 1\right\rangle 1\right\rangle\right) \tag{8}
\end{align*}
$$

Suppose that Alice applies a joint measurement on her two qubits, she first applies a CNOT quantum gate which transforms the state to:

$$
\begin{equation*}
\left.\left.\left.\left.\left.\left.\left.\left.\frac{1}{\sqrt{2}}(\alpha|0\rangle 0\rangle 0\right\rangle+\alpha|0\rangle 1\right\rangle 1\right\rangle+\beta|1\rangle 1\right\rangle 0\right\rangle+\beta|1\rangle 0\right\rangle 1\right\rangle\right) \tag{9}
\end{equation*}
$$

where the first qubit is a control qubit and the second one is a target qubit. Next, the Hadamard transform is applied, which transforms the state to;

$$
\begin{align*}
& \left.\left.\left.\left.\left.\left.\left.\left.\frac{1}{2}(\alpha|0\rangle 0\rangle 0\right\rangle+\alpha|1\rangle 0\right\rangle 0\right\rangle+\alpha|0\rangle 1\right\rangle 1\right\rangle+\alpha|1\rangle 1\right\rangle 1\right\rangle\right) \\
& \left.\left.\left.\left.\left.\left.\left.\left.\quad+\frac{1}{2}(\beta|0\rangle 1\rangle 0\right\rangle+\beta|1\rangle 0\right\rangle 0\right\rangle+\beta|1\rangle 1\right\rangle 0\right\rangle+\beta|1\rangle 1\right\rangle 1\right\rangle\right)  \tag{10}\\
& =\frac{1}{2}|0\rangle|0\rangle(\alpha|0\rangle+\beta|1\rangle)+\frac{1}{2}|0\rangle|1\rangle(\alpha|1\rangle+\beta|0\rangle) \\
& \quad+\frac{1}{2}|1\rangle|0\rangle(\alpha|0\rangle-\beta|1\rangle)+\frac{1}{2}|1\rangle|1\rangle(\alpha|1\rangle-\beta|0\rangle)
\end{align*}
$$

A measurement by Alice of her particles produces two classical bits. These bits specify one of four possible results $(0,0),(0,1),(1,0),(1,1)$. So if Alice sends these two bits to Bob over a classical channel, this allows him to choose one of the following rotations to apply to his particle and transform it into the initial transformed state, so the minimal resources required for faithful teleportation are one EPR pair.

### 3.2 Quantum Cryptography

It is clear that traditional cryptosystems are breakable given enough computing time, quantum cryptography offers the promise of unconditional security without face-to-face exchanges. Rather than relying on problems believed to be computationally "difficult," quantum cryptography uses basic physical laws to provide provable unconditional security.

## BB84 Quantum Cryptography Protocol

The first quantum cryptographic communication protocol, called BB84, was invented in 1984 by Bennett and Brassard [46]. This protocol has been experimentally demonstrated to work for a transmission over 30 km of fiber optic cable [47, 48]. In this section we describe the BB84 protocol. The basic tools are a quantum channel connecting Alice and Bob and a public classical channel, where Eve is allowed to listen passively, but not allowed to change the transmitted message. For the quantum channel, we use four signal states. For simplicity, let us for now regard the signals as realized by single photons in the polarization degree of freedom. Consider two sets of orthogonal signals, one formed by a horizontal and a vertical polarized photon, and the other formed by a $45^{\circ}$ and a $135^{\circ}$ polarized photon. These four polarized states are non-orthogonal. The overlap probability between signals from two different sets is one half. Bob has two measurement devices at his hand, one in the rectilinear (i.e., vertical/horizontal) basis and one in the diagonal (i.e., $45^{\circ} / 135^{\circ}$ ) basis. Notice that Bob's two measurements do not commute. To assure the detection of Eve's eavesdropping, Bennett and Brassard require Alice and Bob to communicate in two phases; at the first phase Alice and Bob are communicating over a one-way quantum channel as follows: (a) Alice
sends a sequence of signals, each randomly chosen from one of the above four polarizations. (b) For each signal, Bob randomly chooses one of the two measurements, rectilinear or diagonal basis devices to perform a measurement. (c) Bob confirms that he has received and measured all signals. In the first phase, Alice is required, each time she transmits a single bit, to use randomly with equal probability one of the two orthogonal alphabets; it follows from the Heisenberg uncertainty principle that no one, not even Bob or Eve, can receive Alice's transmission with an accuracy greater than $75 \%$ [49].

For each bit transmitted by Alice, we assume that Eve performs one of two actions, opaque eavesdropping with probability $\lambda$, or no eavesdropping with probability $1-\lambda$. Thus, Eve is eavesdropping on each transmitted bit or Eve is not eavesdropping at all. Because Bob's and Eve's choice of measurement operators are stochastically independent of each other and of Alice's choice of alphabet, Eve's eavesdropping has an immediate and detectable impact on Bob's received bits. Eve's eavesdropping causes Bob's error rate to jump from $25 \%$ to;

$$
\begin{equation*}
\frac{1}{4} \cdot(1-\lambda)+\frac{1}{2} \cdot \frac{1}{4} \cdot \lambda=\frac{1}{4}+\frac{\lambda}{8} \tag{11}
\end{equation*}
$$

Thus, if Eve eavesdrops on every bit, i.e., if $\lambda=1$, then Bob's error rate jumps from 25 to $37.5 \%$, a $50 \%$ increase.

Phase 2 is dedicated to eliminating the bit locations (and hence the bits at these locations) at which error could have occurred without Eve's eavesdropping. Bob begins by publicly communicating to Alice which measurement operators he used for each of the received bits. Alice then in turn publicly communicates to Bob which of his measurement operator choices were correct. After this two way communication, Alice and Bob delete the bits corresponding to the incompatible measurement choices to produce shorter sequences of bits which we call respectively Alice's raw key and Bob's raw key. If there is no intrusion, then Alice's and Bob's raw keys will be in total agreement. However, if Eve has been at work, then corresponding bits of Alice's and Bob's raw keys will not agree with the probability;

$$
\begin{equation*}
0 \cdot(1-\lambda)+\frac{1}{4} \cdot \lambda=\frac{\lambda}{4} \tag{12}
\end{equation*}
$$

In the absence of noise, any discrepancy between Alice's and Bob's raw keys is proof of Eve's intrusion. So to detect Eve, Alice and Bob select a publicly agreed upon random subset of m bit locations in the raw key, and publicly compare corresponding bits, making sure to discard from the raw key, each bit as it is revealed. The other technique is to select a publicly agreed upon random subset of $n$ bit locations in the canceled bits, making sure that these bits will violate a Bell inequality. The amount by which a Bell inequality is violated is thus an ideal measure of the security of the key.

## 4 Secure Quantum Communication

Since BB84 quantum key distribution has developed quickly. Quantum communication holds secret promise for transmission of secure message via quantum cryptography, distribution of quantum information, and distributing protocol and quantum teleportation. Many attempts have been made to apply these methods in design-ing communication protocols [50]. In 1999, Shimizo and Imoto proposed a DSQC protocol using entangled photon pairs [51]. In their scheme the ciphertext is encoded in the state of the entangled pairs, and they are transmitted from Alice to Bob. Bob performs a Bell-basis measurement to read out the partial information. Full information of the ciphertext is read out after Alice notifies him of the encoding basis through a classical communication. Beige et al. proposed a Deterministic Secure Quantum Communication (DSQC) scheme based on a single photon two-qubit state in 2002; in this scheme, the message can be read out only after transmission of additional classical information for each qubit [52]. In 2002, Bostrom and Felbinger presented a scheme for quasi-secure direct communication with EPR pairs [53], this scheme was based on quantum dense coding and the protocol called the ping-pong scheme [54]. Also in 2002, Long and Liu proposed a two-step highly efficient QKD protocol [55]. In 2003, the formal procedure to use protocol for quantum secure direct communication (QSDC) was given [56]. Today there are many people in the world studying the subject.

## 5 Quantum Key Distribution in Satellite Communication

It is clear that traditional cryptosystems are breakable given enough computing time, quantum cryptography offers the promise of unconditional security without face-to-face exchanges. Rather than relying on problems believed to be computationally "difficult," quantum cryptography uses basic quantum physics laws to provide provable unconditional security. The main principles which are used for quantum cryptography are the following:
(a) It is not possible to determine simultaneously the position and the momentum of a particle with arbitrary high accuracy (Heisenbergs uncertainty principle).
(b) It is not possible to measure the polarization of a photon in the vertical-horizontal basis and simultaneously in the diagonal basis.
(c) Each measurement of the quantum state perturbs the quantum state.
(d) It is not possible to copy quantum states (No-cloning-theorem).

### 5.1 BB84 Quantum Cryptography Protocol

The first quantum cryptographic communication protocol, called BB84, was invented in 1984 by Bennett and Brassard [46]. This protocol has been experimentally demonstrated to work for a transmission over 30 km of fiber optic cable [47, 48]. In this section we describe the BB84 protocol. The basic tools are a quantum channel connecting Alice and Bob and a pub-lic classical channel, where Eve is allowed to listen passively, but not allowed to change the transmitted message. For the quantum channel, we use four signal states. For simplicity, let us for now regard the signals as realized by single photons in the polarization degree of freedom. Consider two sets of orthogonal signals, one formed by a horizontal and a vertical polarized photon, and the other formed by a $45^{\circ}$ and $135^{\circ}$ polarized photon. These four polarized states are non-orthogonal. The overlap probability between signals from two differ-ent sets is one half. Bob has two measurement devices at his hand, one in the rectilinear (i.e., vertical/horizontal) basis and one in the diagonal (i.e., $45^{\circ} / 135^{\circ}$ ) basis. Notice that Bob's two measurements do not commute. To assure the detection of Eve's eavesdrop-ping, Bennett and Brassard require Alice and Bob to communicate in two phases; in the first phase Alice and Bob communicate over a one-way quantum channel as follows: (a) Alice sends a sequence of signals, each randomly chosen from one of the above four polarizations. (b) For each signal, Bob randomly chooses one of the two measurements, rectilinear or di-agonal basis devices to perform a measurement. (c) Bob confirms that he has received and measured all signals. In the first phase, Alice is required, each time she transmits a single bit, to use randomly with equal probability one of the two orthogonal alphabets it follows from Heisenberg's uncertainty principle that no one, not even Bob or Eve, can receive Alice's transmission with an accuracy greater than 75\% [49].

For each bit transmitted by Alice, we assume that Eve performs one of two actions, opaque eavesdropping with probability $\lambda$, or no eavesdropping with probability $1-\lambda$. Thus, Eve is eavesdropping on each transmitted bit or Eve is not eavesdropping at all. Because Bob's and Eve's choice of measurement operators are stochastically independent of each other and of Alice's choice of alphabet, Eve's eavesdropping has an immediate and detectable impact on Bob's received bits. Eve's eavesdropping causes Bob's error rate to jump from $25 \%$ to;

$$
\begin{equation*}
\frac{1}{4} \cdot(1-\lambda)+\frac{1}{2} \cdot \frac{1}{4} \cdot \lambda=\frac{1}{4}+\frac{\lambda}{8} \tag{13}
\end{equation*}
$$

Thus, if Eve eavesdrops on every bit, i.e., if $\lambda=1$, then Bob's error rate jumps from 25 to $37.5 \%$, a $50 \%$ increase. So to intercept and gain information on the key, an eavesdropper must make measurements on some or all of the sent pulses. An eavesdropper can intercept, measure and resend every pulse but has to guess the random basis. This results in a $25 \%$ error rate in the key established between sender and receiver. The sender and receiver can monitor for eavesdropping by monitoring
the error rate of their system. Any increase of the error rate above a threshold value can be interpreted as an insecure line.

Phase 2 is dedicated to eliminating the bit locations (and hence the bits at these locations) at which error could have occurred without Eve's eavesdropping. Bob begins by publicly communicating to Alice which measurement operators he used for each of the received bits. Alice then in turn publicly communicates to Bob which of his measurement operator choices were correct. After this two way communication, Alice and Bob delete the bits corresponding to the incompatible measurement choices to produce shorter sequences of bits which we call respectively Alice's raw key and Bob's raw key. If there is no intrusion, then Alice's and Bob's raw keys will be in total agreement. However, if Eve has been at work, then corresponding bits of Alice's and Bob's raw keys will not agree with probability;

$$
\begin{equation*}
0 \cdot(1-\lambda)+\frac{1}{4} \cdot \lambda=\frac{\lambda}{4} \tag{14}
\end{equation*}
$$

In the absence of noise, any discrepancy between Alice's and Bob's raw keys is proof of Eve's intrusion. So to detect Eve, Alice and Bob select a publicly agreed upon random subset of $m$ bit locations in the raw key, and publicly compare corresponding bits, making sure to discard from the raw key each bit as it is revealed. The other technique is to select a publicly agreed upon random subset of n bit locations in the cancelled bits, making sure that these bits will violate a Bell inequality. The amount by which a Bell inequality is violated is thus an ideal measure of the security of the key.

### 5.2 Entangled Photon Based Quantum Cryptography Protocol

Einstein, Podolsky, and Rosen (EPR) in their famous 1935 paper [42] challenged the foundations of quantum mechanics by pointing out a "paradox." There exist spatially separated pairs of particles, henceforth called EPR pairs, whose states are correlated in such a way that the measurement of a chosen observable A of one, automatically determines the result of the measurement of A of the other. Since EPR pairs can be pairs of particles separated at great distances, this leads to what appears to be a paradoxical "action at a distance."

For example, it is possible to create a pair of photons (each of which we label below with the subscripts 1 and 2 , respectively) with correlated linear polarizations. An example of such an entangled state is given by;

$$
\begin{equation*}
\left|\Omega_{0}\right\rangle=\frac{1}{\sqrt{2}}\left(|0\rangle_{1}\left|\frac{\pi}{2}\right\rangle_{2}+\left|\frac{\pi}{2}\right\rangle_{1}|0\rangle_{2}\right) \tag{15}
\end{equation*}
$$

where state $|0\rangle$ is a vertical linear polarization photon and state $|1\rangle$ is a horizontal linear polarization photon [42].

Einstein et al. [42] then state that such quantum correlation phenomena could be a strong indication that quantum mechanics is incomplete, and that there exist "hidden variables," inaccessible to experiments, which explain such "action at a distance".

In 1964, Bell [45] gave a means for actually testing for locally hidden variable (LHV) theories. He proved that all such LHV theories must satisfy the Bell inequality. Quantum mechanics has been shown to violate the inequality.

In 1991, Ekert has devised a quantum protocol based on the properties of quantum-correlated particles [43].

The EPR quantum protocol is a 3-state protocol that uses Bell's inequality to detect the presence or absence of Eve as a hidden variable. Consider three possible polarization states of EPR pair,

$$
\begin{align*}
& \left|\Omega_{0}\right\rangle=\frac{1}{\sqrt{2}}\left(|0\rangle_{1}\left|\frac{3 \pi}{6}\right\rangle_{2}+\left|\frac{3 \pi}{6}\right\rangle_{1}|0\rangle_{2}\right)  \tag{16}\\
& \left|\Omega_{1}\right\rangle=\frac{1}{\sqrt{2}}\left(\left|\frac{\pi}{6}\right\rangle_{1}\left|\frac{4 \pi}{6}\right\rangle_{2}+\left|\frac{4 \pi}{6}\right\rangle_{1}\left|\frac{3 \pi}{6}\right\rangle_{2}\right)  \tag{17}\\
& \left|\Omega_{2}\right\rangle=\frac{1}{\sqrt{2}}\left(\left|\frac{2 \pi}{6}\right\rangle_{1}\left|\frac{5 \pi}{6}\right\rangle_{2}+\left|\frac{5 \pi}{6}\right\rangle_{1}\left|\frac{2 \pi}{6}\right\rangle_{2}\right) \tag{18}
\end{align*}
$$

For each of these states, we choose the following corresponding operators $M_{0}$, $M_{1}$, and $M_{2}$, given as the following:

$$
M_{0}=|0\rangle\langle 0|, M_{1}=\left|\frac{\pi}{6}\right\rangle\left\langle\frac{\pi}{6}\right|, M_{2}=\left|\frac{2 \pi}{6}\right\rangle\left\langle\frac{2 \pi}{6}\right| .
$$

there are two stages to the EPR protocol, the first stage over a quantum channel, the second over a public channel.

In the first stage for each time slot, a state $\left|\Omega_{j}\right\rangle$ is randomly selected with equal probability from the set of states $\left\{\left|\Omega_{1}\right\rangle,\left|\Omega_{2}\right\rangle,\left|\Omega_{3}\right\rangle\right\}$.

One photon of this EPR pair is sent to Alice, the other to Bob. Alice and Bob at random with equal probability separately and independently select one of the three measurement operators $M_{0}, M_{1}$, and $M_{2}$, and accordingly measure their respective photons. Alice records her measured bit. On the other hand, Bob records the complement of his measured bit. This procedure is repeated for as many time slots as needed.

In stage 2, Alice and Bob communicate over a public channel. At first Alice and Bob carry on a discussion over a public channel to determine those bit slots at which they used the same measurement operators. They each then separate their respective bit sequences into two subsequences. One subsequence, called the raw
key, consists of those bit slots at which they used the same measurement operators. The other subsequence, called the rejected key, consists of all the remaining bit slots. Now Alice and Bob now carry on a discussion over a public channel comparing their respective rejected keys to determine whether or not Bell's inequality is satisfied. If it is, Eve's presence is detected. If not, then Eve is absent.

Finally in the presence of noise, the remaining phase of the EPR protocol is the reconciliation phase [44].

## 6 Free-Space Quantum Cryptography

There are two applications which require free-space quantum cryptography rather than fibre based one. The first is short distance communication up to several kilometers, mainly in urban areas, where a fibre based connection is too expensive to deploy. The second is secure satellite communication, where a fibre link is not possible.

The success of QKD over free-space optical paths depends on the transmission and de-tection of single photons against a high background through a turbulent medium. Although this problem is difficult, a combination of sub-nanosecond timing, narrow filters [45, 57], spatial filtering [46] and adaptive optics [47] can render the transmission and detection problems tractable. Furthermore, the essentially non-birefringent nature of the atmosphere at optical wavelengths allows the faithful transmission of the single-photon polarization states used in the free-space QKD protocol.

From 1991, when the free-space QKD was first introduced over an optical path of about 30 cm several demonstrations (indoor optical paths of 205 m and outdoor optical paths of 75 m ) increased the utility of QKD by extending it to line-of-site laser communications systems. There are certain key distribution problems in this category for which free-space QKD would have definite practical advantages (as for example, it is impractical to send a courier to a satellite). In 1998 a research group at Los Alamos National Laboratory, New Mexico, USA developed a free-space QKD over outdoor optical paths of up to 950 m under night-time conditions [48]. Four years later, in 2002 the same laboratory have demonstrated that free-space QKD is possible in daylight or at night, protected against intercept/resend, beamsplitting and unambiguous state discrimination (USD) eavesdropping, and even photon number splitting (PNS) eavesdropping at night, over a 10 km , 1 -airmass path, which is representative of poten-tial ground-to-ground applications and is several times longer than any previously reported results [49].

## 7 Free-Space Quantum Cryptography in Satellite Communication

With the exponential expansion of electronic commerce the need for global protection of data is paramount. Conventional key exchange methods generally utilize public key methods and rely on computational complexity as proof against tampering and eavesdropping. Satellite systems thus require future-proofing against the rapid improvements in computational power that may occur during their operational lifetime (many years). In this chapter we examine how can we use the free-space quantum channel in the future years of satellite telecommunication.

The quantum computing algorithms can be used to affirm our communication in the following four ways [58, 59]:
(1) Open-air communication (horizontal telecommunication, below 100 km , instead of optical cable, using the twisted surface of Earth).
(2) Satellite communications (between 300 and 800 km altitude, signal encoding and decoding). Quantum error correction allows quantum computation in a noisy environment. Quantum computation of any length can be created as accurately as desired, as long as the noise is below a certain threshold, e.g. $P<10^{-4}$.
(3) Satellite broadcast (our broadcast satellite orbit at $36,000 \mathrm{~km}$, using 27 MHz signal) [50]. In quadrature phase shift keying (QPSK) every symbol contains two bits, this is why the bit speed is 55 Mbs . Half the bits is for error-coding, in the best case we only have 38 Mbs , but in common solutions there is only $27-$ 28 Mbs , in which 5-6 TV-channels can be stored with a bandwidth of 2-5 Mbs each. The quantum algorithms can prove the effective bandwidth to better fill the brand as in the traditional case.
(4) Satellite-satellite communication (between broadcast or other satellites, using free-space, for signal coding and encoding, super density coding etc.).

So by placing a source of single photons and entangled photons on satellites we can propose a satellite based global key exchange system for key exchange between any two arbitrary points on the globe. This system would work by first exchanging keys between one ground station and the satellite. The satellite would then have to store the key securely until the second ground station came into view (up to several hours later). Exchanging the key with this second ground station would allow the first key to be sent down using an absolutely secure one-time-pad encoding scheme. The global reach of the system may be what drives the development but it will probably cost well in excess of ten million Euros (dollars) to build and fly [51].

## 8 Conclusions

In this chapter we survey some results in quantum communication. A brief introduction to some principles of quantum mechanics that are essential to understanding quantum communication is presented, and the main connections between quantum mechanics and secure information transfer have been discussed. It has been seen that the laws of quantum physics guarantee the security of sharing keys between two parties based on quantum cryptography, and provide a mechanism by which any attempt at eavesdropping can be detected immediately.

So, although quantum cryptography is not so practical right now, it is still worthy of study for several reasons. Unlike public-key cryptosystems, currently it works only over short distances. Also, with sufficient technical improvements, it might be possible in the future to implement quantum cryptography over long distances.

In this chapter, some results of the application of quantum cryptography in satellite communication has been presented. A brief introduction to quantum cryptography that is essential to understanding quantum satellite communication is presented. Although quantum cryptography is not so practical right now, it is still worthy of study for several reasons. Unlike public-key cryptosystems, currently it works only over short distances. Also, with sufficient technical improvements, it might be possible in the future to implement quantum cryptography over long distances. So, it will be possible by placing a source of single photons and entangled photons on satellites, to design global secure quantum communication networks.
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#### Abstract

Most existing realizations of quantum key distribution (QKD) are point-to-point systems with one source transferring to only one destination. Growth of these single-receiver systems has now achieved a reasonably sophisticated point. However, many communication systems operate in a point-to-multi-point (Multicast) configuration rather than in point-to-point mode, so it is crucial to demonstrate compatibility with this type of network in order to maximize the application range for QKD. The researchers have proposed several approaches for Quantum Key Distribution Network. In this chapter we will discuss these various architectures.
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## 1 Secure Communication Based on Quantum Cryptography (SECOQC) Network

The majority of the current applications of Quantum cryptography are point-to-point approaches with one source transfers messages to only one destination which delivers a secured key. There are number of approaches and prototypes for the exploitation of $Q K D$ to secure communications. In 2003, the European project (SECOQC) is started by effort of 41 research and modern groups from the European Union, Switzerland and Russia. SECOQC aspires to improve the point-to-point Quantum cryptography as long distance key distribution. Symmetric Cryptography is applied when the two communicating parties share a key before any encryption and decryption are done. The secret key should be circulated before the transmission between communicated parties [1-11]. The architecture of SECOQC $Q K D$ network and its components are shown in Fig. 1.

The structure of SECOQC QKD network consists of two main divisions. The first division is a trusted private network which is established between end points and Quantum Back Bone "QBB". The second division is a quantum system which made up of QBB nodes. QBB is contained with a number of $Q K D$ devices that are attached with other $Q K D$ devices in one-to-one connection as shown in Fig. 1 [12, 13]. The whole architecture delivers a backbone network for key circulation and management. Quantum Back Bone nodes and links are like gateways and unicast communication links respectively in a classical network. Quantum Back Bone nodes are utilized for connecting the communicated users to private and secure network. Furthermore, the communicated users can be connected to a specific access point with restricted routing responsibilities called Quantum Access Node (QAN) [1-11].

The architecture of SECOQC $Q K D$ is physically partitioned into numerous routing zones. Each one consists of a cluster of Quantum Back Bone nodes which are given a single IP addresses from a particular pool of the obtainable address space. There're three main responsibilities of Quantum Back Bone node are [1-11]. 1. Manage and generate the keys. 2. Distribute the keys over the quantum network among the communicated peers. 3. Act as access points for generated key clients' functions. The Geographical Division of the SECOQC QKD Network into Several Routing Areas based on Open Shortest Path First protocol is shown in Fig. 2.

In Fig. 3, the structure of SECOQC Quantum Back Bone Node and Quantum Routing Protocol are represented. The main elements of quantum Back Bone node are: (1) numerous occurrences of unicast quantum protocol (Q3P); (2) a routing element which is in charge of preserving the routing information and make it up-to-date; (3) path determination and route decision mechanism. The unicast quantum protocol $(\mathrm{Q} 3 \mathrm{P})$ is responsible for administering the communication process across the classical channel. The main functions of Q3P are verification, encoding/decoding, segmentation/assembling, flow control and connection management among nearby quantum backbone nodes [1-11].


Fig. 1 SECOQC QKD network structure [1]

## 2 Defense Advanced Research Projects Agency (DARPA) Network

In 2003, DARPA and Bolt, Beranek and Newman (BBN) Technologies have constructed the first completely functioning quantum cryptography network in the world. Initially, DARPA-BBN project consists of 6 nodes, but now total nodes is 10 among Harvard University, Boston University, and BBN. All nodes are successively running on a high-speed fiber optic telecommunications infrastructure. DARPA-BBN project goal is to distribute the security keys from node-to-node using Quantum Key Distribution, as well as, protect message movement among communicating nodes using IPsec- VPN technology. DARPA—BBN network maintains a diversity of QKD technologies fiber modulated phase, entanglement


Fig. 2 Geographical division of the SECOQC QKD network into several routing areas [33]
over fiber and wireless quantum network, but it is still used for point to point communication system as shown in Fig. 4 [1-11].

The transmission of signals between the sender and receiver is based on weak-coherent link. As, the sender transmits a series of single photons by using an extremely weakened pulse at wavelength equal to 1550 nm . The transmitted single photon will be adapted to one of four phases by passing it via a Mach-Zehnder interferometer. Therefore, the transmitted photon will be encoded according to its adopted phase and basis. Afterwards, the encoded photon is transmitted to the receiver. The receiver performs the inverse operation as he has another Mach-Zehnder interferometer which randomly adopted the encoded photon to the transmitted value as shown in Fig. 5 [1-11]. By way of 2017, the improvement and growth of a real quantum computer is still in early stages but many poetical and theoretical experimentations were implemented by many research groups [12-34].

In Fig. 6, the structure of DARPA $Q K D$ Protocol Stack is represented. The architecture of DARPA QKD consists of four main processes which are Sifting, Error Correction, Privacy Amplification and Authentication. Sifting is the procedure for examine missing all the obviously unsuccessful transmitted quantum bits between the sender and receiver. The unsuccessful transmitted quantum bits can be resulted from sender's laser never transfer pulses, receiver's detectors failed or photons were missing during transmission. Error Correction is the process for


Fig. 3 SECOQC quantum back bone node structure [3]
detecting and correcting all the fault quantum bits and inaccuracy rate. The quantum bit error can be resulted as either that sender transmits as zeros but receiver receives it as ones or vice versa. Furthermore, it can be caused by intruder on channel noisy. In Privacy amplification phase, both sender and a receiver use several bases for measurements purpose. The objective of this step is to recognize and exclude those bit positions where communicators use different bases. These positions are then discarded by both communicators over a public channel. Furthermore, improve the security of the key string by correcting resulted errors during transmission and eavesdropper detection phases. Authentication is the process for verifying the identity of both sender and receiver which allows the communication process to be protected against many types of attacks. The authentication process must be executed on a continuing base for all key interchange controlling stages since the eavesdropper can enclose himself at any stage of the $Q K D$ process [1-11].


Fig. 4 Architecture of DARPA QKD $\mathrm{IP}_{\text {sec }}-$ VPN network [3]


Fig. 5 DARPA QKD network components [34]

DARPA and BBN Technologies have been proposed an integrated architecture for IPsec-based Virtual Private Networks (see Fig. 7). One of the main components of IPsec is the generated keys which are used for encoding and authentication of successive transmitted messages by agreed IPsec Security Association (SA) among the communicated peers. The most important role of the proposed architecture is to define the generated keys for IPsec Security Associations which come from quantum key distribution protocols. The duration for utilizing the generated keys is managed by defined key lifetime. The key lifetime can be represented either in seconds or in kilobytes according to the configuration parameters in Security Policy Database (SPD). When the key lifetime expired, a fresh SA has to be negotiated. Consequently, the old key will be replaced by new one. A Virtual Private Network


Fig. 6 The full DARPA QKD protocol stack [34]


Fig. 7 The upper layers of the IPsec-VPN DARPA QKD protocol stack [3]
(VPN) is used for securing the transmitted traffic with quantum cryptography. The present implementation of the proposed architecture supports both classical encryption algorithms and one-time pads. The choice of used protocol depends on the sensitivity level of the transmitted information within a particular VPN [1-11].

## 3 Grid Security Model Based on QKD Network

In [35], an architecture for security enhancement of Grid Computing based on Quantum Key Distribution is proposed (see Fig. 8). The proposed architecture combines the Quantum network and protocol with the conventional network and protocol. The principal characteristics of proposed model are [36, 37]: (1) all the communicated parties of grid are connected over two channels which Quantum channel and Public channel. (2) It is supposed that all the members connected to quantum channel are existing in a secured locations. (3) The Quantum Key Distribution delivers unconditional security for key distribution, controlling and authentication. (4) The communication link between the two users has the same


Fig. 8 Theoretical model of grid computing based on QKD network [36]
features and functions of SECOQC QKD network. (5) The Grid Security Structure consists of public key encryption, X. 509 PKI certificates and SSL/TLS protocol to offer message security, verification, allocation and authorization.

## 4 Deterministic Secure Direct Communication Using Entanglement

In [38], an innovative protocol for securing Direct Communication Deterministically Using Entangled $E P R$ pairs is proposed. The proposed protocol permits transmission of information in a deterministic way by utilizing the property of quantum key distribution and secured pseudo direct communication. The information can be encrypted through the transmission process. So, the protocol has proved its unconditional security against many types of attacks. In case of attacker spy on the communication channel to achieve maximum transmitted information, the attacker will be detected since an error rate equivalent to $50 \%$ will be resulted. The protocol has two communication modes which are message and control respectively. By default, the communicated peers are always in message mode. In messaged mode, the sender will prepare an entangled EPR pairs of polarized photons using two Particles (see Fig. 9). Afterwards, he will keep one particle for himself and transmit the other one to the receiver. Then, the receiver encodes the transmitted particle using corresponding Pauli gates. Consequently, the receiver


Fig. 9 Message mode. Dashed lines represent quantum bits transfer [38]


Fig. 10 Control mode. Solid lines represent classical bits transfer [38]
will send the encoded quantum bit to the sender. In control mode, rather than the receiver encodes the transmitted particle using corresponding Pauli gates, he applies a measurement in the basis of $\sigma_{z}$. Then, the receiver transmits the resulted measurement over a public channel. Therefore, the sender swaps to the control mode and applies his measurement in the basis of $\sigma_{z}$. According to the result of the measurement, the sender will decide to continue or terminate the communication process (see Fig. 10).

If the measurement result of both sender and receiver are the same then the communication process will continue otherwise it will be terminated. If the measurement result is not matched, the sender will conclude that an eavesdropper spy over the channel.

Since the eavesdropper don't have an access to the sender particle, he only works on the receiver particle. The eavesdropper will listen to the transmitted information to discover which Pauli transformation the receiver applied. So, as to obtain any information about applied receiver's Pauli operation, the eavesdropper will apply his unitary Pauli operation $\hat{E}$ on the transmitted particle from the sender to the receiver. Subsequently, the receiver will apply his unitary Pauli operation $\hat{\mathbf{C}}$ on the transmitted particle. Lastly, the receiver performs his measurement on the composed system. As a possible control measurement by the receiver would be happened before the eavesdropper's decisive measurement, the receiver hasn't inspiration on the discovery possibility for eavesdropper's attack (see Fig. 11).


Fig. 11 A general eavesdropping attack [38]

Fig. 12 Eavesdropping success probability as a function of the maximal eavesdropped information [41]


The eavesdropping achievement possibility as a function of the obtained information, $c=0.5$ and for various discovery possibilities $d$ that eavesdropper can select is charted (see Fig. 12). By analyzing the discovery possibility ( $d$ ) for the eavesdropper operation $\hat{E}$, the eavesdropper can achieve only a portion of the transmitted message and he doesn't know which portion of the message is [38-40].

## 5 Secret Key Sharing with GHZ

In [42], an approach has been proposed for dividing the transmitted quantum state into two segments. Therefore, the communicated participants are essential to use the two segments for retrieving the original quantum state. The proposed approach distributes a Secret Key sharing with three participants and extended to four participants. The implementation of the proposed approach is based on $G H Z$ states and measurement. The proposed protocol demonstrated it is imaginable to merge the quantum cryptography with secret sharing technique for verification if the attacker is active throughout the communication process of secret sharing or not. Suppose the quantum communication system consists of three users which are $U s e r_{1}, U s e r_{2}$ and $U s e r_{3}$ and each one has one particle from a $G H Z$. triplet states. Every user will select a randomly measure basis direction to measure the status of his particle which in $x$ or $y$ direction (see Fig. 13). Afterward, each user will publicly publish which direction he will use. If the arrangement of directions is authorized and acceptable, then $U s e r_{1}$ and $U s e r_{2}$ will be able to collaborate to achieve the measurement outcome of $U s e r_{3}$. From the Table 1 it is shown that if User $_{3}$ distinguishes the correct measurements of both $U s e r_{1}$ and User $_{2}$, then he can conclude whether their outcomes are identical or different. Consequently, User $_{3}$ can't achieve any actual information about their results. By the same way, User $_{1}$ can't distinguish the result of user's measurement without the help of $U s e r_{3}$.

As each user will select a randomly measure basis direction to measure the status of his particle which in $x$ or $y$ direction, so only half of the $G H Z$ triplet states will provide convenient results. For instance if, both $U s e r_{1}$ and $U s e r_{2}$ measurements are in $x$ direction, then User $_{3}$ has to measure his particle in $x$ direction to achieve the desirable information. However, if $\mathrm{User}_{3}$ measured his particle in $y$ direction, then he won't achieve any information. Since User $_{3}$ selects his measurement direction randomly, he will select accurately measurement only half the time. This is the reason why all users have to publish which direction they will use in a public way.

Fig. 13 Measurement outcome represented by ZX—calculus [42]

Table 1 Secret key sharing with GHZ measurement outcome

|  | User $_{2}$ |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| User $_{1}$ |  | $x^{+}$ | $x^{-}$ | $y^{+}$ | $y^{-}$ |
|  | $x^{+}$ | $\|0\rangle+\|1\rangle$ | $\|0\rangle-\|1\rangle$ | $\|0\rangle-i\|1\rangle$ | $\|0\rangle+i\|1\rangle$ |
|  | $x^{-}$ | $\|0\rangle-\|1\rangle$ | $\|0\rangle+\|1\rangle$ | $\|0\rangle+i\|1\rangle$ | $\|0\rangle-i\|1\rangle$ |
|  | $y^{+}$ | $\|0\rangle-i\|1\rangle$ | $\|0\rangle+i\|1\rangle$ | $\|0\rangle-\|1\rangle$ | $\|0\rangle+\|1\rangle$ |
|  | $y^{-}$ | $\|0\rangle+i\|1\rangle$ | $\|0\rangle-i\|1\rangle$ | $\|0\rangle+\|1\rangle$ | $\|0\rangle-\|1\rangle$ |

Therefore, they have the ability to decide whether to save or ignore the outcomes of GHZ states. The publication should be performed in the following way; both $\mathrm{User}_{1}$ and $\mathrm{User}_{3}$ transmit to $\mathrm{User}_{2}$ the direction of their measurements. Subsequently, all users transmit their measurement direction to $U s e r_{1}$ and User $_{3}$ (see Table 1) [42-44].

In case of implementation of Quantum Secret Sharing with four users. Therefore, the quantum communication system consists of four users which are User $_{1}, U s e r_{2}$, User $_{3}$ and $U s e r_{4}$ and each has one particle from a four $G H Z$ states. Every user will select a randomly measure basis direction to measure the status of his particle which in $x$ or $y$ direction. Afterward, each user will publicly publish which direction he will use with $U s e r_{1}$. Subsequently, User $_{1}$ determines whether the whole basis is functional and distributes all the selected bases to the other users. When three users measure the transmitted particle in the same basis and only one user is different, then is called invalid basis. However, if all users measure the transmitted particle in the same basis, it is called valid basis. Then User $_{2}$, User $_{3}$ and $U s e r_{4}$ can collaborate to retrieve the original quantum state sent by $U s e r_{1}$. By way of three measurements will be enough to conclude the definitive result of the transmitted quantum state [42-44].

## 6 Quantum Teleportation of $E P R$ Pair by Three-Particle Entanglement

In [45, 46], a procedure for teleportation of $E P R$ pair by three-particle entanglement is proposed. This procedure involves a sender can transmit an $E P R$ pair for two disjoint receivers. Transmitted $E P R$ pair will be teleported by utilizing the property of $G H Z$ entanglement. It requires a maximal entanglement of $G H Z$ and $E P R$ states. The sender will perform $G H Z$ joint measurement based on the generated $G H Z$ state. Both receivers can retrieve the original unidentified $E P R$ pair according to the outcome of measurement. However, both receivers have to cooperate together for successfully retrieving $E P R$ pair as only one receiver can't retrieve it alone. The proposed approach requires five quantum bits; two for $E P R$ pair and three for $G H Z$ states. The scheme teleport $E P R$ pair which consists of quantum bits 1 and 2 with the utilization of maximally entangled $G H Z$ state which consists of quantum bits 3 , 4 and 5 (see Fig. 14) and (see Eq. (1))

$$
\begin{equation*}
\left|\psi>_{\text {Teleporated }}=\left|\psi>_{E P R} \otimes\right| \psi>_{G H Z}\right. \tag{1}
\end{equation*}
$$

In Fig. 14, there are three users; one sender User $_{A}$ and two receivers $U s e r_{B}$ and $U s e r_{C}$. The three users share a maximally $G H Z$ entangled particles 3,4 and 5. $U s e r_{A}$ would like to send unknown $E P R$ pair to User $_{B}$ and $U s e r_{C} . U s e r_{A}$ performs a $G H Z$ joint measurement on quantum bits 1, 2 and 3 . Then, User $_{A}$ transmits the result of measurement to both $\operatorname{User}_{B}$ and $\operatorname{User}_{C}$ over a public channel. The most


Fig. 14 Teleportation of EPR pair of quantum bits 1 and 2 using GHZ triplet. User ${ }_{A}$, User $_{B}$, and User $_{C}$ share quantum bits 3,4 and 5 of GHZ . User $_{\mathrm{A}}$. sends outcome of a joint measurement to User $_{\mathrm{B}}$ and $\mathrm{User}_{\mathrm{C}}$ who recover an unknown $E P R$-state [45]
(a)

(b)

(c)


Fig. 15 The entanglement structure of the states. a The initial state, where quantum bits of EPR pair 1, 2 and quantum bits $3,4,5$ of GHZ are entangled. b Projection basis (4). c The state after measuring [46]
important aspect is the way that performs the joint measurement which requires eight projection operators.

The protocol for teleportation works as follows; $\operatorname{User}_{A}$ performs a joint measurement on quantum bits 1,2 and 3 according to the selected appropriate base and transmit the result to both $\operatorname{User}_{B}$ and User $_{C}$. Both User $_{B}$ and User $_{C}$ retrieve the original $E P R$ according to the result of measurement. If the value of measurement is equal to $0,1,2$ or 3 , then the $U s e r=$ will rotate his quantum bit by Pauli operations $\sigma_{x}, i \sigma_{y},-i \sigma_{y}-\sigma_{x}$ respectively and $U s e r_{C}$. will not do anything. But if the value of measurement is equal to $4,5,6$ or 7 , then the $\operatorname{User}_{C}$ will rotate his quantum bit by Pauli operations $\sigma_{x}, i \sigma_{y},-i \sigma_{y}-\sigma_{x}$ respectively and $U s e r_{B}$ will not do anything (see Fig. 15).

The teleportation network for $E P R$ state consists of $C N O T$ and Hadamard gates. The CNOT gate is used for generating entangled $E P R$ pair on quantum bits 1 and 2 . As CNOT gate changes the value of target quantum bit if the control quantum bit equal to one. The division of $G H Z$ prepares a maximal entangled $G H Z$ state by


Fig. 16 Circuit for Teleportation of $E P R$ pair [46]

Fig. 17 Graphical representation of the set of instructions of teleportation of $\mathbf{a}|01\rangle+\mathrm{b}|10\rangle$ through GHZ protocol [45]


Table 2 The corresponding local operations that $u^{2} r_{b}$ and $u s e r_{c}$ perform, given a measurement outcome of $\mathrm{User}_{\mathrm{A}}$. additionally, the corresponding phases are displayed

| User $_{A}$ <br> measurement | User $_{A}$ <br> direction | User $_{B}$ <br> measurement | User $_{C}$ <br> measurement | $\alpha$ | B | $\gamma$ | User $_{B}$ <br> operation | User $_{C}$ <br> operation |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\left\|\phi^{+}\right\rangle$ | $\left\|x^{+}\right\rangle$ | $\sigma_{x}$ | $I$ | 0 | 0 | 0 | $\sigma_{x}$ | $I$ |
| $\left\|\phi^{-}\right\rangle$ | $\left\|x^{+}\right\rangle$ | $i \sigma_{y}$ | $I$ | 0 | $\pi$ | 0 | $i \sigma_{y}$ | $I$ |
| $\left\|\phi^{+}\right\rangle$ | $\left\|x^{-}\right\rangle$ | $-i \sigma_{y}$ | $I$ | $\pi$ | 0 | 0 | $-i \sigma_{y}$ | $I$ |
| $\left\|\phi^{-}\right\rangle$ | $\left\|x^{-}\right\rangle$ | $-\sigma_{x}$ | $I$ | $\pi$ | $\pi$ | 0 | $-\sigma_{x}$ | $I$ |
| $\left\|\Psi^{+}\right\rangle$ | $\left\|x^{+}\right\rangle$ | $I$ | $\sigma_{x}$ | 0 | 0 | $\pi$ | $I$ | $\sigma_{x}$ |
| $\left\|\Psi^{-}\right\rangle$ | $\left\|x^{+}\right\rangle$ | $I$ | $-i \sigma_{y}$ | 0 | $\pi$ | $\pi$ | $I$ | $-i \sigma_{y}$ |
| $\left\|\Psi^{+}\right\rangle$ | $\left\|x^{-}\right\rangle$ | $I$ | $i \sigma_{y}$ | $\pi$ | 0 | $\pi$ | $I$ | $i \sigma_{y}$ |
| $\left\|\Psi^{-}\right\rangle$ | $\left\|x^{-}\right\rangle$ | $I$ | $-\sigma_{x}$ | $\pi$ | $\pi$ | $\pi$ | $I$ | $-\sigma_{x}$ |

applying the Hadamard gate on quantum bit three and applying two CNOT operations. The first CNOT operation is applied on quantum bits three and four. The second CNOT operation is applied on quantum bits three and five. Consequently, the value of quantum bits four and five at the end side constitute the transmitted $E P R$ pair which being independent of others (see Figs. 16 and 17) and (see Table 2).

## 7 Three-Party Quantum Secure Direct Communication with $G H Z$

In [47], a protocol is proposed for communication among three users by utilizing the property of both quantum secure direct communications and $G H Z$ states. The proposed protocol divided into two stages which are channel checking and direct communication. Channel checking is used for assuring that the channel is safe and free of attacking and eavesdropping. Then, the real communication process among the communicated parties could be begin.
Stage 1: Checking Channel Free of Error while $U s e r_{A}$, User $_{B}$ and $U s e r_{C}$ would like to communicate (see Table 3).

1. $U s e_{A}$ randomly generates $N G H Z$ state in one of the various defined eight $G H Z$ states $\left|\psi_{i}\right\rangle_{A B C}$ where A, B and C refer to $U s e r_{A}$, User $_{B}$ and $U s e r_{C}$ respectively and $0 \leq i \leq 7$.
2. User $_{A}$ keeps one particle for him and transmits the other two for $U s e r_{B}$ and $U_{s e r}^{C}$.
3. $\operatorname{User}_{B}$ selects randomly subset of transmitted particles and measures them in z or x direction at random way. Therefore, User $_{B}$ will transmit the outcome of his measurement to both $\operatorname{User}_{A}$ and $\operatorname{User}_{C}$ over classical channel.

Table 3 Three-party quantum secure direct communication with GHZ Stage 1 Operation with corresponding graphical representation

4. User $_{A}$ and $\operatorname{User}_{C}$ measure their corresponding particles in the same direction. Afterward, User $_{C}$ transmits the outcome of his measurement to $U s e r_{A}$ over a classical channel.
5. User $_{A}$ will detect if there's attacker on the communication channel by utilizing both the result of measurement and the succession of prepared GHZ states.
6. If $\mathrm{User}_{A}$ suspicious an attacking on the communication channel, then the communication process will be terminated as the quantum communication channel is unsafe. Otherwise, the communication process will continue and communicated parties will proceed for stage 2.

Table 4 Three-party quantum secure direct communication with GHZ stage 2 operation with corresponding graphical representation

| \# | Binary | Alternative Form (AF) | Unitaries | Graphical Representation |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 000 | $\frac{1}{\sqrt{2}}(\|111\rangle+\|000\rangle)$ | $\sigma_{z} \otimes \sigma_{z}$ |  <br> (S) <br> 国 |
| 1 | 001 | $\frac{1}{\sqrt{2}}(\|110\rangle+\|001\rangle)$ | $\sigma_{z} \otimes i \sigma_{y}$ |  |
| 2 | 010 | $\frac{1}{\sqrt{2}}(\|101\rangle+\|010\rangle)$ | $i \sigma_{y} \otimes \sigma_{z}$ | (S),(K2) |
| 3 | 011 | $\frac{1}{\sqrt{2}}(\|100\rangle+\|011\rangle)$ | $i \sigma_{y} \otimes i \sigma_{y}$ | (S),(K2) |
| 4 | 100 | $\frac{1}{\sqrt{2}}(\|111\rangle-\|000\rangle)$ | $I \otimes \sigma_{z}$ | (S) |
| 5 | 101 | $\frac{1}{\sqrt{2}}(\|100\rangle-\|001\rangle)$ | $I \otimes i \sigma_{y}$ |  |
| 6 | 110 | $\frac{1}{\sqrt{2}}(\|101\rangle-\|010\rangle)$ | $\sigma_{x} \otimes \sigma_{z}$ |  <br> (S) |
| 7 | 111 | $\frac{1}{\sqrt{2}}(\|100\rangle-\|011\rangle)$ | $\sigma_{x} \otimes i \sigma_{y}$ | (S),(K2) |

Stage 2: Direct Communication among communicated parties (see Table 4).

1. All three users will work on the outstanding $G H Z$ states after performing stage 1.
2. User $_{B}$ and User $_{C}$ encode the transmitted bits by utilizing the property of Pauli transformation. If the transmitted bit equal to zero, then they won't do any thing which means applying $I$ operation else they will perform $Y$ operation on their quantum bits.
3. Afterward, both $\operatorname{User}_{B}$ and $\operatorname{User}_{C}$ transmit the transformed quantum bits to $U s e r_{A}$ as two classical bits.
4. User $_{A}$ performs its local Pauli operation on his quantum bits according to the received classical values. If the received two classical bits equal to $00,01,10$ and 11, then he will perform, $Y$ and $Z$ on his quantum bits respectively.
5. Then, $\operatorname{User}_{A}$ measures the whole GHZ state and announces the result of his measurement and corresponding original GHZ state.
6. According to the distributed information and Pauli transformations, the users can retrieve the original secret message.
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#### Abstract

In this chapter the principles of quantum computing and communications has been proposed.
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## 1 Introduction

The principle of quantum computing and communications has been initiated in 1970 when Stephan Wiesner has proposed a discussion paper about the basis of several improvements of quantum computing and cryptography area. Stephan Wiesner introduced the basic idea of no-cloning theory which declares that the

[^3]quantum status can't be copied [1]. In 1973, Charles Bennett has introduced a changeable classical Turing machine which leads to the invention of quantum Turing machine [2]. From 1980-1982, the first concept of quantum Turing machine is developed by Paul Benioff. The structure of proposed model is based on quantum mechanical Hamiltonian [3-6]. In 1982, Richard Feynman demonstrated that quantum mechanical schemes can't be reproduced effectively and proficiently by classical one. Furthermore, Feynman recommended that the only method for building the structure of quantum systems is based only on quantum laws and principles [7]. In 1982 Wootters and Zurek [8] have identified the no-cloning theorem and its deep effects in the quantum computing and associated areas. The no-cloning theorem is a consequence of quantum system which prevents the formation of duplicate copies of an unidentified random quantum bit. In 1984, Bennett and Brassard have achieved that the transfer of quantum states is very essential for securing communication system. Consequently, they developed the first quantum key distribution method which latterly is known as BB84 protocol. BB84 protocol was applied practically in 1989 [9]. In 1985, David Deutsch has proposed an idea of using the quantum systems for resolving the computational problems quicker and more efficient than the classical systems [10]. In 1992, Charles Bennett and Stephan Wiesner have pioneered the principle of superdense coding [11]. In Dense coding, the classical information can be encoded and transmitted between distant parties based on both one quantum bit and maximally shared quantum entanglement among the distant parties as each quantum bit can transmit two classical bits [11, 12]. In 1993, the principle of quantum teleportation is introduced by Charles Bennett et al. [13]. In quantum teleportation, the quantum information can be transmitted between distant parties based on both classical communication and maximally shared quantum entanglement among the distant parties [13-16]. Unlike the classical computer, the quantum computer can improve the massive processing power and accomplish many tasks by utilizing all potential transformations concurrently. The quantum computers are dissimilar from classical computers depending on transistors. While a classical computer involves data to be converted into bits ( 0 or 1 ), the quantum computer involves quantum bits (qubits) can be in superposition state. The superposition state means that the quantum state can be 0,1 or in both states at the same time. Quantum computers share hypothetical relationships with non-deterministic and probabilistic computers [17-19]. By way of 2017, the improvement and growth of a real quantum computer is still in early stages but many poetical and theoretical experimentations were implemented by many research groups [20-43].

## 2 Classical and Quantum Bit

The classical bit is the fundamental element of information. It is used to represent information by computers. Nevertheless of its physical realization, a classical bit has two possible states, 0 and 1 . On the other hands, it is recognized that the quantum
state is a fundamental concept in quantum mechanics. Actually, the quantum bit is the same as the quantum state. The quantum bit can be represented and measured using two states $\mid 0>$ and $\mid 1>$ which well known as Dirac notation [18, 44]. In classical computer, information is expressed in terms of classical bit which can be either 0 or 1 at any time. On the other hand, the quantum computer uses the quantum bit rather than a bit. It can be in a state of 0 or 1 , also there is usage of a form of linear combinations of state called superposition state. Quantum bit can take the properties of 0 and 1 simultaneously at any one moment [45]. Quantum bit definition is described as follow: Definition: A quantum bit, or qubit for short, is a 2 dimensional Hilbert space $H_{2}$. An orthonormal basis of $H_{2}$ is specified by $\{|0>| 1>$,$\} . The state$ of the qubit is an associated unit length vector in $H_{2}$. If a state is equal to a basis vector then we say it is a pure state. If a state is any other linear combination of the basis vectors, we say it is a mixed state, or that the state is a superposition of $\mid 0>$ and $\mid 1>[45,46]$. In general, the state of a quantum bit is described by Eq. (1) Where $\mid \psi>$ is a quantum state, $\alpha$ and $\beta$ are complex numbers:

$$
\begin{equation*}
\Psi=\alpha|0>+\beta| 1> \tag{1}
\end{equation*}
$$

The quantum bit can be measured in the traditional basis where it is equal to the probability of effect for $\alpha^{2}$ in $\mid 0>$ direction and the probability of effect for $\beta^{2}$ in $\mid 1>$ direction where $\alpha$ and $\beta$ must be constrained by Eq. (2) and Fig. 1 [18, 44]

$$
\begin{equation*}
\alpha^{2}+\beta^{2}=1 \tag{2}
\end{equation*}
$$

## 3 Quantum Bit Transformation

Quantum computers can manipulate quantum information where the quantum state can be transformed from a pure or mixed state to another pure or mixed state correspondingly. The transformation can be achieved by applying a unitary linear operation $\breve{\mathrm{U}}$, where $\breve{\mathrm{U}} \breve{\mathrm{U}} \dagger=\breve{\mathrm{U}}+\breve{\mathrm{U}}=I$ if the quantum state is a single qubit. If we have a pure quantum state $\mid \psi>$ can be transformed into another pure state $\widetilde{\mathrm{U}}|\psi\rangle$,

Fig. 1 Classical and quantum bits

as well if we have a mixed quantum state $\rho$ can be transformed into another mixed state $\breve{\mathrm{U}} \rho \breve{\mathrm{U}} \dagger[12,14,17,18,23]$. The unitary transformation operations are defined by (Eq. (3)). $X, Y, Z$ can be used instead of $\sigma_{x}, i \sigma_{y}, \sigma_{z}$ respectively. They're used to transform $G H Z$ state at sender(s) side into unreadable form according to the generated original classical message before transmitting it to the receiver.

$$
\begin{align*}
I & =|0><0|+|1><1| \\
X & =|0><1|+|1><0| \\
Y & =|0><1|-|1><0|  \tag{3}\\
Z & =|0><0|-|1><1|
\end{align*}
$$

In case of the quantum state is a multi qubit, the transformation can be achieved by applying controlled quantum gates as CNOT (Controlled-NOT), FREDKIN (Controlled-NOT), and TOFFOLI (Controlled-NOT). CNOT has two qubits as input, it transforms the computational basis states by flipping the state of the second qubit only when the first qubit is 1 , otherwise the quantum state remain unchanged [12, 14, 17, 18, 47]. To achieve such kind of changes, a unitary transformation operation is required. Mostly, the quantum transformation concept can be stated as follows; let $|A\rangle$ and $|B\rangle$ to be a random qubit with $|A\rangle$ as input and $|B\rangle$ as output then a random quantum transformation is defined as $|B\rangle=F|A\rangle$, where $F$ is a random matrix for a quantum transformation operation and its size be contingent with the dimensions of both $|A\rangle$ and $|B\rangle$.

## 4 Single Quantum Bit Gates

A single quantum bit state $|\psi\rangle$ can be transformed into another quantum state $\widetilde{\mathrm{U}} \mid \psi>$ by employing a single quantum gate. The commonly representation of a single gate is $2 \times 2$ unitary matrices. Each unitary transformation operation $(\breve{\mathrm{U}})$ is an authoritative single quantum bit gate. We can generate unlimited number of single quantum bit gate by utilizing unlimited number of $2 \times 2$ unitary matrices. Conversely, in the traditional classical system, just two single bit logic gates are workable, specifically the Uniqueness gate and the logical NOT (Invertible) gate [17, 48-51].

### 4.1 Pauli X Gate

The operation of $X$ gate $\left(\sigma_{X}\right)$ in a quantum system is the same as operation of NOT gate in classical system. Unlike the classical system NOT gate accepts only 0 or 1 , the $X$ gate accepts a superposition quantum state as input. $X$ gate changes the state

Fig. $2 X$ Gate operation [17]


Fig. 3 Y Gate operation [49]

of quantum bit. Let $|\psi>=\alpha| 0>+\beta \mid 1>$ be a random quantum state, then the $X$ gate changes it to $|\psi>=\alpha| 1>+\beta \mid 0>$. $X$ gate transforms $\mid 0>$ to $\mid 1>$ and $\mid 1>$ to $\mid 0>$ (see Eq. (4)) and Fig. 2 [17, 48-51].

$$
\left.X\left|\psi>=\left[\begin{array}{ll}
0 & 1  \tag{4}\\
1 & 0
\end{array}\right]\left[\begin{array}{l}
\alpha \\
\beta
\end{array}\right]=\left[\begin{array}{l}
\beta \\
\alpha
\end{array}\right]=\alpha\right| 1>+\beta \right\rvert\, 0>
$$

### 4.2 Pauli Y Gate

$Y$ gate involves an imaginary component $i$. The operation of $Y$ gate $\left(\sigma_{Y}\right)$ is to flip the quantum bit. Let $|\psi>=\alpha| 0>+\beta \mid 1>$ be a random quantum state, then the $Y$ gate changes it to $\mid \psi>=e^{i \pi / 2}(-\beta|0>+\alpha| 1>$ (see Eq. (5)) and Fig. 3 [17, 48-51].

$$
Y \left\lvert\, \psi>=\left[\begin{array}{cc}
0 & -i  \tag{5}\\
i & 0
\end{array}\right]\left[\begin{array}{l}
\alpha \\
\beta
\end{array}\right]=e^{\frac{i \pi}{2}}(-\beta|0>+\alpha| 0>)\right.
$$

### 4.3 Pauli Z Gate

The operation of $Z$ gate $\left(\sigma_{Z}\right)$ is to rotate $\pi / 2$ around $\mid 1>$ axis. Let $|\psi>=\alpha| 0>+\beta \mid 1>$ be a random quantum state, then the $Z$ gate changes it to $|\psi>=\alpha| 0>-\beta \mid 1>$ (see Eq. (6)) and Fig. 4 [17, 48-51].

Fig. 4 Z Gate operation [50]

$$
|\psi\rangle=\left[\begin{array}{l}
Z \\
{\left[\begin{array}{l}
\mathrm{a} \\
\mathrm{~b}
\end{array}\right] \quad \mathrm{Z}|\psi\rangle=\left[\begin{array}{c}
+\mathrm{a} \\
-\mathrm{b}
\end{array}\right]}
\end{array}\right.
$$

Fig. 5 Hadamard Gate operation [48]

$$
|\psi\rangle=\left[\begin{array}{l}
\mathrm{a} \\
\mathrm{~b}
\end{array}\right] \quad \mathrm{H}|\psi\rangle=\frac{1}{\sqrt{2}}\left[\begin{array}{l}
\mathrm{a}+\mathrm{b} \\
\mathrm{a}-\mathrm{b}
\end{array}\right]
$$

$$
Z|\psi\rangle=\left[\begin{array}{cc}
1 & 0  \tag{6}\\
0 & -1
\end{array}\right]\left[\begin{array}{l}
\alpha \\
\beta
\end{array}\right]=\left[\begin{array}{c}
\alpha \\
-\beta
\end{array}\right]=\alpha|0>-\beta| 1>
$$

### 4.4 Hadamard Gate

The Hadamard $(H)$ gate has a relation with Pauli gates, as the operation of Hadamard gate is equal to both $X$ and $Z$ gates. Let $|\psi>=\alpha| 0\rangle+\beta \mid 1>$ be a random quantum state, then the $H$ gate changes it to $\frac{(\alpha+\beta)}{\sqrt{2}}\left|0>-\frac{(\alpha+\beta)}{\sqrt{2}}\right| 1>$ (see Eqs. (1.7-1.10)) and Fig. 5 [17, 48-51].

$$
\begin{gather*}
H=\left[\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right]  \tag{7}\\
H|0>\rightarrow|+>=\frac{(0+1)}{\sqrt{2}}  \tag{8}\\
H|1>\rightarrow|->=\frac{(0-1)}{\sqrt{2}}  \tag{9}\\
H|\psi>\rightarrow \alpha|+>+\beta|-\rangle=\frac{(\alpha+\beta)}{\sqrt{2}}\left|0>-\frac{(\alpha+\beta)}{\sqrt{2}}\right| 1> \tag{10}
\end{gather*}
$$

## 5 Two Quantum Bits Gates

### 5.1 Controlled-NOT

In the case of the quantum state is a multi-quantum bits, so the transformation can be achieved by applying controlled quantum gates as CNOT (Controlled-NOT), FREDKIN (Controlled-SWAP), and TOFFOLI (Controlled-Contolled-NOT). CNOT has two quantum bits as input, it transforms the computational basis states by flipping the state of the second qubit only when the first quantum bit is 1 , otherwise the quantum state remain unchanged [17, 48-51]. The circuit for CNOT is shown in Fig. 6 where the upper line denotes the control quantum bit and the lowest line represents the target quantum bit. So, if the input for $C N O T$ circuit is 00 , 01,10 and 11 , therefore the output is $00,01,11$ and 10 respectively (see Eq. (11)) and Fig. 7

$$
\text { CNOT }=\left[\begin{array}{llll}
1 & 0 & 0 & 0  \tag{11}\\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right]
$$

Fig. 6 Controlled-NoT Gate operation [51]


Fig. 7 SWAP Gate operation [51]


### 5.2 SWAP Gate

SWAP gate has two quantum bits as input. It swaps the states of the two quantum bits; thus it maps $|a b>\rightarrow| b a>$. So, if the input for Controlled-SWAP circuit is 00 , 01,10 and 11 therefore, the output is $00,10,01$ and 11 respectively (see Eq. (12)) and Fig. 7 [17, 48-51].

$$
S W A P=\left[\begin{array}{llll}
1 & 0 & 0 & 0  \tag{12}\\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

## 6 Three Quantum Bits Gates

### 6.1 TOFFOLI (Controlled-Controlled-NOT) Gate

TOFFOLI gate has three quantum bits as input. It transforms the computational basis states by flipping the state of the third quantum bit only when the first two quantum bits are 1 , otherwise the quantum state remain unchanged [17, 48-51]. The circuit for TOFFOLI is shown in Fig. 8. Where the upper line denotes the target quantum bit and the lowest two line represents the control quantum bits. So, if the input for TOFFOLI circuit is $000,001,010,011,100,101,110$ and 111 therefore the output is $000,001,010,011,100,101,111$ and 110 respectively (see Eq. (13))

$$
\text { TOFFOLI }=\left[\begin{array}{cccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0  \tag{13}\\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0
\end{array}\right]
$$

Fig. 8 TOFFOLI Gate operation [48]


Fig. 9 FREDKIN Gate operation [48]


### 6.2 FREDKIN (Controlled-SWAP)

FREDKIN gate has three quantum bits as input. It swaps the states of the second and third quantum bit only if the first quantum bit is equal to 1 as shown in Fig. 9. So, if the input for Controlled-Swap circuit is $000,001,010,011,100,101,110$ and 111 therefore, the output is $000,001,010,011,100,110,101$ and 111 respectively (see Eq. (14)) [17, 48-51]

$$
\text { FREDKIN }=\left[\begin{array}{llllllll}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0  \tag{14}\\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right]
$$

## 7 Entanglement and Measurement

Quantum entanglement is a constructive area which can be used to measure the operation of the quantum communication as Shor's algorithm [52-54], Quantum Teleportation [13, 55-58], and Super dense Coding [11, 12, 59, 60]. Entanglement is one of the distinctive physical singularity that defines the way of how the particles can be correlated to each other regardless of the distance. Entanglement means that if we have two quantum states $\mid \psi>_{A} \in H_{A}$ and $\mid \psi>_{B} \in H_{B}$ where $H_{A}$ and $H_{B}$ are the two Hilbert space for $\mid \psi>_{A}$ and $\mid \psi>_{B}$ respectively. Therefore, the composite system of joint state can be represented by $\mid \psi>_{A B} \in H_{A} \otimes H_{B}$. The joint state can or can't be represented by the tensor product of the Hilbert space, as the two entangled particles will have interrelated physical characteristics even though they're disjointed by distance. If the composite system state can be written as Eq. (15), then the composite state is distinguishable [16-18, 56].

$$
\begin{equation*}
\left|\psi>_{A B}=\left|\psi>_{A} \otimes\right| \psi>_{B}\right. \tag{15}
\end{equation*}
$$

Otherwise, the composite system state is entangled if it meets the condition for entanglement (see Eq. (16))

$$
\begin{equation*}
\left|\psi>_{A B} \neq\left|\psi>_{A} \otimes\right| \psi>_{B}\right. \tag{16}
\end{equation*}
$$

$|00>=|0>\otimes| 0>, 1 / \sqrt{ } 2(|01> \pm| 11>)=1 / \sqrt{ } 2(|0> \pm| 1>) \otimes| 1>$ are examples of distinguishable states. If the quantum state is a mixed one, then the composite system state can be characterized by the density matrix.

### 7.1 Bell States

The Bell states are one of the main theories in quantum information processing which denote the entanglement concept [61-64]. Bell states are certain extremely entangled quantum states of two particles denoted by $E P R$. As the two entangled particles will have interrelated physical characteristics even though they're disjointed by distance. Bell states are entitled in many applications but the most useful examples are quantum teleportation and dense coding [17, 18]. The really essential phase for quantum teleportation and dense coding is Bell measurement. The


Fig. 10 Bell state generation a Generation of bell state $\left|\boldsymbol{\Phi}^{+}\right\rangle$while $\mathbf{i}$ and $\mathbf{j}$ equal to 00 , $\mathbf{b}$ Generation of bell state $\left|\psi^{+}\right\rangle$while $\mathbf{i}$ and $\mathbf{j}$ equal to $01, \mathbf{c}$ Generation of bell state $\left|\boldsymbol{\Phi}^{-}\right\rangle$while $\mathbf{i}$ and $\mathbf{j}$ equal to $10, \mathbf{d}$ Generation of bell state $\left|\psi^{-}\right\rangle$while $\mathbf{i}$ and $\mathbf{j}$ equal to $11[12,18]$
outcome of Bell measurement is a couple of classical bits, which can be used for retrieve the original state [12, 65]. Bell measurement is used in Communication Process for determining which unitary operation is used to transform the original classical message so, the receiver can retrieve it. The four Bell states ( $E P R$ pairs) are defined by (Eq. (17))


Fig. 11 Bell state measurement a Measurement of bell state $\left|\boldsymbol{\Phi}^{+}\right\rangle$yields to 00 , $\mathbf{b}$ Measurement of Bell State $\left|\psi^{+}\right\rangle$yields to 01, c Measurement of Bell State $\left|\boldsymbol{\Phi}^{-}\right\rangle$yields to 10, d Measurement of Bell State $\left|\psi^{-}\right\rangle$yields to $11[12,18]$

$$
\begin{equation*}
\left|\Phi^{ \pm}>=\frac{1}{\sqrt{2}}(|00> \pm| 11>) \quad\right| \psi^{ \pm}>=\frac{1}{\sqrt{2}}(|01> \pm| 10>) \tag{17}
\end{equation*}
$$

Bell states can be generated by utilizing the properties of Hadamard gate and Controlled-NOT gate. Figure 10 shows the four possibilities of Bell states (EPR) according to the input bits. While the input bits are $00,01,10$ and 11 , then the generated EPR states are $\left|\Phi^{+}>=\frac{1}{\sqrt{2}}(|00>+| 11>)\right| \psi^{+}>=\frac{1}{\sqrt{2}}$ $(|01>+| 10>),\left|\Phi^{-}>=\frac{1}{\sqrt{2}}(|00>-| 11>) \quad\right| \psi^{-}>=\frac{1}{\sqrt{2}}(|01>-| 10>)$.

Bell measurement refers to apply a projective measurement according to bell basis. Bell measurement plays an important role in quantum teleportation and cryptography. As shown in Fig. 11, Bell measurement can be achieved by choosing one of four maximally entangled Bell states and applying the measured quantum circuit.

The quantum circuit performs a Controlled-NOT gate on the entangled pair of quantum state, afterward a Hadamard gate on the upper quantum state. This produces a pair of classical bits, which can then be measured to detect which of the four Bell entangled states were input to the circuit [12, 17-19, 44].

### 7.2 GHZ States, Measurement and Source

$G H Z$ states are certain maximally entangled quantum states which include at least three qubits (particles). It was first examined by Greenberger, Horne, and Zeilinger in 1989 [66]. The standard GHZ state was defined for qubits $=3$ but for qubits > 3, the GHZ state is defined by (Eq. (18))

$$
\begin{equation*}
\left\lvert\, G H Z>=\frac{\left|0>^{\otimes \text { qubits }}+\right| 1>\otimes \text { qubits }}{\sqrt{2}}\right. \tag{18}
\end{equation*}
$$



Fig. 12 Experimental entanglement of six photons $G H Z$ state [67]

GHZ measurement is used by receiver or quantum server according to which type of used cooperation during the communication among the users. Consistent with $G H Z$ measurement result, the receiver can conclude which unitary operations are used by senders for transforming $G H Z$ state according to the generated original classical message before transmit it to the receiver. By obtaining the applied unitary operations, the receiver can retrieve the sent original message [12, 17-19, 44, 67]. The Eight GHZ States are defined by (Eq. (19))

$$
\begin{array}{ll}
\left\lvert\, \Psi^{ \pm}>=\frac{1}{\sqrt{2}}(|000> \pm| 111>)\right., & \left\lvert\, \Psi^{ \pm}>=\frac{1}{\sqrt{2}}(|011> \pm| 100>)\right.  \tag{19}\\
\left\lvert\, \phi^{ \pm}>=\frac{1}{\sqrt{2}}(|010> \pm| 101>)\right., & \left\lvert\, \varphi^{ \pm}>=\frac{1}{\sqrt{2}}(|001> \pm| 110>)\right.
\end{array}
$$

In [67], an Experimental entanglement of six photons $G H Z$ state and cluster state in graph states has been proposed. The generation of six-photon $G H Z$ states and cluster state is achieved by Einstein Podolsky-Rosen ( $E P R$ ) entangled photon pairs (see Fig. 12).

## 8 Quantum Cryptography

The pioneering work of Bennett and Brassard has been developed for the purpose of quantum cryptography [9]. Quantum cryptography is one of the most significant prospects associated with laws of quantum mechanics in order to ensure unconditional security [16-19, 47]. The quantum cryptography proves unconditional security characteristic through no cloning theory as the transmitted quantum bit can't be replicated or copied but its state can be teleported [8]. The most used quantum principles are quantum teleportation and dense coding. In quantum teleportation, the quantum information can be transmitted between distant parties based on both classical communication and maximally shared quantum entanglement among the distant parties [13-16]. In Dense coding the classical information can be encoded and transmitted between distant parties based on both one quantum bit and maximally shared quantum entanglement among the distant parties as each quantum bit can transmit two classical bits [11, 12]. There are number of approaches and prototypes for the exploitation of quantum principles' to secure the communication between two parties and multi-parties [68-72]. While these approaches used different techniques for achieving a private communication among authorized users, but most of them depend on generation of a secret random keys [73, 74].

### 8.1 Security Requirements of Communication

The performance is an indispensable concern for designing a secured classical or quantum communication system. The only way to ensure the optimum performance of the communication system is the Confidentiality, Integrity and Availability. Confidentiality means the transmitting message over the communication channel should be secured against intruder, so the intruder can't gain any useful information from it. The Confidentiality goal is achieved through encryption and authentication principles. Encryption assures that the transmitted message is converted to unreadable format. Authentication verifies the identity of communicators and incorporation of the transferred message among them. So, copy or fake of the transmitted message is unachievable or may be avoided which confirm that the message has not been changed during the transmission by intruder. Integrity refers to the credibility and securing information against incorrectly changed by illegal participants during the communication process. The integrity goal is achieved by cryptography which acts as encryption and authentication to assure data integrity. Availability denotes that information can be retrieved by authorized users at any given instant of time. Availability can be reached through a copy of data may be stored by offline or online backup sites. With the intention of explore properties of the private communication $[111,112]$, it is encouraged for developing a private communication model [16-19, 44]. In 1949, Shannon exhibited a mathematically classical private communication model, afterwards a quantum private communication system is structured accordingly with the same idea of classical one. In a private communication system, there are normally three correspondents (sender, receiver and eavesdropper) participate in the communication process. The eavesdropper will attempt to spy on the communication channel, therefore he can monitor and steal a valuable information from the transmitted messages. There're two types of attack approaches; passive and active. Passive attack is only spy and disturbing the confidentiality of the transmitted messages without alteration it. On the other side, the active attack includes the alteration of transmitted messages and attempts to gain unauthorized access to the communication systems. In support of protecting the transmitted messages with respect of confidentiality and authentication, a private communication model should be established [44, 75, 76].

### 8.2 Quantum Private Communication Model

At present, there're two approaches of quantum private communication. One is a hybrid of classical cryptosystem and quantum key distribution. The other one applies a completely quantum cryptosystem with natural quantum physics laws. In first approach, the employed encoding and decoding algorithms come from classical. Whilst the generated keys for message encoding and decoding which act as significant role in the cryptosystem derives from a distinguished quantum key


Fig. 13 Quantum private communication model [44]
distribution scheme. In second approach, the encoding and decoding algorithms are quantum one and the keys for message encoding and decoding derives from a distinguished quantum key distribution scheme. The quantum communication system can be described using the same way of classical model. The messages in quantum system represented by quantum state which can be pure or mixed [16-19, 44]. In Fig. 13, $\rho$ and $\rho^{\prime}$ represent the quantum states of original message and cipher message respectively. The controllers A and B denote the employed encryption and decryption quantum keys. The generated quantum keys have to follow the steps of quantum key distribution technique. The controllers A and B infer random numbers for controlling the selection of appropriate measurements bases by the communicators. The quantum operation indicates the used encryption and decryption algorithm which can be classical or quantum. The most three principal components for designing a quantum communication system are cryptosystem, authentication and key management system. All included processes in these components may be classical or quantum but in any case at minimum one of these components has to apply a quantum features and laws [16-19, 44].

### 8.3 No Cloning Theorem

In 1982, Wootters et al. [8, 18, 44] have identified the no-cloning theorem and its deep effects in the quantum computing and associated areas. The no-cloning theorem is a consequence of quantum system which prevents the formation of duplicate copies of an unidentified random quantum bit. The property of quantum no-cloning is a fundamental component in the quantum cryptography, as it prevents eavesdroppers from creating copies of a transmitted quantum cryptographic key.

Quantum no-cloning theorem proves that there is no such operation $U$ that can perform the cloning operation for any arbitrary quantum state which means an arbitrary, unknown quantum state cannot be copied exactly without altering the original state in any way. Accordingly, the no-cloning theorem forbids intruders or eavesdroppers to create identical replicas of unidentified random quantum state and forwards it without change as $Q K D$, which has been invented and plays an important role in quantum cryptography and quantum private communication [8, 18, 44].

This characteristic leads to the particular copy of quantum state which is very simple in the classic world to be unachievable. Furthermore, the no-cloning theory inhibits us from consuming classical error correction methods on quantum states. Consequently, no one will be able to generate alternate replicas of a quantum state during the quantum computation [8, 18, 44].

Theorem In a complex Hilbert space $H$, there does not exist a unitary transformation $U: H \otimes H \rightarrow H \otimes H$ such that there exists a state $\mid s>\in H$ satisfying the following condition in Eq. (20)

$$
\begin{equation*}
U(|\psi>| s>)=|\psi>|\psi>, \quad \forall| \psi>\in H \tag{20}
\end{equation*}
$$

Proof Assume that such a unitary operation $U$ exists, then we can have Eq. (21) and Eq. (22)

$$
\begin{align*}
& U(|\psi>| s>)=|\psi>| \psi>  \tag{21}\\
& U(|\phi>| s>)=|\phi>| \phi> \tag{22}
\end{align*}
$$

Now combining Eq. (21) and Eq. (22) and using the property of unitary operator, we may obtain Eq. (23)

$$
\begin{equation*}
\langle\psi \mid \phi\rangle=\langle\psi \mid\langle s \mid s\rangle \phi\rangle=\langle\psi, s| U^{\dagger} U|s, \phi\rangle=\langle\psi, \psi \mid \phi, \phi\rangle=(\langle\psi \mid \phi\rangle)^{2} \tag{23}
\end{equation*}
$$

Equation (23) can be satisfied only for $\langle\psi \mid \phi\rangle=0$ or $\langle\psi \mid \phi\rangle=1$. Consequently, our initial assumption is wrong and we cannot copy.

Fig. 14 Quantum key distribution [18]


### 8.4 Quantum Key Distribution

Innovative communication systems depend on cryptographic methods to guarantee confidentiality and integrity of transmitted traffic among communicated peers over the communication network. Basically, cryptographic methods rely on the generated and distributed secret keys for encryption, decryption and authentication process. According to basic characteristics of quantum physics, a new model for key generation is initiated and known as Quantum Key Distribution "QKD" $[18,19$, 44, 77].


Fig. 15 Basic stages of quantum key distribution [44]


Fig. 16 Example of $Q K D$ between Alice and Bob [78]
$Q K D$ uses two channels one is quantum channel and other is classical channel. The quantum channel is used for transmission of quantum keys through light pulses. The classical channel is used for transmission of cryptographic protocols, ciphered traffic and key agreement protocols. By the nature of quantum physics, any attacker that spies on the quantum channel will produce a measurable interruption to the movement of single and continues fire of photons (see Fig. 14) [18, 19, 44, 77].

### 8.5 Basic Stages of Quantum Key Distribution

According to Figs. (15 and 16), a $Q K D$ scheme consists of three stages are [44, 78, 79]: First stage; Quantum Coding and Transmission. Second stage; Raw Key Generation. Third stage; Eavesdropper Detection. First stage runs through a quantum channel. The sender generates a random bit string and encodes each with a quantum source. After encoding, quantum bits are transmitted actually from the sender to the receiver over a transmission channel. Clearly, a $Q K D$ system requires a transmission channel so that encoding quantum bits are transmitted from one communicator to another communicator through quantum carriers. Two popular types of transmission channels are optical fiber used for telecommunication networks and open air for satellite communications.

The receiver generates measurements on received encoded qubits by selecting basis on his realized [44, 78, 79]. In second stage, during transmission, communicators use different bases for measurements purpose. The objective of this step is to recognize and exclude those bit positions where communicators use different bases. These positions are then discarded by both communicators over a public channel. [44, 78, 79]. In third stage; during the transmission between communicators; eavesdropper might spy on quantum channel and retrieve potential secret key bits. Figure 16 illustrates the steps for quantum key distribution between Alice and Bob with final shared sifted key equal to 1001110.

Using quantum laws, eavesdropper operation on quantum channel can be detected. Eavesdropping is discovered as follows; An arbitrary subset of the raw key is agreed by communicators, and those bits are evaluated openly. If whichever two agreeing bits vary, this specifies the existence of an eavesdropper and so communicators go back to stage 1 . Otherwise, the exchanged bits will be abandoned and the remainder of the raw key is used as the final secret key [44, 78, 79].

### 8.6 Quantum Teleportation and Super-Dense Coding

The quantum cryptography proves unconditional security characteristic through no cloning theory as the transmitted quantum bit can't be replicated or copied but its state can be teleported [8]. The most used quantum principles are quantum teleportation and dense coding. In quantum teleportation, the quantum information can
be transmitted between distant parties based on both classical communication and maximally shared quantum entanglement among the distant parties [13-16]. In Dense coding, the classical information can be encoded and transmitted between distant parties based on both one quantum bit and maximally shared quantum entanglement among the distant parties as each quantum bit can transmit two classical bits [11, 12]. There are number of approaches and prototypes for the exploitation of quantum principles to secure the communication between two parties and multi-parties [68-72]. While these approaches used different techniques for achieving a private communication among authorized users, but most of them depend on the generation of secret random keys [73, 74].

In quantum teleportation, supposes that there're two spatially disjointed communicators and sender would like to transmit unidentified quantum state $\Psi=\alpha|0>+\beta| 1>$ to the receiver on the other side. The sender can't send the state completely over the quantum channel since the time he will attempt for measuring the value of transmitted state, it will be collapsed either to $|0\rangle$ or $\mid 1>$. The stated problem is solved by employing quantum teleportation characteristic. Therefore, the sender can transmit the quantum state by both classical communication and maximally shared quantum entanglement state. The maximally shared quantum entanglement state represents the quantum channel between the communicators. Teleportation can be accomplished by applying various kinds of entangled states as a quantum channel. The quantum state will be destroyed at the sender side and rematerialized at the receiver side. In [13], the novel teleportation scheme has been proposed and followed by an enormous number of teleportation approaches and their applications. The teleportation approaches can be classified either perfect or probabilistic.

Perfect teleportation signifies that the achievement degree is unity. It involves a maximally entangled quantum channel. However, after the innovative realization of Bennett et al. it was attained that teleportation can be achieved even if the employed quantum channel is non-maximally entangled. Therefore the achievement degree of the receiver will be a probabilistic one that is called probabilistic teleportation [12, 14, 17-19, 44, 80].

Teleportation approaches are not restricted to two-communicator teleportation, but also generalized to several communicators quantum teleportation. One of the most used multi-communicators quantum teleportation approaches is controlled teleportation (CT). In this approach, the sender shares previous entanglement with the receiver and as a minimum one trusted center (TC). No cloning theory proves that the sender can't teleport duplicates of the transmitted unknown quantum state to both the receiver and trusted center. Subsequently, if the sender succeeds for teleporting the unknown quantum state to both the receiver and trusted center, afterward only one of them can create a copy of the transmitted unknown quantum state with the support of the other. As a consequence, the transmitted information is fragmented between the sender and the trusted center, so both will cooperated together for retrieving the transmitted unknown state by the sender. Meanwhile, the trusted center control the whole teleportation process. This protocol is denoted as controlled teleportation (CT) [12, 14, 17-19, 44, 80].


Fig. 17 Quantum teleportation a Measurement of bell state $\left|\boldsymbol{\Phi}^{+}\right\rangle$yields to 00 , $\mathbf{b}$ Measurement of bell state $\left|\psi^{+}\right\rangle$yields to 01 , c Measurement of bell state $\left|\boldsymbol{\Phi}^{-}\right\rangle$yields to 10 , $\mathbf{d}$ Measurement of Bell State $\left|\psi^{-}\right\rangle$yields to $11[18,44]$

The most common maximally entangled quantum state intended for implementing a quantum channel for two-communicator teleportation scheme is EPR pairs. Nevertheless, GHZ state, GHZ-like state and $W$ state are commonly used as a quantum channel for applying several communicators quantum teleportation. Figure 17 shows an illustrative example of perfect teleportation where $\left|\psi^{+}>=\frac{1}{\sqrt{2}}\right| 00>+\mid 11>$ is used as a quantum channel between sender and receiver. Wherever the first quantum state of the EPR pair is retrieved by the sender and the second quantum state of EPR is retrieved by the receiver. The Maximal EPR entangled pair can be generated by quantum circuit consisting of a Hadamard gate followed by a Controlled-NOT gate. Currently, the sender would like to transmit the unknown quantum state $|\psi>=\alpha| 0>+\beta \mid 1>$ to the receiver. The unknown state will move through the teleportation circuit with a Controlled-NOT gate and a Hadamard gate [12, 14, 17-19, 44, 80].

With the unknown state, the initial state of the system is defined by (Eq. (24))

$$
\begin{gather*}
\left|\psi>_{1}=\alpha\right| 0>+\beta \left\lvert\, 1>\otimes \frac{1}{\sqrt{2}}(|00>+| 11>)\right. \\
=\left(\alpha\left|0>\frac{1}{\sqrt{2}}(|00>+| 11>)+\beta\right| 1>\frac{1}{\sqrt{2}}(|00>+| 11>)\right. \tag{24}
\end{gather*}
$$

Subsequently, the CNOT gate transform the state as in (Eq. (25)) according to using sender quantum bit as the control one and receiver quantum bit as the target one.

$$
\begin{equation*}
\left\lvert\, \psi>_{2}=\left(\alpha\left|0>\frac{1}{\sqrt{2}}(|00>+| 11>)+\beta\right| 1>\frac{1}{\sqrt{2}}(|10>+| 01>)\right.\right. \tag{25}
\end{equation*}
$$

Since sender transmits the first quantum bit of the quantum state over the Hadamard gate. So, the state of the overall system can be transformed as shown in (Eq. (26))

Table 1 Relationship between sender measurement and receiver's operation

| Sender <br> measurement | Status of receiver's <br> quantum bit | Receiver's <br> operation | Status of receiver quantum bit <br> after pauli operation |
| :--- | :--- | :--- | :--- |
| 00 | $\alpha\|0>+\beta\| 1>$ | $I$ | $\alpha\|0>+\beta\| 1>$ |
| 01 | $\alpha\|1>+\beta\| 0>$ | $X$ | $\alpha\|1>+\beta\| 0>$ |
| 10 | $\alpha\|0>-\beta\| 1>$ | $Z$ | $\alpha\|0>-\beta\| 1>$ |
| 11 | $\alpha\|1>-\beta\| 0>$ | $Z X=i Y$ | $\alpha\|1>-\beta\| 0>$ |

Table 2 Relationship between sender message, receiver's operation and receiver's state

| Transmitted classical bits at sender <br> side | Pauli operation at receiver <br> side | Final state at receiver <br> side |
| :--- | :--- | :--- |
| 00 | $I$ | $\frac{(\|00>+\| 11>)}{\sqrt{2}}$ |
| 01 | $X$ | $\frac{(\|10>+\| 01>)}{\sqrt{2}}$ |
| 10 | $i Y$ | $\frac{(\|01>-\| 10>)}{\sqrt{2}}$ |
| 11 | $Z$ | $\frac{(\|00>-\| 11>)}{\sqrt{2}}$ |

$$
\begin{align*}
|\psi\rangle_{3} & =\binom{\alpha \frac{(0>+\mid 1>)}{\sqrt{2}} \frac{1}{\sqrt{2}}(|00>+| 11>)}{+\beta \frac{(|0>+| 1>)}{\sqrt{2}} \frac{1}{\sqrt{2}}(|10>+| 01>)}  \tag{26}\\
& =\frac{1}{2}\binom{|00>(\alpha|0>+\beta| 1>)+| 01>(\alpha|1>+\beta| 0>)}{+|01>(\alpha|0>+\beta| 1>)+| 11>(\alpha|1>+\beta| 0>)}
\end{align*}
$$

Afterward, the sender computes the first two quantum bits and publishes the result of his measurement through the classical channel. When the receiver receives the two classical bits, he will conclude which unitary operation should be applied for restructuring the transmitted original unknown quantum state sent by the sender as shown in Table 1 and Fig. 17.

In Dense coding the classical information can be encoded and transmitted between distant parties based on both one quantum bit and maximally shared quantum entanglement among the distant parties as each quantum bit can transmit two classical bits [11, 12]. The most common application of dense coding is transmitting two classical bits by utilizing only one quantum bit. Firstly, the sender and receiver share a maximal entangled EPR pair $\left|\psi^{+}\right\rangle=\frac{1}{\sqrt{2}}(|00\rangle+\mid 11>)$. The sender reserved the first qubit for himself and transmitted the other qubit to the receiver. The sender would like to transmit a message consists of serial of classical bits, so the sender encrypts each two classical bits by applying appropriate unitary transformations. When the sender would like to send 00 or 01 or 10 or 11 , he requires no less than four different unitary transformations. Therefore, he can encrypt the transmitted message $00,01,10$ and 11 by applying $U_{00}, U_{01}, U_{10}$ and $U_{11}$ respectively.

Table 2 presents an illustrative example as the sender will apply $U_{00}=I, U_{01}=X, U_{10}=Z X=i Y$ and $U_{11}=Z$ for encrypting $00,01,10$ and 11 respectively. For transmitting a classical message consists of 00 , the sender will not do anything as he applies $I$ operation. If the transmitted classical message consists of 01 , then he applies $X$ gate on his first qubit. So, the original state will be transformed to $\left|\Phi^{+}\right\rangle=\frac{(|10\rangle+\mid 01>)}{\sqrt{2}}$. Correspondingly, when the transmitted bits are 10, then he applies $Y$ gate on his qubit and that transforms the original state to be $\left|\Phi^{-}\right\rangle=\frac{(|01>-| 10\rangle)}{\sqrt{2}}$. Finally, when the transmitted bits are 11, then he applies


Fig. 18 Shannon communication model [75]
$Z$ gate on his qubit and that transforms the original state to be $\left|\psi^{-}\right\rangle=\frac{(|00\rangle-|11\rangle)}{\sqrt{2}}$. When the receiver receives the encoded state, he performs EPR measurement on the received encoded state. According to the result of measurement, the receiver will know which classical bits and applied unitary operation at the sender side. So, he can retrieve the original classical message which has been sent by the sender [11, $12,14,17-19,44,80]$.

## 9 Classical Cryptography and Multicast

### 9.1 Classical Private Communication Model

Shannon communication model is appropriate for both classical and quantum communication systems [75]. Classical private communication model consists of six components; source, encoding algorithm, communication channel, decoding algorithm, attacker, and receiver. The source of communication system creates consecutive series of messages and a transducer that transforms the message into an electrical signal. Message is a series of bits transmitted from source to destination or a group of destinations. The transmitted messages are encoded by cryptographic algorithms, so the transmitted messages are converted to ciphertext (see Fig. 18).

The function of the transmission process is to send and circulate an analogue or digital information signal through communication channel. A communication channel transfers the transmitted signal from one or several senders to one or several receivers. The communication channel can be guided or unguided media. Guided media includes twisted pair, coaxial cable, fiber optic which the electromagnetic waves are guided along a physical route. Unguided media includes air,
vacuum, water which called wireless the transmitting electromagnetic waves which are not guided along with a physical path. The communication channel has a specified capacity for transferring information usually called bandwidth and measured in bits per seconds (bps) or in Hertz ( Hz ) [75, 80-84].

The capacity of the communication channel defines the maximum amount of information can be transmitted without an error and can be calculated using Shannon's channel capacity theorem by providing the following relationship for maximum channel capacity (bits per second) denoted as $C$, in terms of bandwidth $W, \mathrm{~S}$ is the average received signal power over the bandwidth (in case of a modulated signal, often denoted C, i.e. modulated carrier), measured in watts (or volts squared); N is the average noise or interference power over the bandwidth, measured in watts (or volts squared); and signal-to-noise ratio $\frac{S}{N}$ is given by (Eq. (27))

$$
\begin{equation*}
\frac{C}{W}=\log _{2}\left(1+\frac{S}{N}\right) \tag{27}
\end{equation*}
$$

The attacker will try to disrupt the communication by utilizing the gained information from the channel and some previous knowledge so that he may achieved some useful information. The noise is an error, superfluous or disruption of the transmitted original message from the sender to the receive. If the transmitted has an error rate higher than the agreed threshold, then the message will be discarded and not delivered by the receiver. The receiver is the user(s) at the other end of the communication channel. He receives the encrypted message and decrypts it to retrieve the original message which sent by the sender. If the encoding and decoding keys are the same then the used cryptosystem called symmetric. Otherwise it is called asymmetric [75, 80-84].


Fig. 19 Symmetric cryptography process


Fig. 20 A symmetric cryptography process


Fig. 21 Diffie Hellman summarized operation [90]

### 9.2 Symmetric and Asymmetric Cryptography

Symmetric Cryptography is applied when the two communicating parties share a key before any encryption and decryption to be done. The secret key should be circulated before transmission between communicated parties. The same key has the advantage of encryption and decryption data (see (Fig. 19.) Symmetric key performance depends on size of used key. The longer used key, the harder to break. Most common symmetric cryptography algorithms are Data Encryption Standard (DES), Triple Data Encryption Standard (3DES), and Advanced Encryption Standard (AES) [78, 80-86].

Asymmetric Cryptography is used when the two communicating parties use different keys for encryption and decryption as shown in Fig. 20. Two separate keys are used; private and public keys. Public key is publicly available and used for


The common secret key is : 8
Fig. 22 Diffie Hellman example [90]

Fig. 23 Broadcast communication

encryption. Private Key is known only to the user and used for decryption. Neither key can perform both functions by itself. In contrast with symmetric key, there is no need for distributing keys before transmission between communicated parties. Most common asymmetric cryptography algorithms are Digital Signature Algorithm and RSA [78, 80-86].

### 9.3 Diffie-Hellman Algorithm

In 1976, Whitfield Diffie and Martin Hellman have introduced Diffie-Hellman algorithm [87]. The Diffie-Hellman algorithm is used for securing key transmission over unsafe media. Furthermore, is used excessively in present key management for delivery keying information for cryptographic algorithms as RSA, 3DES or keyed-MD5 (HMAC). It obtains its protection from the complexity of computing the discrete logarithms for each large numbers [88-90]. Figure 21 summarizes the operation of Diffie-Hellman algorithm between two participants called Alice and Bob. The two participants agreed on two random numbers one has a small number called generator $(g)$ and other has a large number called modulus $(p)$. Every

Fig. 24 Anycast communication


Fig. 25 Multicast communication

participant randomly create secret $(x)$. According to $g, p$ and $x$, each participant creates and transmits public values.

Figure 22 demonstrates an example of Diffie Hellman operation with $\mathrm{p}=23$ and $\mathrm{g}=11$. The result of common secret key is 8 .

### 9.4 Types of Multiparty Communication

Broadcast Communication denotes transmission of messages from one sender to all participants concurrently over the network (see Fig. 23). The most applications of broadcasting are radio and television. The eavesdropper can misuse the broadcasting communication by transmitting a series of fake messages which affects the utilization of computational resources, such as bandwidth, memory, disk space, or processor time. There is no constraint regarding to the group of destinations, everybody is received the messages whether they need it or not [78, 80-86].

Anycast communication provides available services from one sender (Server) to a group of destinations (Clients) (see Fig. 24). However, the group of destinations is commonly a group of servers offering a specific service. The distinction between anycast and multicast is that the anycast communications is not used for the definite transmission of data as per in multicast, it places an obtainable server from a



Fig. 26 Unicast communication
group. Afterward server localization, the transmission keep on a conventional unicast client-server operation [78, 80-86].

Multicast communication signifies transmission of messages from one sender to multiple (group) concurrently by utilizing only one transmission (see Fig. (25)). The main concepts of multicast communication are multicast group and characteristics. The multicast group is the collection of receivers. The characteristics of multicast group are Candidness to new members and senders, Dynamic Lifetime of keys and security. The Multicast Communication Operations are Joining and Leaving. Therefore, Group members have the ability to join any interested group but there not always have the motivation to leave [78, 80-86].

Unicast communication means transmission of series of messages from one sender to one receiver over the network. Each destination address is recognized by a unique address (see Fig. 26). [78, 80-86].

## 10 Group Key Management

Key Management is the suite of procedures and methods which providing the establishment and distribution of a secured among the participated communicators. Furthermore, the maintenance of continuing keying association between communicated parties containing previous with novel keys as essential. There're two principal difficulties with group key management which group rekeying and group key establishment. Key establishment provides a secured key agreement for authentication and communication processes among the communicated parties. Group rekeying denotes replacement of the present used group key as soon as it is supposed vulnerable. Rekeying is happened either if the group status has been changed by joining and leaving member or regularly updating the group key [91-96].

### 10.1 Group Key Management Categories

Group key management protocols can be almost organized into three classifications, specifically centralized, distributed, and decentralized. Centralized Group Key Management "CGKM" systems require a single centralized confidence group controller which is responsible to manage the secured transmitted messages among group members', as well as, synchronize member joining/leaving and rekeying the messages [91, 92, 97-101]. So, a single member is responsible to manage the entire group and for re-keying, calculation and distributing group key to all group members. CGKM suffers from many serious problems as single point of failure which means that by failing CGKM, the whole multicast network stops working, The other problem is the performance bottleneck where CGKM receives requests from multiple members of the whole group concurrently which leads to transmission suspension or network breakdown [97-100]. Centralized protocols are categorized into three approaches; secure locks, Pairwise key and Hierarchy of keys [91-96].

In Distributed group key protocols, group members themselves participate to establish a group or session key. These members are similarly in charge of the re-keying and distribution of group keys. Distributed protocols are categorized into three approaches which are Ring based cooperation, Hierarchical-based cooperation and Broadcast-based cooperation [91-96]. In Decentralized group key protocols, the secured multicast group is divided into smaller groups or clusters; each sub-group is assigned by a local controller. Each local controller is accountable for security controlling of members and its subgroup. Decentralized protocols are categorized into two approaches which are distinguished as static and dynamic schemes [91-96].

### 10.2 Group Key Management Responsibilities

Group Key management acts as a principal entity for designing a secured group communications by administering access control on the group key. It maintains the process for generation and backup of key among communicated participants consistent with the specified security policy [91-96]. The main responsibilities of Group Key Management are:

1. Identification and verification of group members for preventing an eavesdropper from copying and spying on the transmitted messages over the group network.
2. After the group member verified, it's enroll and join up should be authorized. The process for authorization group members beforehand providing them access to group transmission called Access control
3. Generation, distribution and maintenance of key information during the active group communication process. The distributed key has to be changed on a
periodic time to preserve its confidentiality. The distributed new key must be totally different from any earlier used and future keys.
4. Confidentiality of key when the membership of the group member is changed. This can be achieved through backward and forward secrecy. The method for inhibiting a new joined member for decrypting exchanged messages before he joined the group is called backward secrecy. The process for preventing a leaving member from a group to stay has the access of group's communication is called forward secrecy [91-96].

### 10.3 Group Key Security Requirements

The requirements of Group Key Security would be summarized as follows [91-96]:

1. Forward secrecy guarantees a user won't be able to encode transmitted messages after he left the group. Furthermore, he should has no access to any forthcoming secured group key. The best solution to ensure forward secrecy is performing a


Fig. 27 IPsec encapsulation and decapsulation processes [105]
re-key approach of the group with a new secured key once the user left from the group.
2. The ability for a new joined user should has no access to any used key is called backward secrecy. Backward secrecy ensures that a user won't be able to encode transmitted messages which sent before he joined the group. The best solution to ensure forward secrecy is performing a re-key approach of the group with a new secured key once a new user join the group.
3. When a key confession does not compromise any other keys then the key management protocol is called independence.
4. The key management protocol should minimize confidence in a high amount of communicated parties. Otherwise, the effectual implementation and utilization of key management system would not be easy.

### 10.4 IPsec

IPsec delivers security for IP communications at the internet layer of the TCP/IP Model. Sensitive information which is sent over the internet can be encrypted via IPsec to maintain the secrecy of the information. IPsec encrypts data at layer 3 IP packet layer proposing exhaustively secured solution through providing data authentication, anti-replay protection, data confidentiality, and data integrity protection [88, 89]. Figure 27 illustrates the encapsulation a de-capsulation process of IPsec and its supportive components over OSI layers. IPsec consists of set of protocols with each protocol concentrates on particular characteristics of the IPsec purposes to protect IP communications over untrusted networks. Internet key exchange is an example of IPsec protocols which focus on message delivery authenticity as well Encapsulating Security Payload which focus on data confidentiality. IPsec uses encapsulated security payload (ESP) and authentication header (AH) to accomplish desired security objectives [85, 88, 89, 102-105]. AH is constructed to enhance the security principles by protection IP packet header. The protection objective is delivered by cryptographic authentication [106, 107]. The authentication service confirms that any interference with IP traffic will be identified. ESP provides protection and confidentiality for IP packet data. This protection objective is achieved by encoding the content of data packet using symmetric encryption algorithm as Data Encryption Standard (DES), Triple Data Encryption Standard (3DES), and Advanced Encryption Standard (AES) [104-108].

Traditional multicast IPsec architecture is based on classical key generation and authentication. The Diffie -Hellman algorithm is mainly used for securing key
transmission over unsafe media. Furthermore, is used excessively in present key management for delivery keying information for IPsec [87-89]. Key generation and management based on Diffie-Hellman algorithm impaired from many weaknesses. Firstly, the frequency of changing the distributed keys between the communicated IPsec peers is limited. Secondly, the generated keys are conditional security which means intruder can spy on the communication channel and copy keys without any given warning for the communicated IPsec peers. Lastly, the whole architecture of traditional multicast IPsec deteriorates from man in the middle attack [87, 102, 103]. IPsec delivers security for IP communications at the internet layer of TCP/IP model as well it depends on supportive components for securing transmitted traffic among communicated peers.

IPsec has two modes transport and tunnel. IPsec uses transport and tunnel mode to establish a secure communication channel between network nodes. In transport mode only transport layer protocols which communicate between two IPsec hosts together encapsulated using AH/ESP. In tunnel mode the entire IP packet which communicates between two security gateways encapsulated using AH/ESP and a new IP packet will be generated. Security associations (SAs) are essential to IPsec. An SA is a suite of components including the protocols (AH, ESP or both), encapsulation mode (transport mode or tunnel mode), encryption algorithm (DES, 3DES, or AES), shared key used for flood protection and key lifetime. An SA can be created manually or with IPsec supportive components [85, 106, 107, 109, 110].
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#### Abstract

Most existing realizations of quantum key distribution (QKD) are point-to-point systems with one source transferring to only one destination. Growth of these single-receiver systems has now achieved a reasonably sophisticated point. However, many communication systems operate in a point-to-multi-point (Multicast) configuration rather than in point-to-point mode, so it is crucial to demonstrate compatibility with this type of network in order to maximize the application range for QKD.
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## 1 Introduction

In this chapter we provide an overview about the architecture of Point-to-Multipoint QKD (QKDP2MP) systems and how it will be presented in terms of Quantum Back Bone "QBB" and Quantum layered architecture. The architecture shows the components of quantum communication layer and relation with its perspective classical one. Furthermore, a general architecture of Point-to-Multipoint Quantum Key Distribution based on combined classical and quantum components is shown. Additionally, the architecture of routing component and transportation of messages from one node to another node through the quantum network is proposed. In 1984 [1], the concept of utilizing the properties of quantum physics for key generation and distribution through the network was developed. Consequently, there're many research centers and individuals which effectively proved and established quantum key distribution techniques in a real world [2]. Unfortunately, most of experimental implementations of quantum key distribution are focused on point-to-point communication link which intended transmission from one sender to one receiver. The growth of these unicast procedures has now achieved a reasonably sophisticated phase. Nevertheless, most modern networking systems exploit multicast transmission technology. The fundamental benefit of multicast is that a sender can transmit messages to multiple receivers simultaneously [3, 4]. Currently, most of recent networks rely on classical cryptographic protocols to assure the confidentiality and integrity of transmitted messages. The most important aspect for designing a secured multicast network is key generation and distribution. The extremely two used cryptographic approaches are symmetric and asymmetric. Asymmetric Cryptography is used when the two communicating parties use different keys for encryption and decryption. Two separate keys are used; private and public keys. A public key is publicly available and used for encryption. Private Key is known only to the user and used for decryption. Neither key can perform both functions by itself. In reality, best communication systems employ Asymmetric Cryptography approach, as one key used for identity verification of the user and the other key used for securing the transmitted information over the classical network [5-14].

Nowadays, transition from classical world to quantum one has been achieved advanced stages. Most of modem systems depend on quantum key distribution protocols instead of classical one as it proved its security against many types of attacks. Quantum key distribution requires two transmission channels between the communicated parties which are classical and quantum (see Fig. 1). The quantum channel is used for transferring of generated photon pulses, in other words, the key information between the communicated participants. The key information is produced according to generated photons, key agreement process, sifting, privacy amplifications and eavesdropper detection. Afterwards, the agreed generated key is used for classical cryptographic protocols. The classical channel transmits the flow of messages, encryption/decryption algorithms and secret keys. The most important thing is the combination and compatibility of quantum and classical world. By integrating quantum keys with classical cryptographic protocols, any eavesdropper


Fig. 1 Quantum key distribution
spy on the communication channel will be detected as he will produce a computable disruption of the movement of photons [5, 13, 15-28].

Several various theoretical and experimental quantum network approaches and protocols have been started and developed. Really, many Quantum Cryptography protocols have been developed, and particular protocols can transmit the generated keys over tens of kilometers. The used infrastructure for building quantum networks are optical fiber and free space which used for cabling and wireless technology respectively [13, 29-33].

Currently, multicast classical communication systems deteriorate from many security aspects. Firstly, the used processes for key agreement and distribution which are commonly employed in modern network system security architecture can be broken. Therefore, the communicated parties will lose their privilege to communicate securely across the network. Secondly, the communication process susceptible to many attacking approaches and especially man-in-the-middle attack. Therefore, the movement of key material can be disrupted and the control of communication process will be switched in the hand of the attacker. The most major compensations of proposed architecture are security of generated keys, authentication and robustness. The security of generated keys comes from the principles of quantum laws like superposition and entanglement. The generated keys prove its unconditional security through no-cloning theory. Therefore, the intruded can't copy or access the transmitted quantum state. In case of the attacker intercepts the communication process, the transmission process will be erroneous with at least probability $50 \%$. Quantum cryptography proves the identity of the communicators. So, the generated keys will forward to the correct person [5, 34-41]. Furthermore, various applications of quantum have be proposed in [42-60].

## 2 The Basic Phases of Constructing Point-to-Multipoint Quantum Key Distribution

The basic phases which could be used to construct the point-to-Multipoint quantum key distribution are $[13,34-41,61]$ :

The sender Quantum Key Distribution endpoint will create connections with every Receiver Quantum Key Distribution endpoints through fiber optic technology for the quantum channel and over the internet for classical channel.

The Sender and Receiver prepare communication and select the cryptographic collection which will be used for controlling the transmitted messages over the Point-to-Multipoint Quantum network.

When the receiver recipient the agreed message, the receiver verifies its identity to the receiver. Furthermore, in some cases, the sender also requires to verify its identity to the receiver. Asymmetric cartography approach is the most used for developing the authentication process between the sender and multiple receipts. The accurate technique utilized for authentication process is governed by the exchanged cryptographic collection agreement.

Subsequently, both sender and receivers exchange generated random numbers which are used for establishing a secured key. The secured key is coming from the well-known quantum key distribution protocol and used for cryptographic collection.

## 3 General Architecture of Point to Multipoint QKD (QKDP2MP)

General architecture of Point-to-Point Quantum Key Distribution based on combined classical and quantum components is shown in Fig. 2.

Furthermore, general architecture of Point-to-Multipoint Quantum Key Distribution based on combined classical and quantum components is shown in Fig. 3. In Fig. 3, the sender and receivers can transmit secret messages over the classical channel through quantum key distribution link. The quantum key distribution link connects one private communicators and multiple private communicators which represent the sender and multiple receipts simultaneously. The sender and receivers shared two types of communication channels which are classical and quantum. The quantum channel is used for generating and distributing the agreed quantum keys which employ for securing the transmitted traffic. While the classical channel carries the transmitted encrypted traffic over the proposed architecture [13, 34-41, 61].

The sender and receivers side consist of one or more local fiber optic system or free space system. The nature of communication infrastructure will determine which system will be used. If the multicast network infrastructure's is cabling one then the best choice is fiber optic. On the other side, if network infrastructure's is wireless then the best choice is free space. The proposed architecture is popular


Fig. 2 General architecture of point to point $Q K D(Q K D P 2 P)$


Fig. 3 General architecture of point to multipoint $Q K D$ ( $Q K D P 2 M P$ )
used in modern networks across various applications for securing the transmitted messages. The most example of proposed architecture is connecting a headquarter office "which represents sender" and its associated branch offices "which represents

Receivers". Such examples are frequently secured the communication process by implementing particular devices for instance IP Security-Virtual Private Network "IPsec-VPN" technology. IPsec-VPN is used for establishing and monitoring the security aspects of private communications. IPsec-VPN encrypts the transmitted messages on the sender side before inserted it to the classical channel by encapsulating it with agreed security associations. At the receiver side, the receipted encrypted message will be authenticated and decrypted before sending it ahead to the receiver [13, 61].

## 4 General Architecture of Point to Multipoint Quantum Key Distribution Network Based on Quantum-Back-Bone Key Distribution Link Interface

Here, we will present a simplified, general block diagram of a point-to-multipoint $Q K D$ using Quantum-Back-Bone Key Distribution Link Interface " $Q B B-K D L$ ". A $Q B B-K D L$ communicates and connects two nodes which are sender and intended receiver through quantum and classical channels. $Q B B-K D L$ uses the quantum channel for transmitting a series of quantum photons. Furthermore, it uses the classical channel for signaling and distribution the agreed cryptographic keys and protocols. The combination of key generation, key distribution and secret key traffic from many $Q B B-K D L$ constitute the backbone of Point to Multipoint Quantum Key Distribution Network (see Fig. 4) [13, 61].
$Q B B-K D L$ and communicated nodes are appeared jointly from resource sharing viewpoint, so they can deliver many facilities and services for communicated users. The most important aspect is transportation of messages from one node to another node through the quantum network. This concept with classical networks is referred to routing. The routing concept will be achieved by three steps. The first one is the transmitted messages from many users will collected to the nearest $Q B B-K D L$. Afterward, the collected traffic will be moved across router-by-router through the quantum network infrastructure. The most implemented devices of quantum infrastructure are optical router and switches. Finally, the intended recipient will receive the transmitted messages. The key generation rate of quantum network can be affected in case of a lot of users join the network. So, while we have to implement this type of network, the number of deployed quantum devices and channels have to be taken into consideration. The best solution is adopting numerous quantum devices and parallel quantum channels for enhancement the key generation rate among the communicated nodes over $Q B B-K D L$ (see Fig. 5) [13, 61].


Fig. 4 General architecture of point to multipoint $Q K D$ using quantum-back-bone link interface


Fig. 5 The routing frame work of quantum node

## 5 General Architecture of Point to Multipoint QKD Using a Layered Architecture

In classical communication system the transmitted messages are encapsulated by moving through a layered architecture (see Fig. 6). Each layer adds its important information which necessary for delivery the transmitted messages totally and accurately to the desired receiver. By analogy, in quantum communication system, a layered architecture is essential for transmitted the quantum messages. The layered architecture of quantum key distribution network consists of four layers. The first layer is Quantum Key Distribution Application Layer " $Q K D A L$ ". The Quantum Key Distribution Application Layer is interface between the user and quantum network. Furthermore, it utilizes the generated keys and became it accessible by the quantum key management layer. The key management layer is responsible for generating the quantum keys, as well many encoding devices have been

Fig. 6 A layered architecture for the communications protocol stack of the $Q K D$ network

implemented for using keys delivered by it. The second layer is Quantum Key Distribution Transport Layer "QKATL". The Quantum Key Distribution Transport Layer is responsible for linking the applications who might use the quantum network, recovery from network disasters and fragmentation and reassembly of application data. Fragmentation means break down the application data into suitable packet size and it is done at the sender side. Reassembly means the fragments data will be collected at the receiver side to reflect what was transmitted [13, 61].

The third layer is Quantum Key Distribution Network Layer " $Q K D N L$ ". The Quantum Key Distribution Network Layer is responsible for movement the quantum messages from the sender to the receiver, route determination, switching and congestion criticism. Route determination indicates the taken path of transmitted packets from the sender and the receiver. Route determination can be achieved by using classical routing protocols and hop-by-hop principle. Quantum Back Bone works as intermediate routers between the sender and receiver. The switching provides the ability for moving the packets from incoming port to the appropriate outgoing port.

Furthermore, Quantum Key Distribution Network Layer permits forwarding of quantum keys over the quantum network. The last layer is Quantum Key Distribution Data Link Layer "QKDLL". Quantum Key Distribution Data Link Layer is the boundary between the Quantum Back Bone and the upper layers. Quantum Key Distribution Data Link Layer consists of two interface which one for quantum


Fig. 7 General architecture of point to multipoint $Q K D$ using layered architecture
channel and the other for classical one. $Q K D L L$ is responsible for error handling and flow regulation. Error handling is assured the transmitted messages are received completely, accurately and in same order they sent (see Fig. 7) [13, 61].

## 6 Quantum Key Distribution Transport Layer Logical Architecture

The logical architecture of Quantum Key Distribution Transport Layer consists of three sub-layers which are packaging and transmission, admission control and connection manager. The first step for initiating the communication process is sending a request to Quantum Key Distribution Application Layer. Consequently, the request is forwarded to admission control sub-layer which decide to accept or refuse the request. The acceptance or refusing of the request decided according to the condition of the network. In case of acceptance of the communication request, the connection manager will start the negotiation process for establishing a secure Quantum Key Distribution Transport Layer connection session between the corresponding quantum back bone nodes. The movement of cryptographic keys between incoming and outgoing quantum back bone nodes will be controlled by established secured $Q K D T L$ connection. The responsibilities of the Transport Layer are achieved by exchanging Quantum Key Distribution Transport Layer packets (see Fig. 8) [13, 34-41, 61].

The structure of the transport layer of quantum system is similar to the classical system. Therefore, the Quantum Key Distribution Transport Layer packet consists of six main components. Firstly, the sender and receiver identify each other by addressing scheme. The addressing scheme differs at each layer, as port address, mac address and IP address will be used for Quantum transport layer, Quantum Data Link Layer and Quantum Transport Layer respectively. By utilizing the addressing property the transmission packets will be transmitted between the correct communicators. Secondly, the flow and error control of the communication process can be controlled by sequence and acknowledgement numbers. If the transmitted packets are received out of order, then the receiver can reorder it to mirror original sent message by sequence number. Furthermore, if the receiver receipts a packet more than one time, then he will conclude there is a duplication by its corresponding sequence number (see Fig. 9) [13, 34-41, 61].

The sender can assure that the transmitted packets are receipted by intended receiver and correctly by acknowledgment number. The acknowledgment number identifies the sequence number of the subsequent packet expected by the receiver. In case of transmitted message corrupted or lost, the receiver will inform the sender through the acknowledgment number. When the sender receives the acknowledgment number, he will retransmit the erroneous or lost packets again to the receiver. Thirdly, the size of transmitted packet header can be specified by data offset part. Furthermore, it specifies the starting of actual transmitted data [13, 34-41, 61].


Fig. 8 The logical components of the QKDTL


Fig. 9 QKDTL packet

Fourthly, the nature of transmitted packets can be determined by flag bits. There're six different types of flag bits which are $U R G, A C K, P S H, R S T, S Y N$ and FIN. RST is used for resetting the communication process. FIN is used for terminating the communication process. SYN is used for synchronize the communication process by coordinating the sequence number at establishment phase. $A C K$ indicates the type of transmitted packet is acknowledgement one. PSH is used to
force the transmission of packets from the buffer to the receiver. Fifthly, the flow control process between the communicated participants can be governed by utilizing the sliding window feature. Sliding window determines the amount of data which the sender can transmit and receiver can receive. Finally, the error correction can be achieved by employing checksum operation on the transmitted packets. Checksum has the ability for error detection and correction while the transmission or storage of packets [13, 34-41, 61].

## 7 Connection Establishment and Termination

The communication process between the client and server or any two communicated parties should go through three basics phases. The first one is establishment phase. The goal of establishment phase is to make sure that the sender and receiver are online and ready to transmit the information. The second phase is the exchange phase which is responsible for starting the actual data between the communicated participants. Finally, the termination phase which is responsible for ending the communication process. The termination process signifies neither sender nor receiver has more data to be transmitted [13, 61].

Establishment process is always achieved through a 3-way handshake process. The client sends a request for establishing a secure communication process over a classical network with the server. The client starts its registration with the Quantum Key Distribution network by establishing a TCP connection with the nearest Quantum Back Bone. Subsequently, the client will be assigned IP address if he registered successfully with its perspective Quantum Back Bone. The client IP address consists of both Quantum Back Bone address and a 16-bit unique address. Afterward, the composed packet will be moved across router-by-router through the quantum network infrastructure. The server starts its registration with the Quantum Key Distribution network by establishing a TCP connection with the nearest Quantum Back Bone. Subsequently, the server will be assigned IP address if he registered successfully with its perspective Quantum Back Bone. The server IP address consists of both Quantum Back Bone address and a 16-bit unique address. Consequently, the server and the client successfully established a Quantum Key Distribution Transport Layer connection (see Figs. 10, 11, 12 and 13) [13, 61].

After successfully established the communication process between the communicated participants, both clients and server starting the negotiation of generation a secure keys. The client sent a key request for its corresponding connection manager. The connection manager generates random bit string and encodes each with a quantum source. After encoding, quantum bits are transmitted actually from the sender to the receiver over a transmission channel. Clearly, a $Q K D$ system requires a transmission channel so that encoding quantum bits are transmitted from one communicator to another communicator through quantum carriers. Two popular types of transmission channels are optical fiber and open air often used for telecommunication networks and satellite communications respectively.


Fig. 10 QKDTL connection establishment and termination


Fig. $11 Q K D T L$ connection establishment process

If the transmitted quantum packet is successfully verified, then the connection manager at the recipient side transfers the message to its perspective application. Subsequently, the receiver will send an acknowledgment message to the sender for confirming the receiving of message correctly without any corruption. The receiver generates measurements on received encoded quantum bits by selecting basis on his realized. Subsequently, during transmission the communicators may use different


Fig. $12 Q K D T L$ connection termination process
bases for measurements purpose. So, quantum key distribution protocol will recognize and exclude those bit positions where communicators use different bases. These positions are then discarded by both communicators over a public channel [13, 61].

Finally, during the transmission between communicators; eavesdropper might spy on quantum channel and retrieve potential secret key bits. The responsibility of $Q K D$ is to detect if any attacker or eavesdropper intercepts the transmitted keys. If the size of transmitted packet is not suitable for the network, then the packet will be divided into suitable fragments. Each fragment will be assigned a sequence number. Every transmitted fragment is acknowledged by the receiver. Acknowledgements are cumulative which indicate multiple correctly received packets can be acknowledged by only one acknowledgment [13, 34-41, 61]. This procedure reduces the overhead of transmitted acknowledgements packet and improves the efficiency of the network through three basic steps:

1. If the sender does not receive $A C K$ within a specified amount of time, the sender retransmits the data.
2. Accepts out of order but does not send negative acknowledgements,
3. If a segment is not acknowledged before time-out, it is considered to be either corrupted or lost and the sender will retransmit the segment only when it times-out

The termination of established communication between the client and server can be achieved through three phases. Firstly, the Quantum Key Distribution Transport Layer "QKATL" between the client and server must be ended. In this case either client or server can request termination of connection. Secondly, the Quantum Key


Fig. 13 QKDTL communication process steps in details

Distribution Data Link Layer connection between the incoming and outgoing Quantum Back Bone nodes must be ended. Lastly, the Quantum Key Distribution Transport Layer connection between the client and the perspective Quantum Back Bone node must be terminated. In Figs. 14 and 15 show the sequence of termination connection steps which initiated by the client and server respectively. Figs. 16 and 17 show the state diagram of Quantum Key Distribution Data Link Layer connection for client and server respectively [13, 34-41, 61].


Fig. $14 Q K D T L$ connection termination sequence at client


Fig. $15 Q K D T L$ connection termination sequence at server


Fig. $16 Q K D T L$ connection termination state diagram when client initiates the process


Fig. $17 Q K D T L$ connection termination state diagram when server initiates the process
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#### Abstract

In this chapter, securing the transmitted multicast information can be achieved through IPsec multicast architecture. The process of IPsec involves the sender and destinations to agree on IPsec keys. These keys are used for protection transmitted information among communicated peers over IPsec network. IPsec depends on classical algorithm for key generation and distribution. These algorithms proved their conditional security which means intruder can break the algorithm and intercept the communication process. A new IPsec multicast architecture is proposed. The proposed architecture is divided into five main processes. The most important process is key generation and distribution. The key generation and distribution through IPsec multicast network is achieved using quantum algorithms. Quantum keys proved their unconditional security according to their physical characteristics. Sender and receivers communicate through two channels; quantum and classical. Encryption and decryption processes depend on agreed quantum keys and classical cryptographic algorithms. IPsec depends on quantum key distribution


[^5]for creating keys for IPsec security associations. The confidentiality and authentication of the proposed architecture is analyzed.
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## 1 Introduction

Securing the transmitted multicast information can be achieved through IPsec multicast architecture. The process of IPsec involves the sender and destinations to agree on IPsec keys. These keys are used for protection transmitted information among communicated peers over IPsec network. IPsec depends on a classical algorithm for key generation and distribution. These algorithms proved their conditional security which mean intruder can break the algorithm and intercept the communication process. A new IPsec multicast architecture is proposed. The proposed architecture is divided into five main processes. The most important process is key generation and distribution. The key generation and distribution through IPsec multicast network is achieved using quantum algorithms. Quantum keys proved their unconditional security according to their physical characteristics. The sender and receivers communicate through two channels; quantum and classical. Encryption and decryption processes depend on agreed quantum keys and classical cryptographic algorithms. IPsec depends on quantum key distribution for creating keys for IPsec security associations. The confidentiality and authentication of the proposed architecture are analyzed.

IPsec guarantees security for IP communications at the network layer of the Open System Interconnections Model (OSIModel). Sensitive information sent over the internet can be encrypted via IPsec to maintain the secrecy of the information. IPsec encrypts data at layer 3 IP packet layer proposing exhaustively secured solution by providing data authentication, anti-replay protection, data confidentiality, and data integrity protection [1-3]. IPsec consists of set of protocols which each protocol concentrates on particular characteristics of the IPsec purposes to protect IP communications over untrusted networks. Internet key exchange is an example of IPsec protocols which focuses on message delivery authenticity, as well as, Encapsulating Security Payload which focuses on data confidentiality. IPsec uses encapsulated security payload ( $E S P$ ) and authentication header $(A H)$ to accomplish desired security objectives [1, 2, 4-8]. $A H$ is constructed to enhance the security principles by protecting IP packet header. The protection objective is delivered by cryptographic authentication [9, 10]. The authentication service confirms that any interference with IP traffic will be identified. ESP provides protection and confidentiality for IP packet data. This protection objective is achieved by
encoding the content of data packet using symmetric encryption algorithm as Data Encryption Standard (DES), Triple Data Encryption Standard (3DES), and Advanced Encryption Standard (AES) [3, 9-13].

Traditional multicast IPsec architecture is based on classical key generation and authentication. The Diffie-Hellman algorithm is mainly used for securing key transmission over unsafe media. Furthermore, it is used excessively in present key management for delivery keying information for IPsec [1, 2, 14]. Key generation and management based on Diffie-Hellman algorithm impaired from many weaknesses. Firstly, the frequency of changing the distributed keys between the communicated IPsec peers is limited. Secondly, the generated keys are conditional security which means intruder can spy on the communication channel and copy keys without any given warning for the communicated IPsec peers. Lastly, the whole architecture of traditional multicast IPsec deteriorates from man in the middle attack [3, 5, 6, 14].

In 1984, Bennett and Brassard [3, 15-17] achieved that the transfer of quantum states is very essential for securing communication system. Consequently, they developed the first quantum key distribution method which latterly is known as BB84 protocol [3, 15, 18]. BB84 protocol was applied practically in 1989. Quantum communication delivers an innovative technique for securing the confidentiality and authentication of modern communication systems. Unlike the classical communication, the quantum communication relies on physical characteristics of used quantum signals. Quantum communication security depends on the corresponding quantum physics laws, such as the well-known Heisenberg uncertainty principle and no-cloning theorem [3, 19-21]. By way of 2017, the improvement and growth of a real quantum computer is still in early stages but many poetical and theoretical experimentations were implemented by many research groups [25-46].

According to the work in this thesis, to secure IPsec multicast network, a proposed scheme has been introduced by replacing the classical key generation and distribution to be quantum one. According to the proposed scheme, the sender and multiple receipts have to go through quantum key distribution steps for generating and distributing keys. The sender and receivers communicate through two channels; quantum and classical. Quantum channel is used for generation and distributing quantum keys. Classical channel is used for negotiation for policies, security associations and security parameters. Encryption and decryption processes depend on agreed quantum keys and classical cryptographic algorithms. The entire process of quantum key generation and distribution inside the multicast IPsec architecture is managed by quantum key distribution. Based on agreed security parameters and policies, the sender and receipts start the negotiation of IPsec security associations. After negotiation is finished, IPsec relies on quantum key distribution for creating keys for IPsec security associations. The confidentiality and authentication of proposed architecture are analyzed [3, 22-24].

## 2 General Logical and Physical Architecture of the Decentralized Multicast QKD-VPN

In our proposed scheme as illustrated in Fig. 1, a secured multicast group is broken into numerous smaller groups called sub-groups. Each sub-group will be assigned to its perspective $\mathrm{QM}_{\mathrm{KC}}$. Each $\mathrm{QM}_{\mathrm{KC}}$ requires two different channels; quantum and classical. A quantum channel is to transmit and delivery of encoded quantum signals to its sub-group's members as well as, $Q K D$ protocol for generation authentication and private keys. A classical channel is used to transmit the messages and distribute the raw private keys among sub-group's members as well as, transmit encrypted messages through $V P N$. The generated keys are used for encryption and decryption also play an important role for designing a decentralized secured multicast network from $Q K D$ protocols [3, 22-24].

## 3 The Architecture of Decentralized QKD Node by Node

Quantum network structure for transmitting quantum signals and moving photons from one sub-group to another sub-group, in other words transmitting quantum signals' between two different $\mathrm{QM}_{\mathrm{KC}}$, is done through $Q K D$ nodes routing. $Q K D$ nodes obviously act as mutualized resources for all $\mathrm{QM}_{\mathrm{KC}}$ as shown in Fig. 2 [3, 22-24].
$Q K D$ nodes are also responsible for moving/routing messages and signals. Individual users send interesting traffic to its local $\mathrm{QM}_{\mathrm{KC}}$. Each $Q M_{K C}$ accumulates interesting traffic from its perspective members and sends it to the nearest $Q K D$ node. The interesting traffics then is transmitted and routed through nodes until is received by the desired $Q M_{K C}$ in other side [3, 22-24].


Fig. 1 General logical architecture of decentralized multicast $Q K D-V P N$


Fig. 2 Decentralized $Q K D$ node-by-node routing

## 4 The Architecture of Decentralized VPN Node by Node

In Fig. 3, site-to-site multicast group VPN tunnel is used to connect multiple subgroup securely over the classical channel, as well as, to ensure data integrity, confidentiality and protection of transmitted messages among different sub-group members. Tunneling mechanism means adding a security layer for all transmitted packets. In the tunnel mode, virtual channels have to build between sub-groups. These virtual channels are familiarized with virtual private network (VPN). A Multicast VPN provides sub-groups to clearly communicate its private network over the network backbone of a service provider, as well as, delivers a dynamically scalable high-speed information transmission for several sites concurrently. Multicast $V P N$ protects segments transmission over an open network by using tunneling


Fig. 3 Decentralized VPN node-by-node tunneling
mechanism. In the virtual private network, data encryption and decryption are performed at inbound and outbound tunnel interfaces respectively [3, 22-24].

## 5 The Physical Architecture of WDM-TDM Decentralized Network

In order to provide high utilization of the fiber bandwidth capacity in our proposed physical architecture, a hybrid $W D M-T D M$ is used between $\mathrm{QM}_{\mathrm{KC}}$ and sub-groups. Hybrid $W D M-T D M$ combines advantages of both techniques. Advantages of WDM include increasing capability of delivered capacity as each sub-group has its own $\lambda$


Fig. 4 Physical Architecture of WDM-TDM Decentralized network
channel and $\lambda$-routing, congestion is stopped between $\mathrm{QM}_{\mathrm{KC}}$ and sub-groups, as well as, virtual communication is established between $\mathrm{QM}_{\mathrm{KC}}$ and sub-groups. Advantages of TDM include sharing, power splitting and flexibility of delivered capacity between $\mathrm{QM}_{\mathrm{KC}}$ and sub-groups, as illustrated in Fig. 4 [3, 22-24].

Transmitting the whole wavelength between $\mathrm{QM}_{\mathrm{KC}}$ and sub-groups is achieved by TDM. The channels between $\mathrm{QM}_{\mathrm{KC}}$ and sub-groups are spitted into time slots. Every sub-groups has provided a slot and the slots are turned amongst the subgroups. After the last time slot for channel is handled, the cycle begins around once again with a new frame, starting with the second sample, byte or data block from the channel. TDM and WDM operation are illustrated in Figs. 5 and 6 respectively [3, 22-24].
$\mathrm{QM}_{\mathrm{KC}}$ has two line cards; uplink and downlink cards, which are used for upstream and downstream between $\mathrm{QM}_{\mathrm{KC}}$ and sub-groups respectively. Each subgroup has one uplink and one downlink card, for example sub-group 1 has uplink and downlink card 1 connected to $\mathrm{QM}_{\mathrm{KC}}$. The number of uplink and downlink cards depends on the number of the connected sub-groups. For sub-groups, $\mathrm{QM}_{\mathrm{KC}}$ requires $N$ uplink and $N$ downlink cards. In the downstream path, the data transfer "OLT to the ONUs" is transmitted from $\mathrm{QM}_{\mathrm{KC}}$ to sub-groups, while in the upstream path, the data transfer "ONUs to the $O L T$ " is transmitted from sub-groups to $\mathrm{QM}_{\mathrm{KC}}$ [3, 22-24].

The transformation between the electrical waves is managed by $\mathrm{QM}_{\mathrm{KC}}$ 's equipment and the fiber optic signals used by sub-groups is achieved through an optical line termination $(O L T)$, as well as, synchronize


Fig. 5 TDM Operation for sub-groups 1


Fig. $6 W D M$ Operation for sub-groups 1
the multiplexing between the transformation tools of optical network unit (ONU). Altogether $O N U s$ are linked to the $O L T$ through a combiner/splitter, the transmission between ONUs is achieved only through the OLT. ONU provides access to the fiber distribution cable between $\mathrm{QM}_{\mathrm{KC}}$ and sub-groups, as well as, deterrence of unauthorized Access. The performance and diagnostics monitoring between $\mathrm{QM}_{\mathrm{KC}}$ and sub-groups are achieved using fault monitor. Fault monitor connected through Ethernet switch to $O N U$, is illustrated in Fig. 7 [3, 22-24].


Fig. 7 Detailed physical architecture of WDM-TDM decentralized network

## 6 The Proposed Centralized IPsec Multicast Architecture

The sequence of procedures for communicating between a sender and multiple receipts in our proposed scheme are as follows:
(1) The sender wishes to transmit a packet to multiple receipts simultaneously. Since no security associations are created yet for protecting transmitted traffic, IPsec starts for creating security associations.
(2) The sender's IPsec process starts the conferring with each receiver's IPsec process. This conferring involves policy negotiation, transmission of quantum keys for securing established IPsec session and identity verification of communicated participants. This step is known as phase one.
(3) Based on the agreed security parameters and policies from phase one. The sender and receipts start the negotiation of IPsec security associations. After negotiation is finished, IPsec relies on quantum key distribution for creating keys for IPsec security associations.
(4) Now, the sender and receipts can exchange packets securely over IPsec tunnel.
(5) After transmission is over, the established session will be terminated [3, 22-24].

### 6.1 Phase One

The goal of the first phase in our proposed scheme is to exchange the policy, distribute and manage security keys, check the identity of the communicated participants and establish a secured media among the sender and his perspective multiple receipts. With the purpose of finalizing first phase, the communicated participants must agree for security factors as verification process, encryption method and key generation process as specified in Fig. 8 [3, 22-24].


Fig. 8 The proposed model phase 1 process

The required steps for establishing phase one is demonstrated in Fig. 9. According to Fig. 9, the process of symmetrical key agreement between sender and destination 1 is as follows:
(1) Authentication between a sender and multiple destinations in a multicast network can be achieved through using a pre-shared quantum keys.
(2) Quantum key distribution generates a group of random quantum bits. Each user derives a private and public keys after negotiation with quantum key distribution through quantum key generation process including key distillation, sifted keys and raw key exchange. Furthermore, public keys are exchanged between the sender and multicast destination users.
(3) Each user produces a shared secret key from their private key and the other's public key. Shared secret key is the generated agreed quantum key.
(4) $Q K D$ is used to exchange key information, as well as, the corresponding methods which are used for cryptography among the users.
(5) Based on $Q K D$ and agreement key material, each user produces an independent symmetrical key [3, 22-24].


Fig. 9 Phase 1 steps

## 7 Quantum Key Generation and Distribution

The key generation and distribution among the communicated peers will go through four phases. The four phases are Quantum coding, Quantum transmission, Eavesdropper detection and Key distillation as described in Figs. 10 and 11.

In the Quantum coding phase, the quantum key distribution generates quantum bits from a quantum source to encode a random-bit string. Each random-bit string encodes with a probabilistic distribution function. The resulted quantum bits are transmitted to the multicast user in the second phase [3, 22-24].

After finishing the first phase, the communicators participate the quantum transmission phase. In this phase, the encoded quantum bits are transmitted physically from the quantum key distribution to the multicast user over a transmission channel. Apparently, a $Q K D$ technique requires a transmission channel such that the encoding quantum bits are transmitted from one transmitter to another through quantum carriers. Two common types of transmission channels are optical fiber and open air often used for telecommunication networks and satellite communications respectively. The multicast user generates measurements on received encoded quantum bits by selecting basis on his realized [3, 22-24].

In the Eavesdropper Detection phase, during the transmission between the sender and a destination; eavesdropper might listen on quantum channel and recover possible secret key bits. Using quantum laws, eavesdropper operation on quantum channel can be detected. Eavesdropping is discovered as follows; an arbitrary subset of the raw key is agreed by the communicators, and those bits are evaluated openly. If whichever two agreeing bits vary, this specifies the existence of an eavesdropper and so the communicators go back to stage one. Otherwise, the exchanged bits will be aborted and the rest of the raw key is used as the final secret key [3, 22-24].

In the key distillation phase, both the sender and a destination use several bases for measurements purpose. The objective of this step is to recognize and exclude those bit positions where the communicators use different bases. These positions are then discarded by both communicators over a public channel. Furthermore, the security of the key string is improved by correcting the resulted errors during transmission and eavesdropper detection phases [3, 22-24].

### 7.1 Phase Two

In phase two, IPsec starts for protecting the transmitting packets between the communicated participants by negotiation and establishing security associations of IPsec. This is achieved by the protection of established IPsec policies and appropriate keying information exchanged using Quantum Key Distribution system as shown in Fig. 12 [3, 22-24].


Fig. 10 Quantum key distribution process

| Sender's bit | 0 | 1 | 1 | 0 | 1 | 0 | 0 | 1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| sender's Basis | + | + | X | + | X | X | X | + |
| sender's Polarization | $\uparrow$ | $\rightarrow$ | K | $\uparrow$ | K | $\nearrow$ | $\nearrow$ | $\rightarrow$ |
| Destination's Basis | + | X | X | X | + | X | + | + |
| Destination's <br> Measusement | $\uparrow$ | $\nearrow$ | K | $\nearrow$ | $\rightarrow$ | $\nearrow$ | $\rightarrow$ | $\rightarrow$ |
| Public discussion |  |  |  |  |  |  |  |  |
| Shared Secret key | 0 |  | 1 |  |  | 0 |  | 1 |

Fig. 11 Quantum shared secret key


Fig. 12 Proposed model phase 2 process

The required steps for establishing phase two is demonstrated in Fig. 13. According to Fig. 13, the process of IPsec key agreement between sender and destination is as follows:
(1) The sender and destinations exchange more key material and agree on encryption and integrity methods for IPsec.


Fig. 13 Phase 2 Steps
(2) Quantum keys are combined with the key material to generate the symmetrical IPsec keys.
(3) The symmetrical IPsec keys are used for protecting transmitted data between the sender and multiple receipts simultaneously [3, 22-24].

## 8 Encryption and Decryption

Before starting a secured communication process between the sender and multiple receipts, they must agree upon an IPsec key and keep it secret between themselves. For distributing and generating IPsec keys, the sender and destinations are communicated through two channels; quantum and classical channels (see Fig. 14). The quantum channel is responsible for generating agreed IPsec keys. IPsec keys have to go through quantum key distribution steps to make sure the confidentiality of the generated keys. Classical channel is responsible for encryption, decryption and authentication processes [3, 22-24].

These processes depend on the generated quantum keys. The sender wishes to transmit the original message that can be read and understood without any special measures. Encryption of the original message is performed at the sender side and is achieved by combined original message, sender IPsec key and cryptographic algorithm. A cryptographic algorithm works in combination with a key to encrypt the original message. Encrypting the original message results in unreadable form called cipher message. The sender uses encryption to ensure that information is hidden from anyone for whom it is not intended, even those who can see the encrypted data (see Fig. 15) [3, 22-24].

Decryption of received cipher message is performed at receipt side and is achieved by combined cipher message, receipt IPsec key and cryptographic algorithm. Each receipt uses its own IPsec key and cryptographic algorithm. Decryption cipher message results the original message which sent by the sender as shown in Fig. 16. The security parameters are agreed between IPsec peers before transmitting information between the communicated peers, as well as, after the connection is established the transmitted traffic is encrypted through IPsec tunnel [22-24].


Fig. 14 IPsec key distribution through quantum and classical channels


Fig. 15 Encryption process


Fig. 16 Decryption process

## 9 Confidentiality and Authentication

The confidentiality of transmitted messages between the sender and multiple receipts over a communication channel is reached based on quantum no-cloning and Heisenberg uncertainty principle. So, the eavesdropper or even the intruder cannot retrieve any useable information or be familiar with the contents of the transmitted messages. According to Heisenberg uncertainty principle when the eavesdropper try to spy the communication channel, the eavesdropper operation
intercepts the quantum channel and creates a result with erroneous probability $50 \%$. So, eavesdropper has no any information about the transmitted messages [22-24].

By Diffie-Hellman key exchange, the communicated peers don't authenticate each other. So, it vulnerable to man-in-the-middle attack. Based on our proposed IPsec multicast architecture, each communicated peer will be authenticated before the beginning of transmitted messages. Authentication is done on phase one based on generated shared keys. Authentication mechanism uses combined technique. Which means keys used for authentication comes from quantum and authentication algorithm is a classical one [22-24].
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#### Abstract

In this chapter, a generalized architecture of quantum secure direct communication for N disjoint users with partial and full cooperation of quantum server is proposed. So, $N-1$ disjointed users $u_{1}, u_{2}, \ldots, u_{N-1}$ can transmit a secret message of classical bits to a remote user $u_{N}$ by utilizing the property of dense coding and Pauli unitary transformations. The authentication process between the quantum server and users validated by $E P R$ entangled pair and CNOT gate. Afterward, the remaining $E P R$ will be intended for generating shared $G H Z$ states which used for directly transmitting the secret message. The partial cooperation process involved that $N-1$ users can transmit a secret message directly to a remote user $u_{N}$ through quantum channel. Furthermore, $N-1$ users and a remote user $u_{N}$ can communicate without an established quantum channel among them by full cooperation process. The security analysis of authentication and communication processes against many types of attacks proved that the attacker can't gain any information during intercepting either authentication or communication processes. Hence, the security of transmitted message among $N$ users is ensured as the attacker introducing an error probability irrespective of the sequence of measurement.
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## 1 Introduction

In this chapter, a generalized architecture of quantum secure direct communication for N disjoint users with partial and full cooperation of quantum server is proposed. So, N-1 disjointed users $u_{1}, u_{2}, \ldots, u_{N-1}$ can transmit a secret message of classical bits to a remote user $u_{N}$ by utilizing the property of dense coding and Pauli unitary transformations. The authentication process between the quantum server and users validated by $E P R$ entangled pair and $C N O T$ gate. Afterward, the remaining $E P R$ will be intended for generating shared $G H Z$ states which are used for directly transmitting the secret message. The partial cooperation process involved that $N-1$ users can transmit a secret message directly to a remote user $u_{N}$ through the quantum channel. Furthermore $N-1$ users and a remote user $u_{N}$ can communicate without an established quantum channel among them by a full cooperation process. The security analysis of authentication and communication processes against many types of attacks proved that the attacker can't gain any information during intercepting either authentication or communication processes. Hence, the security of the transmitted message among $N$ users is ensured as the attacker introducing an error probability irrespective of the sequence of measurement.

Bennett and Brassard [1] have introduced been the quantum cryptography. Quantum cryptography is one of the most significant prospects associated with laws of quantum mechanics in order to ensure unconditional security [2-5]. The quantum cryptography proves unconditional security characteristics through no cloning theory where the transmitted quantum bit can't be replicated or copied but its state can be teleported [6]. The most used quantum principles are quantum teleportation and dense coding. In quantum teleportation, the quantum information can be transmitted between distant parties based on both classical communication and maximally shared quantum entanglement among the distant parties [7-10]. In Dense coding, the classical information can be encoded and transmitted between distant parties based on both one quantum bit and maximally shared quantum entanglement among the distant parties as each quantum bit can transmit two classical bits [11, 12]. There are number of approaches and prototypes for the exploitation of quantum principles to secure the communication between two parties and multi-parties [13-18]. While these approaches used different techniques for achieving a private communication among authorized users, but still most of them depend on the generation of secret random keys [19].

Recently, quantum secure direct communication concept is introduced for transmitting the secured messages between the communicated participants without establishing secret keys to encode them [20-37]. In [20] a ping pong protocol is introduced for directly decrypted the transmitted encoded bits between the
communicated participants in every corresponding transmission without the need of $Q K D$. The authors [38] enhance the capability of ping pong protocol by adding two more unitary operations. In [22], a two-step quantum secure direct communication is proposed for transferring of quantum information by utilizing $E P R$ pair blocks to secure the transmission. In [21] the authentication and communication process is performed using $G H Z$ states. Firstly, GHZ states are used for authentication purpose then the remaining $G H Z$ will be used for directly transmitting the secret message. In [18], architecture of centralized multicast scheme is proposed based on a hybrid model of quantum key distribution and classical symmetric encryption. The proposed scheme solved the key generation and management problem using a single entity called centralized Quantum Multicast Key Distribution Centre. In [39], a novel multiparty concurrent quantum secure direct communication based on $G H Z$ states and dense coding is introduced. In [40], a managed quantum secure direct communication protocol has been introduced based on quantum encoding and incompletely entangled states. Different quantum authentication approaches have been developed for preventing various types of attacks and especially man in the middle attack [41-45]. By way of 2017, the improvement and growth of a real quantum computer is still in early stages but many poetical and theoretical experimentations were implemented by many research groups [46-67].

However, these quantum secure direct communication approaches still prone against low effectiveness and inadequate security assurance. Here, we propose a convenient and efficient scheme for transmitting a serial of classical message between two, three and generalized to $N$ users. So, N-1 disjointed users $u_{1}, u_{2}, \ldots, u_{N-1}$ can transmit a secret message of classical bits to a remote user $u_{N}$ with partial and full cooperation of the quantum server by utilizing the property of dense coding and Pauli unitary transformations. Firstly, with the objective of protection versus man-in-the-middle, Masquerade as Dishonest and Exchange Fake attacks, the quantum server has to verify and authenticate the identity of communicated disjoint users, so they can transmit quantum messages in a secured manner. Authentication between the quantum server and users is achieved by the generated entangled shared key and Controlled - NOT gate. After completion of authentication, the remaining generated entangled shared key is used for generating shared GHZ states which designed for directly transmitting the secret message. By using our partial cooperation, there is a quantum channel among the users and $N-1$ disjointed users generate a random sequence bit strings of transmitted plain message. Next, each user applies appropriate unitary transformation according to his plain message bit string value and transmit the transformed message to $u_{N} . u_{N}$ retrieves the original sent secret message by applying $N-G H Z$ measurement on his particle and $u_{1}, u_{2}, \ldots, u_{N-1}$ particles. Afterwards, the quantum server calculates the status of his particle according to $x$ basis and announces his measurement results. $u_{N}$ uses his measurements and the quantum server's publication for retrieving the original sent secret bits by $u_{1}, u_{2}, \ldots, u_{N-1}$. If no quantum channel among the users, they can use our full cooperation, but in this case the transformed message will be sent to the quantum server instead of $u_{N}$. The security analysis of authentication and communication processes of our proposed scheme against many
types of attacks is proved that it's unconditionally secured and the attacker will not reveal any information about the key or the transmitted message in case of directly calculating the transferred particles over the communicated channel from the quantum server to the disjoint user and vice versa. In our scheme, the four Bell states ( $E P R$ pairs) are used during both authentication and communication processes and are defined by (Eq. (1)). Bell measurement is used in the communication process between two disjoint users for determining which unitary operation is used to transform the original classical message, so the receiver can retrieve it.

$$
\begin{equation*}
\left|\Phi^{ \pm}\right\rangle=\frac{1}{\sqrt{2}}(|00\rangle \pm|11\rangle),\left|\psi^{ \pm}\right\rangle=\frac{1}{\sqrt{2}}(|01\rangle \pm|10\rangle) \tag{1}
\end{equation*}
$$

The unitary transformation operations are defined by (Eq. (2)). For simplicity we used $X, Y, Z$ instead of $\sigma_{x}, i \sigma_{y}, \sigma_{z}$ respectively. They are used to transform $G H Z$ state at sender(s) side into unreadable form according to the generated original classical message before transmitting it to the receiver.

$$
\begin{align*}
I & =|0\rangle\langle 0|+|1\rangle\langle 1| \\
X & =|0\rangle\langle 1|+|1\rangle\langle 0| \\
Y & =|0\rangle\langle 1|-|1\rangle\langle 0|  \tag{2}\\
Z & =|0\rangle\langle 0|-|1\rangle\langle 1|
\end{align*}
$$

The $G H Z$ state is defined by (Eq. (3))

$$
\begin{equation*}
|G H Z\rangle=\frac{|0\rangle^{\otimes \text { qubits }}+|1\rangle^{\otimes \text { qubits }}}{\sqrt{2}} \tag{3}
\end{equation*}
$$

According to the proposed scheme, when the quantum server receives a request from user(s) for a communication with another user. Consequently, the quantum server distributes $G H Z$ entanglement states among involved participants' users in the communication process. The distribution will be established after successfully completion the authentication process and prior starting the communication process. The quantum server distributes all generated particles but holds one for himself. As a consequence, the quantum server and participated users are entangled because they keep only one particle for every distributed GHZ state. Additionally, $G H Z$ measurement is used by the receiver or quantum server according to which type of cooperation is used during the communication among the users. Consistent with $G H Z$ measurement result, the receiver can conclude which unitary operations are used by the senders for transforming $G H Z$ state according to the generated original classical message before transmitting it to the receiver. By obtaining the applied unitary operations, the receiver can retrieve the original message. The Eight GHZ States are defined by (Eq. (4))

Fig. 1 Generation of GHZ states based on Einstein Podolsky-Rosen (EPR)


$$
\begin{align*}
& \left|\Psi^{ \pm}\right\rangle=\frac{1}{\sqrt{2}}(|000\rangle \pm|111\rangle),\left|\psi^{ \pm}\right\rangle=\frac{1}{\sqrt{2}}(|011\rangle \pm|100\rangle)  \tag{4}\\
& \left|\phi^{ \pm}\right\rangle=\frac{1}{\sqrt{2}}(|010\rangle \pm|101\rangle),\left|\varphi^{ \pm}\right\rangle=\frac{1}{\sqrt{2}}(|001\rangle \pm|110\rangle)
\end{align*}
$$

In [42], an experimental entanglement of six photons $G H Z$ state and cluster state in graph states has been proposed. The generation of six-photon $G H Z$ states and cluster state is achieved by Einstein Podolsky-Rosen ( $E P R$ ) entangled photon pairs. In our scheme, we will use the same concept for generating shared GHZ states. After successfully completion of the authentication process between the quantum server and specified user, the remaining $E P R$ will be used for generating shared GHZ states intended for a directly transmitting the secret message among the communicated users. Figure 1 illustrates how $G H Z$ states among $u_{i}$, quantum server and $u_{j}$ are generated according to the remaining $E P R$. Suppose that the generated $E P R$ for authentication process between the quantum server and $u_{i}$ is given by (Eq. (5)). But, the quantum server particle is a part from another generated $E P R$ to authenticate $u_{j}$ (see Eq. (6)). So, the result will be shared GHZ state among $u_{i}$, quantum server and $u_{j}$ (see Eq. (7)). By the same way $\left|\Psi_{i q j l}^{+}\right\rangle,\left|\Psi_{i q j i m}^{+}\right\rangle, \ldots$ and so on can be generated.

$$
\begin{gather*}
\left|\Phi_{i q}^{+}\right\rangle=\frac{1}{\sqrt{2}}\left(\left|0_{i} 0_{q}\right\rangle+\left|1_{i} 1_{q}\right\rangle\right.  \tag{5}\\
\left.\left|\Phi_{q j}^{+}\right\rangle\left(|0\rangle_{i}+|1\rangle_{i}\right)=\frac{1}{\sqrt{2}}\left(\left|0_{q} 0_{j}\right\rangle+\left|1_{q} 1_{j}\right\rangle\right)\left(|0\rangle_{i}\right\rangle+|1\rangle_{i}\right)  \tag{6}\\
\left|\Psi_{i q j}^{+}\right\rangle=\frac{1}{\sqrt{2}}\left(\left|0_{i} 0_{q} 0_{j}\right\rangle+\left|1_{i} 1_{q} 1_{j}\right\rangle\right) \tag{7}
\end{gather*}
$$

## 2 Authentication Process

With the objective for protection versus man-in-the-middle, Masquerade as Dishonest and Exchange Fake attacks, the quantum server has to verify and authenticate the identity of communicated disjoint users, so they can transmit quantum messages in a secured manner. Authentication between the quantum server and users is achieved by the generated entangled shared key $\left|\Phi_{q u}^{+}\right\rangle$and Controlled - NOT gate as illustrated by (Eqs. (8-14)) (see Fig. 2).

1. At the time of registration of disjoint users with the quantum server, the quantum server and disjoint user have a shared binary authentication key $A_{K}$ as shown by (Eq. (8)).

$$
\begin{equation*}
A_{K}=\left\{A_{1}, A_{2}, \ldots, A_{2 N}\right\} \tag{8}
\end{equation*}
$$

2. The quantum server and disjoint user sent one of the entangled particles making up an $E P R$ pair $\left|\Phi_{q u}^{+}\right\rangle$as illustrated in Fig. 1. $\left|\Phi_{q u}^{+}\right\rangle$is corresponding to two Particles q and u which are associated with quantum server and corresponding disjoint user respectively. The quantum server preserves $q$ at his location and transmits u particle to the intended disjoint user as shown by (Eq. (9)).


Fig. 2 Authentication process between quantum server and disjoint user

$$
\begin{equation*}
\left|\Phi_{q u}^{+}\right\rangle=\frac{1}{\sqrt{2}}\left(\left|0_{q} 0_{u}\right\rangle+\left|1_{q} 1_{u}\right\rangle\right. \tag{9}
\end{equation*}
$$

3. Once the disjoint user obtains his $u$ particle, he prepares a new state $n$ see (Eq. (10)) by encoding the shared authentication information according to the specified operation.

$$
\begin{equation*}
\left|\phi_{n}\right\rangle=\left|A_{2 \mathrm{i}-1} \otimes A_{2 \mathrm{i}}\right\rangle \tag{10}
\end{equation*}
$$

where $1 \leq i \leq N$ and $\otimes$ denotes the specified user operation.
4. By performing the quantum $C N O T$ gate $\mathbb{Q}_{O P}$ on both the transmitted particle and n (new state particle). The resulted particle r will be a three entanglement particles state see (Eq. (11)).

$$
\begin{equation*}
\left|\Phi_{\mathrm{r}}\right\rangle=\phi_{O P}\left(\left|\phi_{n}\right\rangle \otimes\left|\Phi_{q u}^{+}\right\rangle\right) \tag{11}
\end{equation*}
$$

 (Eq. (12))

$$
\begin{align*}
& \mathbb{Q}_{0}=|0\rangle\langle 0| \otimes I+|1\rangle\langle 1| \otimes X,  \tag{12}\\
& \mathbb{R}_{1}=|+\rangle\langle+| \otimes I+|-\rangle\langle-| \otimes X
\end{align*}
$$

5. After applying the requested operation, the disjoint user keeps particle u at his side and sends the resulted particle $\left|\Phi_{r}\right\rangle$ to the quantum server.
6. Once the quantum server receives the resulted particle $\left|\Phi_{r}\right\rangle$, he decodes it by applying a quantum $C N O T$ gate $\mathbb{\psi}_{O P}$ on both the local particle q and n (new state particle) see (Eqs. $(13,14)$ ).

$$
\begin{gather*}
\left|\Phi_{\mathrm{r}}^{\prime}\right\rangle=\mathbb{\ell}_{o P}\left(\left|\Phi_{\mathrm{r}}\right\rangle\right)  \tag{13}\\
\left|\Phi_{\mathrm{r}}^{\prime}\right\rangle=\not \mathscr{Q}_{o P}\left(\left|\phi_{n}\right\rangle \otimes\left|\Phi_{q u}^{+}\right\rangle\right) \tag{14}
\end{gather*}
$$

7. Quantum server starts to verify the identity of a disjoint user by measuring $\left|\phi_{n}\right\rangle$ in the basis of $\sigma_{z}$. The resulted state have to be in either 0 or 1 . If the measurement result is equal to $\left|A_{2 \mathrm{i}-1}, A_{2 \mathrm{i}}\right\rangle$, then the disjoint user is authenticated. However, if the resulted measurement is erroneous which is greater than the agreed threshold then the authentication process will be terminated.
8. Afterward, the key is increased to authenticate the next disjoint user and quantum server recursively back to step one until all disjoint users are authenticated.

## 3 Communication Process Between Two Disjoint Users with Partial and Full Cooperation of Quantum Server

### 3.1 Partial Cooperation Process

Here, we will use the property of dense coding for encoding and transmitting a serial of classical messages between two disjoint users with partial support of the quantum server. In other words according to quantum server's publication and received user's measurement. In this scenario, $u_{i}$ informs the quantum server about his request to transmit a message to distant $u_{j}$. The quantum server creates a $G H Z$ three particle states $\left|\Psi_{i q j}\right\rangle$ where $i$ represents particle state for the transmitted user $u_{i}, j$ represents particle state for the received user $u_{j}$ and q represents particle state for quantum server. $u_{i}$ prepares his plain message which consists of classical bits. According to the value of transmitted message classical bits, $u_{i}$ performs one of the unitary transformations on his qubit of the entangled $G H Z$ three particle states $\left|\Psi_{i q j}\right\rangle$. After that, the $G H Z$ states will be converted according to the transmitted bits and $u_{i}$ transformation. Thenceforth, $u_{i}$ transmits the transformed message to the received disjoint user $u_{j} . u_{j}$ retrieves the original sent secret message by applying his bell measurements and the quantum server's publication on the received encoded message. Figure 3 illustrates the flow processes to communicate disjoint user 1 and user 2 with partial support of the quantum server. The required steps are listed below with supportive equations see (Eqs. (15-17)).

The quantum server creates a GHZ three particle states secret key sequence $\left|\Psi_{i}\right\rangle$

$$
\begin{equation*}
\left|\Psi_{i}\right\rangle=\left\{\Psi_{1}, \Psi_{2}, \Psi_{3}, \ldots, \Psi_{N}\right\} \tag{15}
\end{equation*}
$$

Suppose that

$$
\begin{gather*}
\Psi_{i}=\frac{1}{\sqrt{2}}\left(\left|000_{i q j}\right\rangle+\left|111_{i q j}\right\rangle\right) \quad \text { where } \quad 1 \leq i \leq N  \tag{16}\\
\Psi_{i q j}=\frac{1}{\sqrt{2}}\left(\left|\Phi^{+}\right\rangle_{i j}|+\rangle_{q}+\left|\Phi^{-}\right\rangle_{i j}|-\rangle_{q}\right)
\end{gather*}
$$

As

1. The disjoint user $u_{i}$ chooses a randomly subset of $G H Z$ particle sequences $\Psi$ and keeps it confident.
2. $u_{i}$ generates a random sequence bits string of transmitted plain message. According to each two transmitted bits which ( $00,01,10,11$ ), The disjoint user

Table 1 Correlation between received classical value and its corresponding unitary transformations

| First bit | Second bit | $u_{i}$ transformation |
| :--- | :--- | :--- |
| 0 | 0 | $I_{u_{i}}$ |
| 0 | 1 | $X_{u_{i}}$ |
| 1 | 0 | $Y_{u_{i}}$ |
| 1 | 1 | $Z_{u_{i}}$ |

Table 2 Correlation between received classical value and its corresponding GHZ transformations

| First bit | Second bit | $u_{i}$ transformation | GHZ transformation |
| :--- | :--- | :--- | :--- |
| 0 | 0 | $I_{u_{i}}$ | $\frac{1}{\sqrt{2}}\left(\left\|\Phi^{+}\right\rangle_{i j}\|+\rangle_{q}+\left\|\Phi^{-}\right\rangle_{i j}\|-\rangle_{q}\right)$ |
| 0 | 1 | $X_{u_{i}}$ | $\frac{1}{\sqrt{2}}\left(\left\|\psi^{+}\right\rangle_{i j}\|+\rangle_{q}-\left\|\psi^{-}\right\rangle_{i j}\|-\rangle_{q}\right)$ |
| 1 | 0 | $Y_{u_{i}}$ | $\frac{1}{\sqrt{2}}\left(\left\|\psi^{-}\right\rangle_{i j}\|+\rangle_{q}-\left\|\psi^{+}\right\rangle_{i j}\|-\rangle_{q}\right)$ |
| 1 | 1 | $Z_{u_{i}}$ | $\frac{1}{\sqrt{2}}\left(\left\|\Phi^{-}\right\rangle_{i j}\|+\rangle_{q}+\left\|\Phi^{+}\right\rangle_{i j}\|-\rangle_{q}\right)$ |

$u_{i}$ applies one of the unitary transformation operations $\breve{\mathrm{U}}=\left\{\breve{\mathrm{U}}_{1}, \breve{\mathrm{U}}_{2}, \breve{\mathrm{U}}_{3}, \breve{\mathrm{U}}_{4}\right\}$ which corresponds to four Pauli operations $\{I, X, Y, Z\}$ respectively as shown in Table 1.
3. Afterward, the $G H Z$ states will be converted according to transmitted bits and $u_{i}$ transformation as illustrated in Table 2 and by (Eqs. (18)-(21)).

- When the transmitted two bits $=00, u_{i}$ applies $I$ operation on his bit

$$
\begin{align*}
I_{u_{i}}|\Psi\rangle & =\frac{1}{\sqrt{2}}\left(|000\rangle_{i q j}+|111\rangle_{i q j}\right) \\
& =1 / 2\left\{\left(\left|\Phi^{+}\right\rangle_{i j}+\left|\Phi^{-}\right\rangle_{i j}\right)|0\rangle_{q}+\left(\left|\Phi^{+}\right\rangle_{i j}-\left|\Phi^{-}\right\rangle_{i j}\right)|1\rangle_{q}\right\}  \tag{18}\\
& =\frac{1}{\sqrt{2}}\left(\left|\Phi^{+}\right\rangle_{i j}|+\rangle_{q}+\left|\Phi^{-}\right\rangle_{i j}|-\rangle_{q}\right)
\end{align*}
$$

- When the transmitted two bits $=01, u_{i}$ applies $X$ operation on his bit

$$
\begin{align*}
X_{u_{i}}|\Psi\rangle & =\frac{1}{\sqrt{2}}\left(|100\rangle_{i q j}+|011\rangle_{i q j}\right) \\
& =1 / 2\left\{\left(\left|\psi^{+}\right\rangle_{i j}-\left|\psi^{-}\right\rangle_{i j}\right)|0\rangle_{q}+\left(\left|\psi^{+}\right\rangle_{i j}+\left|\psi^{-}\right\rangle_{i j}\right)|1\rangle_{q}\right\}  \tag{19}\\
& =\frac{1}{\sqrt{2}}\left(\left|\psi^{+}\right\rangle_{i j}|+\rangle_{q}-\left|\psi^{-}\right\rangle_{i j}|-\rangle_{q}\right)
\end{align*}
$$

- When the transmitted two bits $=10, u_{i}$ applies $Y$ operation on his bit

$$
\begin{align*}
Y_{u_{i}}|\Psi\rangle & =\frac{1}{\sqrt{2}}\left(|011\rangle_{i q j}-|100\rangle_{i q j}\right) \\
& =1 / 2\left\{\left(\left|\psi^{+}\right\rangle_{i j}+\left|\psi^{-}\right\rangle_{i j}\right)|1\rangle_{q}-\left(\left|\psi^{+}\right\rangle_{i j}-\left|\psi^{-}\right\rangle_{i j}\right)|0\rangle_{q}\right\}  \tag{20}\\
& =\frac{1}{\sqrt{2}}\left(\left|\psi^{-}\right\rangle_{i j}|+\rangle_{q}-\left|\psi^{+}\right\rangle_{i j}|-\rangle_{q}\right)
\end{align*}
$$

- When the transmitted two bits $=11, u_{i}$ applies $Z$ operation on his bit

$$
\begin{align*}
Z_{u_{i}}|\Psi\rangle & =\frac{1}{\sqrt{2}}\left(|000\rangle_{i q j}-|111\rangle_{i q j}\right) \\
& =1 / 2\left\{\left(\left|\Phi^{+}\right\rangle_{i j}+\left|\Phi^{-}\right\rangle_{i j}\right)|0\rangle_{q}-\left(\left|\Phi^{+}\right\rangle_{i j}-\left|\Phi^{-}\right\rangle_{i j}\right)|1\rangle_{q}\right\}  \tag{21}\\
& =\frac{1}{\sqrt{2}}\left(\left|\Phi^{-}\right\rangle_{i j}|+\rangle_{q}+\left|\Phi^{+}\right\rangle_{i j}|-\rangle_{q}\right)
\end{align*}
$$

4. After applying the proper $G H Z$ transformation, $\mathrm{u}_{\mathrm{i}}$ transmits the encoded message to the received disjoint user $\mathrm{u}_{\mathrm{j}}$.
5. $u_{j}$ performs a Bell measurement on his particle and $u_{i}$ particle. Also, the quantum server calculates the status of his particle according to $x$ basis $\{+,-\}$ and announces his measurement results.
6. $u_{j}$ uses his measurements and the quantum server's publication for retrieving the original secret bits by $u_{i}$ as shown in Table 3. For example, when $u_{j}$ measurement is equivalent to $\left|\psi^{-}\right\rangle$and Quantum Server's Publication is $|-\rangle$, so $u_{j}$ concludes that $u_{i}$ applied $X$ operation and the sent bits are 01 . Table 4 shows an illustrative example for transmitting a message 100111 from $u_{i}$ to $u_{j}$ with partial support of the quantum server (Fig. 3).

Table 3 Correlation between quantum server's publication, $u_{j}$ measurement, $u_{i}$ operation and sent bits

| Quantum server's publication | $u_{j}$ measurement | $u_{i}$ operation | Sent bits |
| :--- | :--- | :--- | :--- |
| $\|+\rangle_{q}$ | $\left\|\Phi^{+}\right\rangle_{i j}$ | $I$ | 00 |
| $\|+\rangle_{q}$ | $\left\|\psi^{+}\right\rangle_{i j}$ | $X$ | 01 |
| $\|+\rangle_{q}$ | $\left\|\psi^{-}\right\rangle_{i j}$ | $Y$ | 10 |
| $\|+\rangle_{q}$ | $\left\|\Phi^{-}\right\rangle_{i j}$ | $Z$ | 11 |
| $\|-\rangle_{q}$ | $\left\|\Phi^{-}\right\rangle_{i j}$ | $I$ | 00 |
| $\|-\rangle_{q}$ | $\left\|\psi^{-}\right\rangle_{i j}$ | $X$ | 01 |
| $\|-\rangle_{q}$ | $\left\|\psi^{+}\right\rangle_{i j}$ | $Y$ | 10 |
| $\|-\rangle_{q}$ | $\left\|\Phi^{+}\right\rangle_{i j}$ | $Z$ | 11 |

Table 4 Transmitting a message 100111 from $u_{i}$ to $u_{j}$ with partial support of quantum server

| $u_{i}$ plain message | 10 | 01 | 11 |
| :--- | :--- | :--- | :--- |
| $u_{i}$ operation | $Y$ | $X$ | $Z$ |
| $G H Z$ transformation | $\frac{1}{\sqrt{2}}\left(\left\|\psi^{-}\right\rangle_{i j}\|+\rangle_{q}-\left\|\psi^{+}\right\rangle_{i j}\|-\rangle_{q}\right)$ | $\frac{1}{\sqrt{2}}\left(\left\|\psi^{+}\right\rangle_{i j}\|+\rangle_{q}-\left\|\psi^{-}\right\rangle_{i j}\|-\rangle_{q}\right)$ | $\frac{1}{\sqrt{2}}\left(\left\|\Phi^{-}\right\rangle_{i j}\|+\rangle_{q}+\left\|\Phi^{+}\right\rangle_{i j}\|-\rangle_{q}\right)$ |
| $u_{j}$ bell measurement | $\psi^{-}$ | $\psi^{+}$ | $\Phi^{+}$ |
| Quantum server's publication | + | + | - |
| $u_{j}$ retrieved message | 10 | 01 | 11 |
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Table 5 Correlation between received classical value and its corresponding GHZ transformations

| First bit | Second bit | $u_{i}$ transformation | GHZ transformation |
| :--- | :--- | :--- | :--- |
| 0 | 0 | $I_{u_{i}}$ | $\frac{1}{\sqrt{2}}\left(\left\|\Phi^{+}\right\rangle_{i q}\|+\rangle_{j}+\left\|\Phi^{-}\right\rangle_{i q}\|-\rangle_{j}\right)$ |
| 0 | 1 | $X_{u_{i}}$ | $\frac{1}{\sqrt{2}}\left(\left\|\psi^{+}\right\rangle_{i q}\|+\rangle_{j}-\left\|\psi^{-}\right\rangle_{i q}\|-\rangle_{j}\right)$ |
| 1 | 0 | $Y_{u_{i}}$ | $\frac{1}{\sqrt{2}}\left(\left\|\psi^{-}\right\rangle_{i q}\|+\rangle_{j}-\left\|\psi^{+}\right\rangle_{i q}\|-\rangle_{j}\right)$ |
| 1 | 1 | $Z_{u_{i}}$ | $\frac{1}{\sqrt{2}}\left(\left\|\Phi^{-}\right\rangle_{i q}\|+\rangle_{j}+\left\|\Phi^{+}\right\rangle_{i q}\|-\rangle_{j}\right)$ |

### 3.2 Full Cooperation Process

This process consists of the required steps for transmitting the classical message between two disjoint users with full support of the quantum server. In other words, the quantum server is functioning as message passing center between the communicated disjoint users. To accomplish this function, $u_{i}$ transmits the transformed message to the quantum server instead of $u_{j}$ as illustrated in Table 5. Afterwards, $u_{j}$ retrieves the original sent secret message according to his publication and quantum server's bell measurement on the received transformed message. Figure 4 illustrates the flow processes to communicate disjoint user 1 and user 2 with full support of the quantum server. The required steps which are listed below as the first three steps are same partial mechanism but the process is just changed from step five as indicated in Fig. 4 green box.


Fig. 4 Communication process between two disjoint users with full support of quantum server: Green Box indicates different steps from Fig. 3

Table 6 Correlation between quantum server's measurement, $u_{j}$ publication, $u_{i}$ operation and sent bits

5. After applying the proper GHZ transformation, $\mathrm{u}_{\mathrm{i}}$ transmits the encoded message to the quantum server.
6. The quantum server performs a Bell measurement his particle and $u_{i}$ particle. $u_{j}$ calculates the status of his particle according to $x$ basis $\{+,-\}$ and announces his measurement results.
7. $u_{j}$ employs quantum server's measurement and his publication for retrieving the original sent secret bits by $u_{i}$ as shown in Table 6 . For example, when $u_{j}$ publication is equivalent to $|+\rangle$ and Quantum Server's measurement is $\left|\Phi^{-}\right\rangle$, so $u_{j}$ can conclude that $u_{i}$ applied $Z$ operation and the sent bits are 11 . Table 7 shows an illustrative example for transmitting a message 100111 from $u_{i}$ to $u_{j}$ with the full support of quantum server.
Table 7 Transmitting a message 100111 from $u_{i}$ to $u_{j}$ with full support of quantum server

| $u_{i}$ plain message | 10 | 01 | 11 |
| :--- | :--- | :--- | :--- |
| $u_{i}$ operation | $Y$ | $X$ | $Z$ |
| $G H Z$ transformation | $\frac{1}{\sqrt{2}}\left(\left\|\psi^{-}\right\rangle_{i q}\|+\rangle_{j}-\left\|\psi^{+}\right\rangle_{i q}\|-\rangle_{j}\right)$ | $\frac{1}{\sqrt{2}}\left(\left\|\psi^{+}\right\rangle_{i q}\|+\rangle_{j}-\left\|\psi^{-}\right\rangle_{i q}\|-\rangle_{j}\right)$ | $\frac{1}{\sqrt{2}}\left(\left\|\Phi^{-}\right\rangle_{i q}\|+\rangle_{j}+\left\|\Phi^{+}\right\rangle_{i q}\|-\rangle_{j}\right)$ |
| Quantum server's bell measurement | $\psi^{-}$ | $\psi^{+}$ | $\Phi^{+}$ |
| $u_{j}$ publication | + | + | - |
| $u_{j}$ retrieved message | 10 | 01 | 11 |

## 4 Communication Process Between Three Disjoint Users with Partial and Full Cooperation of Quantum Server

### 4.1 Partial Cooperation Process

This process consists of the required steps when two disjointed disjoint users $u_{i}$ and $u_{j}$ would like to transmit a secret message to a remote user $u_{l}$ with the partial support of the quantum server. In this scenario, the quantum server creates three particles of four particles $G H Z$ state $\left|\Psi_{i j q l}\right\rangle$ and transmits it to $u_{i}, u_{j}$ and $u_{l}$. Both $u_{i}$ and $u_{j}$ prepare their plain message which consists of classical bits. According to the value of transmitted message classical bits, both $u_{i}$ and $u_{j}$ apply one of their specified unitary transformation, each on his corresponding qubit of the entangled GHZ four particle states $\left|\Psi_{i j q l}\right\rangle$ as shown in Tables (8, 9). After that, the $G H Z$ states will be converted according to transmitted bits, $u_{i}$ and $u_{j}$ transformations. Thenceforth, $u_{i}$ and $u_{j}$ sent the transformed message to a remote user $u_{l}$. Afterwards, $u_{l}$ retrieves the original sent secret message by applying his $G H Z$ measurements and the quantum server's publication on the received transformed message. Figure 5 illustrates the flow processes to communicate disjoint user 1, user 2 and user 3 with partial support of the quantum server. The required steps listed below with supportive equations from Eqs. (22) to (24).

1. The quantum server creates four particles $G H Z$ state secret key $\left|\Psi_{i}\right\rangle$

$$
\begin{equation*}
\left|\Psi_{i}\right\rangle=\left\{\Psi_{1}, \Psi_{2}, \Psi_{3}, \ldots, \Psi_{N}\right\} \tag{22}
\end{equation*}
$$

Suppose that

$$
\begin{gather*}
\Psi_{i}=\frac{1}{\sqrt{2}}\left(\left|0000_{i j q l}\right\rangle+\left|1111_{i j q l}\right\rangle\right) \text { where } \quad 1 \leq i \leq N  \tag{23}\\
\Psi_{i}=\frac{1}{\sqrt{2}}\left(\left|\Psi^{+}\right\rangle_{i j l}|+\rangle_{q}+\left|\Psi^{-}\right\rangle_{i j l}|-\rangle_{q}\right)
\end{gather*}
$$

As

Table 8 Correlation between received classical value and its corresponding unitary transformations of $u_{j}$

| Transmitted bit | $u_{j}$ transformation |
| :--- | :--- |
| 0 | $I_{u_{i}}$ |
| 1 | $X_{u_{i}}$ |

Table 9 Correlation between received classical value and its corresponding unitary transformations of $u_{i}$

| First bit | Second bit | $u_{i}$ transformation |
| :--- | :--- | :--- |
| 0 | 0 | $I_{u_{i}}$ |
| 0 | 1 | $X_{u_{i}}$ |
| 1 | 0 | $Y_{u_{i}}$ |
| 1 | 1 | $Z_{u_{i}}$ |
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2. Both $u_{i}$ and $u_{j}$ choose a randomly subset of $G H Z$ particle sequences $\Psi$ and keep it confident.
3. $u_{i}$ generates a random sequence of bits string of the transmitted plain message. According to each two transmitted bits which $(00,01,10,11)$, The disjoint user $u_{i}$ applies one of the unitary transformation operations $\breve{\mathrm{U}}=\left\{\breve{\mathrm{U}}_{1}, \breve{\mathrm{U}}_{2}, \breve{\mathrm{U}}_{3}, \breve{\mathrm{U}}_{4}\right\}$ which correspond to four Pauli operations $\{I, X, Y, Z\}$ respectively as shown in Table 8. $u_{j}$ generates a random sequences of bits string of the transmitted plain message. $u_{j}$ applying $I_{u_{j}}|\Psi\rangle$ or $X_{u_{j}}|\Psi\rangle$ according to the value of particle 0 or 1 respectively. The full operation is shown in Table 9.
4. Afterward, the $G H Z$ states will be converted according to the transmitted bits, $u_{i}$ and $u_{j}$ transformations as shown in Table 10 and equations from Eq. (25) to (32).

Table 10 Correlation between received classical values and their corresponding GHZ transformations

| Value | $u_{i}$ and $u_{j}$ transformation | GHZ transformation |
| :--- | :--- | :--- |
| 0 | $\left(I_{u_{i}} \otimes I_{u_{j}}\right)$ | $\frac{1}{\sqrt{2}}\left(\left\|\Psi^{+}\right\rangle_{i j l}\|+\rangle_{q}+\left\|\Psi^{-}\right\rangle_{i j l}\|-\rangle_{q}\right)$ |
| 1 | $\left(I_{u_{i}} \otimes X_{u_{j}}\right)$ | $\frac{1}{\sqrt{2}}\left(\left\|\phi^{+}\right\rangle_{i j l}\|+\rangle_{q}+\left\|\phi^{-}\right\rangle_{i j l}\|-\rangle_{q}\right)$ |
| 2 | $\left(X_{u_{i}} \otimes I_{u_{j}}\right)$ | $\frac{1}{\sqrt{2}}\left(\left\|\Psi^{+}\right\rangle_{i j l}\|+\rangle_{q}-\left\|\Psi^{-}\right\rangle_{i j l}\|-\rangle_{q}\right)$ |
| 3 | $\left(X_{u_{i}} \otimes X_{u_{j}}\right)$ | $\frac{1}{\sqrt{2}}\left(\left\|\varphi^{+}\right\rangle_{i j l}\|+\rangle_{q}-\left\|\varphi^{-}\right\rangle_{i j l}\|-\rangle_{q}\right)$ |
| 4 | $\left(Y_{u_{i}} \otimes I_{u_{j}}\right)$ | $\frac{1}{\sqrt{2}}\left(\left\|\Psi^{-}\right\rangle_{i j l}\|+\rangle_{q}-\left\|\Psi^{+}\right\rangle_{i j l}\|-\rangle_{q}\right)$ |
| 5 | $\left(Y_{u_{i}} \otimes X_{u_{j}}\right)$ | $\frac{1}{\sqrt{2}}\left(\left\|\varphi^{-}\right\rangle_{i j l}\|+\rangle_{q}-\left\|\varphi^{+}\right\rangle_{i j l}\|-\rangle_{q}\right)$ |
| 7 | $\left(Z_{u_{i}} \otimes I_{u_{j}}\right)$ | $\frac{1}{\sqrt{2}}\left(\left\|\Psi^{-}\right\rangle_{i j l}\|+\rangle_{q}+\left\|\Psi^{+}\right\rangle_{i j l}\|-\rangle_{q}\right)$ |
|  | $\left(Z_{u_{i}} \otimes X_{u_{j}}\right)$ | $\frac{1}{\sqrt{2}}\left(\left\|\phi^{-}\right\rangle_{i j l}\|+\rangle_{q}+\left\|\phi^{+}\right\rangle_{i j l}\|-\rangle_{q}\right)$ |

- When the transmitted bits $=000$, both $u_{i}$ and $u_{j}$ apply $I$ operation on their bits

$$
\begin{align*}
\left(I_{u_{i}} \otimes I_{u_{j}}\right)|\Psi\rangle & =\frac{1}{\sqrt{2}}\left(|0000\rangle_{i j q l}+|1111\rangle_{i j q l}\right) \\
& =1 / 2\left\{\left(\left|\Psi^{+}\right\rangle_{i j l}+\left|\Psi^{-}\right\rangle_{i j l}\right)|0\rangle_{q}+\left(\left|\Psi^{+}\right\rangle_{i j l}-\left|\Psi^{-}\right\rangle_{i j l}\right)|1\rangle_{q}\right\}  \tag{25}\\
& =\frac{1}{\sqrt{2}}\left(\left|\Psi^{+}\right\rangle_{i j l}|+\rangle_{q}+\left|\Psi^{-}\right\rangle_{i j l}|-\rangle_{q}\right)
\end{align*}
$$

- When the transmitted bits $=001, u_{i}$ applies $I$ and $u_{j}$ applies $X$ operations respectively on their bits

$$
\begin{align*}
\left(I_{u_{i}} \otimes X_{u_{j}}\right)|\Psi\rangle & =\frac{1}{\sqrt{2}}\left(|0100\rangle_{i j q l}+|1011\rangle_{i j g l}\right) \\
& =1 / 2\left\{\left(\left|\phi^{+}\right\rangle_{i j l}+\left|\phi^{-}\right\rangle_{i j l}\right)|0\rangle_{q}+\left(\left|\phi^{+}\right\rangle_{i j l}-\left|\phi^{-}\right\rangle_{i j l}\right)|1\rangle_{q}\right\}  \tag{26}\\
& =\frac{1}{\sqrt{2}}\left(\left|\phi^{+}\right\rangle_{i j l}|+\rangle_{q}+\left|\phi^{-}\right\rangle_{i j l}|-\rangle_{q}\right)
\end{align*}
$$

- When the transmitted bits $=010, u_{i}$ applies $X$ and $u_{j}$ applies $I$ operations respectively on their bits

$$
\begin{align*}
\left(X_{u_{i}} \otimes I_{u_{j}}\right)|\Psi\rangle & =\frac{1}{\sqrt{2}}\left(|1000\rangle_{i j q l}+|0111\rangle_{i j q l}\right) \\
& =1 / 2\left\{\left(\left|\psi^{+}\right\rangle_{i j l}-\left|\psi^{-}\right\rangle_{i j l}\right)|0\rangle_{q}+\left(\left|\psi^{+}\right\rangle_{i j l}+\left|\psi^{-}\right\rangle_{i j l}\right)|1\rangle_{q}\right\}  \tag{27}\\
& =\frac{1}{\sqrt{2}}\left(\left|\psi^{+}\right\rangle_{i j l}|+\rangle_{q}-\left|\psi^{-}\right\rangle_{i j l}|-\rangle_{q}\right)
\end{align*}
$$

- When the transmitted bits $=011$, both $u_{i}$ and $u_{j}$ apply $X$ operation on their bits

$$
\begin{align*}
\left(X_{u_{i}} \otimes X_{u_{j}}\right)|\Psi\rangle & =\frac{1}{\sqrt{2}}\left(|1100\rangle_{i j g l}+|0011\rangle_{i j q l}\right) \\
& =1 / 2\left\{\left(\left|\varphi^{+}\right\rangle_{i j l}-\left|\varphi^{-}\right\rangle_{i j l}\right)|0\rangle_{q}+\left(\left|\varphi^{+}\right\rangle_{i j l}+\left|\varphi^{-}\right\rangle_{i j l}\right)|1\rangle_{q}\right\}  \tag{28}\\
& =\frac{1}{\sqrt{2}}\left(\left|\varphi^{+}\right\rangle_{i j l}|+\rangle_{q}-\left|\varphi^{-}\right\rangle_{i j l}|-\rangle_{q}\right)
\end{align*}
$$

- When the transmitted bits $=100, u_{i}$ applies $Y$ and $u_{j}$ applies $I$ operations respectively on their bits

$$
\begin{align*}
\left(Y_{u_{i}} \otimes I_{u_{j}}\right)|\Psi\rangle & =\frac{1}{\sqrt{2}}\left(|0111\rangle_{i j q l}-|1000\rangle_{i j q l}\right) \\
& =1 / 2\left\{\left(\left|\Psi^{-}\right\rangle_{i j l}-\left|\psi^{+}\right\rangle_{i j l}\right)|0\rangle_{q}+\left(\left|\Psi^{+}\right\rangle_{i j l}+\left|\Psi^{-}\right\rangle_{i j l}\right)|1\rangle_{q}\right\}  \tag{29}\\
& =\frac{1}{\sqrt{2}}\left(\left|\psi^{-}\right\rangle_{i j l}|+\rangle_{q}-\left|\Psi^{+}\right\rangle_{i j l}|-\rangle_{q}\right)
\end{align*}
$$

- When the transmitted bits $=101, u_{i}$ applies $Y$ and $u_{j}$ applies $X$ operations respectively on their bits

$$
\begin{align*}
\left(Y_{u_{i}} \otimes X_{u_{j}}\right)|\Psi\rangle & =\frac{1}{\sqrt{2}}\left(|0011\rangle_{i j q l}-|1100\rangle_{i j q l}\right) \\
& =1 / 2\left\{\left(\left|\varphi^{-}\right\rangle_{i j l}-\left|\varphi^{+}\right\rangle_{i j l}\right)|0\rangle_{q}+\left(\left|\varphi^{+}\right\rangle_{i j l}+\left|\varphi^{-}\right\rangle_{i j l}\right)|1\rangle_{q}\right\}  \tag{30}\\
& =\frac{1}{\sqrt{2}}\left(\left|\varphi^{-}\right\rangle_{i j l}|+\rangle_{q}-\left|\varphi^{+}\right\rangle_{i j l}|-\rangle_{q}\right)
\end{align*}
$$

- When the transmitted bits $=110, u_{i}$ applies $Z$ and $u_{j}$ applies $I$ operations respectively on their bits

$$
\begin{align*}
\left(Z_{u_{i}} \otimes I_{u_{j}}\right)|\Psi\rangle & =\frac{1}{\sqrt{2}}\left(|0000\rangle_{i j q l}-|1111\rangle_{i j q l}\right) \\
& =1 / 2\left\{\left(\left|\Psi^{+}\right\rangle_{i j l}+\left|\Psi^{+}\right\rangle_{i j l}\right)|0\rangle_{q}+\left(\left|\Psi^{-}\right\rangle_{i j l}+\left|\Psi^{+}\right\rangle_{i j l}\right)|1\rangle_{q}\right\}  \tag{31}\\
& =\frac{1}{\sqrt{2}}\left(\left|\Psi^{-}\right\rangle_{i j l}|+\rangle_{q}+\left|\Psi^{+}\right\rangle_{i j l}|-\rangle_{q}\right)
\end{align*}
$$

- When the transmitted bits $=111, u_{i}$ applies $Z$ and $u_{j}$ applies $X$ operations respectively on their bits

$$
\begin{align*}
\left(Z_{u_{i}} \otimes X_{u_{j}}\right)|\Psi\rangle & =\frac{1}{\sqrt{2}}\left(|0100\rangle_{i j q l}-|1011\rangle_{i j q l}\right) \\
& =1 / 2\left\{\left(\left|\phi^{+}\right\rangle_{i j l}+\left|\phi^{-}\right\rangle_{i j l}\right)|0\rangle_{q}+\left(\left|\phi^{-}\right\rangle_{i j l}-\left|\phi^{+}\right\rangle_{i j l}\right)|1\rangle_{q}\right\}  \tag{32}\\
& =\frac{1}{\sqrt{2}}\left(\left|\phi^{-}\right\rangle_{i j l}|+\rangle_{q}+\left|\phi^{+}\right\rangle_{i j l}|-\rangle_{q}\right)
\end{align*}
$$

5. Afterward, both $u_{i}$ and $u_{j}$ transmit the transformed message to the received disjoint user $u_{l}, u_{l}$ performs a $G H Z$ measurement on his particle, $u_{i}$ and $u_{j}$ particles.
6. The quantum server calculates the status of his particle according to $x$ basis $\{+,-\}$ and announces his measurement results.
7. $u_{l}$ uses his measurements and the quantum server's publication for retrieving the original sent secret bits by both $u_{i}$ and $u_{j}$ as shown in Table 11. For example when $u_{l}$ measurement is equivalent to $\left|\varphi^{+}\right\rangle$and Quantum Server's Publication is $|-\rangle$, so $u_{l}$ can conclude that $u_{i}$ and $u_{j}$ applied $Y$ and $X$ operations respectively and the sent bits are 101.

Table 11 Correlation between quantum server's publications, $u_{l}$ measurement. $u_{i}$, $u_{j}$ operations and sent bits

| Quantum <br> server's publication | $u_{l}$ measurement | $u_{i}$ operation | Sent bits | $u_{j}$ operation | Sent bits | Message <br> sent |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\|+\rangle_{q}$ | $\left\|\Psi^{+}\right\rangle_{i j l}$ | $I$ | 00 | $I$ | 0 | 000 |
| $\|+\rangle_{q}$ | $\left\|\phi^{+}\right\rangle_{i j l}$ | $I$ | 00 | $X$ | 1 | 001 |
| $\|+\rangle_{q}$ | $\left\|\Psi^{+}\right\rangle_{i j l}$ | $X$ | 01 | $I$ | 0 | 010 |
| $\|+\rangle_{q}$ | $\left\|\varphi^{+}\right\rangle_{i j l}$ | $X$ | 01 | $X$ | 1 | 011 |
| $\|+\rangle_{q}$ | $\left\|\Psi^{-}\right\rangle$ | $Y$ | 10 | $I$ | 0 | 100 |
| $\|+\rangle_{q}$ | $\left\|\varphi^{-}\right\rangle_{i j l}$ | $Y$ | 10 | $X$ | 1 | 101 |

Table 11 (continued)

| Quantum <br> server's publication | $u_{l}$ measurement | $u_{i}$ operation | Sent bits | $u_{j}$ operation | Sent bits | Message <br> sent |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\|+\rangle_{q}$ | $\left\|\Psi^{-}\right\rangle_{i j l}$ | $Z$ | 11 | $I$ | 0 | 110 |
| $\|+\rangle_{q}$ | $\left\|\phi^{-}\right\rangle_{i j l}$ | $Z$ | 11 | $X$ | 1 | 111 |
| $\|-\rangle_{q}$ | $\left\|\Psi^{-}\right\rangle_{i j l}$ | $I$ | 00 | $I$ | 0 | 000 |
| $\|-\rangle_{q}$ | $\left\|\phi^{-}\right\rangle_{i j l}$ | $I$ | 00 | $X$ | 1 | 001 |
| $\|-\rangle_{q}$ | $\left\|\Psi^{-}\right\rangle_{i j l}$ | $X$ | 01 | $I$ | 0 | 010 |
| $\|-\rangle_{q}$ | $\left\|\varphi^{-}\right\rangle_{i j l}$ | $X$ | 01 | $X$ | 1 | 011 |
| $\|-\rangle_{q}$ | $\left\|\Psi^{+}\right\rangle_{i j l}$ | $Y$ | 10 | $I$ | 0 | 100 |
| $\|-\rangle_{q}$ | $\left\|\varphi^{+}\right\rangle_{i j l}$ | $Y$ | 10 | $X$ | 1 | 101 |
| $\|-\rangle_{q}$ | $\left\|\Psi^{+}\right\rangle_{i j l}$ | $Z$ | 11 | $I$ | 0 | 110 |
| $\|-\rangle_{q}$ | $\left\|\phi^{+}\right\rangle_{i j l}$ | $Z$ | 11 | $X$ | 1 | 111 |

Table 12 Correlation between received classical value and its corresponding $G H Z$ transformations

| Value | Transformation | Encoded/new state |
| :--- | :--- | :--- |
| 0 | $\left(I_{u_{i}} \otimes I_{u_{j}}\right)$ | $\frac{1}{\sqrt{2}}\left(\left\|\Psi^{-}\right\rangle_{i j q}\|+\rangle_{l}-\left\|\Psi^{-}\right\rangle_{i j q}\|-\rangle_{l}\right)$ |
| 1 | $\left(I_{u_{i}} \otimes X_{u_{j}}\right)$ | $\frac{1}{\sqrt{2}}\left(\left\|\phi^{+}\right\rangle_{i j q}\|+\rangle_{l}+\left\|\phi^{-}\right\rangle_{i j q}\|-\rangle_{l}\right)$ |
| 2 | $\left(X_{u_{i}} \otimes I_{u_{j}}\right)$ | $\frac{1}{\sqrt{2}}\left(\left\|\Psi^{+}\right\rangle_{i j q}\|+\rangle_{l}-\left\|\Psi^{-}\right\rangle_{i j q}\|-\rangle_{l}\right)$ |
| 3 | $\left(X_{u_{i}} \otimes X_{u_{j}}\right)$ | $\frac{1}{\sqrt{2}}\left(\left\|\varphi^{+}\right\rangle_{i j q}\|+\rangle_{l}-\left\|\varphi^{+}\right\rangle_{i j q}\|-\rangle_{l}\right)$ |
| 4 | $\left(Y_{u_{i}} \otimes I_{u_{j}}\right)$ | $\frac{1}{\sqrt{2}}\left(\left\|\Psi^{-}\right\rangle_{i j q}\|+\rangle_{l}-\left\|\Psi^{+}\right\rangle_{i j q}\|-\rangle_{l}\right)$ |
| 5 | $\left(Y_{u_{i}} \otimes X_{u_{j}}\right)$ | $\frac{1}{\sqrt{2}}\left(\left\|\varphi^{-}\right\rangle_{i j q}\|+\rangle_{l}-\left\|\varphi^{+}\right\rangle_{i j q}\|-\rangle_{l}\right)$ |
| 6 | $\left(Z_{u_{i}} \otimes I_{u_{j}}\right)$ | $\frac{1}{\sqrt{2}}\left(\left\|\Psi^{-}\right\rangle_{i j q}\|+\rangle_{l}+\left\|\Psi^{+}\right\rangle_{i j q}\|-\rangle_{l}\right)$ |
| 7 | $\left(Z_{u_{i}} \otimes X_{u_{j}}\right)$ | $\frac{1}{\sqrt{2}}\left(\left\|\phi^{-}\right\rangle_{i j q}\|+\rangle_{l}+\left\|\phi^{+}\right\rangle_{i j q}\|-\rangle_{l}\right)$ |

### 4.2 Full Cooperation Process

This process consists of the required steps when two disjointed disjoint users $u_{i}$ and $u_{j}$ would like to transmit a secret message to a remote user $u_{l}$ with full support of the quantum server. In other words, the quantum server is functioning as a message passing center between the communicated disjoint users. To achieve this function, both $u_{i}$ and $u_{j}$ transmit the transformed message to the quantum server instead of $u_{l}$ as illustrated in Table 12. Afterwards, $u_{l}$ retrieves the original sent secret message according to his publication and quantum server's $G H Z$ measurement on the received transformed message as illustrated in Table 13. Figure 6 illustrates the flow processes to communicate disjoint user 1 and user 2 with a full support of the quantum server. The required steps listed below as the first three steps are the same partial mechanism but the process is just changed from step four as indicated in Fig. 6 the green box.

Table 13 Correlation between quantum server's measurements, $u_{l}$ publication. $u_{i}, u_{j}$ operations and sent bits



Fig. 6 Communication process between three disjoint users with full support of quantum server: Green Box indicates different steps from Fig. 5

1. Afterward, both $u_{i}$ and $u_{j}$ transmit the transformed message to the quantum server, quantum server performs a $G H Z$ measurement on his particle, $u_{i}$ and $u_{j}$ particles.
2. $u_{l}$ calculates the status of his particle according to $x$ basis $\{+,-\}$ and announces his measurement results.
3. $u_{l}$ uses his publication and the quantum server's measurement for retrieving the original sent secret bits which sent by both $u_{i}$ and $u_{j}$ as shown in Table 13. For example, when the quantum server measurement is equivalent to $\left|\phi^{+}\right\rangle$and $u_{l}$ Publication is $|+\rangle$, so $u_{l}$ can conclude that $u_{i}$ and $u_{j}$ applied $I$ and $X$ operations respectively and the sent bits are 001.

## 5 Generalization of Communication Process Between N Disjoint Users with Partial and Full Cooperation of Quantum Server

### 5.1 Partial Cooperation Process

Now, our approach will be generalized for Communication Process between $N$ Disjoint Users with Partial Cooperation of Quantum Server. So, N-1 disjointed disjoint users $u_{1}, u_{2}, \ldots, u_{N-1}$ can transmit a secret message of classical bits to a remote user $u_{N}$ with partial cooperation of the quantum server. Firstly, the quantum server distributes $N$ particles of $N+1$ particles $G H Z$ state $|G H Z\rangle_{1 \ldots N}=$ $\frac{1}{\sqrt{2}}(|\underbrace{00}_{N-1} \cdots \cdots \underbrace{0}_{q} \underbrace{0}_{N}\rangle+|\underbrace{11}_{N-1} \cdots \cdots \underbrace{1}_{q} \underbrace{1}_{N}\rangle)$ to $u_{1}, u_{2}, \ldots, u_{N}$.
$u_{1}, u_{2}, \ldots, u_{N-1}$ choose a randomly subset of $|G H Z\rangle_{1 \ldots N}$ and keep it confident additionally, generate a random sequence of bit strings of transmitted plain message. Next, each user is applying appropriate unitary transformation according to his plain message bit string value $\left(\breve{\mathrm{U}}_{1} \otimes \breve{\mathrm{U}}_{2} \ldots \otimes \breve{\mathrm{U}}_{N-1}\right) \breve{\mathrm{U}}$ corresponds to four Pauli operations $\{I, X, Y, Z\}$. Afterward, the selected $|G H Z\rangle_{1 \ldots N}$ will be transformed according to $u_{1}, u_{2}, \ldots, u_{N-1}$ plain messages and their applied unitary transfor-
 $\underbrace{|G H Z\rangle_{N^{\prime \prime}}}_{\substack{u_{1}, \ldots u_{N} \\ \text { Users }}}$ are one of defined $G H Z$ states. Next, $|G H Z\rangle_{1^{\prime} \ldots N^{\prime}}$ transmitted to $u_{N}, u_{N}$ performs $N-G H Z$ measurement on his particle and $u_{1}, u_{2}, \ldots, u_{N-1}$ particles. Afterwards, the quantum server calculates the status of his particle according to $x$
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basis $\{+,-\}$ and announces his measurement results. $u_{N}$ uses his measurements and the quantum server's publication for retrieving the original sent secret bits by $u_{1}, u_{2}, \ldots, u_{N-1}$ see (Fig. 7).

### 5.2 Full Cooperation Process

Our approach will be generalized for Communication Process between $N$ Disjoint Users with a full Cooperation of Quantum Server. The sequence of steps Similar to partial one except that the selected $|G H Z\rangle_{1 \ldots N}$ will be transformed to
 $\underbrace{|G H Z\rangle_{N^{\prime \prime}}}$ are one of defined $G H Z$ states. Next, $|G H Z\rangle_{1}$ $\qquad$ $N^{\prime}$ transmitted to the $u_{1}, \ldots, q, u_{N-1}$

Senders +
quantumserver
quantum server, quantum server performs $N-G H Z$ measurement on his particle and $u_{1}, u_{2}, \ldots, u_{N-1}$ particles. Afterwards, $u_{N}$ calculates the status of his particle according to $x$ basis .. and announces his measurement results. $u_{N}$ uses his


Fig. 8 Generalization of communication process between N disjoint users with full cooperation of quantum server: Green Box indicates different steps from Fig. 7
publication' and the quantum server's measurement for retrieving the original sent secret bits by $u_{1}, u_{2}, \ldots, u_{N-1}$ see (Fig. 8).

## 6 Authentication Security Analysis

### 6.1 Masquerade as Dishonest Disjoint User

If an attacker would like to masquerade as dishonest disjoint user, then the attacker will work on the transmitting particle $u$ from the quantum server to the disjoint user. By assuming that the attacker applies a universal operation $\mathfrak{R}$ on $u$ see (Eqs. (33, 34)).

$$
\begin{align*}
& \left|0_{u} \Re\right\rangle \rightarrow \alpha_{0}\left|0_{u} 0_{a}\right\rangle+\beta_{0}\left|0_{u} 1_{a}\right\rangle+\gamma_{0}\left|1_{u} 0_{a}\right\rangle+\delta_{0}\left|1_{u} 1_{a}\right\rangle  \tag{33}\\
& \left|1_{u} \Re\right\rangle \rightarrow \alpha_{1}\left|0_{u} 0_{a}\right\rangle+\beta_{1}\left|0_{u} 1_{a}\right\rangle+\gamma_{1}\left|1_{u} 0_{a}\right\rangle+\delta_{1}\left|1_{u} 1_{a}\right\rangle \tag{34}
\end{align*}
$$

Where $|\mathfrak{R}\rangle$ represents an additional state which is created by the attacker, $a$ represents the attacker particle and,

$$
\begin{equation*}
\left|\alpha_{0}^{2}\right|+\left|\beta_{0}^{2}\right|+\left|\gamma_{0}^{2}\right|+\left|\delta_{0}^{2}\right|=\left|\alpha_{1}^{2}\right|+\left|\beta_{1}^{2}\right|+\left|\gamma_{1}^{2}\right|+\left|\delta_{1}^{2}\right|=1 \tag{35}
\end{equation*}
$$

When the attacker applies its operation, a new shared key state will be created see (Eqs. (36, 37)).

$$
\begin{gather*}
\left|\Phi_{q u}^{+}\right\rangle \rightarrow\left|\Phi_{q u}^{+^{\prime}}\right\rangle  \tag{36}\\
\left|\Phi_{q u}^{+^{\prime}}\right\rangle=\frac{1}{\sqrt{2}}\left(\alpha_{0}\left|0_{q} 0_{u} 0_{a}\right\rangle+\beta_{0}\left|0_{q} 0_{u} 1_{a}\right\rangle+\gamma_{0}\left|0_{q} 1_{u} 0_{a}\right\rangle+\delta_{0}\left|0_{q} 1_{u} 1_{a}\right\rangle\right.  \tag{37}\\
\left.+\alpha_{1}\left|1_{q} 0_{u} 0_{a}\right\rangle+\beta_{1}\left|1_{q} 0_{u} 1_{a}\right\rangle+\gamma_{1}\left|1_{q} 1_{u} 0_{a}\right\rangle+\delta_{1}\left|1_{q} 1_{u} 1_{a}\right\rangle\right)
\end{gather*}
$$

The attacker transmits the new formulated state $\left|\Phi_{q u}^{+{ }^{\prime}}\right\rangle$ to the quantum server. Afterwards, the quantum server performs $\psi_{O P}$ on the received state as result one of four states $\left|\Phi_{q u}^{00}\right\rangle,\left|\psi_{q u}^{01}\right\rangle,\left|\psi_{q u}^{10}\right\rangle,\left|\Phi_{q u}^{11}\right\rangle$ which are equivalent to the dual bits $00,01,10$ and 11 . By assuming when the dual bits are equivalent to 00 then the quantum server operation is equivalent (see Eq. (38)).

$$
\begin{equation*}
\left|\Phi_{q u}^{00}\right\rangle=\not \mathbb{Q}_{0}\left|\Phi_{q u}^{+}\right\rangle \tag{38}
\end{equation*}
$$

By performing $\phi_{0}$ the result is obtained by (Eq. (39))

$$
\begin{align*}
\left|\Phi_{q u}^{00}\right\rangle= & \frac{1}{\sqrt{2}}\left(\alpha_{0}\left|0_{q} 0_{u} 0_{a}\right\rangle+\beta_{0}\left|0_{q} 0_{u} 1_{a}\right\rangle+\gamma_{0}\left|0_{q} 1_{u} 0_{a}\right\rangle+\delta_{0}\left|0_{q} 1_{u} 1_{a}\right\rangle\right.  \tag{39}\\
& \left.+\alpha_{1}\left|1_{q} 0_{u} 1_{a}\right\rangle+\beta_{1}\left|1_{q} 0_{u} 0_{a}\right\rangle+\gamma_{1}\left|1_{q} 1_{u} 1_{a}\right\rangle+\delta_{1}\left|1_{q} 1_{u} 0_{a}\right\rangle\right)
\end{align*}
$$

So, the chance for discovering the attacker for $\left|\Phi_{q u}^{00}\right\rangle$ is $\dot{P}_{00}$ can be computed from (Eq. (39)) as by (Eq. (40))

$$
\begin{equation*}
\dot{\mathrm{P}}_{00}=\frac{1}{2}\left(\left|\alpha_{1}^{2}\right|+\left|\gamma_{1}^{2}\right|+\left|\beta_{0}^{2}\right|+\left|\delta_{0}^{2}\right|\right) \tag{40}
\end{equation*}
$$

Also, when the dual bits are equivalent to 01 , so the chance for discovering the attacker for $\left|\psi_{q u}^{01}\right\rangle$ is $\mathrm{P}_{01}$ can be computed from Eq. (37) as shown by (Eq. (41))

$$
\begin{equation*}
\mathrm{P}_{01}=\frac{1}{2}\left(\left|\alpha_{0}^{2}\right|+\left|\gamma_{0}^{2}\right|+\left|\beta_{1}^{2}\right|+\left|\delta_{1}^{2}\right|\right) \tag{41}
\end{equation*}
$$

When the dual bits are equivalent to 10 , so the chance for discovering the attacker for $\left|\psi_{q u}^{10}\right\rangle$ is $\dot{P}_{10}$ and equivalent to $\dot{P}_{01}$. Furthermore, the chance for discovering the
attacker for $\left|\Phi_{q u}^{11}\right\rangle$ is $\dot{P}_{11}$ and equivalent to $\dot{P}_{00}$. Accordingly, the total discovering probability of attacker $\dot{\mathrm{P}}_{\text {Total }}$ for each disjoint user is equivalent $1 / 2$ see (Eqs. $(42,43)$ )

$$
\begin{gather*}
\dot{\mathrm{P}}_{\text {Total }}=\frac{1}{4}\left(\dot{\mathrm{P}}_{00}+\dot{\mathrm{P}}_{01}+\dot{\mathrm{P}}_{10}+\dot{\mathrm{P}}_{11}\right)  \tag{42}\\
\dot{\mathrm{P}}_{\text {Total }}=\frac{1}{2} \tag{43}
\end{gather*}
$$

As stated by Simmons theory [68, 69], the result of the previous equation proved that the proposed scheme is unconditionally secured under this type of attacks.

### 6.2 Substitution Fraudulent Attack

In this type of attacks, the eavesdropper should get the authentication key, so there are two possibilities. One is to extract information about the authentication key by directly calculating the transferred particles over the communicated channel from the quantum server to the disjoint user. The other possibility is achieved by eavesdropping the transmitted particles through two-way communicated channel between the quantum server and the disjoint user.

### 6.2.1 One-way Channel Substitution Fraudulent Attack

As the transmitted particle from the quantum server to the disjoint user doesn't contain any fact about the authentication key, so in this type of attacks only the restored $n$ (new state particle) from the disjoint user to the quantum server has to be measured. The maximum reachable information which the attacker may obtain over the communicated channel between quantum server and a disjoint user can be computed by Holevo theory see (Eq. (44)) [70].

$$
\begin{equation*}
\mathrm{X}(\mathrm{p})=\mathrm{s}(\mathrm{p})-\sum_{i} \cdot \mathrm{P}_{i} \varsigma\left(\mathrm{p}_{i}\right) \tag{44}
\end{equation*}
$$

As $s(\mathfrak{p})$ is equivalent to Von Neumann entropy $-\operatorname{Tr}\left(\mathfrak{p} \log _{2} \mathfrak{p}\right), \mathrm{p}_{i}$ is a component in the hybrid status and $\mathrm{P}_{i}$ is the possibility of $\mathrm{p}_{i}$ in the universe $\mathrm{\rho}$. So, the eavesdropper just has information about the authentication key by directly calculating the $n$ (new state particle), so the resulted $X(\mathrm{p})$ relies on the reduced density matrix of $n$, by substitution of (Eq. (44)) as shown by (Eq. (45))

$$
\begin{equation*}
\mathrm{X}\left(\mathfrak{P}_{n}\right)=\mathrm{S}\left(\boldsymbol{P}_{n}\right)-\sum_{i}{ }^{\prime} \mathrm{P}_{i} \mathrm{~S}\left(\boldsymbol{P}_{n i}\right) \tag{45}
\end{equation*}
$$

As both $\boldsymbol{P}_{n}$ and $\boldsymbol{P}_{n i}$ require reduced density matrix for $\boldsymbol{p}$ and $\boldsymbol{p}_{i}$ respectively. For any authentication key, the reduced density matrix of $n$ can be represented in the form of in (Eq. (46))

$$
\begin{equation*}
\mathrm{p}_{n}=T r_{q u}\left(\left|\Phi_{\mathrm{r}}\right\rangle\left\langle\Phi_{\mathrm{r}}\right|\right)=\frac{1}{2} I \tag{46}
\end{equation*}
$$

In addition to, $\boldsymbol{P}_{n i}$ is equivalent to the subsequent equations in (Eqs. (47)-(51))

$$
\begin{gather*}
\left|\Phi_{r}^{00}\right\rangle=\frac{1}{\sqrt{2}}\left(\left|0_{q} 0_{u} 0_{n}\right\rangle+\left|1_{q} 1_{u} 1_{n}\right\rangle\right)  \tag{47}\\
\left|\Phi_{r}^{01}\right\rangle=\frac{1}{\sqrt{2}}\left(\left|0_{q} 0_{u} 1_{n}\right\rangle+\left|1_{q} 1_{u} 0_{n}\right\rangle\right)  \tag{48}\\
\left|\Phi_{r}^{10}\right\rangle=\frac{1}{\sqrt{2}}\left(\left|+{ }_{q}+{ }_{u} 1_{n}\right\rangle+\left|-_{q}-{ }_{u} 0_{n}\right\rangle\right)  \tag{49}\\
\left|\Phi_{r}^{11}\right\rangle=\frac{1}{\sqrt{2}}\left(\left|+{ }_{q}+{ }_{u} 0_{n}\right\rangle+\left|{ }_{q}-{ }_{u} 1_{n}\right\rangle\right) \tag{50}
\end{gather*}
$$

Therefore;

$$
\begin{equation*}
{ }^{P_{n i}}=T r_{q u}\left(\left|\Phi_{r}^{i}\right\rangle\left\langle\Phi_{r}^{i}\right|\right)=\frac{1}{2} I \tag{51}
\end{equation*}
$$

By replacing values for both ${ }_{\neq}$and ${ }_{\neq} i$ in Eq. (45), X ()$=0$. So, the eavesdropper will not reveal any information about the key in case of directly calculating the transferred particles over the communicated channel from the quantum server to the disjoint user.

### 6.2.2 Two-Way Channel Substitution Fraudulent Attack

Firstly, the eavesdropper listens to the communication channel and intercept the transmitting particle from the quantum server to the disjoint user. The attacker applies an operation $\Theta_{1}$ at his side on the transmitted particle $u$ and supportive particle $\varepsilon$. Afterward, the attacker transmits the resulted particle to the disjoint user. When the disjoint user receives the transmitted particle, he doesn't realize there is an attacker and he did an operation. The disjoint user applies his normal operation and transmits the resulted particle to the quantum server. The attacker intercepts the information particle which is sent by the disjoint user. The attacker applies an operation $\Theta_{2}$ at his side on the information particle and supportive particle $\eta$. Afterward, the attacker transmits the resulted particle to the quantum server. The attacker attempts to retrieve certain amount of information about the key by employing two supportive particles $\varepsilon$ and $\eta$ as illustrated in Fig. 9 .


Fig. 9 Two-way channel substitution fraudulent attack with attacker's operation $\boldsymbol{\Theta}_{1}$ and $\boldsymbol{\Theta}_{2}$

The operation of the attacker $\Theta_{1}$ and $\varepsilon$ on the transmitted particle $u$ is given by (Eqs. (52)-(55))

$$
\begin{gather*}
\left.\| 0_{u} \varepsilon\right\rangle \rightarrow \alpha_{\varepsilon}\left|0_{u} \varepsilon_{00}\right\rangle+\beta_{\varepsilon}\left|1_{u} \varepsilon_{01}\right\rangle  \tag{52}\\
\left.\| 1_{u} \varepsilon\right\rangle \rightarrow \beta_{\varepsilon}\left|0_{\mathrm{u}} \varepsilon_{10}\right\rangle+\alpha_{\varepsilon}\left|1_{\mathrm{u}} \varepsilon_{11}\right\rangle  \tag{53}\\
\left|+_{\mathrm{u}} \varepsilon\right\rangle \rightarrow \frac{1}{2}\left|+{ }_{\mathrm{u}}\right\rangle\left(\alpha_{\varepsilon}\left|\varepsilon_{00}\right\rangle+\alpha_{\varepsilon}\left|\varepsilon_{11}\right\rangle+\beta_{\varepsilon}\left|\varepsilon_{01}\right\rangle+\beta_{\varepsilon}\left|\varepsilon_{10}\right\rangle\right)  \tag{54}\\
+\frac{1}{2}\left|-{ }_{\mathrm{u}}\right\rangle\left(\alpha_{\varepsilon}\left|\varepsilon_{00}\right\rangle-\alpha_{\varepsilon}\left|\varepsilon_{11}\right\rangle-\beta_{\varepsilon}\left|\varepsilon_{01}\right\rangle+\beta_{\varepsilon}\left|\varepsilon_{10}\right\rangle\right) \\
\left|-{ }_{\mathrm{u}} \varepsilon\right\rangle \rightarrow \\
\frac{1}{2}\left|+{ }_{\mathrm{u}}\right\rangle\left(\alpha_{\varepsilon}\left|\varepsilon_{00}\right\rangle-\alpha_{\varepsilon}\left|\varepsilon_{11}\right\rangle+\beta_{\varepsilon}\left|\varepsilon_{01}\right\rangle-\beta_{\varepsilon}\left|\varepsilon_{10}\right\rangle\right)  \tag{55}\\
+\frac{1}{2}\left|-{ }_{\mathrm{u}} \varepsilon\right\rangle\left(\alpha_{\varepsilon}\left|\varepsilon_{00}\right\rangle+\alpha_{\varepsilon}\left|\varepsilon_{11}\right\rangle-\beta_{\varepsilon}\left|\varepsilon_{01}\right\rangle-\beta_{\varepsilon}\left|\varepsilon_{10}\right\rangle\right)
\end{gather*}
$$

Correspondingly, the operation of the attacker $\Theta_{2}$ and $\eta$ on the transmitted information particle $n$ is given by (Eqs. (56)-(59))

$$
\begin{align*}
& \left|0_{n} \eta\right\rangle \rightarrow \alpha_{\eta}\left|0_{\mathrm{n}} \eta_{00}\right\rangle+\beta_{\eta}\left|1_{\mathrm{n}} \eta_{01}\right\rangle  \tag{56}\\
& \left|1_{\mathrm{n}} \eta\right\rangle \rightarrow \beta_{\eta}\left|0_{\mathrm{n}} \eta_{10}\right\rangle+\alpha_{\eta}\left|1_{\mathrm{n}} \eta_{11}\right\rangle \tag{57}
\end{align*}
$$

$$
\begin{align*}
\left|+{ }_{n} \eta\right\rangle \rightarrow & \frac{1}{2}\left|+{ }_{n}\right\rangle\left(\alpha_{\eta}\left|\eta_{00}\right\rangle+\alpha_{\eta}\left|\eta_{11}\right\rangle+\beta_{\eta}\left|\eta_{01}\right\rangle+\beta_{\eta}\left|\eta_{10}\right\rangle\right) \\
& +\frac{1}{2}\left|-{ }_{n}\right\rangle\left(\alpha_{\eta}\left|\eta_{00}\right\rangle-\alpha_{\eta}\left|\eta_{11}\right\rangle-\beta_{\eta}\left|\eta_{01}\right\rangle+\beta_{\eta}\left|\eta_{10}\right\rangle\right)  \tag{58}\\
\left|-{ }_{n} \eta\right\rangle \rightarrow & \frac{1}{2}\left|+{ }_{n}\right\rangle\left(\alpha_{\eta}\left|\eta_{00}\right\rangle-\alpha_{\eta}\left|\eta_{11}\right\rangle+\beta_{\eta}\left|\eta_{01}\right\rangle-\beta_{\eta}\left|\eta_{10}\right\rangle\right) \\
& +\frac{1}{2}\left|-{ }_{n}\right\rangle\left(\alpha_{\eta}\left|\eta_{00}\right\rangle+\alpha_{\eta}\left|\eta_{11}\right\rangle-\beta_{\eta}\left|\eta_{01}\right\rangle-\beta_{\eta}\left|\eta_{10}\right\rangle\right) \tag{59}
\end{align*}
$$

Correspondingly, applying the unitary operation requires the following conditions see (Eqs. (60)-(62))

$$
\begin{gather*}
\left|\alpha_{\varepsilon}^{2}\right|+\left|\beta_{\varepsilon}^{2}\right|=1,\left|\alpha_{\eta}^{2}\right|+\left|\beta_{\eta}^{2}\right|=1  \tag{60}\\
\left\langle\varepsilon_{00} \mid \varepsilon_{10}\right\rangle+\left\langle\varepsilon_{01} \mid \varepsilon_{11}\right\rangle=0  \tag{61}\\
\left\langle\eta_{00} \mid \eta_{10}\right\rangle+\left\langle\eta_{01} \mid \eta_{11}\right\rangle=0 \tag{62}
\end{gather*}
$$

As well for the shorten discussion, supposes that equations for orthogonal conditions and equations for non-orthogonal conditions are given by (Eqs. (63, 64)) and (Eqs. $(65,66)$ ) respectively.

$$
\begin{gather*}
\left\langle\varepsilon_{00} \mid \varepsilon_{01}\right\rangle=\left\langle\varepsilon_{10} \mid \varepsilon_{11}\right\rangle=\left\langle\varepsilon_{00} \mid \varepsilon_{10}\right\rangle=\left\langle\varepsilon_{01} \mid \varepsilon_{11}\right\rangle=0  \tag{63}\\
\left\langle\eta_{00} \mid \eta_{01}\right\rangle=\left\langle\eta_{10} \mid \eta_{11}\right\rangle=\left\langle\eta_{00} \mid \eta_{10}\right\rangle=\left\langle\eta_{01} \mid \eta_{11}\right\rangle=0  \tag{64}\\
\left\langle\varepsilon_{00} \mid \varepsilon_{11}\right\rangle=\cos \theta_{\varepsilon},\left\langle\varepsilon_{01} \mid \varepsilon_{10}\right\rangle=\cos \varphi_{\varepsilon}  \tag{65}\\
\left\langle\eta_{00} \mid \eta_{11}\right\rangle=\cos \theta_{\eta},\left\langle\eta_{01} \mid \eta_{10}\right\rangle=\cos \varphi_{\eta} \tag{66}
\end{gather*}
$$

When the two-bit key $A_{i} A_{i+1}=00$, so the resulting decoding state by the quantum server is given by (Eqs. $(67,68)$ )

$$
\begin{equation*}
\left.\left|\Phi_{q u}^{00}\right\rangle=\not \mathscr{Q}_{0} \Theta_{2}\left\{\notin ⿻_{0}\left[\Theta_{1}\left(\left|\Phi_{q u}^{+}\right\rangle|\varepsilon\rangle\right)| | \phi_{\mathrm{n}}\right\rangle\right]|\eta\rangle\right\} \tag{67}
\end{equation*}
$$

$$
\begin{align*}
\left|\Phi_{q u}^{00}\right\rangle= & \frac{1}{\sqrt{2}}\left(\alpha_{\varepsilon} \alpha_{\eta}\left|0_{\mathrm{q}} 0_{\mathrm{u}} 0_{\mathrm{n}} \varepsilon_{00} \eta_{00}\right\rangle+\alpha_{\varepsilon} \beta_{\eta}\left|0_{\mathrm{q}} 0_{\mathrm{u}} 1_{\mathrm{n}} \varepsilon_{00} \eta_{01}\right\rangle\right. \\
& +\beta_{\varepsilon} \beta_{\eta}\left|0_{\mathrm{q}} 1_{\mathrm{u}} 0_{\mathrm{n}} \varepsilon_{01} \eta_{10}\right\rangle+\beta_{\varepsilon} \alpha_{\eta}\left|0_{\mathrm{q}} 1_{\mathrm{u}} 1_{\mathrm{n}} \varepsilon_{01} \eta_{11}\right\rangle  \tag{68}\\
& +\beta_{\varepsilon} \alpha_{\eta}\left|1_{\mathrm{q}} 0_{\mathrm{u}} 1_{\mathrm{n}} \varepsilon_{10} \eta_{00}\right\rangle+\beta_{\varepsilon} \beta_{\eta}\left|1_{\mathrm{q}} 0_{\mathrm{u}} 0_{\mathrm{n}} \varepsilon_{01} \eta_{01}\right\rangle \\
& \left.+\alpha_{\varepsilon} \alpha_{\eta}\left|1_{\mathrm{q}} 1_{\mathrm{u}} 1_{\mathrm{n}} \varepsilon_{11} \eta_{10}\right\rangle+\alpha_{\varepsilon} \alpha_{\eta}\left|1_{\mathrm{q}} 1_{\mathrm{u}} 0_{\mathrm{n}} \varepsilon_{11} \eta_{11}\right\rangle\right)
\end{align*}
$$

The attacker will be discovered if the transmitted particle state is not $\left|0_{n}\right\rangle$, in such situation, the possibility of distinguishing the attacker when $A_{i} A_{i+1}=00$ is given by (Eq. (69))

$$
\begin{equation*}
\dot{\mathrm{P}}_{\text {Total }}\left(\mathrm{A}_{\mathrm{i}} \mathrm{~A}_{\mathrm{i}+1}=00\right)=\left(\alpha_{\varepsilon} \beta_{\eta}\right)^{2}+\left(\beta_{\varepsilon} \alpha_{\eta}\right)^{2} \tag{69}
\end{equation*}
$$

By applying the similar sequences from (Eq. (67) to Eq. (69)) for $A_{i} A_{i+1}=01$ showing that the possibility of distinguishing the attacker is equivalent to $\dot{\mathrm{P}}_{\text {Total }}\left(A_{i} A_{i+1}=00\right)$. The possibility of distinguishing the attacker when $A_{i} A_{i+1}=10$ is given by (Eq. (70))

$$
\begin{align*}
\dot{\mathrm{P}}_{\text {Total }}\left(\mathrm{A}_{i} \mathrm{~A}_{i+1}=10\right)= & \frac{1}{2}\left[\left(\alpha_{\varepsilon} \beta_{\eta}\right)^{2}\left(1+\cos \theta_{\varepsilon}\right)+\left(\beta_{\varepsilon} \beta_{\eta}\right)^{2}\left(1+\cos \varphi_{\varepsilon}\right)\right.  \tag{70}\\
& \left.+\left(\alpha_{\varepsilon} \alpha_{\eta}\right)^{2}\left(1-\cos \theta_{\varepsilon}\right)+\left(\beta_{\varepsilon} \alpha_{\eta}\right)^{2}\left(1-\cos \varphi_{\varepsilon}\right)\right]
\end{align*}
$$

By applying the similar sequences from (Eqs. (67)-(69)) for $A_{i} A_{i+1}=11$ showing that the possibility of distinguishing the attacker is equivalent to $\dot{\mathrm{P}}_{\text {Total }}\left(A_{i} A_{i+1}=10\right)$. From the above equations, we can conclude that when $A_{i}=0$ the possibility of distinguishing the attacker is equivalent to $\left(\alpha_{\varepsilon} \beta_{\eta}\right)^{2}+\left(\beta_{\varepsilon} \alpha_{\eta}\right)^{2}$ $\left(\alpha_{\varepsilon} \beta_{\eta}\right)^{2}+\left(\beta_{\varepsilon} \alpha_{\eta}\right)^{2}$ and when $A_{i}=1$ is equivalent to $\frac{1}{2}\left[\left(\alpha_{\varepsilon} \beta_{\eta}\right)^{2}\left(1+\cos \theta_{\varepsilon}\right)+\left(\beta_{\varepsilon} \beta_{\eta}\right)^{2}\right.$ $\left.\left(1+\cos \varphi_{\varepsilon}\right)+\left(\alpha_{\varepsilon} \alpha_{\eta}\right)^{2}\left(1-\cos \theta_{\varepsilon}\right)+\left(\beta_{\varepsilon} \alpha_{\eta}\right)^{2}\left(1-\cos \varphi_{\varepsilon}\right)\right]$ as illustrated in Fig. 10.

By combining Eqs. (69) and (70), we can calculate the total possibility for discovering the attacker in the authentication process which is given by (Eq. (71))

$$
\begin{equation*}
\dot{\mathrm{P}}_{\text {Total }}=1 / 2\left[\dot{\mathrm{P}}_{\text {Total }}\left(A_{i}=0\right)+\dot{\mathrm{P}}_{\text {Total }}\left(A_{i}=1\right)\right] \tag{71}
\end{equation*}
$$

If the attacker would like to minimize his detection probability then the attacker has to adjust $\dot{\mathrm{P}}_{\text {Total }}$ as minimum discovering probability see (Eq. (72)). Equation (72) is calculated under the condition of $\alpha_{\varepsilon}=\alpha_{\eta}=1$

$$
\begin{equation*}
\text { Total }=\operatorname{Min}\left(\dot{\mathrm{P}}_{\text {Total }}\right)=\frac{1}{4}\left(1-\cos \theta_{\varepsilon}\right) \tag{72}
\end{equation*}
$$



$$
\begin{aligned}
& \left(\alpha_{\varepsilon} \beta_{n}\right)^{2}+\left(\beta_{\varepsilon} \alpha_{n}\right)^{2} \\
& \frac{1}{2}\left[\left(\alpha_{\varepsilon} \beta_{\eta}\right)^{2}\left(1+\cos \theta_{\varepsilon}\right)+\left(\beta_{\varepsilon} \beta_{\eta}\right)^{2}\left(1+\cos \varphi_{\varepsilon}\right)\right. \\
& \left.+\left(\alpha_{\varepsilon} \alpha_{\eta}\right)^{2}\left(1-\cos \theta_{\varepsilon}\right)+\left(\beta_{\varepsilon} \alpha_{n}\right)^{2}\left(1-\cos \varphi_{\varepsilon}\right)\right]
\end{aligned}
$$

Fig. 10 Relation between two-bit key $A_{i} A_{i+1}$ and $\dot{\mathrm{P}}_{\text {Total }}$

From Eq. (72) it is shown that $\operatorname{Min}\left(\dot{\mathrm{P}}_{\text {Total }}\right)$ is depends on $\cos \theta_{\varepsilon}$ and unrelated to $\theta_{\eta}$. So, the attacker's total information amount on the transmitted key bits between the quantum server and the disjoint user can be estimated by (Eq. (73)).

$$
\begin{equation*}
\mathfrak{I}\left(A_{K}, \Theta_{\text {Total }}\right)=\sum_{x, y}{ }^{\prime} \mathrm{P}\left(A_{K}, \Theta_{\text {Total }}\right) \log _{2} \frac{\mathrm{P}\left(A_{K}, \Theta_{\text {Total }}\right)}{\mathrm{P}\left(A_{K}\right)^{\prime} \mathrm{P}\left(\Theta_{\text {Total }}\right)} \tag{73}
\end{equation*}
$$

Where $\Theta_{\text {Total }}$ represents the total operation performed by the attacker $\Theta_{1}$ and $\Theta_{2}$, $x$ represents the key values $(00,01,10,11)$ with probability ${ }^{\prime} \mathrm{P}(x)=\frac{1}{4}, A_{K}$ indicates the selected random values from variable $x, y=\varepsilon_{i j} \eta_{\mu \tau}$ with $i, j, \mu, \tau \in\{0,1\}$ which represents 16 possibilities of the mutual measurement output of the attacker at positions $\Theta_{1}$ and $\Theta_{2}$. For retrieving the value of attacker's total amount of information from Eq. (73). We should only attain the ${ }^{\prime} \mathrm{P}\left(A_{K}\right)$ and ${ }^{\prime} \mathrm{P}\left(\Theta_{\text {Total }} \mid A_{K}\right)$ by (Eq. (74))

$$
\begin{equation*}
' \mathrm{P}\left(A_{K}, \Theta_{\text {Total }}\right)=' \mathrm{P}\left(A_{K}\right)^{\prime} \mathrm{P}\left(\Theta_{\text {Total }} \mid A_{K}\right) \tag{74}
\end{equation*}
$$

Assuming a special case ${ }^{\prime} \mathrm{P}\left(\varepsilon_{00} \eta_{00} \mid 00\right)$ by substituting in Eq. (68), the minimum detection probability of the attacker's total operation $\Theta_{\text {Total }}$ is either $\varepsilon_{00} \eta_{00}$ or ${ }^{\prime} \mathrm{P}_{11} \eta_{11}$ with equal possibility of $1 / 2$ when $A_{2 i-1} A_{2 i}=00$ see (Eq. (75))

$$
\begin{equation*}
\left|\Phi_{\text {Total }_{q u^{u}}{ }^{00}}\right\rangle=\frac{1}{\sqrt{2}}\left(\left|0_{q} 0_{u} 0_{n} \varepsilon_{00} \eta_{00}\right\rangle+\left|1_{q} 1_{u} 0_{n} \varepsilon_{11} \eta_{11}\right\rangle\right. \tag{75}
\end{equation*}
$$

Since $\left\langle\varepsilon_{00} \mid \varepsilon_{11}\right\rangle=\cos \theta_{\varepsilon}$ from Eq. (65) so,

$$
\begin{equation*}
' \mathrm{P}\left(\varepsilon_{00} \eta_{00} \mid 00\right)=\left(1+\sin \theta_{\varepsilon}\right) / 2 \tag{76}
\end{equation*}
$$

Since ${ }^{\prime} \mathrm{P}(x)=\frac{1}{4}$, so ${ }^{\prime} \mathrm{P}(00)=\frac{1}{4}$ and from (Eq. (76)) ${ }^{\prime} \mathrm{P}\left(\varepsilon_{00} \eta_{00} \mid 00\right)=\left(1+\sin \theta_{\varepsilon}\right) / 2$. Therefore, by substitution in Eq. (74), the value of attacker's total amount of information on the transmitted key values $A_{2 i-1} A_{2 i}=00$ is given by (Eq. (77))

$$
\begin{equation*}
' \mathrm{P}\left(00, \varepsilon_{00} \eta_{00}\right)=^{\prime} \mathrm{P}(00)^{\prime} \mathrm{P}\left(\varepsilon_{00} \eta_{00} \mid 00\right)=\frac{1+\sin \theta_{\varepsilon}}{8} \tag{77}
\end{equation*}
$$

By the same way when $A_{2 i-1} A_{2 i}=01$ the attacker's measurement output can be $\varepsilon_{00} \eta_{11}$ or $\varepsilon_{11} \eta_{00}$, as well when $A_{2 i-1} A_{2 i}=10 \mid 11$ one of four probable outputs $\left\{\varepsilon_{00} \eta_{00}, \varepsilon_{00} \eta_{11}, \varepsilon_{11} \eta_{00}, \varepsilon_{11} \eta_{11}\right\}$. Consequently, the joint gained information by attacker's total operation $\Theta_{\text {Total }}$ is given by (Eq. (78))

$$
\begin{equation*}
\mathfrak{T}=\frac{1}{4}\left[\left(1+\sin \theta_{\varepsilon}\right) \log _{2}\left(1+\sin \theta_{\varepsilon}\right)+\left(1-\sin \theta_{\varepsilon}\right) \log _{2}\left(1-\sin \theta_{\varepsilon}\right)\right] \tag{78}
\end{equation*}
$$

Table 14 Correlation between joint information $\mathfrak{T}$ and the minimum discovering probability Total

| Total | $5 \%$ | $10 \%$ | $15 \%$ | $20 \%$ | $25 \%$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathfrak{T}$ <br> (bits) | 0.139 | 0.2655 | 0.378795 | 0.459653 | 0.5 |

Fig. 11 Correlation between joint information $\mathfrak{T}$ (Bits) and the minimum discovering probability Total (\%)


Since $\sin \theta_{\varepsilon}=\sqrt{8 \times \text { Total }-16 \times \text { Total }^{2}}$, by substitution in Eq. (78)

$$
\begin{align*}
\mathfrak{T}= & \frac{1}{4}\left[\left(1+\sqrt{8 \times \text { Total }-16 \times \text { Total }^{2}}\right) \log _{2}\left(1+\sqrt{8 \times \text { Total }-16 \times \text { Total }^{2}}\right)\right.  \tag{79}\\
& \left.+\left(1-\sqrt{8 \times \text { Total }-16 \times \text { Total }^{2}}\right) \log _{2}\left(1-\sqrt{8 \times \text { Total }-16 \times \text { Total }^{2}}\right)\right]
\end{align*}
$$

The correlation between the joint information $\mathfrak{T}$ and the minimum discovering probability Total for the attacker is shown in Table 14 and Fig. 11. It is shown Fig. 11 that the possibility for discovering the attacker while attempting for retrieving any information about the key bits is equal to non-zero. For example if Total $=25 \%$ means the attacker can gain maximal joint information $\mathfrak{I}=0.5$ bits on the transmitted keys between the quantum server and disjoint user.

In the case of the attacker positively receiving the transmission key $A_{K}$ between the quantum server and disjoint user, so for each transmitted key, the attacker has to determine which two-bits are used. As per the attacker's measurement output $y=\varepsilon_{i j} \eta_{\mu \tau}$ with $i, j, \mu, \tau \in\{0,1\}$ and key values are $(00,01,10,11)$, he can estimate the possibility of the key bits. For instance, if $y=\varepsilon_{00} \eta_{11}$ then the attacker can estimate that the transmitted key bits are either 00,10 or 11 with occurrence possibility $0.5,0.25$ and 0.25 correspondingly. By assuming that the attacker chooses the possibility for detecting transmitted key values 00 or 01 is ' P and for detecting 10 and 11 is $1-{ }^{\prime} \mathrm{P}$ and take into account the inconclusive measurement output. Therefore, the total estimation probability ' $\mathrm{P}_{e}$ of $A_{K}$ is given by (Eq. (80))

$$
\begin{equation*}
\mathrm{P}_{e}=\frac{\left(1+\sin \theta_{\varepsilon}\right)}{2}\left[\frac{1}{2} \mathrm{P}+\frac{1}{4}\left(1-{ }^{\prime} \mathrm{P}\right)\right]+\frac{\left(1-\sin \theta_{\varepsilon}\right)}{2}\left[\frac{1}{4}\left(1-{ }^{\prime} \mathrm{P}\right)\right] \tag{80}
\end{equation*}
$$

Table 15 Correlation between maximized total estimation probability ${ }^{\prime} \mathrm{P}_{e}^{m}$ and

| Total | $0 \%$ | $5 \%$ | $10 \%$ | $12.5 \%$ | $25 \%$ | $50 \%$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| ${ }^{\prime} \mathrm{P}_{e}^{m}$ | 0.25 | 0.40 | 0.45 | 0.19 | 0.50 | 0.25 | the minimum discovering probability Total

Fig. 12 Correlation between maximized total estimation probability ${ }^{\prime} \mathrm{P}_{e}^{m}$ and the minimum discovering probability Total


Total Maximized Total Estimation Probability

By simplification of Eq. (80), ${ }^{\prime} \mathrm{P}_{e}$ of $A_{K}$ is given by (Eq. (81)),

$$
\begin{equation*}
\mathrm{P}_{e}=\frac{1}{8}\left[\left(\sin \theta_{\varepsilon}(3 \times ' \mathrm{P}-1)+2\right]\right. \tag{81}
\end{equation*}
$$

If ' $\mathrm{P}=1$ indicates that the total estimation probability ${ }^{\prime} \mathrm{P}_{e}$ is maximized see (Eq. (82))

$$
\begin{equation*}
\mathrm{P}_{e}^{m}=\frac{1}{4}\left(\sqrt{8 \times \text { Total }-16 \times \text { Total }^{2}}+1\right) \tag{82}
\end{equation*}
$$

Table 15 and Fig. 12 show the Correlation between Maximized Total Estimation Probability ${ }^{\prime} \mathrm{P}_{e}^{m}$ and the minimum discovering probability Total. From both, we can conclude that when the total estimation probability is maximized which meant reaching to one, the attacker can positively maximum retrieving 0.5 bits of the transmitted key $A_{K}$ while the maximum total estimation probability ${ }^{\prime} \mathrm{P}_{e}^{m}$ equals to $25 \%$.

Therefore, the probability of the attacker for successfully retrieving the transmitted keys ${ }^{\prime} \mathrm{P}_{e}^{r}$ for $A_{k}=\left\{A_{1}, A_{2}, A_{3} \ldots A_{2 N}\right\}$ are expressed as in (Eq. (83)).

$$
\begin{equation*}
\mathrm{P}_{e}^{r}=\left[\mathrm{P}_{e}^{m}(1-\text { Total })\right]^{N / 2} \tag{83}
\end{equation*}
$$

By substituting (Eq. (82)) in equation (Eq. (83)), so

$$
\begin{equation*}
\mathrm{P}_{e}^{r}=\left[\frac{1}{4}\left(\sqrt{8 \times \text { Total }-16 \times \text { Total }^{2}}+1\right)(1-\text { Total })\right]^{N / 2} \tag{84}
\end{equation*}
$$



Fig. 13 Relation between ${ }^{\prime}{ }^{r}{ }_{e}^{r}, N=[2,4,8,16]$ and Total $=[0,12.5,25,50] \%$

Figure 13 shows the relation between ${ }^{\prime} \mathrm{P}_{e}^{r}, \quad N=[2,4,8,16]$ and Total $=[0,12.5,25,50] \%$. The relation illustrates that if the minimum discovery probability is equal to $[0,12.5,25,50] \%$ and $=2$, so the maximum values for successfully retrieving the information of the transmitted keys $A_{k}$ by the attacker are [ $0.25,4.08 \times 10^{-1}, 4.08 \times 10^{-1}, 1.25 \times 10^{-1}$ ] respectively. Also, for $=16$, the maximum successfully of retrieving information of the transmitted keys $A_{k}$ by the attacker is $\left[1.53 \times 10^{-5}, 7.7 \times 10^{-4}, 3.91 \times 10^{-4}, 5.96 \times 10^{-8}\right]$ respectively. So,


Relation between ${ }^{\prime} \mathrm{P}_{e}{ }^{r}$ and $N$ while ${ }^{'} \mathrm{P}_{e}{ }^{m}=$ 50\% and Total $=[0,12.5,25,50] \%$


Relation between $\mathrm{P}_{e}{ }^{r}$ and $N$ while ${ }^{\mathrm{P}}{ }_{e}{ }^{m}=$ 12.5 \% and Total $=[0,12.5,25,50] \%$


Relation between ${ }^{\prime}{ }_{e}{ }^{r}$ and $N$ while ${ }^{\prime} \mathrm{P}_{e}{ }^{m}$
$=25 \%$ and Total $=[0,12.5,25,50] \%$


Relation between $\mathrm{P}_{e}{ }^{r}$ and $N$ while ${ }^{\prime} \mathrm{P}_{e}{ }^{m}$
$=37.5 \%$ and Total $=[0,12.5,25,50] \%$


Total $=12.5 \%, \mathrm{Max} \mathbf{P}=0.25$
Total $=0 \%$, Max P- 0.5
Total $-50 \%$, Maxp $=0.5$
ETotal $-25 \%$, Max $P=0.125$
Total $-12.5 \%$, Max $\mathcal{P}=0.375$
Trotal - $25 \%$, Max P $=0.25$
ETotal $=12.5 \%, \operatorname{Max} P=0.5$
Yotal $-0 \%, M a x P=0.125$



Fig. 14 Relation between ' $\mathrm{P}_{e}^{r}$ and $N$ while ${ }^{\prime} \mathrm{P}_{e}^{m}=[12.5,25,37.5,50] \%$ and Total $=[0,12.5,25,50] \%$


日Total $-62.5 \%, M a x P=0.25$ 日 Total $-75 \%, M a x P=0.25$ Total $=87.5 \%, M a x P=0.25$
Relation between ${ }^{\mathrm{P}}{ }_{e}{ }^{r}$ and $N$ while ${ }^{\mathrm{P}}{ }_{e}{ }^{m}=$ $25 \%$ and Total $=[62.5,75,87.5] \%$


ETotal $=62.5 \%, \operatorname{Max} \mathrm{P}=0.125$ 日 Total $=75 \%, \operatorname{Max} \mathrm{P}=0.125 \mathrm{C}$ Total $=87.5 \%, \mathrm{MaxP}=0.125$
Relation between ${ }^{\prime} \mathrm{P}_{e}{ }^{r}$ and $N$ while ${ }^{\mathrm{P}} \mathrm{P}_{e}{ }^{m}=$ 12． $5 \%$ and Total $=[62.5,75,87.5] \%$


ETotal $=62.5 \%, \mathrm{Max} P=0.5$－Total $=75 \%$, Max $P=0.5$ 日total $=87.5 \%$, Max $P=0.5$
Relation between $\mathrm{P}_{e}{ }^{r}$ and $N$ while ${ } \mathrm{P}_{e}{ }^{m}=$ $50 \%$ and Total $=[62.5,75,87.5] \%$


Relation between ${ }^{\mathrm{P}}{ }_{e}{ }^{r}$ and $N$ while ${ }^{~} \mathrm{P}_{e}{ }^{m}=$
$37.5 \%$ and Total $=[62.5,75,87.5] \%$


Fig． 15 Relation between ${ }^{\prime} \mathrm{P}_{e}^{r}$ and $N$ while ${ }^{\prime} \mathrm{P}_{e}^{m}=[12.5,25,37.5,50] \%$ and Total $=[62.5,75,87.5] \%$
while the number of transmitted bits increasing，the possibility for successfully retrieving the transmitted information is decreased．

Figure 14 shows the relation between ${ }^{\prime} \mathrm{P}_{e}^{r}$ and $N$ while ${ }^{\prime} \mathrm{P}_{e}^{m}=[12.5,25,37.5,50] \%$ and Total $=[0,12.5,25,50] \%$ ．The relation illustrates the maximum and minimum values for successfully retrieving the information of the transmitted keys $A_{k}$ by the
attacker while $N=[2,4,8,16]$ is $\left[0.5,0.25,0.0625,3.91 \times 10^{-3}\right] \quad$ and $\left[0.0625,3.91 \times 10^{-3}, 1.53 \times 10^{-5}, 2.32 \times 10^{-10}\right]$ respectively. We can conclude that all maximum values are corresponding when ${ }^{\prime} \mathrm{P}_{e}^{m}$ and Total equal to $[50,0] \%$. So, the attacker can gain maximum information about the transmitted keys $A_{k}$ at this situation. Furthermore, the minimum value for the attacker to gain maximum information about the transmitted keys $A_{k}\left[2.32 \times 10^{-10}\right]$ is corresponding when the value of ${ }^{\prime} \mathrm{P}_{e}^{m}$ and Total equal to $[12.5,50] \%$.

Figure 15 shows the relation between ${ }^{\prime} \mathrm{P}_{e}^{r}$ and $N$ while ${ }^{\prime} \mathrm{P}_{e}^{m}=[12.5,25,37.5,50] \%$ and Total $=[62.5,75,87.5] \%$. The relation illustrates the maximum and minimum values for successfully retrieving the information of the transmitted keys $A_{k}$ by the attacker while $N=[2,4,8,16]$ is $\left[1.87 \times 10^{-1}, 3.51 \times 10^{-2}, 1.23 \times 10^{-3}\right.$, $\left.1.53 \times 10^{-6}\right]$ and $\left[1.56 \times 10^{-2}, 2.5 \times 10^{-4}, 5.96 \times 10^{-8}, 3.55 \times 10^{-15}\right]$ respectively. From Fig. 15, we can conclude that all maximum and minimum values are corresponding when ${ }^{\prime} \mathrm{P}_{e}^{m}$ and Total equal to $[50,62.5] \%$ and $[12.5,87.5] \%$ respectively. So, the attacker can gain maximum information about the transmitted keys $A_{k}$ when ${ }^{\prime} \mathrm{P}_{e}^{m}$ and Total equal to $[50,62.5] \%$ and minimum when ${ }^{\prime} \mathrm{P}_{e}^{m}$ and Total equal to $[12.5,87.5] \%$.

From Figs. 16 and 17, we can conclude that while the number of transmitted key bits $N$ becomes larger, the possibility for successfully retrieving $A_{k}$ becomes smaller and reach zero. So, the attacker will not reveal an enormous amount of information which can be ignored and avoided by updating key between the disjoint user and the quantum server periodically. In this case, the information of the attacker on the old key will be useless.
$\square$ Total $=0 \%$, Max $^{\prime} \mathrm{P}=0.625$

- Total $=50 \%$, Max $P=0.625$
-Total $=25 \%$, Max $P=0.75$
-Total $=12.5 \%$, Max $P=0.875$
$\square$ Total $=62.5 \%$, Max ${ }^{-} \mathrm{P}=0.625$
Total $=62.5 \%$, Max $^{\top} \mathrm{P}=0.75$
-Total $=62.5 \%$, Max $^{-} P=0.875$
- Total $=12.5 \%, \operatorname{Max} P=0.625$
- Total $=0 \%$, Max $^{\prime} \mathrm{P}=0.75$ 붑 Total $=50 \%$, Max $^{\prime} \mathrm{P}=0.75$
-Total $=25 \%, \operatorname{Max} P=0.875$ Total $=75 \%$, Max'P $=0.625$ $\square$ Total $=75 \%$, Max $^{\prime} \mathrm{P}=0.75$ -Total $=75 \%$, Max $^{\top}$ P $=0.875$
$\square$ Total $=25 \%, \operatorname{Max}^{\prime} \mathrm{P}=0.625$ -Total $=12.5 \%$, Max $P=0.75$ -Total $=0 \%$, Max ${ }^{\prime} \mathrm{P}=0.875$ Total $=50 \%$, Max $P=0.875$ Total $=87.5 \%$, Max $P=0.625$ Total $=87.5 \%$, Max $^{\prime} \mathrm{P}=0.75$
-Total $=87.5 \%$, Max ${ }^{-}$P $=0.875$


Fig. 16 Relation between ${ }^{\prime} \mathrm{P}_{e}^{r}$ and $N$ while ${ }^{\prime} \mathrm{P}_{e}^{m}=[62.5,75,87.5] \%$ and Total $=[0,12.5,25$, 37.5, 50, 62.5, 75, 87.5]\%


Fig. 17 Combined relation of Figs. 14, 15 and 16

## 7 Communication Process Security Analysis

After $u_{j}$ retrieves the original sent secret bits which sent by $u_{i}, u_{i}$ informs $u_{j}$ about the positions of the transmitted particles and the selected unitary transformation applied on them. Afterward, $u_{j}$ verifies the selected particles by $u_{i}$ and obtains an approximation of error percentage in the communication process. If the error percentage under the specified threshold, both $u_{i}$ and $u_{j}$ can continue the transmission of secret messages. Otherwise, the communication process will be terminated. If an attacker tries to spy on the transmitted $G H Z$ particles, the attacker at most can obtain one particle. So, the attacker couldn't decide which operation is applied by $u_{i}$ consequently couldn't retrieve any transmitted secret bits. Suppose that the attacker applies an operation $\Theta_{u_{i} A}$ on $u_{i}$ and his qubit $|A\rangle$ see (Eq. (85))

$$
\begin{align*}
& \left|0_{A} \varepsilon\right\rangle_{u_{i} A} \rightarrow \alpha_{\varepsilon}|0\rangle_{u_{i}}\left|\varepsilon_{00}\right\rangle_{A}+\beta_{\varepsilon}|1\rangle_{u_{i}}\left|\varepsilon_{01}\right\rangle_{A} \\
& \left|1_{A} \varepsilon\right\rangle_{u_{i} A} \rightarrow \beta_{\varepsilon}^{\prime}|0\rangle_{u_{i}}\left|\varepsilon_{10}\right\rangle_{A}+\alpha_{\varepsilon}^{\prime}|1\rangle_{u_{i}}\left|\varepsilon_{11}\right\rangle_{A} \tag{85}
\end{align*}
$$

Correspondingly, applying the unitary operation requires the following conditions $\left|\alpha_{\varepsilon}^{2}\right|+\left|\beta_{\varepsilon}^{2}\right|=1$ and $\left|\alpha_{\varepsilon}^{\prime 2}\right|+\left|\beta_{\varepsilon}^{\prime 2}\right|=1$

So, the state of the protocol is transformed as follow, Firstly, the states after $u_{i}$ made a unitary operation see (Eq. (86))

$$
\begin{gather*}
\left|\Psi_{1}\right\rangle_{i q j A}=\Theta_{u_{i}}\left|\Psi_{i q j}\right\rangle \otimes|A\rangle_{A} \\
=1 / 2\left(|000\rangle_{i q j} \mp|100\rangle_{i q j}+|011\rangle_{i q j} \pm|111\rangle_{i q j}\right) \otimes|A\rangle_{A} \tag{86}
\end{gather*}
$$

Secondly, the states after the attacker applies a unitary transformation on $u_{i}$ and his qubit $|A\rangle$ see (Eqs. $(87,88)$ )

$$
\begin{align*}
& \left|\Psi_{2}\right\rangle_{i q j A}=\left|\Theta_{u_{i} A} \Psi_{1}\right\rangle_{i q j A} \\
& =1 / 2\left[\binom{|000\rangle_{i q j}\left(\alpha_{\varepsilon}\left|\varepsilon_{00}\right\rangle \pm \beta_{\varepsilon}^{\prime}\left|\varepsilon_{01}\right\rangle\right)_{A}+|100\rangle_{i q j}\left(\beta_{\varepsilon}\left|\varepsilon_{01}\right\rangle \pm \alpha_{\varepsilon}^{\prime}\left|\varepsilon_{11}\right\rangle\right)_{A}}{+|011\rangle_{i q j}\left(\alpha_{\varepsilon}\left|\varepsilon_{00}\right\rangle \mp \beta_{\varepsilon}^{\prime}\left|\varepsilon_{01}\right\rangle\right)_{A}+|111\rangle_{i q j}\left(\beta_{\varepsilon}\left|\varepsilon_{01}\right\rangle \mp \alpha_{\varepsilon}^{\prime}\left|\varepsilon_{11}\right\rangle\right)_{A}}\right]  \tag{87}\\
& =\frac{1}{2 \sqrt{2}}\left[\begin{array}{c}
\left|\phi_{i j}^{+}\right\rangle\left\{\begin{array}{c}
|+\rangle_{q}\left(\alpha_{\varepsilon}\left|\varepsilon_{00}\right\rangle \pm \beta_{\varepsilon}^{\prime}\left|\varepsilon_{01}\right\rangle+\beta_{\varepsilon}\left|\varepsilon_{01}\right\rangle \mp \alpha_{\varepsilon}^{\prime}\left|\varepsilon_{11}\right\rangle\right)_{A} \\
+ \\
|-\rangle_{q}\left(\alpha_{\varepsilon}\left|\varepsilon_{00}\right\rangle \pm \beta_{\varepsilon}^{\prime}\left|\varepsilon_{01}\right\rangle-\beta_{\varepsilon}\left|\varepsilon_{01}\right\rangle \pm \alpha_{\varepsilon}^{\prime}\left|\varepsilon_{11}\right\rangle\right)_{A}
\end{array}\right\}+ \\
\left|\phi_{i j}^{-}\right\rangle\left\{\begin{array}{c}
|+\rangle_{q}\left(\alpha_{\varepsilon}\left|\varepsilon_{00}\right\rangle \pm \beta_{\varepsilon}^{\prime}\left|\varepsilon_{01}\right\rangle-\beta_{\varepsilon}\left|\varepsilon_{01}\right\rangle \pm \alpha_{\varepsilon}^{\prime}\left|\varepsilon_{11}\right\rangle\right)_{A} \\
+ \\
|-\rangle_{q}\left(\alpha_{\varepsilon}\left|\varepsilon_{00}\right\rangle \pm \beta_{\varepsilon}^{\prime}\left|\varepsilon_{01}\right\rangle+\beta_{\varepsilon}\left|\varepsilon_{01}\right\rangle \mp \alpha_{\varepsilon}^{\prime}\left|\varepsilon_{11}\right\rangle\right)_{A}
\end{array}\right\}+ \\
\left|\Psi_{i j}^{+}\right\rangle\left\{\begin{array}{c}
| \rangle_{q}\left(\alpha_{\varepsilon}\left|\varepsilon_{00}\right\rangle \mp \beta_{\varepsilon}^{\prime}\left|\varepsilon_{01}\right\rangle+\beta_{\varepsilon}\left|\varepsilon_{01}\right\rangle \pm \alpha_{\varepsilon}^{\prime}\left|\varepsilon_{11}\right\rangle\right)_{A} \\
- \\
|-\rangle_{q}\left(\alpha_{\varepsilon}\left|\varepsilon_{00}\right\rangle \mp \beta_{\varepsilon}^{\prime}\left|\varepsilon_{01}\right\rangle-\beta_{\varepsilon}\left|\varepsilon_{01}\right\rangle \mp \alpha_{\varepsilon}^{\prime}\left|\varepsilon_{11}\right\rangle\right)_{A}
\end{array}\right\}+ \\
\left|\Psi_{i j}^{-}\right\rangle\left\{\begin{array}{c}
|+\rangle_{q}\left(\alpha_{\varepsilon}\left|\varepsilon_{00}\right\rangle \mp \beta_{\varepsilon}^{\prime}\left|\varepsilon_{01}\right\rangle-\beta_{\varepsilon}\left|\varepsilon_{01}\right\rangle \mp \alpha_{\varepsilon}^{\prime}\left|\varepsilon_{11}\right\rangle\right)_{A} \\
|-\rangle_{q}\left(\alpha_{\varepsilon}\left|\varepsilon_{00}\right\rangle \mp \beta_{\varepsilon}^{\prime}\left|\varepsilon_{01}\right\rangle+\beta_{\varepsilon}\left|\varepsilon_{01}\right\rangle \pm \alpha_{\varepsilon}^{\prime}\left|\varepsilon_{11}\right\rangle\right)_{A}
\end{array}\right\}
\end{array}\right] \tag{88}
\end{align*}
$$

As shown from (Eqs. $(87,88)$ ), the attacker can't gain any information during intercepting the communication process. Also, the attacker introduces an error probability of $1 / 2$ irrespective of the sequence of measurement. For example, suppose that the attacker measurement is the same as $u_{i}$, it means the applied unitary transformation may be $I$ or $Z$. If the measurements are different then the possible applied unitary transformation may be $X$ or $Y$.

## References

1. Bennett, C., Brassard, G.: Quantum cryptography: public key distribution and coin tossing. Theoret. Comput. Sci. 560, 7-11 (2014). doi:10.1016/j.tcs.2014.05.025
2. Nielsen, M., Chuang, I.: Quantum Computation and Quantum Information. Cambridge University Press, Cambridge (2000)
3. Zeng, G.H.: Quantum Cryptology. Science Press (2006)
4. Van Assche, G.: Quantum Cryptography and Secret-key Distillation. Cambridge University Press, Cambridge (2006)
5. Sharbaf, M.S.: Quantum cryptography: a new generation of information technology security system. In: Sixth International Conference on Information Technology: New Generations, ITNG'09, pp. 1644-1648. IEEE (2009)
6. Wootters, W., Zurek, W.: A single quantum cannot be cloned. Nature 299(5886), 802-803 (1982). doi:10.1038/299802a0
7. Bennett, C., Brassard, G., Crépeau, C., Jozsa, R., Peres, A., Wootters, W.: Teleporting an unknown quantum state via dual classical and Einstein-Podolsky-Rosen channels. Phys. Rev. Lett. 70(13), 1895-1899 (1993). doi:10.1103/physrevlett.70.1895
8. Stinson, D.: Cryptography. CRC Press, Boca Raton (1995)
9. Chakrabarty, I.: Teleportation via a mixture of a two qubit subsystem of a N -qubit W and GHZ state. Eur. Phys. J. D 57(2), 265-269 (2010). doi:10.1140/epjd/e2010-00017-8
10. Liang, H., Liu, J., Feng, S., Chen, J.: Quantum teleportation with partially entangled states via noisy channels. Quantum Inf. Process. 12(8), 2671-2687 (2013). doi:10.1007/s11128-013-0555-3
11. Bennett, C., Wiesner, S.: Communication via one- and two-particle operators on Einstein-Podolsky-Rosen states. Phys. Rev. Lett. 69(20), 2881-2884 (1992). doi:10.1103/ physrevlett.69.2881
12. Kaye, P., Laflamme, R.: An Introduction to Quantum Computing. Oxford University Press (2007)
13. Poppe, A., Peev, M., Maurhart, O.: Outline of the SECOQC quantum-key-distribution network in Vienna. Int. J. Quantum Inf. 6(02), 209-218 (2008)
14. Peev, M., Pacher, C., Alléaume, R., Barreiro, C., Bouda, J., Boxleitner, W., Tualle-Brouri, R.: The SECOQC quantum key distribution network in Vienna. New J. Phys. 11(7), 075001 (2009)
15. Elliott, C.: Building the quantum network. New J. Phys. 4(1), 46 (2002)
16. Elliott, C., Colvin, A., Pearson, D., Pikalo, O., Schlafer, J., Yeh, H.: Current Status of the DARPA Quantum Network. In Defense and Security, pp. 138-149. International Society for Optics and Photonics (2005)
17. Metwaly, A.F., Mastorakis, N.E.: Architecture of decentralized multicast network using quantum key distribution and hybrid WDM-TDM. In: Proceedings of the 9th International Conference on Computer Engineering and Applications (CEA'15). Advances in Information Science And Computer Engineering, pp. 504-518 (2015)
18. Metwaly, A.F., Rashad, M.Z., Omara, F.A., Megahed, A.A.: Architecture of multicast centralized key management scheme using quantum key distribution and classical symmetric encryption. Eur. Phys. J. Spec. Top. 223(8), 1711-1728 (2014)
19. Gisin, N., Ribordy, G., Tittel, W., Zbinden, H.: Quantum cryptography. Rev. Mod. Phys. 74 (1), 145 (2002)
20. Boström, K., Felbinger, T.: Deterministic secure direct communication using entanglement. Phys. Rev. Lett. 89(18), 187902 (2002)
21. Deng, F.G., Long, G.L.: Secure direct communication with a quantum one-time pad. Phys. Rev. A 69(5), 052319 (2004)
22. Deng, F.G., Long, G.L., Liu, X.S.: Two-step quantum direct communication protocol using the Einstein-Podolsky-Rosen pair block. Phys. Rev. A 68(4), 042317 (2003)
23. Lucamarini, M., Mancini, S.: Secure deterministic communication without entanglement. Phys. Rev. Lett. 94(14), 140501 (2005)
24. Yan, F.L., Zhang, X.Q.: A scheme for secure direct communication using EPR pairs and teleportation. Eur. Phys. J. B-Condens. Matter Complex Syst. 41(1), 75-78 (2004)
25. Cai, Q.Y.: The Ping-Pong protocol can be attacked without eavesdropping (2004). arXiv: quant-ph/0402052
26. Zhu, A.D., Xia, Y., Fan, Q.B., Zhang, S.: Secure direct communication based on secret transmitting order of particles. Phys. Rev. A 73(2), 022338 (2006)
27. Xue, P., Han, C., Yu, B., Lin, X.M., Guo, G.C.: Entanglement preparation and quantum communication with atoms in optical cavities. Phys. Rev. A 69(5), 052318 (2004)
28. Lee, H., Lim, J., Yang, H.: Quantum direct communication with authentication. Phys. Rev. A 73(4), 042305 (2006)
29. Zhang, Z.J., Liu, J., Wang, D., Shi, S.H.: Comment on "Quantum direct communication with authentication". Phys. Rev. A 75(2), 026301 (2007)
30. Wang, C., Deng, F.G., Li, Y.S., Liu, X.S., Long, G.L.: Quantum secure direct communication with high-dimension quantum superdense coding. Phys. Rev. A 71(4), 044305 (2005)
31. Gao, T., Yan, F.L., Wang, Z.X.: Quantum secure direct communication by EPR pairs and entanglement swapping. Nuovo Cimento B Serie 119, 313 (2004)
32. Ting, G., Feng-Li, Y., Zhi-Xi, W.: A simultaneous quantum secure direct communication scheme between the central party and other M parties. Chin. Phys. Lett. 22(10), 2473 (2005)
33. Wang, C., Deng, F.G., Long, G.L.: Multi-step quantum secure direct communication using multi-particle Green-Horne-Zeilinger state. Optics communications 253(1), 15-20 (2005)
34. Wang, J., Zhang, Q., Tang, C.J.: Quantum secure direct communication based on order rearrangement of single photons. Phys. Lett. A 358(4), 256-258 (2006)
35. Qing-Yu, C., Bai-Wen, L.: Deterministic secure communication without using entanglement. Chin. Phys. Lett. 21(4), 601 (2004)
36. Cai, Q.Y.: Eavesdropping on the two-way quantum communication protocols with invisible photons. Phys. Lett. A 351(1), 23-25 (2006)
37. Long, G.L., Deng, F.G., Wang, C., Li, X.H., Wen, K., Wang, W.Y.: Quantum secure direct communication and deterministic secure quantum communication. Front. Phys. China 2(3), 251-272 (2007)
38. Cai, Q.Y., Li, B.W.: Improving the capacity of the Boström-Felbinger protocol. Phys. Rev. A 69(5), 054301 (2004)
39. Ying, S., Qiao-Yan, W., Fu-Chen, Z.: Multiparty quantum chatting scheme. Chin. Phys. Lett. 25(3), 828 (2008)
40. Jin, X.M., Ren, J.G., Yang, B., Yi, Z.H., Zhou, F., Xu, X.F., Pan, J.W.: Experimental free-space quantum teleportation. Nat. Photonics 4(6), 376-381 (2010)
41. Curty, M., Santos, D.J.: Quantum authentication of classical messages. Phys. Rev. A 64(6), 062309 (2001)
42. Dušek, M., Haderka, O., Hendrych, M., Myška, R.: Quantum identification system. Phys. Rev. A 60(1), 149 (1999)
43. Zeng, G., Zhang, W.: Identity verification in quantum key distribution. Phys. Rev. A 61(2), 022303 (2000)
44. Ljunggren, D., Bourennane, M., Karlsson, A.: Authority-based user authentication in quantum key distribution. Phys. Rev. A 62(2), 022305 (2000)
45. Biham, E., Huttner, B., Mor, T.: Quantum cryptographic network based on quantum memories. Phys. Rev. A 54(4), 2651 (1996)
46. Metwaly, A., Rashad, M.Z., Omara, F.A., Megahed, A.A.: Architecture of point to multipoint QKD communication systems (QKDP2MP). In: 8th International Conference on Informatics and Systems (INFOS), Cairo, pp. NW 25-31. IEEE (2012)
47. Farouk, A., Omara, F., Zakria, M., Megahed, A.: Secured IPsec multicast architecture based on quantum key distribution. In: The International Conference on Electrical and Bio-medical Engineering, Clean Energy and Green Computing, pp. 38-47. The Society of Digital Information and Wireless Communication (2015)
48. Farouk, A., Zakaria, M., Megahed, A., Omara, F.A.: A generalized architecture of quantum secure direct communication for N disjointed users with authentication. Sci. Rep. 5, 16080 (2014)
49. Wang, M.M., Wang, W., Chen, J.G., Farouk, A.: Secret sharing of a known arbitrary quantum state with noisy environment. Quantum Inf. Process. 14(11), 4211-4224 (2015)
50. Naseri, M., Heidari, S., Batle, J., Baghfalaki, M., Gheibi, R., Farouk, A., Habibi, A.: A new secure quantum watermarking scheme. Optik-Int. J. Light Electron Opt. 139, 77-86 (2017)
51. Batle, J., Ciftja, O., Naseri, M., Ghoranneviss, M., Farouk, A., Elhoseny, M.: Equilibrium and uniform charge distribution of a classical two-dimensional system of point charges with hard-wall confinement. Phys. Scr. 92(5), 055801 (2017)
52. Geurdes, H., Nagata, K., Nakamura, T., Farouk, A.: A note on the possibility of incomplete theory (2017). arXiv:1704.00005
53. Batle, J., Farouk, A., Alkhambashi, M., Abdalla, S.: Multipartite correlation degradation in amplitude-damping quantum channels. J. Korean Phys. Soc. 70(7), 666-672 (2017)
54. Batle, J., Naseri, M., Ghoranneviss, M., Farouk, A., Alkhambashi, M., Elhoseny, M.: Shareability of correlations in multiqubit states: optimization of nonlocal monogamy inequalities. Phys. Rev. A 95(3), 032123 (2017)
55. Batle, J., Farouk, A., Alkhambashi, M., Abdalla, S.: Entanglement in the linear-chain Heisenberg antiferromagnet $\mathrm{Cu}\left(\mathrm{C}_{4} \mathrm{H}_{4} \mathrm{~N}_{2}\right)\left(\mathrm{NO}_{3}\right)_{2}$. Eur. Phys. J. B 90, 1-5 (2017)
56. Batle, J., Alkhambashi, M., Farouk, A., Naseri, M., Ghoranneviss, M.: Multipartite non-locality and entanglement signatures of a field-induced quantum phase transition. Eur. Phys. J. B 90(2), 31 (2017)
57. Nagata, K., Nakamura, T., Batle, J., Abdalla, S., Farouk, A.: Boolean approach to dichotomic quantum measurement theories. J. Korean Phys. Soc. 70(3), 229-235 (2017)
58. Abdolmaleky, M., Naseri, M., Batle, J., Farouk, A., Gong, L.H.: Red-Green-Blue multi-channel quantum representation of digital images. Optik-Int. J. Light Electron Opt. 128, 121-132 (2017)
59. Farouk, A., Elhoseny, M., Batle, J., Naseri, M., Hassanien, A.E.: A proposed architecture for key management schema in centralized quantum network. In: Handbook of Research on Machine Learning Innovations and Trends, pp. 997-1021. IGI Global (2017)
60. Zhou, N.R., Li, J.F., Yu, Z.B., Gong, L.H., Farouk, A.: New quantum dialogue protocol based on continuous-variable two-mode squeezed vacuum states. Quantum Inf. Process. 16(1), 4 (2017)
61. Batle, J., Abutalib, M., Abdalla, S., Farouk, A.: Persistence of quantum correlations in a XY spin-chain environment. Eur. Phys. J. B 89(11), 247 (2016)
62. Batle, J., Abutalib, M., Abdalla, S., Farouk, A.: Revival of Bell nonlocality across a quantum spin chain. Int. J. Quantum Inf. 14(07), 1650037 (2016)
63. Batle, J., Ooi, C.R., Farouk, A., Abutalib, M., Abdalla, S.: Do multipartite correlations speed up adiabatic quantum computation or quantum annealing? Quantum Inf. Process. 15(8), 3081-3099 (2016)
64. Batle, J., Bagdasaryan, A., Farouk, A., Abutalib, M., Abdalla, S.: Quantum correlations in two coupled superconducting charge qubits. Int. J. Mod. Phys. B 30(19), 1650123 (2016)
65. Batle, J., Ooi, C.R., Abutalib, M., Farouk, A., Abdalla, S.: Quantum information approach to the azurite mineral frustrated quantum magnet. Quantum Inf. Process. 15(7), 2839-2850 (2016)
66. Batle, J., Ooi, C.R., Farouk, A., Abdalla, S.: Nonlocality in pure and mixed n-qubit X states. Quantum Inf. Process. 15(4), 1553-1567 (2016)
67. Metwaly, A.F., Rashad, M.Z., Omara, F.A., Megahed, A.A.: Architecture of Multicast Network Based on Quantum Secret Sharing and Measurement (2015)
68. Simmons, G.J.: How to insure that data acquired to verify treaty compliance are trustworthy. Proc. IEEE 76(5), 621-627 (1988)
69. Simmons, G.J.: Authentication theory/coding theory. In: Advances in Cryptology, pp. 411431. Springer, Berlin, Heidelberg (1985)
70. Holevo, A.S.: Statistical problems in quantum physics. In: Proceedings of the Second Japan-USSR Symposium on Probability Theory, pp. 104-119. Springer, Berlin, Heidelberg (1973)

# Quantum Cryptography, Quantum Communication, and Quantum Computing in a Noisy Environment 

Koji Nagata, Tadao Nakamura and Ahmed Farouk


#### Abstract

First, we study several information theories based on quantum computing in a desirable noiseless situation. (1) We present quantum key distribution based on Deutsch's algorithm using an entangled state. (2) We discuss the fact that the Bernstein-Vazirani algorithm can be used for quantum communication including an error correction. Finally, we discuss the main results. We study the BernsteinVazirani algorithm in a noisy environment. The original algorithm determines a noiseless function. Here we consider the case that the function has an environmental noise. We introduce a noise term into the function $f(x)$. So we have another noisy function $g(x)$. The relation between them is $g(x)=f(x) \pm O(\epsilon)$. Here $O(\epsilon) \ll 1$ is the noise term. The goal is to determine the noisy function $g(x)$ with a success probability. The algorithm overcomes classical counterpart by a factor of $N$ in a noisy environment.
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## 1 Introduction

Quantum mechanics (cf. [1-6]) gives approximate but frequently remarkably accurate numerical predictions. Much experimental data approximately fit to the

[^7]quantum predictions for the past some 100 years. We do not doubt the correctness of the quantum theory. The quantum theory also says new science with respect to information theory. The science is called the quantum information theory [6]. Therefore, the quantum theory gives us very useful another theory in order to create new information science and to explain the handling of raw experimental data in our physical world.

As for the foundations of the quantum theory, Leggett-type non-local variables theory [7] is experimentally investigated [8-10]. The experiments report that the quantum theory does not accept Leggett-type non-local variables interpretation. However there are debates for the conclusions of the experiments. See Refs. [11-13].

As for the applications of the quantum theory, implementation of a quantum algorithm to solve Deutsch's problem [14] on a nuclear magnetic resonance quantum computer is reported firstly [15]. Implementation of the Deutsch-Jozsa algorithm on an ion-trap quantum computer is also reported [16]. There are several attempts to use single-photon two-qubit states for quantum computing. Oliveira et al. implement Deutsch's algorithm with polarization and transverse spatial modes of the electromagnetic field as qubits [17]. Single-photon Bell states are prepared and measured [18]. Also the decoherence-free implementation of Deutsch's algorithm is reported by using such single-photon and by using two logical qubits [19]. More recently, a one-way based experimental implementation of Deutsch's algorithm is reported [20]. In 1993, the Bernstein-Vazirani algorithm was reported [21]. It can be considered as an extended Deutsch-Jozsa algorithm.

In 1994, Simon's algorithm was reported [22]. Implementation of a quantum algorithm to solve the Bernstein-Vazirani parity problem without entanglement on an ensemble quantum computer is reported [23]. Fiber-optics implementation of the Deutsch-Jozsa and Bernstein-Vazirani quantum algorithms with three qubits is discussed [24]. Quantum learning robust against noise is studied [25]. A quantum algorithm for approximating the influences of Boolean functions and its applications is recently reported [26]. It is discussed that the Deutsch-Jozsa algorithm can be used for quantum key distribution [27]. Transport implementation of the BernsteinVazirani algorithm with ion qubits is more recently reported [28].

Quantum communication is the art of transferring a quantum state from one place to another. Traditionally, the sender is named Alice and the receiver Bob. The basic motivation is that quantum states code quantum information-called qubits in the case of 2-dimensional Hilbert spaces and that quantum information allows one to perform tasks that could only be achieved far less efficiently, if at all, using classical information.

On the other hand, the earliest quantum algorithm, the Deutsch-Jozsa algorithm, is representative to show that quantum computation is faster than classical counterpart with a magnitude that grows exponentially with the number of qubits. In 2015, it is discussed that the Deutsch-Jozsa algorithm can be used for quantum key distribution [27].

There are many researches concerning quantum computing. In a real experiment, we cannot avoid an environmental noise. We address this problem by providing more concrete way rather than [25].

In this paper, first, we study several information theories based on quantum computing in a noiseless environment. We present secure quantum key distribution based on Deutsch's algorithm. The security of the protocol is based on it of Ekert 91 protocol [29].

Next, we study quantum communication including an error correction based on the Bernstein-Vazirani algorithm. The original algorithms determine a bit-strings. Here we discuss the fact that the Bernstein-Vazirani algorithm can be used for quantum communication including an error correction. Let us explain the situation. Alice has a bit-strings $b=\left(b_{1}, b_{2}, \ldots, b_{N}\right)$. Bob has another bit-strings $c=\left(c_{1}, c_{2}, \ldots, c_{N}\right)$. The goal is to correct errors of them. We have discussed the fact that the quantum communication overcomes classical counterpart by a factor of $N$ in the protocol.

Finally, we study the Bernstein-Vazirani algorithm in a noisy environment. The original algorithm determines a noiseless function. Here we consider the case that the function has an environmental noise. Let us explain the situation. We introduce a noise term into the function $f(x)$. So we have another noisy function $g(x)$. The relation between them is $g(x)=f(x) \pm O(\epsilon)$. Here $O(\epsilon) \ll 1$ is the noise term. The goal is to determine the noisy function $g(x)$ with a success probability. We discuss the fact that the quantum algorithm overcomes classical counterpart by a factor of $N$.

This paper is organized as follows:
In Sect. 2, we review Deutsch's algorithm along with Ref. [6].
In Sect. 3, we study Deutsch's algorithm by using another input state. In this case, we cannot perform Deutsch's algorithm.

In Sect. 4, we study Deutsch's algorithm by using the Bell state.
In Sect. 5, we discuss the fact that Deutsch's algorithm can be used for quantum key distribution by using an entangled state.

In Sect. 6, we review the Bernstein-Vazirani algorithm.
In Sect. 7, we study quantum communication based on the Bernstein-Vazirani algorithm.

In Sect. 8, we present an error correction based on the Bernstein-Vazirani algorithm.

In Sect. 9, we present the Bernstein-Vazirani algorithm in a noisy environment.
Section 10 concludes this paper.

## 2 A Review of Deutsch's Algorithm

In this section, we review Deutsch's algorithm along with Ref. [6].
Quantum parallelism is a fundamental feature of many quantum algorithms. It allows quantum computers to evaluate the values of a function $f(x)$ for many different values of $x$ simultaneously. Suppose

$$
\begin{equation*}
f:\{0,1\} \rightarrow\{0,1\} \tag{1}
\end{equation*}
$$

is a function with a one-bit domain and range. A convenient way of computing this function on a quantum computer is to consider a two-qubit quantum computer which starts in the state

$$
\begin{equation*}
|x, y\rangle \tag{2}
\end{equation*}
$$

With an appropriate sequence of logic gates it is possible to transform this state into

$$
\begin{equation*}
|x, y \oplus f(x)\rangle \tag{3}
\end{equation*}
$$

where $\oplus$ indicates addition modulo 2 . We give the transformation defined by the map

$$
\begin{equation*}
|x, y\rangle \rightarrow|x, y \oplus f(x)\rangle \tag{4}
\end{equation*}
$$

a name, $U_{f}$.
Deutsch's algorithm combines quantum parallelism with a property of quantum mechanics known as interference. Let us use the Hadamard gate to prepare the first qubit

$$
\begin{equation*}
|0\rangle \tag{5}
\end{equation*}
$$

as the superposition

$$
\begin{equation*}
(|0\rangle+|1\rangle) / \sqrt{2} \tag{6}
\end{equation*}
$$

but let us prepare the second qubit as the superposition

$$
\begin{equation*}
(|0\rangle-|1\rangle) / \sqrt{2} \tag{7}
\end{equation*}
$$

using the Hadamard gate applied to the state

$$
\begin{equation*}
|1\rangle \tag{8}
\end{equation*}
$$

The Hadamard gate is as

$$
\begin{equation*}
H=\frac{1}{\sqrt{2}}(|0\rangle\langle 1|+|1\rangle\langle 0|+|0\rangle\langle 0|-|1\rangle\langle 1|) . \tag{9}
\end{equation*}
$$

Let us follow the states along to see what happens in this circuit. The input state

$$
\begin{equation*}
\left|\psi_{0}\right\rangle=|01\rangle \tag{10}
\end{equation*}
$$

is sent through two Hadamard gates to give

$$
\begin{equation*}
\left|\psi_{1}\right\rangle=\left[\frac{|0\rangle+|1\rangle}{\sqrt{2}}\right]\left[\frac{|0\rangle-|1\rangle}{\sqrt{2}}\right] . \tag{11}
\end{equation*}
$$

A little thought shows that if we apply $U_{f}$ to the state

$$
\begin{equation*}
|x\rangle(|0\rangle-|1\rangle) / \sqrt{2} \tag{12}
\end{equation*}
$$

then we obtain the state

$$
\begin{equation*}
(-1)^{f(x)}|x\rangle(|0\rangle-|1\rangle) / \sqrt{2} \tag{13}
\end{equation*}
$$

Applying $U_{f}$ to $\left|\psi_{1}\right\rangle$ therefore leaves us with one of the two possibilities:

$$
\left|\psi_{2}\right\rangle= \begin{cases} \pm\left[\frac{|0\rangle+|1\rangle}{\sqrt{2}}\right]\left[\frac{|0\rangle-|1\rangle}{\sqrt{2}}\right] & \text { if } f(0)=f(1)  \tag{14}\\ \pm\left[\frac{|0\rangle-|1\rangle}{\sqrt{2}}\right]\left[\frac{|0\rangle-|1\rangle}{\sqrt{2}}\right] & \text { if } f(0) \neq f(1)\end{cases}
$$

The final Hadamard gate on the qubits thus gives us

$$
\left|\psi_{3}\right\rangle= \begin{cases} \pm|0\rangle|1\rangle & \text { if } f(0)=f(1)  \tag{15}\\ \pm|1\rangle|1\rangle & \text { if } f(0) \neq f(1)\end{cases}
$$

so by measuring the first qubit we may determine $f(0) \oplus f(1)$. This is very interesting indeed: the quantum circuit gives us the ability to determine a global property of $f(x)$, namely $f(0) \oplus f(1)$, using only one evaluation of $f(x)$ ! This is faster than is possible with a classical apparatus, which would require at least two evaluations.

## 3 Failing Deutsch's Algorithm

In this section, we study Deutsch's algorithm by using another input state. In this case, we cannot perform Deutsch's algorithm as shown below.

The input state

$$
\begin{equation*}
\left|\psi_{0}\right\rangle=|10\rangle \tag{16}
\end{equation*}
$$

is sent through two Hadamard gates to give

$$
\begin{equation*}
\left|\psi_{1}\right\rangle=\left[\frac{|0\rangle-|1\rangle}{\sqrt{2}}\right]\left[\frac{|0\rangle+|1\rangle}{\sqrt{2}}\right] . \tag{17}
\end{equation*}
$$

We apply $U_{f}$ to the following state

$$
\begin{equation*}
\frac{|0\rangle-|1\rangle}{\sqrt{2}}|x\rangle \tag{18}
\end{equation*}
$$

If $x=1$

$$
\begin{equation*}
\frac{|0\rangle|1\rangle-|1\rangle|1\rangle}{\sqrt{2}} \tag{19}
\end{equation*}
$$

we have

$$
\begin{equation*}
\frac{|0\rangle|\overline{f(0)}\rangle-|1\rangle|\overline{f(1)}\rangle}{\sqrt{2}} \tag{20}
\end{equation*}
$$

and if $x=0$

$$
\begin{equation*}
\frac{|0\rangle|0\rangle-|1\rangle|0\rangle}{\sqrt{2}} \tag{21}
\end{equation*}
$$

we have

$$
\begin{equation*}
\frac{|0\rangle|f(0)\rangle-|1\rangle|f(1)\rangle}{\sqrt{2}} \tag{22}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\frac{|0\rangle(|f(0)\rangle+|\overline{f(0)}\rangle)-|1\rangle(|f(1)\rangle+|\overline{f(1)}\rangle)}{\sqrt{2}} . \tag{23}
\end{equation*}
$$

Applying $U_{f}$ to $\left|\psi_{1}\right\rangle$ therefore leaves us with one of the two possibilities:

$$
\left|\psi_{2}\right\rangle= \begin{cases} \pm\left[\frac{|0\rangle-|1\rangle}{\sqrt{2}}\right]\left[\frac{|0\rangle+|1\rangle}{\sqrt{2}}\right] & \text { if } f(0)=f(1)  \tag{24}\\ \pm\left[\frac{|0\rangle-|1\rangle}{\sqrt{2}}\right]\left[\frac{|0\rangle+|1\rangle}{\sqrt{2}}\right] & \text { if } f(0) \neq f(1)\end{cases}
$$

The final Hadamard gate on the qubits thus gives us

$$
\left|\psi_{3}\right\rangle= \begin{cases} \pm|1\rangle|0\rangle & \text { if } f(0)=f(1)  \tag{25}\\ \pm|1\rangle|0\rangle & \text { if } f(0) \neq f(1)\end{cases}
$$

In this case we fail to perform Deutsch's algorithm.

## 4 Deutsch's Algorithm Using the Bell State

In this section, we study Deutsch's algorithm by using the Bell state.
The input state

$$
\begin{equation*}
\left|\psi_{0}\right\rangle=\frac{|10\rangle+|01\rangle}{\sqrt{2}} \tag{26}
\end{equation*}
$$

is sent through two Hadamard gates to give

$$
\begin{align*}
& \left|\psi_{1}\right\rangle=\frac{1}{\sqrt{2}}\left(\left[\frac{|0\rangle-|1\rangle}{\sqrt{2}}\right]\left[\frac{|0\rangle+|1\rangle}{\sqrt{2}}\right]\right. \\
& \left.+\left[\frac{|0\rangle+|1\rangle}{\sqrt{2}}\right]\left[\frac{|0\rangle-|1\rangle}{\sqrt{2}}\right]\right) . \tag{27}
\end{align*}
$$

Applying $U_{f}$ to $\left|\psi_{1}\right\rangle$ therefore leaves us with one of the two possibilities:

$$
\begin{align*}
& \left|\psi_{2}\right\rangle= \pm \frac{1}{\sqrt{2}}\left(\frac{|0\rangle-|1\rangle}{\sqrt{2}}\right]\left[\frac{|0\rangle+|1\rangle}{\sqrt{2}}\right] \\
& \left. \pm\left[\frac{|0\rangle+|1\rangle}{\sqrt{2}}\right]\left[\frac{|0\rangle-|1\rangle}{\sqrt{2}}\right]\right) \tag{28}
\end{align*}
$$

if $f(0)=f(1)$, or

$$
\begin{align*}
& \left|\psi_{2}\right\rangle= \pm \frac{1}{\sqrt{2}}\left(\frac{|0\rangle-|1\rangle}{\sqrt{2}}\right]\left[\frac{|0\rangle+|1\rangle}{\sqrt{2}}\right] \\
& \left. \pm\left[\frac{|0\rangle-|1\rangle}{\sqrt{2}}\right]\left[\frac{|0\rangle-|1\rangle}{\sqrt{2}}\right]\right) . \tag{29}
\end{align*}
$$

if $f(0) \neq f(1)$. The final Hadamard gate on the qubits thus gives us

$$
\left|\psi_{3}\right\rangle= \begin{cases} \pm \frac{|1\rangle|0\rangle \pm|0\rangle|1\rangle}{\sqrt{2}} \text { if } f(0)=f(1) \text { entanglement }  \tag{30}\\ \pm \frac{|1\rangle|0\rangle \pm|1\rangle|1\rangle}{\sqrt{2}} \text { if } f(0) \neq f(1) \text { separable }\end{cases}
$$

So by measuring the qubits (by means of the Bell measurement) we may determine $f(0) \oplus f(1)$. The Bell measurement is explained as follows: Alice and Bob prepare the Bell basis

$$
\begin{align*}
\left|\Psi_{+}\right\rangle & =\frac{|1\rangle|0\rangle+|0\rangle|1\rangle}{\sqrt{2}} \\
\left|\Psi_{-}\right\rangle & =\frac{|1\rangle|0\rangle-|0\rangle|1\rangle}{\sqrt{2}} \\
\left|\Phi_{+}\right\rangle & =\frac{|1\rangle|1\rangle+|0\rangle|0\rangle}{\sqrt{2}} \\
\left|\Phi_{-}\right\rangle & =\frac{|1\rangle|1\rangle-|0\rangle|0\rangle}{\sqrt{2}} \tag{31}
\end{align*}
$$

If the state $\left|\psi_{3}\right\rangle$ is an entangled state, we have

$$
\begin{align*}
& \left|\left\langle\psi_{3} \mid \Psi_{+}\right\rangle\right|^{2}=1 \text { or }\left|\left\langle\psi_{3} \mid \Psi_{-}\right\rangle\right|^{2}=1 \text { or } \\
& \left|\left\langle\psi_{3} \mid \Phi_{+}\right\rangle\right|^{2}=1 \text { or }\left|\left\langle\psi_{3} \mid \Phi_{-}\right\rangle\right|^{2}=1 \tag{32}
\end{align*}
$$

Therefore the measurement outcome should be 1 if the function is constant. If the state $\left|\psi_{3}\right\rangle$ is a separable state, we have

$$
\begin{align*}
& \left|\left\langle\psi_{3} \mid \Psi_{+}\right\rangle\right|^{2}=1 / 2 \text { or }\left|\left\langle\psi_{3} \mid \Psi_{-}\right\rangle\right|^{2}=1 / 2 \text { or } \\
& \left|\left\langle\psi_{3} \mid \Phi_{+}\right\rangle\right|^{2}=1 / 2 \text { or }\left|\left\langle\psi_{3} \mid \Phi_{-}\right\rangle\right|^{2}=1 / 2 \tag{33}
\end{align*}
$$

Therefore the measurement outcome should be not 1 if the function is balanced.

## 5 Quantum Key Distribution Based on Deutsch's Algorithm

We discuss the fact that Deutsch's algorithm can be used for quantum key distribution by using an entangled state.

Alice and Bob have promised to use a function $f$ which is of one of the two kinds; either the value of $f$ is constant or balanced. To Eve, it is secret. Alice's and Bob's goal is to determine with certainty whether they have chosen a constant or a balanced function without information of the function to Eve. If the function is constant the output qubits are entangled, otherwise separable. Alice and Bob perform the Bell measurement. Alice and Bob share one secret bit if they determine the function $f$ by getting a suitable measurement outcome. The existence of Eve destroys entanglement. The security of our protocol is based on it of Ekert 91 protocol [29].

- First Alice prepares the entangled qubits, applies the Hadamard transformation to the state, and sends the output state described in the Bell state to Bob.
- Next, Bob randomly picks a function " $f$ " that is either balanced or constant and Bob applies $U_{f}$. He then sends the one qubit to Alice.
- Finally, Alice and Bob perform the Bell measurement. She learns whether $f$ was balanced or constant. If the final qubits are entangled, then the function is constant. If the final qubits are not entangled, then the function is balanced-Alice and Bob now share a secret bit of information (the "type" of $f(x)$ ).
- The result of the Bell measurement is 1 if the function is constant.
- Alice and Bob compare a subset of all the results of the Bell measurements when the function is constant; all of them should be 1 .
- The existence of Eve must destroy entanglement (Ekert 91).
- Eve is detected in the following case; The result of the Bell measurement is not 1 and the function is constant.

In conclusion, we have shown that Deutsch's algorithm can be used for secure quantum key distribution. The security is based on it of Ekert 91 protocol.

## 6 A Review of the Bernstein-Vazirani Algorithm

In this section, we review the Bernstein-Vazirani algorithm. Suppose

$$
\begin{equation*}
f:\{0,1\}^{N} \rightarrow\{0,1\} \tag{34}
\end{equation*}
$$

is a function with a $N$-bit domain and a 1-bit range. We assume the following case

$$
\begin{align*}
f(x) & =a \cdot x=\sum_{i=1}^{N} a_{i} x_{i}(\bmod 2) \\
& =a_{1} x_{1} \oplus a_{2} x_{2} \oplus a_{3} x_{3} \oplus \cdots \oplus a_{N} x_{N}, \\
& a \in\{0,1\}^{N} \tag{35}
\end{align*}
$$

The goal is to determine $f(x)$. Let us follow the quantum states through the BernsteinVazirani algorithm. The input state is

$$
\begin{equation*}
\left|\psi_{0}\right\rangle=|0\rangle^{\otimes N}|1\rangle . \tag{36}
\end{equation*}
$$

After the Hadamard transformation on the state we have

$$
\begin{equation*}
\left|\psi_{1}\right\rangle=\sum_{x \in\{0,1\}^{N}} \frac{|x\rangle}{\sqrt{2^{N}}}\left[\frac{|0\rangle-|1\rangle}{\sqrt{2}}\right] . \tag{37}
\end{equation*}
$$

Next, the function $f$ is evaluated (by Bob) using

$$
\begin{equation*}
U_{f}:|x, y\rangle \rightarrow|x, y \oplus f(x)\rangle \tag{38}
\end{equation*}
$$

giving

$$
\begin{equation*}
\left|\psi_{2}\right\rangle= \pm \sum_{x} \frac{(-1)^{f(x)}|x\rangle}{\sqrt{2^{N}}}\left[\frac{|0\rangle-|1\rangle}{\sqrt{2}}\right] \tag{39}
\end{equation*}
$$

Here

$$
\begin{equation*}
y \oplus f(x) \tag{40}
\end{equation*}
$$

is the bitwise XOR (exclusive OR) of $y$ and $f(x)$. To determine the result of the Hadamard transformation it helps to first calculate the effect of the Hadamard transformation on a state

$$
\begin{equation*}
|x\rangle \tag{41}
\end{equation*}
$$

By checking the cases $x=0$ and $x=1$ separately we see that for a single qubit

$$
\begin{equation*}
H|x\rangle=\sum_{z}(-1)^{x z}|z\rangle / \sqrt{2} \tag{42}
\end{equation*}
$$

Thus

$$
\begin{align*}
& H^{\otimes N}\left|x_{1}, \ldots, x_{N}\right\rangle \\
& =\frac{\sum_{z_{1}, \ldots, z_{N}}(-1)^{x_{1} z_{1}+\cdots+x_{N} z_{N}}\left|z_{1}, \ldots, z_{N}\right\rangle}{\sqrt{2^{N}}} . \tag{43}
\end{align*}
$$

This can be summarized more succinctly in the very useful equation

$$
\begin{equation*}
H^{\otimes N}|x\rangle=\frac{\sum_{z}(-1)^{x z}|z\rangle}{\sqrt{2^{N}}}, \tag{44}
\end{equation*}
$$

where

$$
\begin{equation*}
x \cdot z \tag{45}
\end{equation*}
$$

is the bitwise inner product of $x$ and $z$, modulo 2. Using this equation and (39) we can now evaluate $\left|\psi_{3}\right\rangle$,

$$
\begin{equation*}
\left|\psi_{3}\right\rangle= \pm \sum_{z} \sum_{x} \frac{(-1)^{x \cdot z+f(x)}|z\rangle}{2^{N}}\left[\frac{|0\rangle-|1\rangle}{\sqrt{2}}\right] \tag{46}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\left|\psi_{3}\right\rangle= \pm \sum_{z} \sum_{x} \frac{(-1)^{x \cdot z+a \cdot x}|z\rangle}{2^{N}}\left[\frac{|0\rangle-|1\rangle}{\sqrt{2}}\right] \tag{47}
\end{equation*}
$$

We notice

$$
\begin{equation*}
\sum_{x}(-1)^{x \cdot z+a \cdot x}=2^{N} \delta_{a, z} \tag{48}
\end{equation*}
$$

Thus,

$$
\begin{align*}
\left|\psi_{3}\right\rangle= & \pm \sum_{z} \sum_{x} \frac{(-1)^{x \cdot z+a \cdot x}|z\rangle}{2^{N}}\left[\frac{|0\rangle-|1\rangle}{\sqrt{2}}\right] \\
& = \pm \sum_{z} \frac{2^{N} \delta_{a, z}|z\rangle}{2^{N}}\left[\frac{|0\rangle-|1\rangle}{\sqrt{2}}\right] \\
& = \pm|a\rangle\left[\frac{|0\rangle-|1\rangle}{\sqrt{2}}\right] \\
& = \pm\left|a_{1} a_{2} a_{3} \cdots a_{N}\right\rangle\left[\frac{|0\rangle-|1\rangle}{\sqrt{2}}\right] \tag{49}
\end{align*}
$$

Alice now observes

$$
\begin{equation*}
\left|a_{1} a_{2} a_{3} \cdots a_{N}\right\rangle \tag{50}
\end{equation*}
$$

Summarizing, if Alice measures $\left|a_{1} a_{2} a_{3} \cdots a_{N}\right\rangle$ the function is

$$
\begin{align*}
& f\left(x_{1}, x_{2}, \ldots, x_{N}\right) \\
& =a_{1} x_{1} \oplus a_{2} x_{2} \oplus a_{3} x_{3} \oplus \cdots \oplus a_{N} x_{N} . \tag{51}
\end{align*}
$$

## 7 Quantum Communication Based on the Bernstein-Vazirani Algorithm

We study quantum communication based on the Bernstein-Vazirani algorithm.
Alice and Bob have promised to select a function $f\left(x_{1}, x_{2}, \ldots, x_{N}\right)=a_{1} x_{1} \oplus a_{2} x_{2} \oplus$ $a_{3} x_{3} \oplus \cdots \oplus a_{N} x_{N}$. Alice does not know $a_{1}, a_{2}, \ldots, a_{N}$. Bob knows $a_{1}, a_{2}, \ldots, a_{N}$. Alice's goal is to determine with certainty what $a_{1}, a_{2}, \ldots, a_{N}$ Bob has chosen. In the classical theory, Alice has to ask Bob $N$ questions. In the quantum theory, Alice has to ask Bob "one" question! Alice prepares a suitable $N+1$ partite uncorrelated state, performs the Hadamard transformation to the state, and sends to the output state to Bob. And Bob performs the Bernstein-Vazirani algorithm and inputs the information of $a$ into the finall state. Alice asks him what state is. Alice measures the finall state and she knows the $a$. If the $a$ is learned by Alice, Alice and Bob share $N$ bits of information, by one communication with each other. The speed to share $N$ bits improves by a factor of $N$ by comparing the classical case. This shows quantum communication overcomes classical communication by a factor of $N$.

- First Alice prepares the qubits in (37) and sends the $N+1$ qubits to Bob.
- Next, Bob picks $N$ bits " $a$ "and Bob applies $U_{f}$ Eq. (38) evolving the $N+1$ qubits to Eq. (39). He then sends the $N$ qubit to Alice.
- Finally, Alice applies the Hadamard transformation to each of the qubits and measures. She learns $f(x)=a \cdot x=\sum_{i=1}^{N} a_{i} x_{i}(\bmod 2)=a_{1} x_{1} \oplus a_{2} x_{2} \oplus a_{3} x_{3} \oplus \cdots \oplus$ $a_{N} x_{N}$. Alice and Bob now share $N$ bits of information (the "type" of $f(x)$ ).
- In the classical case (without this quantum computing), Alice needs at least $N$-communication with Bob to share $N$ bits of information.

In conclusion, we have shown quantum communication overcomes classical communication by a factor of $N$ in the Bernstein-Vazirani algorithm case. However there may be an error between Alice's bits-strings and Bob's one. In the next section, we discuss an error correction based on the Bernstein-Vazirani algorithm.

## 8 An Error Correction Based on the Bernstein-Vazirani Algorithm

In this section, we present an error correction based on the Bernstein-Vazirani algorithm. Suppose

$$
\begin{equation*}
f:\{0,1\}^{N} \rightarrow\{0,1\} \tag{52}
\end{equation*}
$$

is a function with a $N$-bit domain and a 1-bit range. We introduce two functions $g(x)$ and $h(x)$. The relation with the function $f(x)$ is as follows:

$$
\begin{equation*}
f(x)=g(x) \oplus h(x) \tag{53}
\end{equation*}
$$

We assume the following case

$$
\begin{align*}
& g(x)=b \cdot x=\sum_{i=1}^{N} b_{i} x_{i}(\bmod 2) \\
& =b_{1} x_{1} \oplus b_{2} x_{2} \oplus b_{3} x_{3} \oplus \cdots \oplus b_{N} x_{N}, \\
& h(x)=c \cdot x=\sum_{i=1}^{N} c_{i} x_{i}(\bmod 2) \\
& =c_{1} x_{1} \oplus c_{2} x_{2} \oplus c_{3} x_{3} \oplus \cdots \oplus c_{N} x_{N}, \\
& f(x)=\sum_{i=1}^{N}\left(b_{i} \oplus c_{i}\right) x_{i}(\bmod 2) \\
& =\left(b_{1} \oplus c_{1}\right) x_{1} \oplus\left(b_{2} \oplus c_{2}\right) x_{2} \oplus\left(b_{3} \oplus c_{3}\right) x_{3} \oplus \cdots \\
& \oplus\left(b_{N} \oplus c_{N}\right) x_{N}, \\
& b_{j}, c_{j}=0,1, x_{j}=0,1 . \tag{54}
\end{align*}
$$

Alice has a bit-strings $b=\left(b_{1}, b_{2}, \ldots, b_{N}\right)$. Bob has another bit-strings $c=\left(c_{1}, c_{2}\right.$, $\left.\ldots, c_{N}\right)$. We want to correct errors of them.

Let us follow the quantum states through the algorithm. The input state is

$$
\begin{equation*}
\left|\psi_{0}\right\rangle=|0\rangle^{\otimes N}|1\rangle \tag{55}
\end{equation*}
$$

After the Hadamard transformation on the state we have

$$
\begin{equation*}
\left|\psi_{1}\right\rangle=\sum_{x \in\{0,1\}^{N}} \frac{|x\rangle}{\sqrt{2^{N}}}\left[\frac{|0\rangle-|1\rangle}{\sqrt{2}}\right] \tag{56}
\end{equation*}
$$

Next, the function $f$ is evaluated using

$$
\begin{equation*}
U_{f}:|x, y\rangle \rightarrow|x, y \oplus f(x)\rangle \tag{57}
\end{equation*}
$$

giving

$$
\begin{equation*}
\left|\psi_{2}\right\rangle= \pm \sum_{x} \frac{(-1)^{f(x)}|x\rangle}{\sqrt{2^{N}}}\left[\frac{|0\rangle-|1\rangle}{\sqrt{2}}\right] \tag{58}
\end{equation*}
$$

After the Hadamard transformation, by using (58) we can now evaluate $\left|\psi_{3}\right\rangle$,

$$
\begin{equation*}
\left|\psi_{3}\right\rangle= \pm \sum_{z} \sum_{x} \frac{(-1)^{x \cdot z+f(x)}|z\rangle}{2^{N}}\left[\frac{|0\rangle-|1\rangle}{\sqrt{2}}\right] \tag{59}
\end{equation*}
$$

We have

$$
\begin{align*}
& \left|\psi_{3}\right\rangle= \pm \sum_{z} \sum_{x} \frac{(-1)^{x \cdot z+g(x) \oplus h(x)}|z\rangle}{2^{N}}\left[\frac{|0\rangle-|1\rangle}{\sqrt{2}}\right] \\
& = \pm \sum_{z} \sum_{x} \frac{(-1)^{x \cdot z+x \cdot b \oplus x \cdot c}|z\rangle}{2^{N}}\left[\frac{|0\rangle-|1\rangle}{\sqrt{2}}\right] \\
& = \pm \sum_{z} \sum_{x} \frac{(-1)^{x \cdot z+x \cdot(b+c)}|z\rangle}{2^{N}}\left[\frac{|0\rangle-|1\rangle}{\sqrt{2}}\right] \tag{60}
\end{align*}
$$

where

$$
\begin{equation*}
b+c=\left(b_{1} \oplus c_{1}, b_{2} \oplus c_{2}, \ldots, b_{N} \oplus c_{N}\right) \tag{61}
\end{equation*}
$$

We notice

$$
\begin{equation*}
\sum_{x}(-1)^{x \cdot z+x \cdot(b+c)}=2^{N} \delta_{(b+c), z} \tag{62}
\end{equation*}
$$

Thus,

$$
\begin{align*}
\left|\psi_{3}\right\rangle= & \pm \sum_{z} \sum_{x} \frac{(-1)^{x \cdot z+x \cdot(b+c)}|z\rangle}{2^{N}}\left[\frac{|0\rangle-|1\rangle}{\sqrt{2}}\right] \\
& = \pm \sum_{z} \frac{2^{N} \delta_{(b+c), z}|z\rangle}{2^{N}}\left[\frac{|0\rangle-|1\rangle}{\sqrt{2}}\right] \\
& = \pm|b+c\rangle\left[\frac{|0\rangle-|1\rangle}{\sqrt{2}}\right] \\
& = \pm\left|b_{1} \oplus c_{1}, b_{2} \oplus c_{2}, b_{3} \oplus c_{3}, \ldots, b_{N} \oplus c_{N}\right\rangle \\
& \times\left[\frac{|0\rangle-|1\rangle}{\sqrt{2}}\right] . \tag{63}
\end{align*}
$$

Alice now observes

$$
\begin{equation*}
\left|b_{1} \oplus c_{1}, b_{2} \oplus c_{2}, b_{3} \oplus c_{3}, \ldots, b_{N} \oplus c_{N}\right\rangle . \tag{64}
\end{equation*}
$$

Summarizing, if Alice measures $|100 \cdots 0\rangle$ the relation is

$$
\begin{equation*}
b_{1} \oplus c_{1}=1, b_{2} \oplus c_{2}=0, \ldots, b_{N} \oplus c_{N}=0 \tag{65}
\end{equation*}
$$

Thus there is an errors for the first bit:

$$
\begin{equation*}
b_{1} \neq c_{1}, b_{2}=c_{2}, \ldots, b_{N}=c_{N} . \tag{66}
\end{equation*}
$$

Hence Alice detects the error. In general, Alice can know where such errors are.
If Alice measures $|000 \cdots 0\rangle$ the relation is

$$
\begin{equation*}
b_{1} \oplus c_{1}=0, b_{2} \oplus c_{2}=0, \ldots, b_{N} \oplus c_{N}=0 . \tag{67}
\end{equation*}
$$

Thus Alice and Bob share $N$-bits of information.

$$
\begin{equation*}
b_{1}=c_{1}, b_{2}=c_{2}, \ldots, b_{N}=c_{N} . \tag{68}
\end{equation*}
$$

We discuss the fact that the quantum error correction overcomes classical counterpart by a factor of $N$ in this case.

## 9 The Bernstein-Vazirani Algorithm in a Noisy Environment

In this section, we present the Bernstein-Vazirani algorithm in a noisy environment. Suppose

$$
\begin{equation*}
f:\{0,1\}^{N} \rightarrow\{0,1\} \tag{69}
\end{equation*}
$$

is a noiseless function with a $N$-bit domain and a 1-bit range. We introduce a noisy function $g$ by using the function $f(x)$

$$
\begin{equation*}
g(x)=f(x) \pm O(\epsilon) . \tag{70}
\end{equation*}
$$

Here $O(\epsilon) \ll 1$ is the noise term.
The noise is explained as follows. Suppose two qubits are described by a superposition state and the value of a function $(f(1))$ has an error. Then there must be two error states. (For example, when we treat 100 bits and there are two errors, the error probability is $2 / 100=1 / 50$ ).

Let us explain by using a quantum state:

$$
\begin{align*}
& |\psi\rangle=\frac{|1\rangle_{1}+|0\rangle_{1}}{\sqrt{2}} \frac{|1\rangle_{2}+|0\rangle_{2}}{\sqrt{2}} \\
& =\frac{|1\rangle_{1}|1\rangle_{2}+|1\rangle_{1}|0\rangle_{2}+|0\rangle_{1}|1\rangle_{2}+|0\rangle_{1}|0\rangle_{2}}{2} \tag{71}
\end{align*}
$$

is the superposition state. The function $f$ is evaluated using

$$
\begin{equation*}
U_{f}:|x, y\rangle \rightarrow|x, y \oplus f(x)\rangle . \tag{72}
\end{equation*}
$$

Thus,

$$
\begin{align*}
& U_{f}|\psi\rangle=U_{f} \frac{|1,1\rangle+|1,0\rangle+|0,1\rangle+|0,0\rangle}{2} \\
& =(1 / 2)(|1,1 \oplus f(1)\rangle+|1,0 \oplus f(1)\rangle \\
& +|0,1 \oplus f(0)\rangle+|0,0 \oplus f(0)\rangle) . \tag{73}
\end{align*}
$$

Therefore, there are two $f(1)$ s in the output state. If there is an error for $f(1)$, then the following two states

$$
\begin{equation*}
|1,1 \oplus f(1)\rangle,|1,0 \oplus f(1)\rangle \tag{74}
\end{equation*}
$$

have an error, simultaneously. Thus the number of errors is even. Here we globally treat such errors in a statistical model.

We assume the following case

$$
\begin{align*}
& g(x)=a \cdot x=\sum_{i=1}^{N} a_{i}^{\prime} x_{i}(\bmod 2) \pm O(\epsilon) \\
& =a_{1}^{\prime} x_{1} \oplus a_{2}^{\prime} x_{2} \oplus a_{3}^{\prime} x_{3} \oplus \cdots \oplus a_{N}^{\prime} x_{N} \\
& \pm \epsilon\left(x_{1}+x_{2} \cdots+x_{N}\right)=f(x) \pm O(\epsilon), \\
& a_{j}=a_{j}^{\prime} \pm \epsilon, a_{j}^{\prime}=0,1, x_{j}=0,1 . \tag{75}
\end{align*}
$$

We want to determine $a_{1}, a_{2}, \ldots, a_{N}$ with a success probability simultaneously so that we determine the noisy function $g(x)$ with the success probability. It is the BernsteinVazirani algorithm in a noisy environment.

Let us follow the quantum states through the algorithm. The input state is

$$
\begin{equation*}
\left|\psi_{0}\right\rangle=|0\rangle^{\otimes N}|1\rangle . \tag{76}
\end{equation*}
$$

After the Hadamard transformation on the state we have

$$
\begin{equation*}
\left|\psi_{1}\right\rangle=\sum_{x \in\{0,1\}^{N}} \frac{|x\rangle}{\sqrt{2^{N}}}\left[\frac{|0\rangle-|1\rangle}{\sqrt{2}}\right] . \tag{77}
\end{equation*}
$$

Next, the function $g$ is approximately evaluated using

$$
\begin{equation*}
U_{g}:|x, y\rangle \rightarrow|x, y \oplus[g(x)]\rangle . \tag{78}
\end{equation*}
$$

On a real line, $[g(x)]$ is the nearest natural number from $g(x)$. Here we see $[g(x)]=$ 0,1 and

$$
\begin{equation*}
[g(x)]=f(x) . \tag{79}
\end{equation*}
$$

We have

$$
\begin{equation*}
\left|\psi_{2}\right\rangle= \pm \sum_{x} \frac{(-1)^{[g(x)]}|x\rangle}{\sqrt{2^{N}}}\left[\frac{|0\rangle-|1\rangle}{\sqrt{2}}\right] \tag{80}
\end{equation*}
$$

After the Hadamard transformation, by using (80) we can now evaluate $\left|\psi_{3}\right\rangle$,

$$
\begin{equation*}
\left|\psi_{3}\right\rangle= \pm \sum_{z} \sum_{x} \frac{(-1)^{x \cdot z+[g(x)]}|z\rangle}{2^{N}}\left[\frac{|0\rangle-|1\rangle}{\sqrt{2}}\right] . \tag{81}
\end{equation*}
$$

So we have

$$
\begin{equation*}
\left|\psi_{3}\right\rangle= \pm \sum_{z} \sum_{x} \frac{(-1)^{x z+g(x) \pm O(\epsilon)}|z\rangle}{2^{N}}\left[\frac{|0\rangle-|1\rangle}{\sqrt{2}}\right] . \tag{82}
\end{equation*}
$$

We notice

$$
\begin{equation*}
(-1)^{ \pm O(\epsilon)}|z\rangle=\left(e^{ \pm i \pi O(\epsilon)}\right)|z\rangle \simeq|z\rangle \tag{83}
\end{equation*}
$$

because $\left(e^{ \pm i \pi O(\epsilon)}\right) \simeq 1$.
Thus we have

$$
\begin{equation*}
\left|\psi_{3}\right\rangle \simeq \pm \sum_{z} \sum_{x} \frac{(-1)^{x \cdot z+a \cdot x}|z\rangle}{2^{N}}\left[\frac{|0\rangle-|1\rangle}{\sqrt{2}}\right] . \tag{84}
\end{equation*}
$$

In what follows, we evaluate $\sum_{x}(-1)^{x \cdot z+a \cdot x}$. We notice

$$
\begin{align*}
& \sum_{x}\left(e^{i \pi}\right)^{x_{1} z_{1}+\cdots+x_{N} z_{N}}\left(e^{i \pi}\right)^{x_{1} a_{1}+\cdots+x_{N} a_{N}} \\
& =\sum_{x}\left(e^{i \pi}\right)^{x_{1}\left(z_{1}+a_{1}\right)+\cdots+x_{N}\left(z_{N}+a_{N}\right)} \\
& =\sum_{x_{1}}\left(e^{i \pi}\right)^{x_{1}\left(z_{1}+a_{1}\right)} \cdots \sum_{x_{N}}\left(e^{i \pi}\right)^{x_{N}\left(z_{N}+a_{N}\right)} . \tag{85}
\end{align*}
$$

We have the following:

$$
\begin{equation*}
\sum_{x_{1}}\left(e^{i \pi}\right)^{x_{1}\left(z_{1}+a_{1}\right)}=\left(1+\left(e^{i \pi z_{1}}\right)\left(e^{i \pi a_{1}}\right)\right) . \tag{86}
\end{equation*}
$$

By checking the cases $z_{1}=0$ and $z_{1}=1$ separately we see that

$$
\begin{align*}
& \left(1+\left(e^{i \pi a_{1}}\right)\right)|0\rangle_{1}+\left(1-\left(e^{i \pi a_{1}}\right)\right)|1\rangle_{1} \\
= & 2 e^{i \pi a_{1} / 2} \frac{\left(e^{-i \pi a_{1} / 2}+\left(e^{i \pi a_{1} / 2}\right)\right.}{2}|0\rangle_{1} \\
& +2 i e^{i \pi a_{1} / 2} \frac{\left(e^{-i \pi a_{1} / 2}-\left(e^{i \pi a_{1} / 2}\right)\right.}{2 i}|1\rangle_{1} \\
& =2(i)^{a_{1}} \cos \left(a_{1} \pi / 2\right)|0\rangle_{1}-i(i)^{a_{1}} 2 \sin \left(a_{1} \pi / 2\right)|1\rangle_{1} . \tag{87}
\end{align*}
$$

Thus we have

$$
\begin{align*}
& \left|\psi_{3}\right\rangle \simeq \pm \sum_{z} \sum_{x} \frac{(-1)^{x \cdot z+a \cdot x}|z\rangle}{2^{N}}\left[\frac{|0\rangle-|1\rangle}{\sqrt{2}}\right] \\
& = \pm \sum_{z} \frac{\left.\left.\left(1+(-1)^{z_{1}} e^{i \pi a_{1}}\right)\right) \cdots\left(1+(-1)^{z_{N}} e^{i \pi a_{N}}\right)\right)|z\rangle}{2^{N}} \\
& \times\left[\frac{|0\rangle-|1\rangle}{\sqrt{2}}\right] \\
& = \pm \prod_{j=1 . . . N}\left[(i)^{a_{j}} \cos \left(a_{j} \pi / 2\right)|0\rangle_{j}-i(i)^{a_{j}} \sin \left(a_{j} \pi / 2\right)|1\rangle_{j}\right] \\
& \times\left[\frac{|0\rangle-|1\rangle}{\sqrt{2}}\right] . \tag{88}
\end{align*}
$$

We now observe a quantum state $|100 \cdots 1\rangle$ with high probability if

$$
\begin{array}{r}
\left(a_{1}=1 \pm \epsilon\right),\left|\cos \left(a_{1} \pi / 2\right)\right|^{2} \ll\left|\sin \left(a_{1} \pi / 2\right)\right|^{2}, \\
\quad\left(a_{2}= \pm \epsilon\right),\left|\cos \left(a_{2} \pi / 2\right)\right|^{2} \gg\left|\sin \left(a_{2} \pi / 2\right)\right|^{2}, \\
\left(a_{3}= \pm \epsilon\right),\left|\cos \left(a_{3} \pi / 2\right)\right|^{2} \gg\left|\sin \left(a_{3} \pi / 2\right)\right|^{2}, \ldots, \\
\left(a_{N}=1 \pm \epsilon\right),\left|\cos \left(a_{N} \pi / 2\right)\right|^{2} \ll\left|\sin \left(a_{N} \pi / 2\right)\right|^{2} . \tag{89}
\end{array}
$$

Therefore, we present the Bernstein-Vazirani algorithm in a noisy environment.
We introduce a success probability of finding $a_{1}$ : It is the probability of detecting $|1\rangle_{1}$ if $a_{1}=1 \pm \epsilon$. On the other hand, an error probability of finding $a_{1}$ is as follows: It is the probability of detecting $|0\rangle$ if $a_{1}=1 \pm \epsilon$. In what follows, we evaluate the success probability of the algorithm. It is the probability that we detect the desirable quantum states for all $a_{1}, a_{2}, \ldots, a_{N}$.

The error probability for $a_{1}$ is

$$
\begin{equation*}
\left|\cos \left(a_{1} \pi / 2\right)\right|^{2}=E_{1} \tag{90}
\end{equation*}
$$

The error probability for $a_{2}$ is

$$
\begin{equation*}
\left|\sin \left(a_{2} \pi / 2\right)\right|^{2}=E_{2}, \tag{91}
\end{equation*}
$$

and so on. The success probability for $a_{1}$ is

$$
\begin{equation*}
\left|\sin \left(a_{1} \pi / 2\right)\right|^{2}=1-E_{1} . \tag{92}
\end{equation*}
$$

The success probability for $a_{2}$ is

$$
\begin{equation*}
\left|\cos \left(a_{2} \pi / 2\right)\right|^{2}=1-E_{2}, \tag{93}
\end{equation*}
$$

and so on. The success probability $S$ for the algorithm is

$$
\begin{equation*}
S=\left(1-E_{1}\right)\left(1-E_{2}\right) \cdots\left(1-E_{N}\right) . \tag{94}
\end{equation*}
$$

The algorithm we discussed determines $a_{1}, a_{2}, \ldots, a_{N}$ simultaneously with the success probability $S$. So we can know the noisy function $g(x)$ with the success probability $S$.

We discuss the fact that the quantum algorithm overcomes classical counterpart by a factor of $N$ in the algorithm over an environmental noise.

## 10 Conclusions

In conclusion, first, we have presented quantum key distribution based on Deutsch's algorithm by using an entangled state. The idea of the security of the protocol has been based on it of Ekert 91 protocol. The existence of eavesdroppers must has destroyed entanglement.

Next, we have studied quantum communication including an error correction. It has been based on the Bernstein-Vazirani algorithm. The original algorithm has determined a bit-strings. Here we have discussed the fact that the Bernstein-Vazirani algorithm can be used for quantum communication including an error correction. Let us explain the situation. Alice has had a bit-strings $b=\left(b_{1}, b_{2}, \ldots, b_{N}\right)$. Bob has had another bit-strings $c=\left(c_{1}, c_{2}, \ldots, c_{N}\right)$. The goal has been to correct errors of them. We have discussed the fact that the quantum communication overcomes classical counterpart by a factor of $N$ in the Bernstein-Vazirani algorithm.

Finally, we have studied the Bernstein-Vazirani algorithm having an environmental noise. The original algorithm has determined a noiseless function. Here we have considered the case that the function has an environmental noise. Let us explain the situation this. We have introduced a noise term into the original function $f(x)$. So we have had another noisy function $g(x)$. The relation between them has been $g(x)=f(x) \pm O(\epsilon)$. Here $O(\epsilon) \ll 1$ has been the noise term. The goal has been to determine the noisy function $g(x)$ with a success probability. We have discussed the fact that the quantum algorithm overcomes classical counterpart by a factor of $N$ in the algorithm including the noise function case.
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# An Efficient Scheme for Video Delivery in Wireless Networks 
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#### Abstract

This chapter presents a theoretical background for the history of wireless networks. It gives a comprehensive overview and performance evaluation for IEEE 802.11, 802.15 and 802.16 standards focusing on different standards and coverage area. Then, this chapter proposes an efficient scheme for P2P VoD system based on a smart recommender taking into account the analysis of the user's behavior. The chapter describes the proposed mobility scheme that describes network entry process and channel scanning process. The proposed models are examined using different video resolutions (low and high). Then, a mobility model is presented to study the influence of different scanning schemes (light and dense) on some performance metrics like throughput, data dropped, and particularly handover latency. Finally, simulation results are documented and analyzed. The simulation results show that the proposed scheme can efficiently improve both server's load and the initial playout latency.


[^8]
## 1 Introduction

### 1.1 Video Streaming Over Wireless Networks

The demand for streaming video over wireless networks has been gradually increased over the years. Wireless Communication Technology is changing rapidly. Wireless broadband technologies promise to make all kind of information available anywhere, anytime, at a low cost to a large scale of the population.

Typical example of wireless networks is office wireless local area networks (WLANs) where wireless AP serves all wireless devices within a specific radius. Example of IEEE 802.11 standards [1] described as a group of nodes within a particular zone, wirelessly connected to each other with the help of limited battery powered devices, well interfacing and efficient routing protocol that helps them to maintain quality of communication, while they are changing their position rapidly. Therefore, routing in wireless networks plays a significant role for data forwarding, where each MS can continuously access the Internet from any location in any time. MS can change its point of connecting from one station to another while still being reachable.

Wireless networks can be broadly categorized into two categories: infrastructure based wireless networks and infrastructure-less networks (Ad hoc wireless networks). WLAN technologies are infrastructure based networks. They provide free wireless connectivity to the end users, offering an easy and viable access to a network and its services [2-4].

- The infrastructure mode: it uses fixed, network APs over which MSs can communicate. These APs are usually connected to landlines to widen the LAN's capability by linking wireless nodes to other wired nodes. If service areas of APs overlap, mobile nodes handed over between them.
- The infrastructure-less mode: in this case, a set of mobile devices are brought together to form a pilot network, there is no fixed structure to the network, there are no fixed points, and usually every node is able to communicate with every other node in its communication range with no APs. WLAN/WiFi network is based on the IEEE 802.11 standard. WiMAX, which based on IEEE 802.16, is a standard with similar principles. The existing WiFi and WiMAX wireless networks offer flexibility to support real-time applications such as audio and video streaming. WiFi technology shows great success as an inexpensive wireless Internet access. Whereas WiMAX provides large coverage area (approximately 50 km ) and high data rates (up to 75 Mbps ) using radio links [5, 6].

WiMAX and WiFi are frequently used for wireless Internet access. WiMAX network operators usually provide a WiMAX subscriber unit that connects the user to the metropolitan WiMAX network and provide WiFi within homes or business for connecting local devices, such as laptops, WiFi handsets, and smartphones.

WiFi has two types of components: a wireless client station and an AP as shown at Fig. 1. Wireless client station is any user device such as computer or laptop that has


Fig. 1 Different WiFi client/station connections
a wireless network card [7]. AP acts as a bridge between devices and wireless networks. It connects to the cable modem or ADSL modem, provides Internet services for wireless and wired Ethernet clients, and organizes and grants access from multiple MSs to the fixed network. Users can now connect smartphones to the wireless router for WiFi services to access the Internet over mobile phone [8].

### 1.2 WLAN/WiFi Networks

WLANs based on the IEEE 802.11 ( $\mathrm{a} / \mathrm{b} / \mathrm{g}$, WiFi technology) specification family [9] have gained popularity as being low-cost solutions that are easy to install and provide broadband connectivity, and such networks are being widely deployed in private spaces (e.g. homes and workplaces and as hotspots in public spaces, waiting areas and hotel lobbies).

In wireless network communication, nodes communicate with others using wireless channels. Two important issues are employed in the wireless networks the spectrum frequency ranges and different data rates. For example IEEE $802.11 \mathrm{a} / \mathrm{g}$ use $54 \mathrm{Mbit} / \mathrm{s}$ where IEEE 802.11 b used $11 \mathrm{Mbit} / \mathrm{s}$ [9, 10]. The signal strength in a wireless medium decreased when the signal travels further beyond a certain distance, the strength reduced to the point where reception is not possible. The topology of the wireless network can be dynamic with time because of the mobility feature where the host or the subnet may move from one place to another [11]. Traditional networks require re-configuration of IP address used by these host or subnet at the new location. An interface enables with Mobile IP allows these hosts or subnet to move without any manual address re-configuration. In an attempt to conclude the different IEEE 802.11 standards, Table 1 provides a summary of IEEE 802.11 standards descriptions [12].

Table 1 Summary of IEEE 802.11 standards description

| Standard | Description |
| :--- | :--- |
| IEEE 802.11a | Supports rates of up to 54 Mbps in the 5 GHz ISM band |
| IEEE 802.11b | Supports rates of up to 11 Mbps in the 2.4 GHz ISM band |
| IEEE 802.11c | Supports wireless AP bridge operations |
| IEEE 802.11d | Supports internationalization |
| IEEE 802.11e | Supports QoS enhancement mechanisms |
| IEEE 802.11f | Addresses interoperability of Apps from different vendors |
| IEEE 802.11g | Supports rates of up to 54 Mbps in the 2.4 GHz ISM band |
| IEEE 802.11h | Supports power control for 5 GHz range requirements |
| IEEE 802.11i | Deals with security issues |
| IEEE 802.11n | Supports high data rates up to100 Mbps |

### 1.3 WiMAX Networks

Over the last few years, the demand for high speed mobile broadband access to multimedia services and Internet applications has increased. This demand created new interest to explore new technologies like WiMAX to offer such services at low cost. WiMAX is a standard-based wireless technology that support high throughput and long distance connections. There are two main versions of WiMAX: The first one is IEEE 802.16-2004 WiMAX, which is based on the IEEE 802.16 standard and on ETSI HiperMAN [10]. It utilizes OFDM (Orthogonal Frequency Division Multiplexing) and supports access in Line of Sight (LOS) and Non-line-of-sight (NLOS). The other one is IEEE 802.16e WiMAX version based on the 802.16e amendment, which enables handover and roaming. This release uses a multi-carrier modulation scheme called SOFDMA (Scalable Orthogonal Frequency Division Multiplexing Access) that employs sub-channelization [2, 10]. WiMAX has a group of IEEE 802.16 standards (PHY and MAC layers) suitable for fixed and mobile networks. In 2004, IEEE formalized a specification for fixed wireless networks [13-15]. WiMAX uses $10-66 \mathrm{GHz}$ band with LOS communications using a Single Carrier (SC) air interface. The IEEE 802.16a standard portrayed NLOS communications in the 2-11 GHz band depending on one of the three air interfaces: SC, OFDM, and OFDMA. OFDM and OFDMA enable carriers to increase their data transmission and information capacity. This expanded proficiency is attained by dividing subcarriers nearly together without impedance because subcarriers are orthogonal to one another [16].

With OFDM, number of subcarriers increases as a given channel data transmission increase, subcarriers are allotted as: pilot subcarriers, data subcarriers, null subcarriers, and DC subcarriers. Routine modulation methods with various inward code rates are used to modulate those subcarriers [17]: Binary Phase Shift Keying (BPSK), Quadrature Phase Shift Keying (QPSK), and Quadrature Amplitude Modulation (QAM). WiMAX can accomplish QoS by utilizing transmission capacity requirements $[14,16,18]$.

WiMAX networks strengthen connection to the metropolitan WiMAX network, while Wi-Fi networks are utilized for connecting nearby local devices inside homes or organizations. As they are both wireless technology, much of the individuals treat WiMAX as a robust of Wi-Fi. The essential purpose of enthusiasm of Wimax over $\mathrm{Wi}-\mathrm{Fi}$ is that it spans larger geographic areas and has higher data rates. Because of standardization issues and relatively high price, WiMAX does not acting well performance in market position. While the initial versions of 802.16/a/d focused on fixed applications, the latest versions of 802.16 e amendment were formed in 2005 [19], which have included many new features and functionalities that support mobility issues.

### 1.4 Mobile WiMAX

Video communication can be greatly facilitated by providing adequate QoS. The IEEE 802.11e standard specifies a number of QoS enhancement mechanisms at the MAC level. These IEEE 802.11e improvements can be exploited to increase the WLAN throughput and decrease packet latencies. IEEE 802.16e-2005 Air Interface is the basis of Mobile WiMAX, which makes mobility features and attributes are applicable [20]. Mobile WiMAX supports cell phone applications, for example, it supports video streaming to all subscribers from a vehicle at 70 MPH . Mobile WiMAX becomes precious for promising applications, such as gaming and mobile TV.

IEEE 802.16m-2011 Advanced Air Interface with data rates of 100 Mbps mobile and 1 Gbps fixed enable new 4G mobile radio communication systems [21, 22]. Also known as Mobile WiMAX Release 2 or Wireless MAN-Advanced. It offers significantly higher data rates than and supports different handover mechanisms and QoS features.

To guarantee functionality for BSs that are totally interoperable, there are a number of frameworks that offer scalability and network architecture. Therefore, a lot of adaptabilities and flexibilities will be available. Mobile WiMAX features are summarized as follow [23]:

- High Data Rates: Mobile WiMAX support downlink data rates up to 63 Mbps and uplink data rates up to 28 Mbps .
- Mobility: Mobile WiMAX supports the handover latency less than 50 ms
- Scalability: Mobile WiMAX works in different bandwidths from 1.25 to 20 MHz to conform to various demands.
- Security: Enhanced safety in IEEE 802.16e-2005 is applicable.

There are two critical issues for mobile applications: battery life (power) and handover. Mobile WiMAX supports both idle mode and sleep mode to enable powerefficient MS operation. Mobile WiMAX likewise supports seamless handover to empower the MS to switch starting with one BS then to the next at vehicular rates

Table 2 Summary of various wireless communication technologies

| Technology | Standard <br> approved <br> (Year) | Maximum <br> data rate <br> (Mbps) | Modulation <br> scheme | Channel <br> frequency <br> band (GHZ) | Coverage area <br> $(\mathrm{m})$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| IEEE 802.11a <br> (WiFi) | 1999 | 54 | OFDM | 5 | $50-100$ |
| IEEE 802.11b <br> (WiFi) | 1999 | 11 | DSSS, CCK | 2.4 | $50-100$ |
| IEEE 802.11g <br> (WiFi) | 2003 | 54 | OFDM, <br> DSSS, CCK | 2.4 | $50-100$ |
| IEEE 802.11n <br> (WiFi) | 2009 | 60 | OFDM, <br> DSSS, CCK | 2.5 | $100-200$ |
| IEEE 802.15 <br> (Bluetooth) | 2003 | 2 | FHSS | 2.45 | $20-30$ |
| IEEE 802.16a <br> (WiMAX) | 2003 | 75 | QPSK, 16-64 <br> QAM | $2-11$ | 50,000 |
| IEEE 802.16e <br> (Mobile | 2005 | 15 | QPSK, 16-64 <br> QAM | $2.3-7$ | 30,000 |
| WiMAX) | 2011 | 100 | QPSK, 16-64 <br> QAM | $2.3-7$ | 40,000 |
| IEEE 802.16m <br> (Release 2) | 200 |  |  |  |  |

without interrupting the connection [23]. Mobility can be configured through either pre-defined trajectories or using Random Waypoint mobility model. Trajectories and Orbits specify deterministic paths for MS (more details about trajectories will be presented in Chap. 4). Table 2 presents a summary of various wireless communication technologies through focusing on the date approved, data rate, modulation scheme, frequency band, and coverage area [5].

In a summarized manner, The IEEE 802.11 (Wi-Fi) technology achieve incredible success and low-cost wireless Internet access while the IEEE 802.16 (WiMAX) covers large geographic area up to approximately 50 km and high data rates up to 75 Mbps [10]. IEEE 802.16e standard supports wide bandwidth and high-speed mobility. IEEE 802.16e (Mobile WiMAX.) standard is considered a WiMAX solution for mobile applications. It is proposed to enable mobility up to $60 \mathrm{mile} / \mathrm{h}$ with the data transmission rate up to 2 Mbps [21].

In fact, the most salient differences between WLAN and WiMAX are: WLAN is meant for short range applications while WiMAX is meant for extended range applications.

- WLAN can deliver much faster speeds compared to WiMAX.
- WiMAX provides a much better method of bandwidth distribution compared to WLAN.
- Both technologies are still possible to overloading.


## 2 Related Work

There are a number of performance studies focusing on wireless networks. The reader can get some interesting related information and publications in the literature. For example, Etemad [19] presented a high-level survey of a roadmap of the mobile WiMAX from both the radio and network viewpoints. He provided a highlevel overview of standardization roadmap and timelines in IEEE 802.16 and the WiMAX forum. Peh et al. [8] presents in achieving seamless handover of VoIP sessions within a hybrid WLAN and WiMAX network. Durantini and Petracca [24] could make $1-1.8 \mathrm{Mbps}$ data rate with WiMAX at a distance between the BS and the MS up to a number of miles. De Bruyne et al. [25] noticed that there are few relationships between the distance and the performance, but in contrary, there are many relationships between the performance and the Carrier to Interference Noise Ratio (CINR). Kim et al. [26] showed that the delay could be vast when using TCP over WiMAX. However, they could setup seamless communications with a moving car in a city. The developed system manages the QoS per user but not per flow.

This issue considered an important factor that affects their performance results. Daan et al. [10] have explained the diverse activities that happened inside the three paramount associations: The 802.16 working group of the IEEE, the WiMAX, and the ITU (International Telecommunication Union). They displayed a complete review about the advancement of WiMAX in terms of standardization and certification. At last, WiMAX trend analysis has additionally presented. Caiyong [23] proposed a velocity adaptive scheme to minimize handover latency and upgrade the system resource usage. This scheme has merits since it balances the delay and channel resources wastage. Ouni et al. [27] examined the energy, latency, and throughput tradeoff in OFDMA wireless channel. They assumed omni-directional antennas on BS and fixed amount of traffic flow in the downlink direction. Ray et al. [28] presented an efficient and simple technique for MS-controlled handover mechanism. They proposed a measure for the distance between MS and any neighboring BSs and referred to it as "Received Signal Strength (RSS)". The MS screens the RSS that serves particular BS periodically. The MS-controlled methodology simulation outcomes demonstrate a recognizable decrease to handover latency accompanied by increment in network scalability.

## 3 The Proposed Schema for Video Delivery in Wireless Networks

### 3.1 The Mobility Scheme

IEEE 802.16e standard supports the needs of wide bandwidth and high-speed mobility. The standard is proposed to support the mobility up to $70 \mathrm{mile} / \mathrm{h}$ with the data transmission rate up to 2 Mbps as mentioned earlier. Therefore, handover has become
one of the elements that affect the performance of IEEE 802.16e system. While a MS is moving, it continuously scans for neighboring BSs and data transferred between MS and BS as long as the connection is established. Generally, in wireless broadband networks, handovers typically consist of three phases: (1) neighbor discovery via scanning, (2) a handover decision, and (3) link switching and association to the new AP [29]. In order to locate the target BS that best fits the mobility path and quality of service ( QoS ) requirements of the user, a wireless MS needs to scan multiple channels [30-34]. Once the target network (horizontal or vertical) and BS have been determined, the MS perform a handover process and then switches the current link to the new BS and authentication and association procedures are followed. During a handover, a certain level of service disruption characterized by delays and packet losses is inevitable. Specially, scanning and link switching are the main contributors to the disruptions of running services. As channel scanning can be a relatively timeconsuming procedure, QoS degradation during a scan is a critical issue. Therefore, to support user QoS demands and seamless service, service disruptions during the scanning procedure should be controlled and scheduled efficiently [22, 35]. Using the previous channel selection history or information regarding the neighboring network topology, different algorithms aim at scanning fewer channels (i.e., selective scan) in an effort to reduce the handover latency. One common approach is that an individual MS determines the channels that may have working APs and scans only those channels. Another technique involves the current Base Station (BS) reporting its neighboring information to the MS. In some wireless Media access control (MAC) protocols such as WLAN and WiMAX, the current BS provides a specified level of information about the same network type neighbor APs to the MSs. With WLAN, the Neighbor Report frame from the current AP includes a list of the neighbor APs, and with WiMAX, a neighbor advertisement message (MOB NBR-ADV) is sent by the current BS at specified intervals to identify the neighbor network systems and to define the characteristics of neighboring BSs. Existing scanning algorithms can be classified into two categories. While the first category aims to reduce the total required channel scanning time by reducing the number of channels to scan, the goal of the second category is to minimize the QoS degradation during the scanning period [29]. The IEEE 802.11 specifies two scanning methods. For a passive scan, the MS switches to a new channel and waits for beacon frames from neighboring APs. Therefore, a large amount of time may be required to discover all neighboring APs. With an active scan, the wireless station broadcasts a probe request frame on a selected new channel and waits for a probe response frame from neigh-boring APs operating on that same channel. In IEEE 802.16e WiMAX networks, when the serving BS has obtained downlink/uplink channel descriptor (DCD/UCD) information via the wired backbone net-works, it broadcasts this information periodically using MOBNBR-ADV messages. Scanning is an inevitable procedure for seeking the neighbor BS that is more suitable to be a potential target BS. The purpose of these scans is to decide if it possible to acquire a connection with a more appropriate BS that may have a better wireless signal SNR, a lower traffic, etc. When a MS first communicates with a BS, it is responding to an advertising message that is sent out periodically by the BS informing clients with various conditions of the BS.

The scanning response requires bandwidth usage of the BS along with three basic parameters: scan duration, interleaving interval, and the number of iterations. The scan duration is a period of $N$ frames during which the MS scans neighboring BSs and acquires information about them. The interleaving interval is a period of P frames during which the MS handles regular data transmission between itself and currently connected BS. It repeats pairs of N scan frames and P interleaving interval frames $T$ times. At end, it must decide either still connected to current BS or reconnect to a new one.

### 3.2 Network Entry Process

The scanning procedure in the IEEE 802.16 e protocol is designed as a periodical scanning process. Typically scanning procedures are conducted within the overlapping area of two BSs. The 802.16e extension defines several mechanisms related to BS communication and channel scanning to facilitate neighbor discovery and handovers. Regarding BS interface, the assumption in IEEE 802.16e is that neighboring BS exchange downlink and uplink channel descriptors (DCD and UCD messages) over the backbone. The information is then embedded in messages sent periodically by the serving BS to the MSs. As shown at Fig. 2, four steps starting with downlink and uplink synchronization, followed by initial ranging, and ending with registration are performed to reach normal operation state. These actions allow MS to acquire channel information prior to any scanning.

### 3.3 Channel Scanning Process

When the fading SNR reaches the scanning threshold value, the MS begins the scanning process by sending the $M O B-S C N_{R} E Q$ message as illustrated in Fig. 3.

Fig. 2 Network entry process



Fig. 3 Channel scanning and handover process

The serving BS reply with the $M O B-S C N_{R} S P$ message that permits the scanning. The message contains the parameters for scan duration N , interleaving interval P , and the start frame M. After receiving the $M O B-S C N_{R} S P$ management-message from serving BS, the MS starts the scanning after M received frames (start frame). The MS changes after M frames to the next channel and stays there for N frames period (scanning interval/duration) to detect a BS and to assess its SNR. After a scanning interval, the MS returns to the base channel of the serving BS. These scenarios are meaningful in order to keep the service interruption as short as possible since no payload transmissions are possible during the scanning process. If no preferable BS could be detected, it reinitiates the scanning mode after P frames period (interleaving interval) in a trial to find a new BS. The total number of allowed repetitions of the scanning process is given with the parameter T. At the end of the scanning, the MS reports the scan status to serving BS in the form of a MOB-SCN REP message. The MS sends an $M O B-M S H O_{R} E Q$ message to serving BS indicating the potential target BSs for handover. The serving BS sends an $M O B-M S H O_{R} S P$ message to the MS to acknowledge the handover request.

### 3.4 The Proposed Mobility Model

### 3.4.1 Model Description

The proposed model highlights the mobility effects created by MS. The server was configured to provide VoD telecommunication technology that allows video streaming to MS. The MS node is a mobile IPv4 enabled, with a home agent set to an


Fig. 4 The mobile WiMAX model structure

Fig. 5 MS node model architecture

initial BS. The MS node moves away from the home agent and visits seven foreign BS nodes, before returning to its start location as depicted in Fig. 4. Figure 5 shows a representation of MS node model. The Physical and MAC layers are those of the WiMAX $802.16 e$ standard. The node model can be divided into three main layersPhysical/MAC WiMAX layer, Network Layer, and Transport/Application Layer. The Physical/MAC WiMAX layer models the WiMAX physical layer and MAC layer. This layer responsible for data forwarding the classifying higher-layer traffic to service flows, encapsulation/de-capsulation of higher-layer packets in MAC frames, bandwidth request/grant mechanism, and packet delivery. It also handles admission control initiation, activation of service flows, handover initiation, starting the scanning neighbor BSs, ranging (initial and periodic) and selecting the serving BS. The network layer models the IP routing functions, fragmentation, and reassembly.

The Transport layer uses the UDP protocol. RTCP is implemented at the application layer to allow feedback from the receiver to sender. The trajectory in OPNET Modeler has two types: segment-based and vector-based trajectories. Segment-based trajectories draw movement path with a set of segments determined by pre-defined points [1]. Vector-based trajectories set movement via bearing, ground speed, and ascent rate attributes of a MS. A segment-based trajectory is composed of a set of path segments. Each path segment can have individual features. Segment-based trajectory has two types: fixed-interval and variable-interval. For fixed-interval trajectory, a MS takes the same period to navigate every path segment. For variableinterval trajectory, each station has its own specified altitude, wait time, segment traversal time, and orientation. The wait time required for each MS. It makes stations pause at each segment point before navigating the next segment. Creating a segmentbased trajectory object with a fixed interval is similar to creating a segment-based trajectory with variable interval. The main difference is that when defining each path segment, the "Segment Information" dialog will show up to ask you to specify parameters for this specified segment, since each segment can have individual parameters in variable-interval trajectory. The OPNET Modeler enables the path specification for a MS using trajectories. OPNET stores this segment-based trajectory data set in .trj files which can then be associated with one or more MSs. Table 3 details the segment-based trajectory derived for this model. Distance and altitude are reported in meters where Ground speed rates are reported in $\mathrm{km} / \mathrm{h}$. The MS is then configured to use this trajectory in the model. When MS moves, the mobility will affect SNR as a systematic increment or decrement as it moves closer or further way from the BS, respectively. There are comfortable zones that correspond to areas around each BS. Outside these zones, the SNR of an MS transmission becomes lower than the scanning threshold. Once the smoothed SNR becomes less than the scanning threshold, scanning activity is started in the hope of identifying other BSs as target for handover. When the MS moves towards a new BS, scanning continues until the MS receiver enters a stable zone.

### 3.4.2 Parameters Setup

This section describes the necessary steps needed to implement WiMAX functionality in a network model. The points listed below are sufficient for running a simulation with default WiMAX parameters.

- Define Service Classes: A service class groups the QoS requirements of service flows. The service classes must be defined in the MAC Service Class Definitions attribute of the WiMAX configuration object. Each scenario that includes WiMAX must have a WiMAX configuration object. Service classes are associated with service flows on subscriber nodes.
- Configure Efficiency Mode: Depending on the goals of WiMAX simulation study, one can configure the model to use a limited set of features.
Table 3 Details of segment-based trajectory

|  | X Pos (m) | Y Pos (m) | Distance (m) | Altitude (m) | Traverse time | Ground speed | Wait time | Accum time |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | n/a | 0 | n/a | n/a | $1 \mathrm{~m} \mathrm{40.00} \mathrm{~s}$ | 1 m 40.00 s |
| 2 | -281.04065 | 0 | 281.040643 | 0 | 09.67 s | 65.012411 | 10.00 s | 1 m 59.67 s |
| 3 | -667.47155 | 0 | 386.430901 | 0 | 13.30 s | 64.994083 | 10.00 s | 2 m 22.97 s |
| 4 | -1,065.61 | 11.710027 | 398.311789 | 0 | 13.71 s | 64.98892 | 10.00 s | 2 m 46.68 s |
| 5 | -1,475.46 | 35.130082 | 410.515759 | 0 | 14.13 s | 64.989214 | 10.00 s | $3 \mathrm{~m} \mathrm{10.81} \mathrm{~s}$ |
| 6 | -1,592.56 | 632.341473 | 608.561088 | 0 | 20.96 s | 64.94811 | 10.00 s | 3 m 41.77 s |
| 7 | -1,592.56 | 1,018.77 | 386.430901 | 0 | 13.30 s | 64.994083 | 10.00 s | 4 m 05.07 s |
| 8 | -1,569.14 | 1,452.04 | 433.908236 | 0 | 14.93 s | 65.011727 | 10.00 s | $4 \mathrm{~m} \mathrm{30.00} \mathrm{~s}$ |
| 9 | -1,487.17 | 1,826.76 | 383.597179 | 0 | 13.19 s | 65.055531 | 10.00 s | 4 m 53.19 s |
| 10 | -667.47155 | 1,744.79 | 823.779039 | 0 | 28.36 s | 64.976771 | 10.00 s | 5 m 31.55 s |
| 11 | -222.49051 | 2,014.12 | 520.154497 | 0 | 17.86 s | 65.148515 | 10.00 s | 5 m 59.41 s |
| 12 | 304.460709 | 1,791.63 | 571.997258 | 0 | 19.72 s | 64.884454 | 10.00 s | 6 m 29.13 s |
| 13 | 925.092156 | 1,955.57 | 641.906461 | 0 | 22.07 s | 65.061344 | 10.00 s | $7 \mathrm{~m} \mathrm{01.20} \mathrm{~s}$ |
| 14 | 1,323.23 | 2,014.12 | 402.414765 | 0 | 13.84 s | 65.041632 | 10.00 s | 7 m 25.04 s |
| 15 | 1,838.47 | 1,850.18 | 540.725378 | 0 | 18.63 s | 64.92583 | 10.00 s | 7 m 53.67 s |
| 16 | 2,306.88 | 1,791.63 | 472.061617 | 0 | 16.25 s | 64.982878 | 10.00 s | 8 m 19.92 s |
| 17 | 2,342.01 | 1,393.49 | 399.698143 | 0 | 13.76 s | 64.978146 | 10.00 s | 8 m 43.68 s |
| 18 | 2,342.01 | 1,007.06 | 386.430924 | 0 | 13.30 s | 64.994087 | 10.00 s | 9 m 06.98 s |
| 19 | 2,166.36 | 526.951228 | 511.186209 | 0 | 17.57 s | 65.082014 | 10.00 s | 9 m 34.55 s |
| 20 | 2,049.25 | 11.710027 | 528.349863 | 0 | 18.16 s | 65.081772 | 10.00 s | 10 m 02.71 s |
| 21 | 1,768.21 | 23.420055 | 281.287329 | 0 | 09.68 s | 65.002256 | 10.00 s | 10 m 22.39 s |
| 22 | 1,323.23 | 105.390246 | 452.483802 | 0 | 15.58 s | 64.966459 | 10.00 s | 10 m 47.97 s |
| 23 | 889.962074 | 93.680218 | 433.427584 | 0 | 14.91 s | 65.02682 | 10.00 s | 11 m 12.88 s |
| 24 | 538.661255 | 210.780491 | 370.313702 | 0 | 12.76 s | 64.919135 | 10.00 s | 11 m 35.64 s |

- Associate Subscriber Stations with BSs: By default, this attribute is set to Distance Based, which means that the subscriber station connects to the closest BS. This association is permanent when mobility is disabled.
- Configure Mobility: To model mobility in WiMAX networks, a set of parameters should be taken into consideration to configure the network like WiMAX efficiency mode (the WiMAX efficiency mode must be set to Mobility and Ranging Enabled), handover and scanning (Attributes that control handovers and scanning are configured), ASN (Access Service Network) Gateway IP address, and Mobile IPv4 (facilitate handoff between BS interfaces).

The mobility parameters in the MS node must contain the necessary information to access and query any neighbor BS. To achieve seamless mobility, MobileIPv4 had to be configured. This is a critical detail in mobile communications systems since the mobile subscriber needs to retain the same virtual address across different subnets. Consequently, each BS had to be configured with a specific unique IP subnet on the WiMAX interface. Additionally, the MobileIPv4 specific configuration on each BS was set to use this interface along with the specification of whether the site was the home or foreign agent. Only one site will act as a home agent and all other sites will act as a foreign agent. The primary task of the simulations is to determine the parameters that have the most significant influence on the handover latency while video streaming session. The chosen parameters to the proposed model are presented at Tables 4, 5, 6, and 7. The WiMAX parameters are given in Table 4. The BS parameters, for $B S_{0}$, for example, are shown in table Table 5. The parameters applied for MS that represent the mobility attributes are indicated in table Table 6. Video traffic parameters are given in table Table 7. In our simulation model, we try to study the ideal scanning duration to use in a way that allows the MS to have maximum throughput from the current BS it is connected to, while also being able to scan for new and better BSs to connect to. For a stationary node, long scanning duration

Table 4 The WIMAX parameters

| Efficiency mode | Mobility and ranging enabled |
| :--- | :--- |
| OFDM PHY profile | Wireless OFDMA 5MHZ |
| Frame duration $(\mathrm{ms})$ | 5 |
| Number of subcarriers | 512 |

Table 5 The $B S_{0}$ parameters

| Antenna gain $(\mathrm{dBi})$ | 15 dBi |
| :--- | :--- |
| PHY profile | Wireless OFDMA 5MHZ |
| Maximum transmission <br> power $(\mathrm{w})$ | 2.0 |
| MAC address | 0 |
| Neighbor advertisement <br> interval (Frames) | 10 |

Table 6 The mobility attributes for MS

|  | Light scanning | Dense scanning |
| :--- | :--- | :--- |
| Scanning threshold | 27 | 54 |
| Scan duration | 4 | 20 |
| Interleaving interval | 240 | 140 |
| Scan iterations | 10 | 10 |

Table 7 Video traffic parameters

| Frame interarrival time | 10 frames/s |
| :--- | :--- |
| Frame size information <br> (bytes) | $128 \times 120$ pixels |
| Type of service | Streaming multimedia (4) |

would be somewhat useless. For a very mobile node, such as a vehicle, the scanning duration could be crucial in maintaining an active connection to delay and bandwidth sensitive services such as voice-over-IP or video conferencing.

### 3.4.3 Performance Evaluation

In this section, we study the influence of different scanning schemes (light and dense) on the performance of video streaming through focusing on some performance metrics like throughput, data dropped, and handover delay. Handover Delay (s) Handover delay is computed for the instance that MS transmits a message that indicates starting handover process until initial ranging with the new BS is successfully completed. Figure 6 shows the average handover delay for both light and

Fig. 6 The average handover delay


Fig. 7 The WiMAX throughput (packets/s)

Fig. 8 The data dropped at MS's side (packets/s)

dense scanning. The results demonstrate that the handover latency in dense scanning is approximately 0.015 s that is lower than light scanning. Throughput (Packets/s) The application throughput shows that more dense scanning reduces the application throughput (approximately $1 \%$ reduction) as illustrated at Fig. 7. This was expected in dense scanning since the WiMAX MAC will be "blocked" more packets forwarded to higher layers while it is scanning neighbor BSs. Data Dropped During Handover (Packets/s) Data dropped records the uplink packets dropped (Packets/s) due to physical layer impairments. At the MS side, this statistic represents the bit drops measured at the BS for all packets arriving from particular MS. Figure 8 shows that dense scanning records higher data dropped compared to light scanning. Video Application End-to-End Delay (s) End-to-End statistic delay represents the time interval between the transmission of a packet by a video called side and its reception by video

Fig. 9 The packet
End-to-End delay (s)


Fig. 10 The service provides BS with ID during the simulation time

calling side. As illustrated at Fig. 9, the dense scanning has lower end-to-end delay. Dense scanning speeds-up handoff process reaching target BS in small attempts. Mobility service providing BS For the sake of easy understanding of the service providing BS statistics, each BS has been designated a MAC address corresponding to its name, e.g. MAC 0 for $B S_{0}$, MAC 1 for BS $1 \ldots$ etc. Figure 10 shows the service providing BS ID during the simulation time. In both scenarios, the serving BS is approximately identical.

## 4 Conclusion

This chapter proposes an efficient scheme for P2P VoD system based on a smart recommender taking into account the analysis of the user's behavior. The chapter described the proposed mobility scheme that describes network entry process and channel scanning process. The proposed models are examined using different video resolutions (low and high). Then, a mobility model is presented to study the influence of different scanning schemes (light and dense) on some performance metrics like throughput, data dropped, and particularly handover latency. Finally, simulation results are documented and analyzed. The simulation results show that the proposed scheme can efficiently improve both server's load and the initial playout latency.
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## Part II <br> Quantum in Physics

# QFT + NP = P Quantum Field Theory (QFT): A Possible Way of Solving NP-Complete Problems in Polynomial Time 

Vladik Kreinovich, Luc Longpré and Adriana Beltran


#### Abstract

It has been recently theoretically shown that the dependency of some (potential observable) quantities in quantum field theory (QFT) on the parameters of this theory is discontinuous. This discovery leads to the theoretical possibility of checking whether the value of a given physical quantity is equal to 0 or different from 0 (here, theoretical means that this checking requires very precise measurements and because of that, this conclusion has not yet been verified by a direct experiment). This result from QFT enables us to do what we previously could not: check whether two computable real numbers are equal or not. In this paper, we show that we can use this ability to solve NP-complete ("computationally intractable") problems in polynomial ("reasonable") time. Specifically, we will introduce a new model of computation. This new model is based on solid mainstream physics (namely, on quantum field theory). It is capable of solving NP-complete problems in polynomial time.


## 1 Pre-Introduction: Feasible and Intractable

Feasible. Some algorithms require lots of time to run. For example, some algorithms require the running time of $\geq 2^{n}$ computational steps on an input of size $n$. For reasonable sizes $n \approx 300$, the resulting running time exceeds the lifetime of the Universe and is, therefore, for all practical purposes, non-feasible.

In order to find out which algorithms are feasible and which are not, we must formalize what "feasible" means. This formalization problem has been studied in theoretical computer science; no completely satisfactory definition has yet been proposed.

The best known formalization is: an algorithm $\mathscr{U}$ is feasible iff it is polynomial time, i.e., iff there exists a polynomial $P$ such that for every input $x$, the running

[^9]time $t_{\mathscr{U}}(x)$ of the algorithm $\mathscr{U}$ on the input $x$ is bounded by $P(|x|)$ (here, $|x|$ denotes the length of the input $x$ ).

This definition is not perfect, because there are algorithms that are polynomial time but that require billions of years to compute, and there are algorithms that require in a few cases exponential time but that are, in general, very practical. However, this is the best definition we have so far.

Intractable (NP-hard). For many mathematical problems, it is not yet known (2017) whether these problems can be solved in polynomial time or not. However, it is known that some combinatorial problems are as tough as possible, in the sense that:

- if we can solve any of these problems in polynomial time,
- then, crudely speaking, we can solve many practically important combinatorial problems in polynomial time.

The corresponding set of important combinatorial problems is usually denoted by NP, and problems whose fast solution leads to a fast solution of all problems from the class NP are called NP-hard.

The majority of computer scientists believe that NP-hard problems are not feasible. For that reason, NP-hard problems are also called intractable. For formal definitions and detailed descriptions, see, e.g., [19].

## 2 Introduction: Equality of Computable Real Numbers Is Algorithmically Undecidable

Computable numbers is what theory of computing started with. In 1936, Alan Turing wrote his classical paper [35], one of the papers that started what we now know as theory of computing. This paper was motivated by the necessity to distinguish between computable and non-computable real numbers. To give a precise definition of what a computable real number is, Turing:

- invented the Turing machine and
- proved several positive and negative results about the Turing machines in general and computable real numbers in particular.

Since then, the definition of a computable real number has slightly changed, but one negative results still stands: it is algorithmically impossible to check whether a real number is equal to 0 . Turing defined a computable real number as a number for which an algorithm can compute the digits of its decimal expansion. This definition turned out to be not perfect, because some numbers computable in this sense stop being computable when we switch to binary expansions.

In view of this difficulty, nowadays, a slightly modified definition of a computable real is used:
a real number $x$ is computable if there exist an algorithm that for every integer $k$ returns a rational number $r_{k}$ for which

$$
\left|x-r_{k}\right| \leq 2^{-k} .
$$

There is an area of mathematics called constructive mathematics which, crudely speaking, analyzes which problems with computable real numbers are algorithmically decidable and which are not (see, e.g., [1, 4, 10-12, 27]).

Equality of real numbers is not decidable: a seemingly counter-intuitive but in reality, a rather clear result. In every exposition of constructive mathematics, one of the first negative results is a theorem that no algorithm can tell whether a given computable real number is equal to 0 or not.

From the viewpoint of a computer science student who learns about this result in his first (and often last) Theory of Computation course, this result may seem counterintuitive. Indeed, checking equality of real numbers is something that programmers do on a daily basis, without giving it much thought. To a practical-oriented programmer, the fact that this simple problem is, in theory of computing, proven to be algorithmically undecidable, is an indication that theory of computing may be (somewhat) far away from the actual computing.

At first glance, this result may seem to be counter-intuitive, but on second glance, it is very natural.

- If we have an algorithmic binary sequence $f(n)$, then the real number

$$
x=\sum_{n=1}^{\infty} f(n) 2^{-n}
$$

is computable, because we can easily, given $k$, compute $x$ 's $2^{-k}$-rational approximation

$$
r_{k}=\sum_{n=1}^{k} f(n) 2^{-n} .
$$

- If we were able to tell whether $x=0$ or not, we would thus be able to tell whether the sequence $f(n)$ is all zeros or not.
- Thus, taking $f(n)=0$ if a given algorithm $U$ does not stop by time $n$, we would get an algorithm that solves the halting problem for algorithms, which is known to be impossible.


## 3 Introduction Continued: A Heuristic Use of the Result that Equality of Computable Real Numbers Is Undecidable

It is possible to put a positive twist on this negative result. What this negative result basically says is that:

- if we were able to check whether two given computable numbers are equal or not,
- then we would be able to solve many problems that are now considered algorithmically undecidable.

In this form, this result sounds purely negative, because until recently, there was no known physical way of checking whether two real numbers (i.e., values of two physical quantities) are equal or not. To be able to check, say, equality of $x$ and 0 , we must have a physical device that:

- produces 1 ("true") when $x=0$ and
- produces 0 ("false") when $x \neq 0$.

In other words, we need a physical process for which the dependence of some observable quantity on an input parameter is discontinuous. So far, all the known physical dependencies between observables are continuous. (The dependencies that correspond to phase transitions have "abrupt" changes, but these changes are still not discontinuous: they are continuous but exceptionally fast.)

With this physical impossibility to check whether two real numbers are equal or not, the result that we are discussing seems purely negative. However, it is possible to put the following positive spin on this result: The computer-based comparison of two real numbers can be viewed as a heuristic method of checking whether two real numbers are equal or not. Thus, we can try to design a heuristic method of solving difficult-to-solve problems as follows:

- first, we formulate an "algorithm" for solving these problems that includes checking equality of computable real numbers as an intermediate step;
- second, we transform this "algorithm" into an actual algorithm by checking easy-to-check "computer equality" (i.e., approximate equality) of computed real numbers instead of the algorithmically undecidable actual equality.

This idea has led to reasonably efficient heuristic algorithms in computational chemistry. This idea is actively being used in computational chemistry. One of the main problems of chemistry is identification of chemical substances. In non-organic and organic chemistry, there exist experimental techniques that enable us to describe a graph structure of the unknown substance, i.e., to describe which atoms it consists of, and which of these atoms are connected by chemical bounds. In order to identify this substance, we must compare it with graphs that describe known substances. In mathematical terms, we need to check whether an (experimentally obtained) graph is isomorphic to one of the graphs that describe known substances.

Unfortunately, graph isomorphism problem is known to be hard to solve. For some substances, different nodes correspond to different types of atoms; in this case, it is relatively easy to check whether a given molecule coincides with this substance, because we can simply identify each atom with a similar atom in the standard substance and then check whether all connections are as in the standard model. For many other substances, however, atoms of the same type occur in different places of the structure in different roles; examples of such substances are organic substances and fullerenes. For these substances, we have to solve the difficult graph isomorphism problem.

One way of solving this problem is based on the idea described above:

- It is known that to every graph, we can assign a polynomial or several polynomials that uniquely determine this graph (i.e., the two tuples of polynomials coincide iff the graphs are isomorphic).
- Thus, to check whether the two graphs are isomorphic, we can compare the coefficients of the corresponding polynomials.

These methods are widely used in structural chemistry; see, e.g., $[2,5,6,24,25$, 30, 31].

We can further compress these polynomials into numbers (called indices) that also give complete information about the graph [32], and compare only these numbers.

The resulting method is, of course, only a heuristic method, because sometimes, due to computer inaccuracy, non-isomorphic substances get erroneously identified. However, the numerical experiments show that these errors are extremely rare (and that, therefore, this method works really well) [7]: among all the generated graphs, only $10^{-5}$ of them got mis-identified.

## 4 A New Physical Phenomenon

We have already mentioned that until recently, all known physical phenomena were continuous, and thus, the above idea could be applied only heuristically.

Recently, a discontinuous phenomenon has been discovered in quantum field theory [18, 20-23]. Namely, it was shown that the discontinuous dependence on the parameter $\lambda$ usually takes place in the theories with the so-called spontaneous symmetry breaking (see explanations below). Specifically, the authors of the above papers considered theories of a complex-valued scalar field $\varphi$ in which a non-linear term

$$
\lambda \cdot \varphi^{4}
$$

is added to the standard Lagrangian $L_{0}$ of the wave equations (i.e., to

$$
\varphi_{, a} \varphi^{, a}+m_{0}^{2} \cdot \varphi^{2},
$$

where $\varphi_{, a}$ denotes the partial derivative $\frac{\partial \varphi}{\partial x_{a}}$, and the repetition of the index $a$ means summation; for an introduction to classical and quantum field theory, see, e.g., [3, 28]).

This theory can be equivalently described as adding a non-linear term

$$
2 \lambda \cdot \varphi^{3}
$$

to the right-hand side of the wave equation

$$
\square \varphi+m_{0}^{2} \cdot \varphi=0
$$

here, $\square$ indicates the d'Alembertian operator

$$
\square \stackrel{\operatorname{def}}{=} \frac{\partial^{2}}{\partial x_{0}^{2}}-\frac{\partial^{2}}{\partial x_{1}^{2}}-\frac{\partial^{2}}{\partial x_{2}^{2}}-\frac{\partial^{2}}{\partial x_{3}^{2}}
$$

For the resulting non-linear theory, the characteristics of the vacuum state, such as the energy density $\rho$ and pressure $p$ of quantum fluctuations, have a discontinuity at $\lambda=0$, i.e., these (potentially observable) physical quantities have different values

- for $\lambda=0$ and
- for $\lambda \neq 0$.

This result leads to a potential possibility of checking whether a given physical quantity is equal to 0 or not. In this paper, we will show that this possibility can help us solve NP-complete ("computationally intractable") problems in polynomial time. Before we describe how, we would like to make this physical result slightly less mysterious by describing in plain words why the dependence of $\rho$ on $\lambda$ is discontinuous.

Why discontinuous? In classical (pre-quantum) physics, vacuum means absence of matter. In quantum field theory, due to Heisenberg's uncertainty principle, we cannot have a complete absence of matter: there always are so-called quantum fluctuations. As a result of these fluctuations, in quantum field theory, vacuum is a complicated quantum state. One way to analyze the quantum vacuum is to neglect quantum effects and to consider the (quasi) classical approximation to the vacuum state.

Crudely speaking, in this approximation, the vacuum is the state with the smallest energy. In the classical vacuum, the equations do not explicitly depend on the coordinates, and therefore, the solution should also be independent on the coordinates. Thus, the gradient $\varphi_{, a}$ is equal to 0 , and the vacuum energy can be described as the integral

$$
E=\int \rho d x_{0} d x_{1} d x_{2} d x_{3}
$$

where the energy density $\rho$ is equal to

$$
\rho=m_{0} \cdot \varphi^{2}+\lambda \cdot \varphi^{4} .
$$

The minimum is attained at one of the stationary points, i.e., at one of the points where the derivative of the density w.r.t. $\varphi$ is equal to 0 .

- When $\lambda=0$, the derivative is equal to $2 m_{0}^{2} \cdot \varphi$, and therefore, in the vacuum state, $\varphi=0$. Hence, for $\lambda=0$, the vacuum energy density $\rho(0)$ is also equal to 0 .
- When $\lambda \neq 0$, the derivative is equal to

$$
2 m_{0}^{2} \cdot \varphi+4 \lambda \cdot \varphi^{3}
$$

This derivative can be expressed as a product

$$
\varphi \cdot\left(2 m_{0}^{2}+4 \lambda \cdot \varphi^{2}\right)
$$

Thus, this derivative is equal to 0 if:

- either $\varphi=0$;
- or $2 m_{0}^{2}+4 \lambda \cdot \varphi^{2}=0$, in which case $\varphi^{2}=-m_{0}^{2} / 2 \lambda$, and $\varphi= \pm \frac{m_{0}}{\sqrt{-2 \lambda}}$.

Thus, we have the three stationary points: $\varphi_{1}=0$ and $\varphi_{2,3}= \pm \frac{m_{0}}{\sqrt{-2 \lambda}}$.

- For $\varphi_{1}=0$, the corresponding energy density $\rho_{1}$ is equal to 0 .
- For two other stationary points, $\varphi_{2,3}^{2}=\frac{m_{0}^{2}}{-2 \lambda}$, and therefore, the corresponding vacuum energy density $\rho_{2}=\rho_{3}$ is equal to the following expression:

$$
\rho_{2}=\rho_{3}=m_{0}^{2} \cdot \frac{m_{0}^{2}}{-2 \lambda}+\lambda \cdot \frac{m_{0}^{4}}{4 \lambda^{2}}=-\frac{m_{0}^{4}}{4 \lambda} .
$$

When $\lambda>0, \rho_{2}=\rho_{3}<\rho_{1}$, and therefore, the true vacuum (i.e., the state with the smallest energy) corresponds to the one of the value $\varphi_{2,3}$. Thus, the energy density $\rho(\lambda)$ of the true vacuum is equal to

$$
-\frac{m_{0}^{4}}{4 \lambda}
$$

When $\lambda>0$ and $\lambda \rightarrow 0$, we have $\rho(\lambda) \rightarrow-\infty \neq \rho(0)=0$. Thus, the dependence of the vacuum energy density $\rho$ on $\lambda$ is indeed discontinuous.

Comment. In classical physics, there is usually a single vacuum state, and if the theory was invariant w.r.t. some symmetries, then this unique vacuum state is also invariant w.r.t. the same transformations. In our example, for $\lambda>0$, we have two different vacuum states that correspond to the different value of $\alpha$. The original theory is clearly invariant w.r.t. the transformation $\varphi \rightarrow-\varphi$, but neither of the two vacuum state $\varphi_{2}$ and $\varphi_{3}$ is invariant w.r.t. this transformation. Thus, we get a symmetry breaking. This symmetry breaking is called spontaneous, because it is not caused by any non-symmetric external fields.

Caution: what we described above was an oversimplified, qualitative explanation, not the proof. The actual proof requires much more complicated physical computations.

Discontinuity is not so surprizing after all. To some extent, quantum field theory can be viewed as a phenomenological theory, because it is based on the underlying notion of the non-quantized space-time. These discontuity results basically say that if we try to solve QFT equations within the natural assumption of a standard
space-time in which all the fields are continuous, we inevitably run into discontinuities, which means that the underlying topology is no longer standard. Thus, to adequately describe quantuk fields, we need to quantize not only the fileds themselves, but also the underlying topology of space-time (see, e.g., [16, 17]).

When re-formulated in these terms, the discountuity stops being a strange mathematical phenomenon caused by a specific feature of the Lagrange function, but becomes a natural general effect of any sufficiently complicated quantum field theory.

## 5 How to Use the New Physical Phenomenon to Solve NP-Complete Problems in Polynomial Time: Definitions and the Main Result

### 5.1 Motivations for the New Model of Computation

Our goal is to describe the computational ability of a computer that can use the phenomena of Quantum Field Theory (QFT) in its computations; we will call such enriched computer a QFT computer. Before we introduce formal definitions, let us first describe informally what a computer can do if we equip it with the additional possibility stemming from the Quantum Field Theory.

General idea of QFT computer: analog operations in addition to discrete ones + ability to check whether two analog values are equal or not. To apply the physical phenomenon described above, we must have the real numbers represented as the actual values of physical quantities (i.e., we must have analog computations in addition to the usual ones). Thus:

- in addition to the standard memory, in which discrete values are stored, we need an additional (analog) memory for storing the actual values;
- in addition to the standard processing unit in which discrete values are processed, we need an additional (analog) processing unit for processing the analog values.

Comment. For simplicity, in this paper, we will add the operations with the analog values to the standard Turing machine. It is reasonably easy, however, to add these operations to RAM or to any other existing model of computation.

Operations with analog values. What operations can we perform with the analog quantities? First, we can compare these quantities. This possibility to check whether the two values are equal or not is a completely new phenomenon, and this is what make our computer more powerful that other known computation models.

In addition to this new operation of comparison, there are several physically meaningful operations that we can perform with the actual (analog) values:

- First of all, there are many physically reasonable ways to implement the sum of two given quantities. Let us give three examples:
- If we have two values $v_{1}$ and $v_{2}$ stored as masses, then we can simply add these masses together and get the mass

$$
v=v_{1}+v_{2}
$$

that is equal to the sum of the two masses.

- Similarly, if we have two currents $v_{1}$ and $v_{2}$, we can place the corresponding two wires (where these currents are) as inputs to the third wire, then this third wire will carry the current

$$
v=v_{1}+v_{2}
$$

that is equal to the sum of these two currents.

- If we have two values $v_{1}$ and $v_{2}$ represented as distances marked on straight-line rulers, then we can align these two rulers so that the second instance goes right after the first one, and as a result, get the distance

$$
v=v_{1}+v_{2} .
$$

- If the two values $v_{1}$ and $v_{2}$ are represented as distances marked on the straight-line rulers, then we align the rulers in such a way that the second ruler goes in the different direction than the first one, then we get a physical implementation of the difference.
- In addition to physical processes that implement addition and difference, there are also known physical processes that implement, e.g.:
- multiplication: e.g., Ohm's law, according to which the voltage $V$ is a product of the current and the resistance:

$$
V=I \cdot R
$$

- division;
- absolute value $|x|$;
- sine: e.g., for a perfect resonator, the signal $x(t)$ is proportional to the sine of time $t$ :

$$
x(t)=A \cdot \sin (\omega \cdot t)
$$

- arcsine, etc.

The above described implementations are currently approximate, because so far, there was no way to check whether the given value is exactly correct. The new physical phenomenon enables us to check exactly this, and thus, will, hopefully, lead to a precise implementation of these analog operations.

### 5.2 Informal Description of the QFT Computer

Memory. In contrast to the standard (one-tape-one-head) Turing machine, this computer will have two different tapes:

- a standard tape (for storing symbols from a given finite alphabet), and
- a new analog tape, i.e., a potentially infinite sequence of storage devices in which the actual values are stored.

Initial contents of the memory. In the standard Turing machine, it is usually assumed that all the cells whose contents is not initially specified are empty.

Similarly, we will assume that on the analog tape, the initial stored values are all zeros.

Processing unit: states. The head (processing unit) must be able to store not only the symbol written on the standard tape, but also the value stored in the analog tape. It is convenient to make the processing unit able to store not only a single value, but several values. Thus, we want to equip the head with three registers in which the analog values can be stored;

- these registers will be denoted $R_{0}, R_{1}$, and $R_{2}$, and
- their contents will be denotes, correspondingly, by $r_{0}, r_{1}$, and $r_{2}$.

At any given moment of time, the state of the head is characterized:

- by the state of its discrete part (as in the standard Turing machine) +
- by the contents of the three registers.

Similarly to the tape, we assume that the initial values stored in these registers are zeros.

What influences the processing unit. In the standard Turing machine, the next action of the processing unit is determined by two things: by the state of the head and by the symbol that it is currently observing on the standard tape.

In the QFT computer, we can also make our decision based on whether the contents $r_{0}$ of the main register $R_{0}$ is equal to 0 or not.
Possible actions. At each moment of time, the standard Turing machine has the following options:

- First, it can change its state (in particular, it can get into the halting state, or into the states that correspond to "yes" and "no" answers).
- Second, it can move the cursor to the left, to the right, or it can stay, i.e., leave the cursor at the same place.
- Third, it can also write one of the possible symbols to the cell at which we are cur rently looking.

The new machine has two tapes and has, therefore, more options:

- In addition to moving the cursor of the standard tape, it can also move the cursor of the analog tape.
- We can also perform some operations with the register values. We can perform no operations at all; this case will be denoted by $\emptyset$. We can perform the simplest possible copying operations:
- we can copy the contents of the main register $R_{0}$ into the corresponding cell on the analog tape (we will denote this operation by $C_{0 \rightarrow}$ );
- we can copy the contents of the corresponding cell on the analog tape into the main register $R_{0}$ (we will denote this operation by $C_{\rightarrow 0}$ ); or
- we can copy the contents of one of the registers into another one (copying from register $R_{i}$ to the register $R_{j}$ will be denoted by $C_{i \rightarrow j}$ ).

In addition to copying, we can perform some operations with the analog values stored in the registers; e.g.:

- the operation 1 will be performed as

$$
r_{0}:=1.0
$$

- the operation + will be performed as

$$
r_{0}:=r_{1}+r_{2}
$$

- the operation - will be performed as

$$
r_{0}:=r_{1}-r_{2}
$$

- the operation sin will be performed as

$$
r_{0}:=\sin \left(r_{1}\right),
$$

etc.
Now, we are ready for a formal definition. In this definition, we will extend the formal notion of a Turing machine as defined in [29].

### 5.3 Definitions

Definition 1 By a Quantum Field Theory computer (or QFT computer, for short), we will mean a quadruple $M=(K, \Sigma, \delta, s)$, where:
$K$ is a finite set whose elements are called states;
$s$ is an element of the set $K$;
$\Sigma$ is a finite set of symbols (that will be called an alphabet of $M$ ); we assume that $K$ and $\Sigma$ are disjoint sets, and that the set $\Sigma$ contains the special symbols $\sqcup$ and $\triangleright$ that are called the blank and the first symbol.
$\delta$ is a function (called transition function) from $K \times \Sigma \times\{T, F\}$ into

$$
S \times \Sigma \times M_{s} \times M_{a} \times(\{\emptyset\} \cup C \cup O)
$$

where:

- $S=K \cup\{h$, "yes", "no" $\}$ is called the set of possible resulting states;
- $M_{s}=\left\{\leftarrow_{s}, \rightarrow_{s},-_{s}\right\}$ is called the set of possible cursor motions on the standard tape;
- $M_{a}=\left\{\leftarrow_{a}, \rightarrow_{a},-_{a}\right\}$ is called the set of possible cursor motions on the analog tape;
- $C=\left\{C_{0 \rightarrow}, C_{\rightarrow 0}, C_{i \rightarrow j}(0 \leq i, j \leq 2)\right\}$ is called the set of copying operations;
- $O=\{1,+,-, \cdot, /, \sin , \arcsin \}$ is called the set of analog operations.

We assume that the following symbols are not in $K \cup \Sigma$ :

- $h$ (called the halting state);
- "yes" (called the accepting state);
- "not" (called the rejecting state);
- the cursor directions:
- $\leftarrow_{s}, \leftarrow_{a}$ (called left);
- $\rightarrow_{s}, \rightarrow_{a}$ (called right); and
- $-_{s},-_{a}$ (called stay), and
- the operation symbols for the analog tape.

Definition 2 By a configuration of a QFT computer, we mean a tuple

$$
\left(q, w_{s}, u_{s}, w_{a}, u_{a}, r_{0}, r_{1}, r_{2}\right)
$$

where:
$q$ is a state (i.e., an element of the set $K$ );
$w_{s}$ is a finite sequence of symbols from $\Sigma$ (it describes all the symbols to the left of the cursor, including the symbol scanned by the cursor);
$u_{s}$ is a finite sequence of symbols from $\Sigma$ (it describes all the symbols to the right of the cursor);
$w_{a}$ is a finite sequence of real numbers (it describes all the real numbers on the analog tape that are to the left of the cursor, including the real number currently scanned by the cursor);
$u_{a}$ is a finite sequence of real numbers (it describes all the real numbers on the analog tape that are to the right of the cursor; we can always add 0 's to this sequence);
$r_{i}$ are real numbers; $r_{i}$ is called the current contents of the register $i$.
Comment. We will not go into the technicality of defining the initial configuration and a step of the newly defined machine.

Basically, we assume that in the initial configuration, only the standard tape contains the data, i.e., that in the initial configuration we have:

- $q=s$,
- $w_{s}=\triangleright$,
- $r_{0}=r_{1}=r_{2}=0$, and
- all zeros are written on the analog tape.

The transition to a new configuration is done according to the description of the operations given above.

The decision is based:

- on the current state $(q \in K)$,
- on the symbol $(\sigma \in \Sigma)$ currently scanned on the standard tape, and
- on whether the current contents $r_{0}$ of the main register $R_{0}$ is equal to 0 (this case is denoted by a symbol $T$ ), or not (this case is denoted by the symbol $F$ ).

Based on this information, the function $\delta$ determines what to do next. For each tuple ( $q, \sigma, t$ ), where $t \in\{T, F\}$, this function $\delta$ returns a tuple

$$
\left(q^{\prime}, \sigma^{\prime}, m_{s}, m_{a}, o\right)
$$

where:
$q^{\prime}$ is a new state of the head;
$\sigma^{\prime}$ is a new symbol overwriting the old symbol on the standard tape's cell that is currently scanned by the cursor;
$m_{s}$ is a motion of the cursor that scans the standard tape;
$m_{a}$ is a motion of the cursor that scans the analog tape;
$o$ is an operation that is performed with the registers.
(The knowledgeable reader can easily fill in the details.)
Comment. If we are not using the new tape and the new registers at all, then we have a standard Turing machine. Thus:

- every function computable on a standard Turing machine (i.e., every function computable in the usual sense of this word)
- is computable on a QFT computer as well.


### 5.4 Main Result and Its Proof

Theorem 1 Every problem from the class NP can be solved on a QFT computer in polynomial time.

Proof We will show that by using this new computer, we can solve the partition problem (known to be NP-complete) in polynomial time. Since partition problem is NP-complete, from the fact that we can solve it in polynomial time, it follows that we can solve any other problem from the class NP in polynomial time.

The partition problem is listed as Problem SP12 in [19]; its NP-completeness was proven in the pioneer paper by Karp [26]. This problem is as follows (we will slightly change notations):

GIVEN: an integer $n$, and $n$ positive integers

$$
s_{1}, \ldots, s_{n}
$$

QUESTION: do there exist values

$$
\varepsilon_{1}, \ldots, \varepsilon_{n} \in\{-1,1\}
$$

for which

$$
\varepsilon_{1} \cdot s_{1}+\ldots+\varepsilon_{n} \cdot s_{n}=0 ?
$$

We will show how to solve this problem on a QFT computer in polynomial time for $n \geq 3$. Let us first describe how we can solve several auxiliary problems in polynomial time:
$1^{\circ}$. According to the definition of QFT computer, we can check equality of two real numbers in one step. Using this possibility, we can check inequality between real numbers by using the following simple property: for any real numbers $a$ and $b$,

$$
a \leq b \text { if and only if } b-a=|b-a| .
$$

Thus, we can check in three steps whether $a \leq b$ or not:

1. apply the subtraction operation to compute

$$
b-a
$$

2. apply the absolute value to compute

$$
|b-a|
$$

3. compare the real numbers obtained on Steps 1 and 2.
$2^{\circ}$. Let us now show that, given a integer $k$, a QFT computer can compute the real number

$$
P(k)=2^{2^{k}}
$$

in time bounded by a polynomial of $k$.
Indeed:

- We can easily generate a real number 1.0.
- Then, we can compute $P(0)=2.0$ as $1.0+1.0$.
- From $P(j)$, we can compute $P(j+1)$ by a single multiplication operation, as

$$
P(j) \cdot P(j) .
$$

- So, we can compute $P(k)$ by computing sequentially

$$
P(1), P(2), \ldots, P(k) .
$$

This computation takes $k+1$ steps.
$3^{\circ}$. Let us now use this auxiliary result to show that, given an integer $s$, we can compute the real number $2^{s}$ in polynomial time (i.e., in time bounded by a polynomial of the length of the binary number $s$ ).

Indeed, if an integer is given in its binary form

$$
s=d_{k} d_{k-1} \ldots d_{0}
$$

this means that

$$
s=d_{k} \cdot 2^{k}+d_{k-1} \cdot 2^{k-1}+\ldots+d_{0} \cdot 2^{0}
$$

and hence, $2^{s}$ is equal to the product of $k+1$ factors $2^{d_{j} \cdot 2^{j}}, 0 \leq j \leq k$. When $d_{j}=0$, the corresponding factor is equal to 1 , so it is sufficient to consider only the factors for which $d_{j}=1$. Hence,

$$
2^{s}=\prod_{j: d_{j}=1} 2^{2^{j}},
$$

where the product is taken over all $j$ for which $d_{j}=1$.
According to Part 2 of this proof, the time for computing each factor is bounded by a linear function of $k$.

- There are at most $k$ factors.
- Since the length of $s$ is $k+1$, we can thus compute $2^{s}$ in quadratic time.
$4^{\circ}$. Similarly, for a given integer $s$, we can compute $2^{-s}$ in polynomial (quadratic) time, as $1 / 2^{s}$.
$5^{\circ}$. To solve the partition problem, we will compute $\pi=2 \cdot \arcsin (1.0)$,

$$
\Pi=\prod_{i=1}^{n}\left(2^{2 n \cdot s_{i}}+2^{-2 n \cdot s_{i}}\right)
$$

and

$$
\alpha=\sin \left(2 \pi \cdot \Pi \cdot 2^{-2 n}\right)
$$

Then:

- If $\alpha \geq \sin \left(2 \pi \cdot 2^{-2 n}\right)$, then we conclude that the desired partition exists, i.e., that there exist $\varepsilon_{i}$ for which

$$
\sum \varepsilon_{i} \cdot s_{i}=0
$$

- otherwise, we conclude that the desired partition does not exist.

Due to Parts 3 and 4 of the proof, computing each term in the product $\Pi$ takes polynomial (quadratic) time. Thus, the entire product can be actually computed in cubic time. The remaining parts of the algorithm are even faster, hence, the entire algorithm takes cubic time to run.

To complete the proof, we must show that this algorithm returns a correct answer. Indeed, the product $\Pi$ of the sums can be represented as the sum of all possible products:

$$
\Pi=\sum 2^{2 n \cdot\left(\varepsilon_{1} \cdot s_{1}+\ldots+\varepsilon_{n} \cdot s_{n}\right)}
$$

where the sum is taken over all $2^{n}$ possible combinations of signs

$$
\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right) .
$$

This sum, in its turn, can be represented as

$$
\Pi=\Sigma_{+}+\Sigma_{0}+\Sigma_{-}
$$

where:

- $\Sigma_{+}$is the sum of all terms for which $\sum \varepsilon_{i} \cdot s_{i}>0$;
- $\Sigma_{0}$ is the sum of all terms for which $\sum \varepsilon_{i} \cdot s_{i}=0$;
- $\Sigma_{-}$is the sum of all terms for which $\sum \varepsilon_{i} \cdot s_{i}<0$.

Hence,

$$
\alpha=\sin (A),
$$

where

$$
A=2 \pi \cdot \Pi \cdot 2^{-2 n}=2 \pi \cdot \Sigma_{+} \cdot 2^{-2 n}+2 \pi \cdot \Sigma_{0} \cdot 2^{-2 n}+2 \pi \cdot \Sigma_{-} \cdot 2^{-2 n}
$$

Each term in $\Sigma_{+}$has the form $2^{2 n \cdot p}$ for a positive integer $p$ and is, therefore, an integer multiple of $2^{2 n}$. Hence, the expression

$$
2 \pi \cdot \Sigma_{+} \cdot 2^{-2 n}
$$

is an integer multiple of $2 \pi$ and can, therefore, be omitted in the argument of $\sin$. Thus,

$$
\alpha=\sin (B)
$$

where

$$
B=2 \pi \cdot \Sigma_{0} \cdot 2^{-2 n}+2 \pi \cdot \Sigma_{-} \cdot 2^{-2 n}
$$

- If a particular instance of the partition problem has no solutions, then $\Sigma_{0}=0$. Each terms in $\Sigma_{-}$is of the type $2^{-2 n \cdot p}$ for a positive integer $p$ and, therefore, it cannot exceed $2^{-2 n}$. There are, totally, no more than $2^{n}$ terms in the entire sum; therefore,

$$
\Sigma_{-} \leq 2^{n} \cdot 2^{-2 n}=2^{-n}
$$

Hence, the argument $B$ of the expression $\alpha=\sin (B)$ is $\leq 2 \pi \cdot 2^{-3 n}$. For $n>0$, we have $2^{-3 n}<2^{-2 n}$, and therefore,

$$
B<2 \pi \cdot 2^{-2 n}
$$

For all $n \geq 1$, we have

$$
2^{-2 n} \leq 2^{-2}=1 / 4,
$$

hence,

$$
2 \pi \cdot 2^{-2 n} \leq 2 \pi \cdot(1 / 4)=\pi / 2 .
$$

Thence, $B$ belongs to the interval $[0, \pi / 2]$ on which the function $\sin (B)$ is strictly increasing. Hence, from

$$
B<2 \pi \cdot 2^{-2 n},
$$

it follows that

$$
\alpha=\sin (B)<\sin \left(2 \pi \cdot 2^{-2 n}\right)
$$

- If a given instance of the partition problem has a solution, then the sum $\Sigma_{0}$ has at least one term. By definition of $\Sigma_{0}$, each of these terms is equal to 1 , so, the fact that we have at least one term means that $\Sigma_{0} \geq 1$ and hence, that

$$
B \geq 2 \pi \cdot \Sigma_{0} \cdot 2^{-2 n} \geq 2 \pi \cdot 2^{-2 n}
$$

Let us show that $B$ is within the interval $[0, \pi / 2]$ on which the sine function is strictly increasing. We have already proven that

$$
\Sigma_{-} \leq 2^{-n}
$$

In the total sum, there are $2^{n}$ terms, so

$$
\Sigma_{0} \leq 2^{n}
$$

Hence,

$$
\begin{gathered}
B=2 \pi \cdot \Sigma_{0} \cdot 2^{-2 n}+2 \pi \cdot \Sigma_{-} \cdot 2^{-2 n} \leq \\
2 \pi \cdot 2^{n} \cdot 2^{-2 n}+2 \pi \cdot 2^{-n} \cdot 2^{-2 n}=2 \pi \cdot\left(2^{-n}+2^{-3 n}\right)
\end{gathered}
$$

From the condition $n \geq 3$, we can conclude that

$$
B \leq 2 \pi \cdot\left(2^{-n}+2^{-3 n}\right) \leq 2 \pi \cdot\left(2^{-3}+2^{-9}\right)<2 \pi \cdot(1 / 4)=\pi / 2 .
$$

From $B \in[0, \pi / 2]$ and

$$
B \geq 2 \pi \cdot 2^{-2 n}
$$

we can now conclude that

$$
\alpha=\sin (B)>\sin \left(2 \pi \cdot 2^{-2 n}\right)
$$

The theorem is proven.

### 5.5 This Result Is Not so Surprising Since Our "computer" uses Quantum Effects

The fact that our newly proposed "computer" can solve the problems faster than the traditional computers is not so surprising if we take into consideration that the proposed computation model uses specifically quantum effects (namely, quantum vacuum fluctuations).

The idea that the use of quantum effects can make computers faster and more efficient was first proposed by R. Feynman [15]. Shortly after a quantum computing was formally described by D. Deutsch [13], it was shown that some computational problems can indeed be drastically sped up by using such computers [14].

The most convincing example of such a speed-up was given by P. Shor [33], who showed that quantum computers can solve, in polynomial time, the problem of factoring integers into prime factors, the problem known to be very tough.

In view of this success of computers that use quantum mechanics, it is no wonder that computers that use the more powerful physical processes of quantum field theory can do even more: namely, solve NP-complete problems in polynomial time.

Comment. In the context of quantum computing, our result can be viewed as a partial answer to the question raised in [34]: can other models of quantum computing solve some problems that the existing models cannot yet solve. Our answer is: yes, the new QFT model can do what previous models could not: namely, it can solve all NP-problems in polynomial time.

## 6 Open Problems

### 6.1 Engineering Problem: How Can We Implement These computations?

The first important problem is of engineering nature: how can we implement these computations?

This is a very tough engineering problem, because, as we have already mentioned, even the discontinuity phenomenon itself, although it follows directly from the equations of mainstream physics, has not yet been confirmed by a direct experiment.

### 6.2 Theoretical Problem: What Else Can We Compute on a Quantum Field Theory Computer?

In this paper, we have proposed a new computation model, and we have shown that within this computation model, we can solve all problems from the class NP is polynomial time.

Similar to the class QP that was introduced in [9] as the class of all the problems that can be solved on a quantum computer in polynomial time, we can introduce a new class QFTP of all the problem that can be solved on the above-described Quantum Field Theory computer in polynomial time.

In terms of this denotation, our main result says that

$$
\mathrm{NP} \subseteq \mathrm{QFTP} .
$$

Since complement is easily handled by this computer, the class coNP also belongs to QFTP. So,

$$
\mathrm{NP} \cup \operatorname{coNP} \subseteq \mathrm{QFTP}
$$

The main open problem is:

## What else is in QFTP?

Specifically:

- Does this new complexity class QFTP contain any higher-level classes in the polynomial hierarchy?
- For example, does this new complexity class contain the class $\Sigma_{2} \mathrm{P}$ ?
- Does this complexity class contain all Turing computable functions?
- Can this new complexity class contain any function that is not Turing computable?
- What is the relation between this class QFTP and different structural complexity classes of quantum computing (e.g., the class QP and the classes introduced in [8])?
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# (Hypothetical) Negative Probabilities Can Speed Up Uncertainty Propagation Algorithms 

Andrzej Pownuk and Vladik Kreinovich


#### Abstract

One of the main features of quantum physics is that, as basic objects describing uncertainty, instead of (non-negative) probabilities and probability density functions, we have complex-valued probability amplitudes and wave functions. In particular, in quantum computing, negative amplitudes are actively used. In the current quantum theories, the actual probabilities are always non-negative. However, there have been some speculations about the possibility of actually negative probabilities. In this paper, we show that such hypothetical negative probabilities can lead to a drastic speed up of uncertainty propagation algorithms.


## 1 Introduction

From non-negative to more general description of uncertainty. In the traditional (non-quantum) physics, the main way to describe uncertainty-when we have several alternatives and we do not know which one is true-is by assigning probabilities $p_{i}$ to different alternatives $i$.

The physical meaning of each probability $p_{i}$ is that it represents the frequency with which the $i$-th alternative appears in similar situations. As a result of this physical meaning, probabilities are always non-negative.

In the continuous case, when the number of alternatives is infinite, each possible alternative has 0 probability. However, we can talk:

- about probabilities of values being in a certain interval and, correspondingly, item about the probability density $\rho(x)$ —probability per unit length or per unit volume.

The corresponding probability density function is a limit of the ratio of two nonnegative values:

[^10]- probability and
- volume,
and is, thus, also always non-negative.
One of the main features of quantum physics is that in quantum physics, probabilities are no longer the basic objects for describing uncertainty; see, e.g., [4]. To describe a general uncertainty, we now need to describe the complex-valued probability amplitudes $\psi_{i}$ corresponding to different alternatives $i$. In the continuous case:
- instead of a probability density function $\rho(x)$,
- we have a complex-valued wave function $\psi(x)$.

Non-positive and non-zero values of the probability amplitude and of the wave function are important: e.g., negative values of the amplitudes are actively used in many quantum computing algorithms; see, e.g., [9].
Can there be negative probabilities? In the current quantum theories, the actual probabilities are always non-negative. For example:

- the probability $p_{i}$ of observing the $i$-th alternative is equal to a non-negative number

$$
p_{i}=\left|\psi_{i}\right|^{2}
$$

and

- the probability density function is equal to a non-negative expression

$$
\rho(x)=|\psi(x)|^{2}
$$

However, there have been some speculations about the possibility of actually negative probabilities, speculations actively explored by Nobel-rank physicists such as Dirac and Feynman; see, e.g., [2] and [3]. Because of the high caliber of these scientists, it makes sense to take these speculations very seriously.
What we do in this paper. In this paper, we show that such hypothetical negative probabilities can lead to a drastic speed up of uncertainty propagation algorithms.

## 2 Uncertainty Propagation: Reminder and Precise Formulation of the Problem

Need for data processing. In many practical situations, we are interested in the value of a physical quantity $y$ which is difficult or even impossible to measure directly. For example, we may be interested:

- in tomorrow's temperature, or
- in a distance to a faraway star, or
- in the amount of oil in a given oil field.

Since we cannot measure the quantity $y$ directly, a natural idea is:

- to measure easier-to-measure related quantities

$$
x_{1}, \ldots, x_{n},
$$

and then

- to use the known relation

$$
y=f\left(x_{1}, \ldots, x_{n}\right)
$$

between these quantities to estimate $y$ as

$$
\tilde{y}=f\left(\tilde{x}_{1}, \ldots, \tilde{x}_{n}\right),
$$

where $\widetilde{x}_{i}$ denotes the result of measuring the quantity $x_{i}$.
For example:

- To predict tomorrow's temperature $y$ :
- we measure temperature, humidity, and wind velocity at different locations, and
- we use the known partial differential equations describing atmosphere to estimate $y$.
- To measure a distance to a faraway star:
- we measure the direction to this star in two different seasons, when the Earth is on different sides of the Sun, and then
- we use trigonometry to find $y$ based on the difference between the two measured directions.

In all these cases, the algorithm $f$ transforming our measurement results into the desired estimate $\tilde{y}$ is an example of data processing.

Need for uncertainty propagation. Measurements are never absolutely accurate. The measurement result $\widetilde{x}_{i}$ is, in general, somewhat different from the actual (unknown) value of the corresponding quantity $x_{i}$. As a result, even when the relation

$$
y=f\left(x_{1}, \ldots, x_{n}\right)
$$

is exact, the result $\tilde{y}$ of data processing is, in general, somewhat different from the the actual values $y=f\left(x_{1}, \ldots, x_{n}\right)$ :

$$
\tilde{y}=f\left(\widetilde{x}_{1}, \ldots, \widetilde{x}_{n}\right) \neq y=f\left(x_{1}, \ldots, x_{n}\right) .
$$

It is therefore necessary to estimate

- how accurate is our estimation $\tilde{y}$, i.e.,
- how big is the estimation error

$$
\Delta y \stackrel{\text { def }}{=} \tilde{y}-y
$$

The value of $\Delta y$ depends on how accurate were the original measurements, i.e., how large were the corresponding measurement errors

$$
\Delta x_{i} \stackrel{\text { def }}{=} \widetilde{x}_{i}-x_{i}
$$

Because of this, estimation of $\Delta y$ is usually known as the propagation of uncertainty with which we know $x_{i}$ through the data processing algorithm.

Uncertainty propagation: an equivalent formulation. By definition of the measurement error, we have

$$
x_{i}=\widetilde{x}_{i}-\Delta x_{i}
$$

Thus, for the desired estimation error $\Delta y$, we get the following formula:

$$
\Delta y=\tilde{y}-y=f\left(\widetilde{x}_{1}, \ldots, \widetilde{x}_{n}\right)-f\left(\widetilde{x}_{1}-\Delta x_{1}, \ldots, \widetilde{x}_{n}-\Delta x_{n}\right) .
$$

Our goal is to transform the available information about $\Delta x_{i}$ into the information about the desired estimation error $\Delta y$.
What do we know about $\Delta x_{i}$ : ideal case. Ideally, for each $i$, we should know:

- which values of $\Delta x_{i}$ are possible, and
- how frequently can we expect each of these possible values.

In other words, in the ideal case, for every $i$, we should know the probability distribution of the corresponding measurement error.
Ideal case: how to estimate $\Delta y$ ? In some situations, we have analytical expressions for estimating $\Delta y$.

In other situations, since we know the exact probability distributions corresponding to all $i$, we can use Monte-Carlo simulations to estimate $\Delta y$. Namely, several times $\ell=1,2, \ldots, L$, we:

- simulate the values $\Delta x_{i}^{(\ell)}$ according to the known distribution of $\Delta x_{i}$, and
- estimate

$$
\Delta y^{(\ell)}=\tilde{y}-f\left(\widetilde{x}_{1}-\Delta x_{1}^{(\ell)}, \ldots, \widetilde{x}_{n}-\Delta x_{n}^{(\ell)}\right)
$$

Since the values $\Delta x_{i}^{(\ell)}$ have the exact same distribution as $\Delta x_{i}$, the computed values $\Delta y^{(\ell)}$ are a sample from the same distribution as $\Delta y$. Thus, from this sample

$$
\Delta y^{(1)}, \ldots, \Delta y^{(L)}
$$

we can find all necessary characteristics of the corresponding $\Delta y$-probability distribution.

What if we only have partial information about the probability distributions?
In practice, we rarely full full information about the probabilities of different values of the measurement errors $\Delta x_{i}$, we only have partial information about these probabilities; see, e.g., [10]. In such situations, it is necessary to transform this partial information into the information about $\Delta y$.

What partial information do we have? What type of information can we know about $\Delta x_{i}$ ? To answer this question, let us take into account that the ultimate goal of all these estimations is to make a decision:

- when we estimate tomorrow's temperature, we make a decision of what to wear, or, in agriculture, a decision on whether to start planting the field;
- when we estimate the amount of oil, we make a decision whether to start drilling right now or to wait until the oil prices will go up since at present, the expected amount of oil is too large enough to justify the drilling expenses.

According to decision theory results (see, e.g., [5, 7, 8, 11]), a rational decision maker always selects an alternative that maximizes the expected value of some objective function $u(x)$-known as utility. From this viewpoint, it is desirable to select characteristics of the probability distribution that help us estimate this expected value - and thus, help us estimate the corresponding utility.

For each quantity $x_{i}$, depending on the measurement error $\Delta x_{i}$, we have different values of the utility $u\left(\Delta x_{i}\right)$. For example:

- If we overestimate the temperature and start planting the field too early, we may lose some crops and thus, lose potential profit.
- If we start drilling when the actual amount of oil is too low-or, vie versa, do not start drilling when there is actually enough of oil -we also potentially lose money.

The measurement errors $\Delta x_{i}$ are usually reasonably small. So, we can expand the expression for the utility $u\left(\Delta x_{i}\right)$ in Taylor series and keep only the first few terms in this expansion:

$$
u\left(\Delta x_{i}\right) \approx u(0)+u_{1} \cdot \Delta x_{i}+u_{2} \cdot\left(\Delta x_{i}\right)^{2}+\ldots+u_{k} \cdot\left(\Delta x_{i}\right)^{k}
$$

where the coefficients $u_{i}$ are uniquely determined by the corresponding utility function $u\left(\Delta x_{i}\right)$. By taking the expected value $E[\cdot]$ of both sides of the above equality, we conclude that

$$
E\left[u\left(\Delta x_{i}\right)\right] \approx u(0)+u_{1} \cdot E\left[\Delta x_{i}\right]+u_{2} \cdot E\left[\left(\Delta x_{i}\right)^{2}\right]+\ldots+u_{k} \cdot E\left[\left(\Delta x_{i}\right)^{k}\right] .
$$

Thus, to compute the expected utility, it is sufficient to know the first few moments

$$
E\left[\Delta x_{i}\right], \quad E\left[\left(\Delta x_{i}\right)^{2}\right], \ldots, E\left[\left(\Delta x_{i}\right)^{k}\right]
$$

of the corresponding distribution.
From this viewpoint, a reasonable way to describe a probability distribution is via its first few moments. This is what we will consider in this paper.

From the computational viewpoint, it is convenient to use cumulants, not moments themselves. From the computational viewpoint, in computational statistics, it is often more convenient to use not the moments themselves but their combinations called cumulants; see, e.g., [13]. A general mathematical definition of the $k$-th order cumulant $\kappa_{i n}$ of a random variable $\Delta x_{i}$ is that it is a coefficient in the Taylor expansion of the logarthm of the characteristic function

$$
\chi_{i}(\omega) \stackrel{\text { def }}{=} E\left[\exp \left(\mathrm{i} \cdot \omega \cdot \Delta x_{i}\right)\right]
$$

(where $\mathrm{i} \stackrel{\text { def }}{=} \sqrt{-1}$ ) in terms of $\omega$ :

$$
\ln \left(E\left[\exp \left(\mathrm{i} \cdot \omega \cdot \Delta x_{i}\right)\right]\right)=\sum_{k=1}^{\infty} \kappa_{i k} \cdot \frac{(\mathrm{i} \cdot \omega)^{k}}{k!} .
$$

It is known that the $k$-th order cumulant can be described in terms of the moments up to order $k$; for example:

- $\kappa_{i 1}$ is simply the expected value, i.e., the first moment;
- $\kappa_{i 2}$ is negative variance;
- $\kappa_{i 3}$ and $\kappa_{i 4}$ are related to skewness and excess, etc.

The convenient thing about cumulants (as opposed to moments) is that when we add two independent random variables, their cumulants also add:

- the expected value of the sum of two independence random variables is equal to the sum of their expected values (actually, for this case, we do not even need independence, in other cases we do);
- the variance of the sum of two independent random variables is equal to the sum of their variance, etc.

In addition to this important property, $k$-th order cumulants have many of the same properties of the $k$-th order moments. For example:

- if we multiply a random variable by a constant $c$,
- then both its $k$-th order moment and its $k$-th order cumulant will multiply by $c^{k}$.

Usually, we know the cumulants only approximately. Based on the above explanations, a convenient way to describe each measurement uncertainty $\Delta x_{i}$ is by describing the corresponding cumulants $\kappa_{i k}$.

The value of these cumulants also come from measurements. As a result, we usually know them only approximately, i.e., have an approximate value $\widetilde{\kappa}_{i k}$ and the upper bound $\Delta_{i k}$ on the corresponding inaccuracy:

$$
\left|\kappa_{i k}-\widetilde{\kappa}_{i k}\right| \leq \Delta_{i k} .
$$

In this case, the only information that we have about the actual (unknown) values $\kappa_{i k}$ is that each of these values belongs to the corresponding interval

$$
\left[\underline{\kappa}_{i k}, \bar{\kappa}_{i k}\right],
$$

where

$$
\underline{\kappa}_{i k} \stackrel{\text { def }}{=} \widetilde{\kappa}_{i k}-\Delta_{i k}
$$

and

$$
\bar{\kappa}_{i k} \stackrel{\text { def }}{=} \widetilde{\kappa}_{i k}+\Delta_{i k} .
$$

Thus, we arrive at the following formulation of the uncertainty propagation problem.

Uncertainty propagation: formulation of the problem. We know:

- an algorithm

$$
f\left(x_{1}, \ldots, x_{n}\right)
$$

- the measurement results

$$
\tilde{x}_{1}, \ldots, \widetilde{x}_{n},
$$

and

- for each $i$ from 1 to $n$, we know intervals

$$
\left[\underline{\kappa}_{i k}, \bar{\kappa}_{i k}\right]=\left[\widetilde{\kappa}_{i k}-\Delta_{i k}, \widetilde{\kappa}_{i k}+\Delta_{i k}\right]
$$

that contain the actual (unknown) cumulants $\kappa_{i k}$ of the measurement errors

$$
\Delta x_{i}=\tilde{x}_{i}-x_{i} .
$$

Based on this information, we need to compute the range

$$
\left[\underline{\kappa}_{k}, \bar{\kappa}_{k}\right]
$$

of possible values of the cumulants $\kappa_{k}$ corresponding to

$$
\Delta y=f\left(\widetilde{x}_{1}, \ldots, \widetilde{x}_{n}\right)-f\left(x_{1}, \ldots, x_{n}\right)=f\left(\widetilde{x}_{1}, \ldots, \widetilde{x}_{n}\right)-f\left(\widetilde{x}_{1}-\Delta x_{1}, \ldots, \widetilde{x}_{n}-\Delta x_{n}\right) .
$$

## 3 Existing Algorithms for Uncertainty Propagation and Their Limitations

Usually, measurement errors are relatively small. As we have mentioned, in most practical cases, the measurement error is relatively small. So, we can safely ignore terms which are quadratic (or of higher order) in terms of the measurement errors. For example:

- if we measure something with $10 \%$ accuracy,
- then the quadratic terms are of order $1 \%$, which is definitely much less than $1 \%$.

Thus, to estimate $\Delta y$, we can expand the expression for $\Delta y$ in Taylor series and keep only linear terms in this expansion. Here, by definition of the measurement error, we have

$$
x_{i}=\tilde{x}_{i}-\Delta x_{i},
$$

thus

$$
\Delta y=f\left(\widetilde{x}_{1}, \ldots, \tilde{x}_{n}\right)-f\left(\widetilde{x}_{1}-\Delta x_{1}, \ldots, \tilde{x}_{n}-\Delta x_{n}\right) .
$$

Expanding the right-hand side in Taylor series and keeping only linear terms in this expansion, we conclude that

$$
\Delta y=\sum_{i=1}^{n} c_{i} \cdot \Delta x_{i}
$$

where $c_{i}$ is the value of the $i$-th partial derivative $\frac{\partial f}{\partial x_{i}}$ at a point $\left(\widetilde{x}_{1}, \ldots, \widetilde{x}_{n}\right)$ :

$$
c_{i} \stackrel{\text { def }}{=} \frac{\partial f}{\partial x_{i}}\left(\widetilde{x}_{1}, \ldots, \widetilde{x}_{n}\right) .
$$

Let us derive explicit formulas for $\underline{\kappa}_{k}$ and $\bar{\kappa}_{k}$. Let us assume that we know the coefficients $c_{i}$.

Due to the above-mentioned properties of cumulants, if $\kappa_{i k}$ is the $k$-th cumulant of $\Delta x_{i}$, then the $k$-th cumulant of the product $c_{i} \cdot \Delta x_{i}$ is equal to

$$
\left(c_{i}\right)^{k} \cdot \kappa_{i k} .
$$

In its turn, the $k$-th order cumulant $\kappa_{k}$ for the sum $\Delta y$ of these products is equal to the sum of the corresponding cumulants:

$$
\kappa_{k}=\sum_{i=1}^{n}\left(c_{i}\right)^{k} \cdot \kappa_{i k} .
$$

We can represent each (unknown) cumulant $\kappa_{i k}$ as the difference

$$
\kappa_{i k}=\widetilde{\kappa}_{i k}-\Delta \kappa_{i k},
$$

where

$$
\Delta \kappa_{i k} \stackrel{\text { def }}{=} \widetilde{\kappa}_{i k}-\kappa_{i k}
$$

is bounded by the known value $\Delta_{i k}$ :

$$
\left|\Delta \kappa_{i k}\right| \leq \Delta_{i k} .
$$

Substituting the above expression for $\kappa_{i k}$ into the formula for $\kappa_{k}$, we conclude that

$$
\kappa_{k}=\widetilde{\kappa}_{k}-\Delta \kappa_{k},
$$

where we denoted

$$
\widetilde{\kappa}_{k} \stackrel{\text { def }}{=} \sum_{i=1}^{n}\left(c_{i}\right)^{k} \cdot \widetilde{\kappa}_{k}
$$

and

$$
\Delta \kappa_{k} \stackrel{\text { def }}{=} \sum_{i=1}^{n}\left(c_{i}\right)^{k} \cdot \Delta \kappa_{i k} .
$$

The value $\widetilde{\kappa}_{k}$ is well defined. The value $\Delta \kappa_{k}$ depends on the approximation errors $\Delta \kappa_{i k}$. To find the set of possible values $\kappa_{k}$, we thus need to find the range of possible values of $\Delta \kappa_{k}$.

This value is the sum of $n$ independent terms, independent in the sense that each of them depends only on its own variable $\Delta \kappa_{i k}$. So, the sum attains its largest values when each of the terms

$$
\left(c_{i}\right)^{k} \cdot \Delta \kappa_{i k}
$$

is the largest.

- When $\left(c_{i}\right)^{k}>0$, the expression $\left(c_{i}\right)^{k} \cdot \Delta \kappa_{i k}$ is an increasing function of $\Delta \kappa_{i k}$, so it attains its largest possible value when $\Delta \kappa_{i k}$ attains its largest possible value $\Delta_{i k}$. The resulting largest value of this term is

$$
\left(c_{i}\right)^{k} \cdot \Delta_{i k} .
$$

- When $\left(c_{i}\right)^{k}<0$, the expression $\left(c_{i}\right)^{k} \cdot \Delta \kappa_{i k}$ is a decreasing function of $\Delta \kappa_{i k}$, so it attains its largest possible value when $\Delta \kappa_{i k}$ attains its smallest possible value $-\Delta_{i k}$. The resulting largest value of this term is

$$
-\left(c_{i}\right)^{k} \cdot \Delta_{i k} .
$$

Both cases can be combined into a single expression $\left|\left(c_{i}\right)^{k}\right| \cdot \Delta_{i k}$ if we take into account that:

- when $\left(c_{i}\right)^{k}>0$, then $\left|\left(c_{i}\right)^{k}\right|=\left(c_{i}\right)^{k}$, and
- when $\left(c_{i}\right)^{k}<0$, then $\left|\left(c_{i}\right)^{k}\right|=-\left(c_{i}\right)^{k}$.

Thus, the largest possible value of $\Delta \kappa_{k}$ is equal to

$$
\Delta_{k} \stackrel{\text { def }}{=} \sum_{i=1}^{n}\left|\left(c_{i}\right)^{k}\right| \cdot \Delta_{i k}
$$

Similarly, we can show that the smallest possible value of $\Delta \kappa_{k}$ is equal to $-\Delta_{k}$. Thus, we arrive at the following formulas for computing the desired range $\left[\underline{\kappa}_{k}, \bar{\kappa}_{k}\right]$.
Explicit formulas for $\underline{\kappa}_{k}$ and $\bar{\kappa}_{k}$. Here, $\underline{\kappa}_{k}=\widetilde{\kappa}_{k}-\Delta_{k}$ and $\bar{\kappa}_{k}=\widetilde{\kappa}_{k}+\Delta_{k}$, where

$$
\widetilde{\kappa}_{k}=\sum_{i=1}^{n}\left(c_{i}\right)^{k} \cdot \widetilde{\kappa}_{k}
$$

and

$$
\Delta_{k}=\sum_{i=1}^{n}\left|\left(c_{i}\right)^{k}\right| \cdot \Delta_{i k}
$$

A resulting straightforward algorithm. The above formulas can be explicitly used to estimate the corresponding quantities. The only remaining question is how to estimate the corresponding values $c_{i}$ of the partial derivatives.

- When $f\left(x_{1}, \ldots, x_{n}\right)$ is an explicit expression, we can simply differentiate the function $f$ and get the values of the corresponding derivatives.
- In more complex cases, e.g., when the algorithm $f\left(x_{1}, \ldots, x_{n}\right)$ is given as a proprietary black box, we can compute all the values $c_{i}$ by using numerical differentiation:

$$
c_{i} \approx \frac{f\left(\widetilde{x}_{1}, \ldots, \widetilde{x}_{i-1}, \widetilde{x}_{i}+\varepsilon_{i}, \widetilde{x}_{i+1}, \ldots, \widetilde{x}_{n}\right)-\tilde{y}}{\varepsilon_{i}}
$$

for some small $\varepsilon_{i}$.
Main limitation of the straightforward algorithm: it takes too long. When $f\left(x_{1}, \ldots, x_{n}\right)$ is a simple expression, the above straightforward algorithm is very efficient.

However, in many cases-e.g., with weather prediction or oil exploration-the corresponding algorithm $f\left(x_{1}, \ldots, x_{n}\right)$ is very complex and time-consuming,

- requiring hours of computation on a high performance computer,
- while processing thousands of data values $x_{i}$.

In such situations, the above algorithm requires $n+1$ calls to the program that implements the algorithm $f\left(x_{1}, \ldots, x_{n}\right)$ :

- one time to compute

$$
\tilde{y}=f\left(\tilde{x}_{1}, \ldots, \tilde{x}_{n}\right),
$$

and then

- $n$ times to compute $n$ values

$$
f\left(\widetilde{x}_{1}, \ldots, \widetilde{x}_{i-1}, \widetilde{x}_{i}+\varepsilon_{i}, \widetilde{x}_{i+1}, \ldots, \widetilde{x}_{n}\right)
$$

needed to compute the corresponding partial derivatives $c_{i}$.
When each call to $f$ takes hours, and we need to make thousands of such class, the resulting computation time is in years.

This makes the whole exercise mostly useless: when it takes hours to predict the weather, no one will wait more than a year to check how accurate is this prediction. It is therefore necessary to have faster methods for uncertainty propagation.

Much faster methods exist for moments (and cumulants) of even order $k$. For all $k$, the computation of the value

$$
\kappa_{k}=\sum_{i=1}^{n}\left(c_{i}\right)^{k} \cdot \widetilde{\kappa}_{i k}
$$

can be done much faster, by using the following Monte-Carlo simulations.
Several times $\ell=1,2, \ldots, L$, we:

- simulate the values $\Delta x_{i}^{(\ell)}$ according to some distribution of $\Delta x_{i}$ with the given value $\widetilde{\kappa}_{i k}$, and
- estimate

$$
\Delta y^{(\ell)}=\tilde{y}-f\left(\widetilde{x}_{1}-\Delta x_{1}^{(\ell)}, \ldots, \widetilde{x}_{n}-\Delta x_{n}^{(\ell)}\right) .
$$

One can show that in this case, the $k$-th cumulant of the resulting distribution for $\Delta y^{(\ell)}$ is equal to exactly the desired value

$$
\kappa_{k}=\sum_{i=1}^{n}\left(c_{i}\right)^{k} \cdot \widetilde{\kappa}_{i k} .
$$

Thus, by computing the sample moments of the sample

$$
\Delta y^{(1)}, \ldots, \Delta y^{(L)}
$$

we can find the desired $k$-th order cumulant.
For example, for $k=2$, when the cumulant is the variance, we can simply use normal distributions with a given variance.

The main advantage of the Monte-Carlo method is that its accuracy depends only on the number of iterations: its uncertainty decreases with $L$ as $1 / \sqrt{L}$; see, e.g., [13]. Thus, for example:

- to get the moment with accuracy $20 \%(=1 / 5)$,
- it is sufficient to run approximately 25 simulations, i.e., approximately 25 calls to the algorithm $f$; this is much much faster than thousands of iterations needed to perform the straightforward algorithm.
For even $k$, the value $\left(c_{i}\right)^{k}$ is always non-negative, so

$$
\left|\left(c_{i}\right)^{k}\right|=\left(c_{i}\right)^{k}
$$

and the formula for $\Delta_{k}$ get a simplified form

$$
\Delta_{k}=\sum_{i=1}^{n}\left(c_{i}\right)^{k} \cdot \Delta_{i k}
$$

This is exactly the same form as for $\widetilde{\kappa}_{k}$, so we can use the same Monte-Carlo algorithm to estimate $\Delta_{k}$-the only difference is that now, we need to use distributions of $\Delta x_{i}$ with the $k$-th cumulant equal to $\Delta_{i k}$.

Specifically, several times $\ell=1,2, \ldots, L$, we:

- simulate the values $\Delta x_{i}^{(\ell)}$ according to some distribution of $\Delta x_{i}$ with the value $\Delta_{i k}$ of the $k$-th cumulant, and
- estimate

$$
\Delta y^{(\ell)}=\tilde{y}-f\left(\widetilde{x}_{1}-\Delta x_{1}^{(\ell)}, \ldots, \widetilde{x}_{n}-\Delta x_{n}^{(\ell)}\right) .
$$

One can show that in this case, the $k$-th cumulant of the resulting distribution for $\Delta y^{(\ell)}$ is equal to exactly the desired value

$$
\Delta_{k}=\sum_{i=1}^{n}\left(c_{i}\right)^{k} \cdot \Delta_{i k} .
$$

Thus, by computing the sample moments of the sample

$$
\Delta y^{(1)}, \ldots, \Delta y^{(L)}
$$

we can find the desired bound $\Delta_{k}$ on the $k$-th order cumulant.
Odd order moments (such as skewness) remain a computational problem. For odd $k$, we can still use the same Monte-Carlo method to compute the value $\widetilde{\kappa}_{k}$.

However, we can no longer use this method to compute the bound $\Delta_{k}$ on the $k$-th cumulant, since for odd $k$, we no longer have the equality

$$
\left|\left(c_{i}\right)^{k}\right|=\left(c_{i}\right)^{k}
$$

What we plan to do. We will show that the use of (hypothetical) negative probabilities enables us to attain the same speed up for the case of odd $k$ as we discussed above for the case of even orders.

## 4 Analysis of the Problem and the Resulting Negative-Probability-Based Fast Algorithm for Uncertainty Quantification

Why the Monte-Carlo method works for variances? The possibility to use normal distributions to analyze the propagation of variances

$$
V=\sigma^{2}
$$

comes from the fact that if we have $n$ independent random variables $\Delta x_{i}$ with variances

$$
V_{i}=\sigma_{i}^{2}
$$

then their linear combination

$$
\Delta y=\sum_{i=1}^{n} c_{i} \cdot \Delta x_{i}
$$

is also normally distributed, with variance

$$
V=\sum_{i=1}^{n}\left(c_{i}\right)^{2} \cdot V_{i}
$$

- and this is exactly how we want to relate the variance (2-nd order cumulant) of $\Delta y$ with the variances $V_{i}$ of the inputs.

Suppose that we did not know that the normal distribution has this property. How would we then be able to find a distribution $\rho_{1}(x)$ that satisfies this property? Let us consider the simplest case of this property, when

$$
V_{1}=\ldots=V_{n}=1 .
$$

In this case, the desired property has the following form:

- if $n$ independent random variables $\Delta x_{1}, \ldots, \Delta x_{n}$ have exactly the same distribution, with variance 1 ,
- then their linear combination

$$
\Delta y=\sum_{i=1}^{n} c_{i} \cdot \Delta x_{i}
$$

has the same distribution, but re-scaled, with variance

$$
V=\sum_{i=1}^{n}\left(c_{i}\right)^{2} .
$$

Let $\rho_{1}(x)$ denote the desired probability distribution, and let

$$
\chi_{1}(\omega)=E\left[\exp \left(\mathrm{i} \cdot \omega \cdot \Delta x_{1}\right)\right]
$$

be the corresponding characteristic function. Then, for the product $c_{i} \cdot \Delta x_{i}$, the characteristic function has the form

$$
E\left[\exp \left(\mathrm{i} \cdot \omega \cdot\left(c_{i} \cdot \Delta x_{1}\right)\right] .\right.
$$

By re-arranging multiplications, we can represent this same expression as

$$
E\left[\exp \left(\mathrm{i} \cdot\left(\omega \cdot c_{i}\right) \cdot \Delta x_{1}\right],\right.
$$

i.e., as $\chi_{1}\left(c_{i} \cdot \omega\right)$.

For the sum of several independent random variables, the characteristic function is equal to the product of characteristic functions (see, e.g., [13]); thus, the characteristic function of the sum

$$
\sum_{i=1}^{n} c_{i} \cdot \Delta x_{i}
$$

has the form

$$
\chi_{1}\left(c_{1} \cdot \omega\right) \cdot \ldots \cdot \chi_{1}\left(c_{n} \cdot \omega\right) .
$$

We require that this sum be distributed the same way as $\Delta x_{i}$, but with a larger variance. When we multiply a variable by $c$, its variable increases by a factor of $c^{2}$. Thus, to get the distribution with variance

$$
V=\sum_{i=1}^{n}\left(c_{i}\right)^{2},
$$

we need to multiply the variable $\Delta x_{i}$ by a factor of

$$
c=\sqrt{\sum_{i=1}^{n}\left(c_{i}\right)^{2}} .
$$

For a variable multiplied by this factor, the characteristic function has the form

$$
\chi_{1}(c \cdot \omega) .
$$

By equating the two characteristic functions, we get the following functional equation:

$$
\chi_{1}\left(c_{1} \cdot \omega\right) \cdot \ldots \cdot \chi_{1}\left(c_{n} \cdot \omega\right)=\chi_{1}\left(\sqrt{\sum_{i=1}^{n}\left(c_{i}\right)^{2}} \cdot \omega\right) .
$$

In particular, for $n=2$, we conclude that

$$
\chi_{1}\left(c_{1} \cdot \omega\right) \cdot \chi_{1}\left(c_{2} \cdot \omega\right)=\chi_{1}\left(\sqrt{\left(c_{1}\right)^{2}+\left(c_{2}\right)^{2}} \cdot \omega\right) .
$$

This expression can be somewhat simplified if we take logarithms of both sides. Then products turn to sums, and for the new function

$$
\ell(\omega) \stackrel{\text { def }}{=} \ln \left(\chi_{1}(\omega)\right),
$$

we get the equation

$$
\ell\left(c_{1} \cdot \omega\right)+\ell\left(c_{2} \cdot \omega\right)=\ell\left(\sqrt{\left(c_{1}\right)^{2}+\left(c_{2}\right)^{2}} \cdot \omega\right)
$$

This equation can be further simplified if we consider an auxiliary function

$$
F(\omega) \stackrel{\operatorname{def}}{=} \ell(\sqrt{\omega}),
$$

for which

$$
\ell(x)=F\left(x^{2}\right)
$$

Substituting the expression for $\ell(x)$ in terms of $F(x)$ into the above formula, we conclude that

$$
F\left(\left(c_{1}\right)^{2} \cdot \omega^{2}\right)+F\left(\left(c_{2}\right)^{2} \cdot \omega^{2}\right)=F\left(\left(\left(c_{1}\right)^{2}+\left(c_{2}\right)^{2}\right) \cdot \omega^{2}\right) .
$$

One can easily check that for every two non-negative numbers $a$ and $b$, we can take

$$
\omega=1, c_{1}=\sqrt{a}, \text { and } c_{2}=\sqrt{b},
$$

and thus turn the above formula into

$$
F(a)+F(b)=F(a+b) .
$$

It is well known (see, e.g., [1]) that every measurable solution to this functional equation has the form

$$
F(a)=K \cdot a
$$

for some constant $K$. Thus,

$$
\ell(\omega)=F\left(\omega^{2}\right)=K \cdot \omega^{2} .
$$

Here,

$$
\ell(\omega)=\ln \left(\chi_{1}(\omega)\right),
$$

hence

$$
\chi_{1}(\omega)=\exp (\ell(\omega))=\exp \left(K \cdot \omega^{2}\right) .
$$

Based on the characteristic function, we can reconstruct the original probability density function $\rho_{1}(x)$. Indeed, from the purely mathematical viewpoint, the characteristic function

$$
\chi(\omega)=E\left[\exp \left(\mathrm{i} \cdot \omega \cdot \Delta x_{1}\right)\right]=\int \exp \left(\mathrm{i} \cdot \omega \cdot \Delta x_{1}\right) \cdot \rho_{1}\left(\Delta x_{1}\right) d\left(\Delta x_{1}\right)
$$

is nothing else but the Fourier transform of the probability density function $\rho_{1}\left(\Delta x_{1}\right)$. We can therefore always reconstruct the original probability density function by applying the inverse Fourier transform to the characteristic function.

For

$$
\chi_{1}(\omega)=\exp \left(K \cdot \omega^{2}\right)
$$

the inverse Fourier transform leads to the usual formula of the normal distribution, with

$$
K=-\sigma^{2} .
$$

Can we apply the same idea to odd $k$ ? Our idea us to use Monte-Carlo methods for odd $k$, to speed up the computation of the value

$$
\Delta_{k}=\sum_{i=1}^{n}\left|\left(c_{i}\right)^{k}\right| \cdot \Delta_{i k} .
$$

What probability distribution $\rho_{1}(x)$ can we use to do it?
Similar to the above, let us consider the simplest case when

$$
\Delta_{1 k}=\ldots=\Delta_{n k}=1
$$

In this case, the desired property of the probability distribution takes the following form:

- if $n$ independent random variables

$$
\Delta x_{1}, \ldots, \Delta x_{n}
$$

have exactly the same distribution $\rho_{1}(x)$, with $k$-th cumulant equal to 1 ,

- then their linear combination

$$
\Delta y=\sum_{i=1}^{n} c_{i} \cdot \Delta x_{i}
$$

has the same distribution, but re-scaled, with the $k$-th order cumulant equal to

$$
\sum_{i=1}^{n}\left|c_{i}\right|^{k}
$$

Let $\rho_{1}(x)$ denote the desired probability distribution, and let

$$
\chi_{1}(\omega)=E\left[\exp \left(\mathrm{i} \cdot \omega \cdot \Delta x_{1}\right)\right]
$$

be the corresponding characteristic function. Then, as we have shown earlier, for the product $c_{i} \cdot \Delta x_{i}$, the characteristic function has the form $\chi_{1}\left(c_{i} \cdot \omega\right)$. For the sum

$$
\sum_{i=1}^{n} c_{i} \cdot \Delta x_{i}
$$

the characteristic function has the form

$$
\chi_{1}\left(c_{1} \cdot \omega\right) \cdot \ldots \cdot \chi_{1}\left(c_{n} \cdot \omega\right)
$$

We require that this sum be distributed the same way as $\Delta x_{i}$, but with a larger $k$-th order cumulant. As we have mentioned:

- when we multiply a variable by $c$,
- its $k$-th order cumulant increases by a factor of $c^{k}$.

Thus, to get the distribution with the value

$$
\sum_{i=1}^{n}\left|c_{i}\right|^{k}
$$

we need to multiply the variable $\Delta x_{i}$ by a factor of

$$
c=\sqrt[k]{\sum_{i=1}^{n}\left|c_{i}\right|^{k}}
$$

For a variable multiplied by this factor, the characteristic function has the form

$$
\chi_{1}(c \cdot \omega)
$$

By equating the two characteristic functions, we get the following functional equation:

$$
\chi_{1}\left(c_{1} \cdot \omega\right) \cdot \ldots \cdot \chi_{1}\left(c_{n} \cdot \omega\right)=\chi_{1}\left(\sqrt[k]{\sum_{i=1}^{n}\left|c_{i}\right|^{k}} \cdot \omega\right)
$$

In particular, for $n=2$, we conclude that

$$
\chi_{1}\left(c_{1} \cdot \omega\right) \cdot \chi_{1}\left(c_{2} \cdot \omega\right)=\chi_{1}\left(\sqrt[k]{\left|c_{1}\right|^{k}+\left|c_{2}\right|^{k}} \cdot \omega\right)
$$

This expression can be somewhat simplified if we take logarithms of both sides. Then products turn to sums, and for the new function

$$
\ell(\omega) \stackrel{\text { def }}{=} \ln \left(\chi_{1}(\omega)\right)
$$

we get the equation

$$
\ell\left(c_{1} \cdot \omega\right)+\ell\left(c_{2} \cdot \omega\right)=\ell\left(\sqrt[k]{\left(\left|c_{1}\right|^{k}+\left|c_{2}\right|^{k}\right.} \cdot \omega\right)
$$

This equation can be further simplified if we consider an auxiliary function

$$
F(\omega) \stackrel{\text { def }}{=} \ell(\sqrt[k]{\omega})
$$

for which

$$
\ell(x)=F\left(x^{k}\right)
$$

Substituting the expression for $\ell(x)$ in terms of $F(x)$ into the above formula, we conclude that

$$
F\left(\left|c_{1}\right|^{k} \cdot \omega^{k}\right)+F\left(\left|c_{2}\right|^{k} \cdot \omega^{k}\right)=F\left(\left(\left|c_{1}\right|^{k}+\left|c_{2}\right|^{k}\right) \cdot \omega^{k}\right)
$$

One can easily check that for every two non-negative numbers $a$ and $b$, we can take

$$
\omega=1, c_{1}=\sqrt[k]{a}, \text { and } c_{2}=\sqrt[k]{b}
$$

and thus get

$$
F(a)+F(b)=F(a+b)
$$

As we have already shown, this leads to

$$
F(a)=K \cdot a
$$

for some constant $K$. Thus,

$$
\ell(\omega)=F\left(\omega^{k}\right)=K \cdot \omega^{k}
$$

Here,

$$
\ell(\omega)=\ln \left(\chi_{1}(\omega)\right),
$$

hence

$$
\chi_{1}(\omega)=\exp (\ell(\omega))=\exp \left(K \cdot \omega^{k}\right)
$$

Case of $k=1$ leads to a known efficient method. For $k=1$, the above characteristic function has the form

$$
\exp (-K \cdot|\omega|)
$$

By applying the inverse Fourier transform to this expression, we get the Cauchy distribution, with probability density

$$
\rho_{1}(x)=\frac{1}{\pi \cdot K} \cdot \frac{1}{1+\frac{x^{2}}{K^{2}}} .
$$

Monte-Carlo methods based on the Cauchy distribution indeed lead to efficient estimation of first order uncertainty - e.g., bounds on mean; see, e.g., [6].

What about larger odd values $k$ ? Alas, for $k \geq 3$, we have a problem:

- when we apply the inverse Fourier transform to the characteristic function

$$
\exp \left(-|K| \cdot|\omega|^{k}\right)
$$

- the resulting function $\rho_{1}\left(\Delta x_{1}\right)$ takes negative values for some $x$, and thus, cannot serve as a usual probability density function; see, e.g., [12].


## However:

- if negative probabilities are physically possible,
- then we can indeed use the same idea to speed up computation of $\Delta_{k}$ for odd values

$$
k \geq 3 .
$$

## If negative probabilities are physically possible, then we can speed up uncer-

 tainty propagation-namely, computation of $\Delta_{k}$. If negative probabilities are indeed physically possible, then we can use the following algorithm to speed up the computation of $\Delta_{k}$.Let us assume that we are able to simulate a "random" variable $\eta$ whose (sometimes negative) probability density function $\rho_{1}(x)$ is the inverse Fourier transform of the function

$$
\chi_{1}(\omega)=\exp \left(-|\omega|^{k}\right)
$$

We will use the corresponding "random" number generator for each variable $x_{i}$ and for each iteration $\ell=1,2, \ldots, L$. The corresponding value will be denoted by $\eta_{i}^{(\ell)}$.

The value $\eta_{i}^{(\ell)}$ will corresponds to the value of the $k$-th cumulant equal to 1 . To simulate a random variable corresponding to parameter $\Delta_{i k}$, we use

$$
\left(\Delta_{i k}\right)^{1 / k} \cdot \eta_{i}^{(\ell)}
$$

Thus, we arrive at the following algorithm:
Several times $\ell=1,2, \ldots, L$, we:

- simulate the values $\Delta x_{i}^{(\ell)}$ as

$$
\left(\Delta_{i k}\right)^{1 / k} \cdot \eta_{i}^{(\ell)}
$$

and

- estimate

$$
\Delta y^{(\ell)}=\tilde{y}-f\left(\widetilde{x}_{1}-\Delta x_{1}^{(\ell)}, \ldots, \widetilde{x}_{n}-\Delta x_{n}^{(\ell)}\right)
$$

One can show that in this case, the resulting distribution for $\Delta y^{(\ell)}$ has the same distribution as $\eta$ multiplied by the $k$-th root of the desired value

$$
\Delta_{k}=\sum_{i=1}^{n}\left(c_{i}\right)^{k} \cdot \Delta_{i k}
$$

Thus, by computing the corresponding characteristic of the sample

$$
\Delta y^{(1)}, \ldots, \Delta y^{(L)}
$$

we can find the desired bound $\Delta_{k}$ on the $k$-th order cumulant.
So, we can indeed use fast Monte-Carlo methods to estimate both values $\widetilde{\kappa}_{k}$ and $\Delta_{k}$ - and thus, to speed up uncertainty propagation.
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# New Method of Obtaining the Kochen-Specker Theorem 

Koji Nagata, Tadao Nakamura and Ahmed Farouk


#### Abstract

We derive a new type of no-hidden-variable theorem based on the assumptions proposed by Kochen and Specker. We consider $N$ spin- $1 / 2$ systems. The hidden results of measurement are either +1 or -1 (in $\hbar / 2$ unit). We derive some proposition concerning a quantum expected value under an assumption about the existence of the Bloch sphere in $N$ spin-1/2 systems. However, the hidden variables theory violates the proposition with a magnitude that grows exponentially with the number of particles. Therefore, we have to give up either the existence of the Bloch sphere or the hidden variables theory. Also we discuss a two-dimensional no-hidden-variables theorem of the KS type. Especially, we systematically describe our assertion based on more mathematical analysis using raw data in a thoughtful experiment.


Keywords 03.65.Ud (Quantum non locality) • 03.65.Ta (Quantum measurement theory) • 03.65.Ca (Formalism)

## 1 Introduction

Quantum mechanics (cf. [1-6]) gives accurate and at times remarkably accurate numerical predictions. Much experimental data has fit to the quantum predictions for long time.

Kochen and Specker present the no-hidden-variables theorem (the KS theorem) [7]. The KS theorem says the non-existence of a real-valued function which is multiplicative and linear on commuting operators. The proof of the KS theorem relies on

[^11]intricate geometric argument. Greenberger, Horne, and Zeilinger discover [8, 9] the so-called GHZ theorem for four-partite GHZ state. And, the KS theorem becomes very simple form (see also Refs. [10-14]).

It is begun to research the validity of the KS theorem by using inequalities (see Refs. [15-18]). To find such inequalities to test the validity of the KS theorem is particularly useful for experimental investigation [19]. One of the authors derives an inequality [18] as tests for the validity of the KS theorem. The quantum predictions violate the inequality when the system is in an uncorrelated state. An uncorrelated state is defined in Ref. [20]. The quantum predictions by $n$-partite uncorrelated state violate the inequality by an amount that grows exponentially with $n$.

Recently, Leggett-type non-local variables theory [21] is experimentally investigated [22-24]. The experiments report that quantum mechanics does not accept Leggett-type non-local variables interpretation. However there are debates for the conclusions of the experiments. See Refs. [25-27].

As for the applications of quantum mechanics, implementation of a quantum algorithm to solve Deutsch's problem [28-30] on a nuclear magnetic resonance quantum computer is reported firstly [31]. Implementation of the Deutsch-Jozsa algorithm for an ion-trap quantum computer is also reported [32]. There are several attempts to use single-photon two-qubit states for quantum computing. Oliveira et al. implement Deutsch's algorithm with polarization and transverse spatial modes of the electromagnetic field as qubits [33]. Single-photon Bell states are prepared and measured [34]. Also the decoherence-free implementation of Deutsch's algorithm is reported by using such a single-photon and by using two logical qubits [35]. More recently, a one-way based experimental implementation of Deutsch's algorithm is reported [36]. In 1993, the Bernstein-Vazirani algorithm was reported [37]. It can be considered as an extended Deutsch-Jozsa algorithm. In 1994, Simon's algorithm was reported [38]. Implementation of a quantum algorithm to solve the BernsteinVazirani parity problem without entanglement on an ensemble quantum computer is reported [39]. Fiber-optics implementation of the Deutsch-Jozsa and BernsteinVazirani quantum algorithms with three qubits is discussed [40]. A quantum algorithm for approximating the influences of Boolean functions and its applications is recently reported [41].

On the other hand, the double-slit experiment is an illustration of wave-particle duality. In it, a beam of particles (such as photons) travels through a barrier with two slits removed. If one puts a detector screen on the other side, the pattern of detected particles shows interference fringes characteristic of waves; however, the detector screen responds to particles. The system exhibits the behaviour of both waves (interference patterns) and particles (dots on the screen).

If we modify this experiment so that one slit is closed, no interference pattern is observed. Thus, the state of both slits affects the final results. We can also arrange to have a minimally invasive detector at one of the slits to detect which slit the particle went through. When we do that, the interference pattern disappears [42]. An analysis of a two-atom double-slit experiment based on environment-induced measurements is reported [43].

We try to implement the double-slit experiment. There is a detector just after each slit. Thus interference figure does not appear, and we do not consider such a pattern. The possible values of the result of measurements are $\pm 1$ (in $\hbar / 2$ unit). If a particle passes one side slit, then the value of the result of measurement is +1 . If a particle passes through another slit, then the value of the result of measurement is -1 . This is an easy detector model for a Pauli observable.

In this paper, we derive a new type of no-hidden-variables theorem based on the assumptions proposed by Kochen and Specker. We consider $N$ spin- $1 / 2$ systems. The hidden results of measurement are either +1 or -1 (in $\hbar / 2$ unit). We derive some proposition concerning a quantum expected value under an assumption about the existence of the Bloch sphere in $N$ spin- $1 / 2$ systems. However, the hidden variables theory violates the proposition with a magnitude that grows exponentially with the number of particles. Therefore, we have to give up either the existence of the Bloch sphere or the hidden variables theory. Also we discuss two-dimensional no-hiddenvariables theorem of the KS type, by using the double-slit experiment. Especially, we systematically describe our assertion based on more mathematical analysis using raw data in a thoughtful experiment.

Throughout this paper, we confine ourselves to the two-level (e.g., electron spin, photon polarizations, and so on) and the discrete eigenvalue case.

## 2 Notations and Preparation to Get New Type of No-Hidden-Variables Theorem of the KS Type

We consider a two-dimensional space $H$. Let $\mathbf{N}$ denote a set of the numbers

$$
\begin{equation*}
\{1,2, \ldots,+\infty\} \tag{2.1}
\end{equation*}
$$

that contains the countably infinite. Let $S$ be $\{ \pm 1\}$. We assume that every result of measurements lies in $S$. We assume that every time $t$ lies in $\mathbf{N}$. Let $\mathbf{N}_{1}$ denote a set of the numbers

$$
\begin{equation*}
\{1,5,9, \ldots,+\infty\} \tag{2.2}
\end{equation*}
$$

that contains the countably infinite. Here we introduce $t_{1} \in \mathbf{N}_{1}$. Let $\mathbf{N}_{2}$ denote a set of the numbers

$$
\begin{equation*}
\{2,6,10, \ldots,+\infty\} \tag{2.3}
\end{equation*}
$$

that contains the countably infinite. Here we introduce $t_{2} \in \mathbf{N}_{2}$. Let $\mathbf{N}_{3}$ denote a set of the numbers

$$
\begin{equation*}
\{3,7,11, \ldots,+\infty\} \tag{2.4}
\end{equation*}
$$

that contains the countably infinite. Here we introduce $t_{3} \in \mathbf{N}_{3}$. Let $\mathbf{N}_{4}$ denote a set of the numbers

$$
\begin{equation*}
\{4,8,12, \ldots,+\infty\} \tag{2.5}
\end{equation*}
$$

that contains the countably infinite. Here we introduce $t_{4} \in \mathbf{N}_{4}$. Let $\vec{\sigma}$ be

$$
\begin{equation*}
\left(\sigma_{x}, \sigma_{y}, \sigma_{z}\right) \tag{2.6}
\end{equation*}
$$

the vector of Pauli operators. The measurements (observables) of $\vec{n} \cdot \vec{\sigma}$ are parameterized by a unit vector $\vec{n}$ (its direction along which the spin component is measured). Here, • is the scalar product in $\mathbf{R}^{3}$. One measures an observable $\vec{n} \cdot \vec{\sigma}$. We define a notation $\theta(t)$ which represents predetermined result of measurements at time $t$. We assume that measurement of an observable $\vec{n} \cdot \vec{\sigma}$ at time $t$ for a physical system in a state $\psi$ yields a value $\theta(\psi, \vec{n} \cdot \vec{\sigma}, t) \in S$.

We consider the following:
Assumption: M (predetermined measurement outcome),

$$
\begin{equation*}
\theta(\psi, \vec{n} \cdot \vec{\sigma}, t) \in S . \tag{2.7}
\end{equation*}
$$

Assumption: E (quantum expected value),

$$
\begin{equation*}
\operatorname{Tr}[\psi \vec{n} \cdot \vec{\sigma}]=\lim _{m \rightarrow \infty} \frac{\sum_{t=1}^{m} \theta(\psi, \vec{n} \cdot \vec{\sigma}, t)}{m} . \tag{2.8}
\end{equation*}
$$

## Assumption: T

If

$$
\begin{equation*}
\operatorname{Tr}[\psi \vec{n} \cdot \vec{\sigma}]=\lim _{m \rightarrow \infty} \frac{\sum_{t=1}^{m} \theta(\psi, \vec{n} \cdot \vec{\sigma}, t)}{m}, \tag{2.9}
\end{equation*}
$$

then

$$
\begin{equation*}
\operatorname{Tr}[\psi \vec{n} \cdot \vec{\sigma}]=\lim _{m_{1} \rightarrow \infty} \frac{\sum_{t_{1}=1}^{m_{1}} \theta\left(\psi, \vec{n} \cdot \vec{\sigma}, t_{1}\right)}{m_{1}}=\lim _{m_{2} \rightarrow \infty} \frac{\sum_{t_{2}=2}^{m_{2}} \theta\left(\psi, \vec{n} \cdot \vec{\sigma}, t_{2}\right)}{m_{2}} \tag{2.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Tr}[\psi \vec{n} \cdot \vec{\sigma}]=\lim _{m_{3} \rightarrow \infty} \frac{\sum_{t_{3}=3}^{m_{3}} \theta\left(\psi, \vec{n} \cdot \vec{\sigma}, t_{3}\right)}{m_{3}}=\lim _{m_{4} \rightarrow \infty} \frac{\sum_{t_{4}=4}^{m_{4}} \theta\left(\psi, \vec{n} \cdot \vec{\sigma}, t_{4}\right)}{m_{4}} . \tag{2.11}
\end{equation*}
$$

## 3 New Type of No-Hidden-Variables Theorem of the KS Type

In this section, we give new type of no-hidden-variables theorem of the KS type.

### 3.1 The Existence of the Bloch Sphere

We assume a pure spin- $1 / 2$ state $\psi$ lying in the $x-y$ plane. Let $\vec{\sigma}$ be ( $\sigma_{x}, \sigma_{y}, \sigma_{z}$ ), the vector of Pauli operators. The measurements (observables) on a spin $-1 / 2$ state lying in the $x-y$ plane of $\vec{n} \cdot \vec{\sigma}$ are parameterized by a unit vector $\vec{n}$ (its direction along which the spin component is measured). Here, $\cdot$ is the scalar product in $\mathbf{R}^{3}$.

We have a quantum expected value $E_{\mathrm{QM}}^{k}, k=1,2$ as

$$
\begin{equation*}
E_{\mathrm{QM}}^{k} \equiv \operatorname{Tr}\left[\psi \vec{n}_{k} \cdot \vec{\sigma}\right], k=1,2 . \tag{3.1}
\end{equation*}
$$

We have $\vec{x} \equiv \vec{x}^{(1)}, \vec{y} \equiv \vec{x}^{(2)}$, and $\vec{z} \equiv \vec{x}^{(3)}$. They are the Cartesian axes relative to which spherical angles are measured. We write two unit vectors in the plane defined by $\vec{x}^{(1)}$ and $\vec{x}^{(2)}$ in the following way:

$$
\begin{equation*}
\vec{n}_{k}=\cos \theta_{k} \vec{x}^{(1)}+\sin \theta_{k} \vec{x}^{(2)} . \tag{3.2}
\end{equation*}
$$

Here, the angle $\theta_{k}$ takes only two values:

$$
\begin{equation*}
\theta_{1}=0, \theta_{2}=\frac{\pi}{2} \tag{3.3}
\end{equation*}
$$

We derive a necessary condition for the quantum expected value for the system in a pure spin- $1 / 2$ state lying in the $x-y$ plane given in (3.1). We derive the possible values of the scalar product

$$
\begin{equation*}
\sum_{k=1}^{2}\left(E_{\mathrm{QM}}^{k} \times E_{\mathrm{QM}}^{k}\right) \equiv\left\|E_{\mathrm{QM}}\right\|^{2} \tag{3.4}
\end{equation*}
$$

$E_{\mathrm{QM}}^{k}$ is the quantum expected value given in (3.1). We see that

$$
\begin{equation*}
\left\|E_{\mathrm{QM}}\right\|^{2}=\left\langle\sigma_{x}\right\rangle^{2}+\left\langle\sigma_{y}\right\rangle^{2} . \tag{3.5}
\end{equation*}
$$

We use the decomposition (3.2). We introduce simplified notations as

$$
\begin{equation*}
T_{i}=\operatorname{Tr}\left[\psi \vec{x}^{(i)} \cdot \vec{\sigma}\right] \tag{3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(c_{k}^{1}, c_{k}^{2},\right)=\left(\cos \theta_{k}, \sin \theta_{k}\right) \tag{3.7}
\end{equation*}
$$

Then, we have

$$
\begin{equation*}
\left\|E_{\mathrm{QM}}\right\|^{2}=\sum_{k=1}^{2}\left(\sum_{i=1}^{2} T_{i} c_{k}^{i}\right)^{2}=\sum_{i=1}^{2} T_{i}^{2} \leq 1 \tag{3.8}
\end{equation*}
$$

where we use the orthogonality relation

$$
\begin{equation*}
\sum_{k=1}^{2} c_{k}^{\alpha} c_{k}^{\beta}=\delta_{\alpha, \beta} \tag{3.9}
\end{equation*}
$$

From a proposition of the quantum theory, the Bloch sphere with the value of

$$
\begin{equation*}
\sum_{i=1}^{2} T_{i}^{2} \tag{3.10}
\end{equation*}
$$

is bounded as

$$
\begin{equation*}
\sum_{i=1}^{2} T_{i}^{2} \leq 1 \tag{3.11}
\end{equation*}
$$

The reason of the condition (3.8) is the Bloch sphere

$$
\begin{equation*}
\sum_{i=1}^{3}\left(\operatorname{Tr}\left[\psi \vec{x}^{(i)} \cdot \vec{\sigma}\right]\right)^{2} \leq 1 \tag{3.12}
\end{equation*}
$$

Thus we derive a proposition concerning a quantum expected value under an assumption of the existence of the Bloch sphere (in a spin- $1 / 2$ system). The proposition is

$$
\begin{equation*}
\left\|E_{\mathrm{QM}}\right\|^{2} \leq 1 \tag{3.13}
\end{equation*}
$$

This inequality is saturated iff $\psi$ is a pure state lying in the $x-y$ plane. That is,

$$
\begin{equation*}
\sum_{i=1}^{2}\left(\operatorname{Tr}\left[\psi \vec{x}^{(i)} \cdot \vec{\sigma}\right]\right)^{2}=1 \tag{3.14}
\end{equation*}
$$

Hence, we derive the following proposition concerning the existence of the Bloch sphere when the system is in a pure state lying in the $x-y$ plane

$$
\begin{equation*}
\left\|E_{\mathrm{QM}}\right\|_{\max }^{2}=1 . \tag{3.15}
\end{equation*}
$$

### 3.2 The Existence of Hidden Measurement Outcome Which Is $\pm 1$

We assign the truth value " 1 " for Assumption M, Assumption E, and Assumption T. Let $A_{k}$ be $\vec{n}_{k} \cdot \vec{\sigma}$. We assume four gedanken experiments in the same state $\psi$. The value of $\theta\left(\psi, A_{1}, t_{1}\right)$ is independent of $\theta\left(\psi, A_{1}, t_{2}\right)$. We note that the measurement time is different from each other. Here, we assume $t_{1} \in \mathbf{N}_{1}$ and $t_{2} \in \mathbf{N}_{2}$. The value of $\theta\left(\psi, A_{2}, t_{3}\right)$ is independent of $\theta\left(\psi, A_{2}, t_{4}\right)$. We note that the measurement time is different from each other. Here, we assume $t_{3} \in \mathbf{N}_{3}$ and $t_{4} \in \mathbf{N}_{4}$. The values of $\theta\left(\psi, A_{1}, t_{1}\right), \theta\left(\psi, A_{1}, t_{2}\right), \theta\left(\psi, A_{2}, t_{3}\right)$, and $\theta\left(\psi, A_{2}, t_{4}\right)$ are independent of each other. We note that the measurement time is different from each other. We assume that the number of each of quantum measurements is the countably infinite. We know that a sum of 'four' countably infinite is the countably infinite. We do not have to assign definite values to non-commuting observables in the same time.

From Assumption E and Assumption T, the quantum expected value in (3.1) $(k=$ 1 ), which is the average of the results of measurements, is given by

$$
\begin{equation*}
E_{\mathrm{QM}}^{1}=\lim _{m_{1} \rightarrow \infty} \frac{\sum_{t_{1}=1}^{m_{1}} \theta\left(\psi, A_{1}, t_{1}\right)}{m_{1}} \tag{3.16}
\end{equation*}
$$

From Assumption M, the possible values of the measured result $\theta\left(\psi, A_{1}, t_{1}\right)$ are $\pm 1$.
From Assumption T, the same quantum expected value is given by

$$
\begin{equation*}
E_{\mathrm{QM}}^{1}=\lim _{m_{2} \rightarrow \infty} \frac{\sum_{t_{2}=2}^{m_{2}} \theta\left(\psi, A_{1}, t_{2}\right)}{m_{2}} . \tag{3.17}
\end{equation*}
$$

From Assumption M, the possible values of the measured result $\theta\left(\psi, A_{1}, t_{2}\right)$ are $\pm 1$. From Assumption T, we see

$$
\begin{align*}
& \left\|\left\{t_{1} \mid t_{1} \in \mathbf{N}_{1} \wedge \theta\left(\psi, A_{1}, t_{1}\right)=1\right\}\right\|=\left\|\left\{t_{2} \mid t_{2} \in \mathbf{N}_{2} \wedge \theta\left(\psi, A_{1}, t_{2}\right)=1\right\}\right\|, \\
& \left\|\left\{t_{1} \mid t_{1} \in \mathbf{N}_{1} \wedge \theta\left(\psi, A_{1}, t_{1}\right)=-1\right\}\right\|=\left\|\left\{t_{2} \mid t_{2} \in \mathbf{N}_{2} \wedge \theta\left(\psi, A_{1}, t_{2}\right)=-1\right\}\right\| . \tag{3.18}
\end{align*}
$$

From Assumption E and Assumption T, the quantum expected value in (3.1) $(k=2)$, which is the average of the results of measurements, is given by

$$
\begin{equation*}
E_{\mathrm{QM}}^{2}=\lim _{m_{3} \rightarrow \infty} \frac{\sum_{t_{3}=3}^{m_{3}} \theta\left(\psi, A_{2}, t_{3}\right)}{m_{3}} \tag{3.19}
\end{equation*}
$$

From Assumption M, the possible values of the measured result $\theta\left(\psi, A_{2}, t_{3}\right)$ are $\pm 1$.
From Assumption T, the same quantum expected value is given by

$$
\begin{equation*}
E_{\mathrm{QM}}^{2}=\lim _{m_{4} \rightarrow \infty} \frac{\sum_{t_{4}=4}^{m_{4}} \theta\left(\psi, A_{2}, t_{4}\right)}{m_{4}} . \tag{3.20}
\end{equation*}
$$

From Assumption M, the possible values of the measured result $\theta\left(\psi, A_{2}, t_{4}\right)$ are $\pm 1$. From Assumption T, we see

$$
\begin{align*}
& \left\|\left\{t_{3} \mid t_{3} \in \mathbf{N}_{3} \wedge \theta\left(\psi, A_{2}, t_{3}\right)=1\right\}\right\|=\left\|\left\{t_{4} \mid t_{4} \in \mathbf{N}_{4} \wedge \theta\left(\psi, A_{2}, t_{4}\right)=1\right\}\right\|, \\
& \left\|\left\{t_{3} \mid t_{3} \in \mathbf{N}_{3} \wedge \theta\left(\psi, A_{2}, t_{3}\right)=-1\right\}\right\|=\left\|\left\{t_{4} \mid t_{4} \in \mathbf{N}_{4} \wedge \theta\left(\psi, A_{2}, t_{4}\right)=-1\right\}\right\| \tag{3.21}
\end{align*}
$$

We derive a necessary condition for the two quantum expected values for the system in a pure spin- $1 / 2$ state lying in the $x-y$ plane given in (3.16) and (3.19). We derive the possible values of the scalar product $\left\|E_{\mathrm{Q} M}\right\|^{2}$ of the two quantum expected values, $E_{\mathrm{QM}}^{k}$ given in (3.16) and (3.19).

We introduce an assumption that Sum rule and Product rule commute with each other [44]. We do not pursue the details of the assumption. To pursue the details is an interesting point. It is suitable to the next step of researches. We have

$$
\begin{align*}
& \left\|E_{\mathrm{QM}}\right\|^{2} \\
& =\left(\lim _{m_{1} \rightarrow \infty} \frac{\sum_{t_{1}=1}^{m_{1}} \theta\left(\psi, A_{1}, t_{1}\right)}{m_{1}} \times \lim _{m_{2} \rightarrow \infty} \frac{\sum_{t_{2}=2}^{m_{2}} \theta\left(\psi, A_{1}, t_{2}\right)}{m_{2}}\right) \\
& +\left(\lim _{m_{3} \rightarrow \infty} \frac{\sum_{t_{3}=3}^{m_{3}} \theta\left(\psi, A_{2}, t_{3}\right)}{m_{3}} \times \lim _{m_{4} \rightarrow \infty} \frac{\sum_{t_{4}=4}^{m_{4}} \theta\left(\psi, A_{2}, t_{4}\right)}{m_{4}}\right) \\
& =\left(\lim _{m_{1} \rightarrow \infty} \frac{\sum_{t_{1}=1}^{m_{1}}}{m_{1}} \cdot \lim _{m_{2} \rightarrow \infty} \frac{\sum_{t_{2}=2}^{m_{2}}}{m_{2}} \theta\left(\psi, A_{1}, t_{1}\right) \theta\left(\psi, A_{1}, t_{2}\right)\right) \\
& +\left(\lim _{m_{3} \rightarrow \infty} \frac{\sum_{t_{3}=3}^{m_{3}}}{m_{3}} \cdot \lim _{m_{4} \rightarrow \infty} \frac{\sum_{t_{4}=4}^{m_{4}}}{m_{4}} \theta\left(\psi, A_{2}, t_{3}\right) \theta\left(\psi, A_{2}, t_{4}\right)\right) \\
& \leq\left(\lim _{m_{1} \rightarrow \infty} \frac{\sum_{t_{1}=1}^{m_{1}}}{m_{1}} \cdot \lim _{m_{2} \rightarrow \infty} \frac{\sum_{t_{2}=2}^{m_{2}}}{m_{2}}\left|\theta\left(\psi, A_{1}, t_{1}\right) \theta\left(\psi, A_{1}, t_{2}\right)\right|\right) \\
& +\left(\lim _{m_{3} \rightarrow \infty} \frac{\sum_{t_{3}=3}^{m_{3}}}{m_{3}} \cdot \lim _{m_{4} \rightarrow \infty} \frac{\sum_{t_{4}=4}^{m_{4}}}{m_{4}}\left|\theta\left(\psi, A_{2}, t_{3}\right) \theta\left(\psi, A_{2}, t_{4}\right)\right|\right) \\
& =\left(\lim _{m_{1} \rightarrow \infty} \frac{\sum_{t_{1}=1}^{m_{1}}}{m_{1}} \cdot \lim _{m_{2} \rightarrow \infty} \frac{\sum_{t_{2}=2}^{m_{2}}}{m_{2}}\right)+\left(\lim _{m_{3} \rightarrow \infty} \frac{\sum_{t_{3}=3}^{m_{3}}}{m_{3}} \cdot \lim _{m_{4} \rightarrow \infty} \frac{\sum_{t_{4}=4}^{m_{4}}}{m_{4}}\right)=2 . \tag{3.22}
\end{align*}
$$

From Assumption M, we have

$$
\begin{equation*}
\left|\theta\left(\psi, A_{1}, t_{1}\right) \theta\left(\psi, A_{1}, t_{2}\right)\right|=+1,\left|\theta\left(\psi, A_{2}, t_{3}\right) \theta\left(\psi, A_{2}, t_{4}\right)\right|=+1 \tag{3.23}
\end{equation*}
$$

The above inequality (3.22) is saturated when

$$
\begin{equation*}
\theta\left(\psi, A_{1}, t_{1}\right) \theta\left(\psi, A_{1}, t_{2}\right)=1, \theta\left(\psi, A_{2}, t_{3}\right) \theta\left(\psi, A_{2}, t_{4}\right)=1 . \tag{3.24}
\end{equation*}
$$

This implies

$$
\begin{equation*}
\theta\left(\psi, A_{1}, t_{1}\right)=\theta\left(\psi, A_{1}, t_{2}\right), \theta\left(\psi, A_{2}, t_{3}\right)=\theta\left(\psi, A_{2}, t_{4}\right) . \tag{3.25}
\end{equation*}
$$

The above condition (3.25) can be possible since, as we have said,

$$
\begin{align*}
& \left\|\left\{t_{1} \mid t_{1} \in \mathbf{N}_{1} \wedge \theta\left(\psi, A_{1}, t_{1}\right)=1\right\}\right\|=\left\|\left\{t_{2} \mid t_{2} \in \mathbf{N}_{2} \wedge \theta\left(\psi, A_{1}, t_{2}\right)=1\right\}\right\|, \\
& \left\|\left\{t_{1} \mid t_{1} \in \mathbf{N}_{1} \wedge \theta\left(\psi, A_{1}, t_{1}\right)=-1\right\}\right\|=\left\|\left\{t_{2} \mid t_{2} \in \mathbf{N}_{2} \wedge \theta\left(\psi, A_{1}, t_{2}\right)=-1\right\}\right\|, \tag{3.26}
\end{align*}
$$

and

$$
\begin{align*}
& \left\|\left\{t_{3} \mid t_{3} \in \mathbf{N}_{3} \wedge \theta\left(\psi, A_{2}, t_{3}\right)=1\right\}\right\|=\left\|\left\{t_{4} \mid t_{4} \in \mathbf{N}_{4} \wedge \theta\left(\psi, A_{2}, t_{4}\right)=1\right\}\right\|, \\
& \left\|\left\{t_{3} \mid t_{3} \in \mathbf{N}_{3} \wedge \theta\left(\psi, A_{2}, t_{3}\right)=-1\right\}\right\|=\left\|\left\{t_{4} \mid t_{4} \in \mathbf{N}_{4} \wedge \theta\left(\psi, A_{2}, t_{4}\right)=-1\right\}\right\| . \tag{3.27}
\end{align*}
$$

Thus we derive a proposition concerning the two quantum expected values under an assumption that we assign the truth value " 1 " for Assumption M, Assumption E , and Assumption T (in a spin- $1 / 2$ system). The proposition is $\left\|E_{\mathrm{QM}}\right\|^{2} \leq 2$. This inequality can be saturated. Hence we derive the following proposition concerning Assumption M, Assumption E, and Assumption T:

$$
\begin{equation*}
\left\|E_{\mathrm{QM}}\right\|_{\max }^{2}=2 \tag{3.28}
\end{equation*}
$$

### 3.3 Contradiction

We cannot assign the truth value " 1 " for two propositions (3.15) (concerning the existence of the Bloch sphere) and (3.28) (concerning Assumption M, Assumption E , and Assumption T), simultaneously, when the system is in a pure state lying in the $x-y$ plane. Therefore, we are in the KS contradiction. We do not assign the truth value " 1 " for five assumptions

1. Assumption M
2. Assumption E
3. Assumption T
4. The existence of the Bloch sphere
5. Sum rule and Product rule commute with each other, simultaneously.

## 4 High Dimensional No-Hidden-Variables Theorem of the KS Type

In this section, we derive a proposition concerning a quantum expected value under an assumption of the existence of the Bloch sphere in $N$ spin- $1 / 2$ systems ( $1 \leq N<$ $+\infty)$. This assumption intuitively depictures our physical world. However, the hidden variables theory (the result of measurements is $\pm 1$ ) violates the proposition with a magnitude that grows exponentially with the number of particles. We have to give up either the existence of the Bloch sphere or the hidden variables theory. Therefore, the hidden variables theory cannot depicture our physical world with a violation factor that grows exponentially with the number of particles.

### 4.1 The Existence of the Bloch Sphere

Assume that we have a set of $N$ spins $\frac{1}{2}$. Each of them is a spin- $1 / 2$ pure state lying in the $x-y$ plane. Let us assume that one source of $N$ uncorrelated spin-carrying particles emits them in a state, which can be described as a multi spin- $1 / 2$ pure uncorrelated state. Let us parameterize the settings of the $j$ th observer with a unit vector $\vec{n}_{j}$ (its direction along which the spin component is measured) with $j=1, \ldots, N$. One can introduce the 'hidden variables' correlation function, which is the average of the product of the hidden results of measurement

$$
\begin{equation*}
E_{\mathrm{HV}}\left(\vec{n}_{1}, \vec{n}_{2}, \ldots, \vec{n}_{N}\right)=\left\langle r\left(\vec{n}_{1}, \vec{n}_{2}, \ldots, \vec{n}_{N}\right)\right\rangle_{\mathrm{avg}}, \tag{4.1}
\end{equation*}
$$

where $r$ is hidden result. We assume the value of $r$ is $\pm 1$ (in $(\hbar / 2)^{N}$ unit), which is obtained if the measurement directions are set at $\vec{n}_{1}, \vec{n}_{2}, \ldots, \vec{n}_{N}$.

Also one can introduce a quantum correlation function with the system in such a pure uncorrelated state

$$
\begin{equation*}
E_{\mathrm{QM}}\left(\vec{n}_{1}, \vec{n}_{2}, \ldots, \vec{n}_{N}\right)=\operatorname{tr}\left[\rho \vec{n}_{1} \cdot \vec{\sigma} \otimes \vec{n}_{2} \cdot \vec{\sigma} \otimes \cdots \otimes \vec{n}_{N} \cdot \vec{\sigma}\right] \tag{4.2}
\end{equation*}
$$

where $\otimes$ denotes the tensor product, $\cdot$ the scalar product in $\mathbf{R}^{2}, \vec{\sigma}=\left(\sigma_{x}, \sigma_{y}\right)$ is a vector of two Pauli operators, and $\rho$ is the pure uncorrelated state,

$$
\begin{equation*}
\rho=\rho_{1} \otimes \rho_{2} \otimes \cdots \otimes \rho_{N} \tag{4.3}
\end{equation*}
$$

with $\rho_{j}=\left|\Psi_{j}\right\rangle\left\langle\Psi_{j}\right|$ and $\left|\Psi_{j}\right\rangle$ is a spin-1/2 pure state lying in the $x-y$ plane.
One can write the observable (unit) vector $\vec{n}_{j}$ in a plane coordinate system as follows:

$$
\begin{equation*}
\vec{n}_{j}\left(\theta_{j}^{k_{j}}\right)=\cos \theta_{j}^{k_{j}} \vec{x}_{j}^{(1)}+\sin \theta_{j}^{k_{j}} \vec{x}_{j}^{(2)}, \tag{4.4}
\end{equation*}
$$

where $\vec{x}_{j}^{(1)}=\vec{x}$ and $\vec{x}_{j}^{(2)}=\vec{y}$ are the Cartesian axes. Here, the angle $\theta_{j}^{k_{j}}$ takes two values (two-setting model):

$$
\begin{equation*}
\theta_{j}^{1}=0, \theta_{j}^{2}=\frac{\pi}{2} \tag{4.5}
\end{equation*}
$$

We derive a necessary condition to be satisfied by the quantum correlation function with the system in a pure uncorrelated state given in (4.2). In more detail, we derive the value of the product of the quantum correlation function, $E_{\mathrm{QM}}$ given in (4.2), i.e., $\left\|E_{\mathrm{QM}}\right\|^{2}$. We use the decomposition (4.4). We introduce simplified notations as

$$
\begin{equation*}
T_{i_{1} i_{2} \ldots i_{N}}=\operatorname{tr}\left[\rho \vec{x}_{1}^{\left(i_{1}\right)} \cdot \vec{\sigma} \otimes \vec{x}_{2}^{\left(i_{2}\right)} \cdot \vec{\sigma} \otimes \cdots \otimes \vec{x}_{N}^{\left(i_{N}\right)} \cdot \vec{\sigma}\right] \tag{4.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\vec{c}_{j}=\left(c_{j}^{1}, c_{j}^{2}\right)=\left(\cos \theta_{j}^{k_{j}}, \sin \theta_{j}^{k_{j}}\right) \tag{4.7}
\end{equation*}
$$

Then, we have

$$
\begin{align*}
& \left\|E_{\mathrm{QM}}\right\|^{2} \\
& =\sum_{k_{1}=1}^{2} \cdots \sum_{k_{N}=1}^{2}\left(\sum_{i_{1}, \ldots, i_{N}=1}^{2} T_{i_{1} \ldots i_{N}} c_{1}^{i_{1}} \cdots c_{N}^{i_{N}}\right)^{2} \\
& =\sum_{i_{1}, \ldots, i_{N}=1}^{2} T_{i_{1} \ldots i_{N}}^{2} \leq 1 \tag{4.8}
\end{align*}
$$

where we use the orthogonality relation $\sum_{k_{j}=1}^{2} c_{j}^{\alpha} c_{j}^{\beta}=\delta_{\alpha, \beta}$. The value of $\sum_{i_{1}, \ldots, i_{N}=1}^{2}$ $T_{i_{1} \ldots i_{N}}^{2}$ is bounded as $\sum_{i_{1}, \ldots, i_{N}=1}^{2} T_{i_{1} \ldots i_{N}}^{2} \leq 1$. We have

$$
\begin{equation*}
\prod_{j=1}^{N} \sum_{i_{j}=1}^{2}\left(\operatorname{tr}\left[\rho_{j} \vec{x}_{j}^{\left(i_{j}\right)} \cdot \vec{\sigma}\right]\right)^{2} \leq 1 \tag{4.9}
\end{equation*}
$$

From the convex argument, all quantum separable states must satisfy the inequality (4.8). Therefore, it is a separability inequality. It is important that the separability inequality (4.8) is saturated iff $\rho$ is a multi spin- $1 / 2$ pure uncorrelated state such that, for every $j,\left|\Psi_{j}\right\rangle$ is a spin- $1 / 2$ pure state lying in the $x-y$ plane. The reason of the inequality (4.8) is due to the following quantum inequality

$$
\begin{equation*}
\sum_{i_{j}=1}^{2}\left(\operatorname{tr}\left[\rho_{j} \vec{x}_{j}^{\left(i_{j}\right)} \cdot \vec{\sigma}\right]\right)^{2} \leq 1 \tag{4.10}
\end{equation*}
$$

The inequality (4.10) is saturated iff $\rho_{j}=\left|\Psi_{j}\right\rangle\left\langle\Psi_{j}\right|$ and $\left|\Psi_{j}\right\rangle$ is a spin-1/2 pure state lying in the $x-y$ plane. The inequality (4.8) is saturated iff the inequality (4.10) is saturated for every $j$. Thus we have the maximal possible value of the scalar product as a quantum proposition concerning the existence of the Bloch sphere

$$
\begin{equation*}
\left\|E_{\mathrm{QM}}\right\|_{\max }^{2}=1 \tag{4.11}
\end{equation*}
$$

when the system is in such a multi spin- $1 / 2$ pure uncorrelated state.

### 4.2 The Hidden Variables Theory

On the other hand, a correlation function satisfies the hidden variables theory if it can be written as

$$
\begin{equation*}
E_{\mathrm{HV}}\left(\vec{n}_{1}, \vec{n}_{2}, \ldots, \vec{n}_{N}\right)=\lim _{m \rightarrow \infty} \frac{\sum_{l=1}^{m} r\left(\vec{n}_{1}, \vec{n}_{2}, \ldots, \vec{n}_{N}, l\right)}{m} \tag{4.12}
\end{equation*}
$$

where $l$ denotes a label and $r$ is the result of measurement of the dichotomic observables parameterized by the directions of $\vec{n}_{1}, \vec{n}_{2}, \ldots, \vec{n}_{N}$.

Assume the quantum correlation function with the system in a pure uncorrelated state given in (4.2) admits the hidden variables theory. One has the following proposition concerning the hidden variables theory

$$
\begin{equation*}
E_{\mathrm{QM}}\left(\vec{n}_{1}, \vec{n}_{2}, \ldots, \vec{n}_{N}\right)=\lim _{m \rightarrow \infty} \frac{\sum_{l=1}^{m} r\left(\vec{n}_{1}, \vec{n}_{2}, \ldots, \vec{n}_{N}, l\right)}{m} \tag{4.13}
\end{equation*}
$$

In what follows, we show that we cannot assign the truth value " 1 " for the proposition (4.13) concerning the hidden variables theory.

Assume the proposition (4.13) is true. By changing the label $l$ into $l^{\prime}$, we have the same quantum expected value as follows

$$
\begin{equation*}
E_{\mathrm{QM}}\left(\vec{n}_{1}, \vec{n}_{2}, \ldots, \vec{n}_{N}\right)=\lim _{m \rightarrow \infty} \frac{\sum_{l^{\prime}=1}^{m} r\left(\vec{n}_{1}, \vec{n}_{2}, \ldots, \vec{n}_{N}, l^{\prime}\right)}{m} \tag{4.14}
\end{equation*}
$$

An important note here is that the value of the right-hand-side of (4.13) is equal to the value of the right-hand-side of (4.14) because we only change the label.

We abbreviate $r\left(\vec{n}_{1}, \vec{n}_{2}, \ldots, \vec{n}_{N}, l\right)$ to $r(l)$ and $r\left(\vec{n}_{1}, \vec{n}_{2}, \ldots, \vec{n}_{N}, l^{\prime}\right)$ to $r\left(l^{\prime}\right)$.
We introduce an assumption that Sum rule and Product rule commute with each other [44]. We have

$$
\begin{align*}
& \left\|E_{\mathrm{QM}}\right\|^{2} \\
& =\sum_{k_{1}=1}^{2} \cdots \sum_{k_{N}=1}^{2}\left(\lim _{m \rightarrow \infty} \frac{\sum_{l=1}^{m} r(l)}{m} \times \lim _{m \rightarrow \infty} \frac{\sum_{l^{\prime}=1}^{m} r\left(l^{\prime}\right)}{m}\right) \\
& =\sum_{k_{1}=1}^{2} \cdots \sum_{k_{N}=1}^{2}\left(\lim _{m \rightarrow \infty} \frac{\sum_{l=1}^{m}}{m} \cdot \lim _{m \rightarrow \infty} \frac{\sum_{l^{\prime}=1}^{m}}{m} r(l) r\left(l^{\prime}\right)\right) \\
& \leq \sum_{k_{1}=1}^{2} \cdots \sum_{k_{N}=1}^{2}\left(\lim _{m \rightarrow \infty} \frac{\sum_{l=1}^{m}}{m} \cdot \lim _{m \rightarrow \infty} \frac{\sum_{l^{\prime}=1}^{m}}{m}\left|r(l) r\left(l^{\prime}\right)\right|\right) \\
& =\sum_{k_{1}=1}^{2} \cdots \sum_{k_{N}=1}^{2}\left(\lim _{m \rightarrow \infty} \frac{\sum_{l=1}^{m}}{m} \cdot \lim _{m \rightarrow \infty} \frac{\sum_{l^{\prime}=1}^{m}}{m}\right)=2^{N} . \tag{4.15}
\end{align*}
$$

We use the following fact

$$
\begin{equation*}
\left|r\left(\vec{n}_{1}, \vec{n}_{2}, \ldots, \vec{n}_{N}, l\right) r\left(\vec{n}_{1}, \vec{n}_{2}, \ldots, \vec{n}_{N}, l^{\prime}\right)\right|=+1 \tag{4.16}
\end{equation*}
$$

The inequality (4.15) is saturated since we have

$$
\begin{align*}
& \left\|\left\{l \mid r\left(\vec{n}_{1}, \vec{n}_{2}, \ldots, \vec{n}_{N}, l\right)=1 \wedge l \in \mathbf{N}\right\}\right\| \\
& =\left\|\left\{l^{\prime} \mid r\left(\vec{n}_{1}, \vec{n}_{2}, \ldots, \vec{n}_{N}, l^{\prime}\right)=1 \wedge l^{\prime} \in \mathbf{N}\right\}\right\|, \\
& \left\|\left\{l \mid r\left(\vec{n}_{1}, \vec{n}_{2}, \ldots, \vec{n}_{N}, l\right)=-1 \wedge l \in \mathbf{N}\right\}\right\| \\
& =\left\|\left\{l^{\prime} \mid r\left(\vec{n}_{1}, \vec{n}_{2}, \ldots, \vec{n}_{N}, l^{\prime}\right)=-1 \wedge l^{\prime} \in \mathbf{N}\right\}\right\| . \tag{4.17}
\end{align*}
$$

Hence one has the following proposition concerning the hidden variables theory.

$$
\begin{equation*}
\left\|E_{\mathrm{QM}}\right\|_{\max }^{2}=2^{N} . \tag{4.18}
\end{equation*}
$$

### 4.3 Contradiction

Clearly, we cannot assign the truth value " 1 " for two propositions (4.11) (concerning the existence of the Bloch sphere) and (4.18) (concerning the hidden variables theory), simultaneously, when the system is in a multiparticle pure uncorrelated state. Of course, each of them is a spin- $1 / 2$ pure state lying in the $x-y$ plane. Therefore, we are in the KS contradiction when the system is in such a multiparticle pure uncorrelated state. Thus, we cannot accept the validity of the proposition (4.13) (concerning the hidden variables theory) if we assign the truth value " 1 " for the proposition (4.11) (concerning the existence of the Bloch sphere). In other words, the hidden variables theory does not reveal our physical world.

## 5 Two-Dimensional No-Hidden-Variables Theorem of the KS Type

In this section, we consider the relation between the double-slit experiment and the hidden variables theory. We try to implement the double-slit experiment. There is a detector just after each slit. Thus interference figure does not appear, and we do not consider such a pattern. The possible values of the result of measurements are $\pm 1$ (in $\hbar / 2$ unit). If a particle passes one side slit, then the value of the result of measurement is +1 . If a particle passes through another slit, then the value of the result of measurement is -1 .

### 5.1 A Wave Function Analysis

Let $\left(\sigma_{z}, \sigma_{x}\right)$ be Pauli vector. We assume that a source of spin-carrying particles emits them in a state $|\psi\rangle$, which can be described as an eigenvector of a Pauli observable $\sigma_{z}$. We consider a quantum expected value $\left\langle\sigma_{x}\right\rangle$ as

$$
\begin{equation*}
\left\langle\sigma_{x}\right\rangle=\langle\psi| \sigma_{x}|\psi\rangle=0 . \tag{5.1}
\end{equation*}
$$

The above quantum expected value is zero if we consider only a wave function analysis.

We derive a necessary condition for the quantum expected value for the system in the pure spin- $1 / 2$ state $|\psi\rangle$ given in (5.1). We derive the possible value of the product $\left\langle\sigma_{x}\right\rangle \times\left\langle\sigma_{x}\right\rangle=\left\langle\sigma_{x}\right\rangle^{2} .\left\langle\sigma_{x}\right\rangle$ is the quantum expected value given in (5.1). We derive the following proposition

$$
\begin{equation*}
\left\langle\sigma_{x}\right\rangle^{2}=0 \tag{5.2}
\end{equation*}
$$

Hence we have

$$
\begin{equation*}
\left\langle\sigma_{x}\right\rangle^{2} \leq 0 \tag{5.3}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\left(\left\langle\sigma_{x}\right\rangle^{2}\right)_{\max }=0 . \tag{5.4}
\end{equation*}
$$

### 5.2 The Hidden Variables Theory

On the other hand, a mean value $E$ admits the hidden variables theory if it can be written as

$$
\begin{equation*}
E=\frac{\sum_{l=1}^{m} r_{l}\left(\sigma_{x}\right)}{m} \tag{5.5}
\end{equation*}
$$

where $l$ denotes a label and $r$ is the result of measurement of the Pauli observable $\sigma_{x}$. We assume the value of $r$ is $\pm 1$ (in $\hbar / 2$ unit).

Assume the quantum mean value with the system in an eigenvector $(|\psi\rangle)$ of the Pauli observable $\sigma_{z}$ given in (5.1) admits the hidden variables theory. One has the following proposition concerning the hidden variables theory

$$
\begin{equation*}
\left\langle\sigma_{x}\right\rangle(m)=\frac{\sum_{l=1}^{m} r_{l}\left(\sigma_{x}\right)}{m} \tag{5.6}
\end{equation*}
$$

We can assume as follows by Strong Law of Large Numbers [45],

$$
\begin{equation*}
\left\langle\sigma_{x}\right\rangle(+\infty)=\left\langle\sigma_{x}\right\rangle=\langle\psi| \sigma_{x}|\psi\rangle \tag{5.7}
\end{equation*}
$$

In what follows, we show that we cannot assign the truth value " 1 " for the proposition (5.6) concerning the hidden variables theory.

Assume the proposition (5.6) is true. By changing the label $l$ into $l^{\prime}$, we have the same quantum mean value as follows

$$
\begin{equation*}
\left\langle\sigma_{x}\right\rangle(m)=\frac{\sum_{l^{\prime}=1}^{m} r_{l^{\prime}}\left(\sigma_{x}\right)}{m} . \tag{5.8}
\end{equation*}
$$

An important note here is that the value of the right-hand-side of (5.6) is equal to the value of the right-hand-side of (5.8) because we only change the label.

We introduce an assumption that Sum rule and Product rule commute with each other [44]. We have

$$
\begin{align*}
& \left\langle\sigma_{x}\right\rangle(m) \times\left\langle\sigma_{x}\right\rangle(m) \\
& =\frac{\sum_{l=1}^{m} r_{l}\left(\sigma_{x}\right)}{m} \times \frac{\sum_{l^{\prime}=1}^{m} r_{l^{\prime}}\left(\sigma_{x}\right)}{m} \\
& =\frac{\sum_{l=1}^{m}}{m} \cdot \frac{\sum_{l^{\prime}=1}^{m}}{m} r_{l}\left(\sigma_{x}\right) r_{l^{\prime}}\left(\sigma_{x}\right) \\
& \leq \frac{\sum_{l=1}^{m}}{m} \cdot \frac{\sum_{l^{\prime}=1}^{m}}{m}\left|r_{l}\left(\sigma_{x}\right) r_{l^{\prime}}\left(\sigma_{x}\right)\right| \\
& =\frac{\sum_{l=1}^{m}}{m} \cdot \frac{\sum_{l^{\prime}=1}^{m}}{m}=1 . \tag{5.9}
\end{align*}
$$

We use the following fact

$$
\begin{equation*}
\left|r_{l}\left(\sigma_{x}\right) r_{l^{\prime}}\left(\sigma_{x}\right)\right|=1 \tag{5.10}
\end{equation*}
$$

The inequality (5.9) is saturated since we have

$$
\begin{align*}
& \left\|\left\{l \mid r_{l}\left(\sigma_{x}\right)=1 \wedge l \in \mathbf{N}\right\}\right\|=\left\|\left\{l^{\prime} \mid r_{l^{\prime}}\left(\sigma_{x}\right)=1 \wedge l^{\prime} \in \mathbf{N}\right\}\right\|, \\
& \left\|\left\{l \mid r_{l}\left(\sigma_{x}\right)=-1 \wedge l \in \mathbf{N}\right\}\right\|=\left\|\left\{l^{\prime} \mid r_{l^{\prime}}\left(\sigma_{x}\right)=-1 \wedge l^{\prime} \in \mathbf{N}\right\}\right\| . \tag{5.11}
\end{align*}
$$

Thus we derive a proposition concerning the quantum mean value under an assumption that the hidden variables theory is true (in a spin- $1 / 2$ system), that is

$$
\begin{equation*}
\left(\left\langle\sigma_{x}\right\rangle(m) \times\left\langle\sigma_{x}\right\rangle(m)\right)_{\max }=1 \tag{5.12}
\end{equation*}
$$

From Strong Law of Large Numbers, we have

$$
\begin{equation*}
\left(\left\langle\sigma_{x}\right\rangle \times\left\langle\sigma_{x}\right\rangle\right)_{\max }=1 \tag{5.13}
\end{equation*}
$$

Hence we derive the following proposition concerning the hidden variables theory

$$
\begin{equation*}
\left(\left\langle\sigma_{x}\right\rangle^{2}\right)_{\max }=1 \tag{5.14}
\end{equation*}
$$

### 5.3 Contradiction

We do not assign the truth value " 1 " for two propositions (5.4) (concerning a wave function analysis) and (5.14) (concerning the hidden variables theory), simultaneously. We are in the KS contradiction.

We cannot accept the validity of the proposition (5.6) (concerning the hidden variables theory) if we assign the truth value " 1 " for the proposition (5.4) (concerning a wave function analysis). In other words, the hidden variables theory does not meet the detector model for the spin observable $\sigma_{x}$.

## 6 Conclusions

In conclusion, we have derived a new type of no-hidden-variable theorem based on the assumptions proposed by Kochen and Specker. We have considered $N$ spin-1/2 systems. The hidden results of measurement have been either +1 or -1 (in $\hbar / 2$ unit). We have derived some proposition concerning a quantum expected value under an assumption about the existence of the Bloch sphere in $N$ spin- $1 / 2$ systems. However, the hidden variables theory has violated the proposition with a magnitude that grows exponentially with the number of particles. Therefore, we have to have given up either the existence of the Bloch sphere or the hidden variables theory. Also we have discussed two-dimensional no-hidden-variables theorem of the KS type. Especially, we have systematically described our assertion based on more mathematical analysis using raw data in a thoughtful experiment.
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#### Abstract

The development of high-capacity memory devices plays an increasingly important role in modern society. High capacities in information storage constitutes a key resource for dealing with the everyday generation of information, as well as for handling the so called Big Data generated in different scientific and technological scenarios. By combining precision metrology and quantum devices such as quantum dots and quantum wires, we propose a quantum memory whose capacity depends on the particular architecture chosen, namely, linear or planar. We show that the geometric disposition of minimal quantum cells or chips is critical in having similar or dramatically outperformed information capacities as compared to current devices. This information is stored in the form of classical bits, though. Realization of such a quantum memory may solve a two-fold problem at the same time: unprecedented higher information capacity with undefined longevity. We shall obtain as well, by rigorously applying the definition of the exponentiation of a Hermitian matrix, the set of Hamiltonians whose evolution corresponds to the set of universal gates. Also, Landauer's principle is a fundamental link between thermodynamics and information theory, which implies that the erasure of information comes at an energetic price, either in classical or quantum computation. In the present contribution we analyze to what extend the usual molecular dynamics (MD) simulation formalism can handle the Landauer's bound $k_{B} T \ln 2$ in the simplest case of one particle treated classically. The erasure of one bit of information is performed by adiabatically varying the shape of a bistable potential in a full cycle. We will highlight the inadequacy


[^12]of either the microcanonical or canonical ensemble treatments currently employed in MD simulations and propose potential solutions.

## 1 Introduction

Ever since the introduction of writing, several supports have been used in order to store information (wood, rock, paper, etc.). These physical supports have not prevented the corruption of the information contained due to erosion or other physical/chemical processes acting on the organic materials employed, although some writings have remained intelligible for centuries and even millennia. On the other hand, phonograph records such as The Golden Record carried in the Voyager missions [1]-which do not dramatically differ from previous writing methods-constitute examples of extremely well-designed systems were longevity is expected to be of the order of several million years [1]. All these previous examples constitute analog systems of storing information, differing only in their longevity scale.

In recent years, it has become the subject of universal concern the study of the storage of information in a way that it can endure being uncorrupted. Modern systems of magnetic storage of digital information have a finite lifespan, and devices commonly used to store information such as CDs or DVDs cannot offer unlimited endurance. Due to this fact, it is not nonsensical to assert the legacy of Mankind is at a stake if present generations are not able to transmit the current knowledge to the future ones.

In point of fact, the scenario of modern times is two-fold problematic: (i) on the one hand, the everyday Big Data generation of information is enormous, which needs to be stored and therefore requires a physical support, whereas on the other hand (ii) it has to possess a reasonable longevity. These two concepts, big capacity and longevity, will be required in the near future to prevent an informational collapse.

Along these lines, and avoiding the constraints of current state-of-the-art classical information storage, a large number of proposals have been developed for how one can construct quantum memories based on minimal physical systems such as atomic ensembles [2]. A large class of quantum memory approaches based on atomic ensembles uses classical laser fields to control the memory process in such a way that the incoming field is mapped into the ground-state coherence of the atoms (see for instance [3-9]). However, the need for quantum coherence requires these quantum systems to have very specific conditions such as low temperatures and a high control on the environment. This extreme control is nowadays impossible to reach on demand, for otherwise quantum memories would be already a reality.

Here we shall pursue a different approach. We shall try to find a solution to the storage of large amounts of information and, at the same time, make the supporting system to be robust against the action of the environment. As we shall see, the abstract concept of bits of information will remain classical, but the underlying physical system will be fully quantum. In this way, we believe that our proposal can constitute a mid-term solution to the problem, employing the current technology available.

However, we are positive about the fact that the final solution will be purely quantum in the future.

Ever since Deutsch [24] introduced a universal gate for three qubits, universal gates for qubits have been extensively studied [25-28]. Widely speaking, a set of universal quantum gates is any set of gates to which any operation can be reduced. In other words, any other unitary operation can be expressed as a finite approximate sequence of gates.

The actual realization of a universal quantum computer must fulfill several requirements, such as the storage of quantum information into two-level systems or qubits, readout, etc. DiVincenzo [29] actually put together a set of rules that generalized the task of the physical realization of a quantum computer.

Here we shall be concerned with those Hamiltonians that lead to the set of universal gates introduced by Barenco [30]. We shall provide an approach to quantum gates, vital in quantum computation, from the operational perspective. That is, we introduce a way to characterize them that involves the usual Pauli operators, which can easily be implemented say, for instance, in quantum optics.

The fundamental bound on the minimum thermodynamic energy cost of information processing -quantum computing being one part of it, has been a topic of active research [31-38, 43, 44]. According to Landauer's principle [34], an average of at least $k_{\mathrm{B}} T \ln 2$ of work is required to delete one bit of information from a physical system. A direct consequence of this logically irreversible transformation is that the entropy of the environment increases by a finite amount.

Recent technological developments have enabled the direct measurement of such small amounts of work for small non-equilibrium thermodynamic systems [47]. In particular, Bérut et al. [48] recently showed experimentally the Landauer's principle linking information and thermodynamics.

The fact that erasure of information is a process which costs free energy has interesting echoes in quantum information theory as well. To be more precise, if one is able to efficiently erase information, which is tantamount as to saturate Landauer's bound $k_{B} T \ln 2$, then one can provide a physical interpretation [49, 50] of the so called Holevo bound [51], which is related to the information capacity in quantum channels.

In the quantum realm, it was pointed out [52], however, that erasure of a single unknown state may be thought of as swapping it with some standard state and then dumping it into the environment. This kind of deletion led to the conclusion that there is no quantum eraser that can delete one unknown state against a copy in either a reversible or an irreversible manner. This fact would imply that a failure of Landauer's erasure principle deep in the quantum domain would therefore have farreaching consequences. Fortunately, this conundrum was resolved in [53], and hence establishing the validity of the erasure principle in classical and quantum physics for arbitrary reservoir interaction strengths.

A topic which is also addressed here is that MD. MD is a technique for computer simulation of complex systems, modeled at the atomic level. The equations of motion are solved numerically to follow the time evolution of the system, allow-
ing the derivation of kinetic and thermodynamic properties computationally. MD emerged as one of the first simulation methods from the pioneering applications to the dynamics of liquids. Early on, Alder and Wainwright [54] applied it to study the hard sphere fluid. Afterwards, many authors analyzed Lennard-Jones fluids using this method [55, 60]. For references on basic MD implementation see [61].

Macroscopic quantities are computed using time averages. This is supported by the ergodic hypothesis, which states that the time average equals the ensemble average. In the microcanonical ensemble, there is no defined temperature, as opposite to the canonical ensemble. This implies that the former is not embedded in a thermal bath, whereas the latter is, giving rise to the Gibbs factor.

The purpose of the present work is also to elucidate to what extend one can use the Landauer's principle in an scenario where no heat bath is contemplated, that is, in physical systems where the temperature $T$ has no thermodynamical meaning. We shall also discuss the erasure of one bit of information when MD are approached from the canonical ensemble view, that is, for a fixed temperature $T$.

## The concept of quantum memory with classical bits

A quantum memory has to necessarily make use of quantum bits or qubits encoded in the state of a quantum system. In the Bloch representation, they constitute a linear superposition of states $|0\rangle$ and $|1\rangle$ in the form $\sin \theta|0\rangle+\cos \theta e^{i \phi}|1\rangle$. Classical information only uses the poles $\{|0\rangle,|1\rangle\}$ to perform abstract operations. A memory being quantum implies that its constituents follow the tenets of quantum mechanics. Therefore we shall treat the evolution of them according to some unitary transformation.

In our case, the quantum memory will consist of an string of minimal memory chips. The different spatial distribution of the array of memory chips will define a particular architecture. Our proposal will contain a quantum chip as the one depicted in Fig. 1. There we can see that one positive charge is stored in a quantum dot, which in turn is connected through a quantum wire to another quantum dot where a negative charge is confined (present techniques may soon allow quantum dots to operate at room temperature). If the diameter of a wire is sufficiently small, the confined charged particle inside (another electron) will experience quantum confinement in the transverse direction. As a result, their transverse energy will be quantized into a series of discrete values. But these energies are not relevant here, because we shall focus only in the longitudinal direction. The confined electron is thus under the action of the Coulomb electrostatic interaction between the positive charge in one end, and the negative one at the other end. The effective potential of this chip will be that of the 1 D Hydrogen atom plus a repulsion. That is,

$$
V_{c}(x)= \begin{cases}\infty & \text { if } x \leq 0 \\ -\frac{1}{x}+\frac{1}{l_{0}-x} & \text { if } x>0\end{cases}
$$

where $l_{0}$ is the length between endpoints. The corresponding eigenfunctions after solving the corresponding Schrödinger equation are similar to the analytic ones obtained from the 1D Hydrogen atom, although the eigenenergies differ considerably


Fig. 1 Structure of the minimal quantum memory chip. Two quantum dots placed at the endpoints of a nanowire of lenght $l_{0}$, each one containing a proton and an electron, respectively, confine an electron inside the quantum wire. Although wavefunctions have similar shape as compared to the analytic 1D Hydrogen atom, eigenenergies differ absolutely (in the quantum chip, they are monotonically increasing with the quantum number $N$ ). See text for details
(in the 1D-Hydrogen atom, $E_{n}$ are proportional to $1 / n^{2}$, whereas in the present case, they go as $A n^{2}-B$, where $A$ and $B$ are positive constants).

The Schrödinger equation describing the electron confined between a proton and another electron in the 1D potential $V(x)=\frac{-1}{x}+\frac{1}{l_{0}-x}$ is described (in atomic units) by

$$
\begin{equation*}
-\frac{1}{2} \nabla^{2} \psi(x)+V(x) \psi(x)=E_{N} \psi(x) . \tag{1}
\end{equation*}
$$

The corresponding solved first three states $\psi_{N}(x)$ are depicted in Fig. 2 for $l_{0}=10$ a.u. They are almost identical to the 1D Hydrogen atom [10], except for the fact that go to zero sharply at $x=l_{0}$. Interest in this particular potential is not merely mathematical. The reason for the great deal of interest in discussing the 1D hydrogen atom potential is partly due to its wide applications to different physical topics involving excitons in high-temperature superconductivity [11], semiconductors [13, 25], polymers [26] or 1D electron gas at the helium surface [27] and the so-called Wigner crystal [17, 28].

In our case, the action of the background has to be fully considered considered if one has to be consistent with all electrostatic interactions taking place. The original potential is $V(x)=\frac{-1}{x}+\frac{1}{l_{0}-x}=\left(2 x-l_{0}\right) \frac{1}{(x)\left(l_{0}-x\right)}$, which is clearly asymmetric function around $x=l_{0} / 2$. If take into account the action of all the rest of charges, we then have a potential of the type

$$
\begin{align*}
V_{T}(x) & =\left(2 x-l_{0}\right) \sum_{i=0}^{\infty} \frac{(-1)^{i}}{\left(x+l_{0} i\right)\left(l_{0}-x+l_{0} i\right)} \\
& \equiv \Phi(-1,1, x)-\Phi\left(-1,1, l_{0}-x\right) \tag{2}
\end{align*}
$$

where $\Phi(z, s, a)$ is the Hurwitz Lerch transcendent, defined by $\sum_{k=0}^{\infty} \frac{z^{k}}{(a+k)^{s}}$ [18]. This total potential converges and the asymmetry around $x=1_{0} / 2$ is clearly observed there. This total confining potential resembles that of an infinite square well: it can retain an infinite number of bound states and the tails at the endpoints are responsible


Fig. 2 First three eigenfunctions for the confining potential of the chip with no background. Even the action of linear or quadratic backgrounds do not change much the corresponding. That is why expectation values such as the position of the confined electron are not substantially altered
for the eigenfunctions to be null there. As a matter of fact, the spectrum of energies looks like a quadratic function with the quantum number $N$. The first four eigenenergies obtained without the background are $\{-0.3813,0.0911,0.3875,0.7528\}$, whereas with the all iterations we obtain $\{-0.3358,0.1014,0.3857,0.7489\}$.

In the planar case, we obtain the same $x=10 / 2$-asymmetry. In this case, the outcome of the final potential is not analytic, but it converges. When computing the corresponding energies solving the Schrödinger equation (1), neither the energies nor the average positions change much. Converge for the total potential is reached already for plaquettes of $100 l_{0}$ side length.

Here lies our proposal: all the interactions present in the system will be of electrostatic nature. In this way, we are avoiding having to maintain the system at low temperatures, or having to isolate it by complex means from the environment. Now that we have our minimal quantum system settled, we have to define the abstract notion of classical bits 0 and 1 . Since we are assuming all our interactions to be of electrostatic nature, the presence or absence of the confined electron will be our 1 and 0 , respectively. This is done in such a way that the readout of information will be solely based in determining the presence of the confined electron. Let us summarize the steps that have to be followed in our proposed quantum memory (we assume that each individual chip is independent of the next one):

- We load all the electrons of the chips in the memory. This injection could be performed by the emission of the single electrons from a condensed phase of metallic or semiconducting materials that are subjected to high electric field into the vacuum [19]. Noteworthy, emission occurs by electrons tunneling through a surface
potential barrier that requires no supply of energy to electrons (making the process temperature independent). Sharp tips of a few hundred nanometres in radii have been prepared by electrochemical etching of fine tungsten wires of high purity (99.9\%) [20].
- Although writing is a process that is conceived to be repeated many times, in the present approach it is only done once, for the information has to be stored and read only. Depending on the technology employed, confined electrons may be either drained using standard semiconductor-related techniques or promoted to the continuum by shining a laser on them. In the latter case, they have to be collected from an electrode plate placed above the whole system.
- Readout, as stressed before, must rely on the detection of single electrons confined inside each quantum wire. One way is to use an electrode tip positioning with an accuracy in the nanometer range, so that it can detect the presence of a single electron. Needless to say, low drift, low backlash, and insusceptibility to vibrations of the micro-probing setup are indispensable for a successful use of this method. On the contrary, one can use other types of technologies available for detecting a single charge. One such candidate could be a quantum point contact (QPC) placed at the end of a nanometer tip. A QPC is a narrow constriction between two wide electrically conducting regions, of a width comparable to the electronic wavelength. Since the conductance through the contact strongly depends on the size of the constriction, any potential fluctuation (for instance, created by other electrons) in the vicinity will influence the current through the QPC, which makes it good candidate for a readout device.

In view of the previous steps for storing and reading information, it is plain that what we mean by "quantum memory with classical bits" is nothing but the usage of small quantum devices, and regard the'presence' or'absence' of an elementary charge during readout as classical ' 1 ' or' 0 '. This is not a fully quantum treatment, although we do exploit the low size of them to increase the total physical memory.

## One- and two-dimensional architectures. Memory capacity

The disposition in space of each quantum chip will define a precise architecture for the quantum memory. The fact of aligning all chips in one dimension, in a zig-zag shape or in two dimensions has a considerable implication in the amount of information being stored. In point of fact, the existence of the Coulombian long-range interaction affects the effective potential of the trapped electron. This fact, in turn, becomes relevant for the eigenenergies and eigenfunctions of the confined electron (as explained in the Supplementary Information, the effect on the previous ones is not significant). However, we have to consider that our approach of growing the quantum memory could not be considered if all charges had the same sign. In these case, it would not be difficult to prove that the electronic background would make a huge contribution to every quantum chip, rendering the whole system explosively unstable.


Fig. 3 Different architectures of the quantum memory. a Rod structure of the quantum chips. Due to the one-directional design, it is the simplest possible functional design. b Zig-zag disposition of the linear design in $\mathbf{a}$. Longitudinal length has to be much greater than the transverse one. c Fully two-dimensional quantum memory. Readout in this square spiral has to have maximum precision and stability

In Fig. 3 we can appreciate the different possible geometries for the proposed quantum memory. In all cases, the distance of quantum wires is $l_{0}$. Let us now discuss the memory capacity for every architecture. In the one-directional design, every chip can be either occupied or empty, which is represented by one bit of information. In other words, for a total length of the rod $z_{0}$, we have $z_{0}=n l_{0}$, where $n$ is the number of stored bits. Thus, the total information in the length $z_{0}$ is given by $n$ bits.

In the case of a zig-zig configuration, we define the lateral size $z_{1}=v l_{0}$, in addition to $z_{0}=n l_{0}$. Besides, we want the total lateral size $y_{0}$ to be a fraction of $z_{0}$, so that the main contribution is longitudinal. Thus, $y_{0}=\frac{z_{0}}{f}$. By adding all lengths, we finally obtain a total length

$$
\begin{equation*}
L=\left(\frac{n^{2}}{v f}+\left(\frac{1}{f}+1\right) n\right) l_{0} \equiv S_{n} l_{0} \tag{3}
\end{equation*}
$$

where $S_{n}$ is the number of bits stored in this configuration. Although the leading terms seems to be quadratic with $n$, it is in fact proportional to $n$. In practice, in order to make the system look like almost one-dimensional, we shall take $f$ between 4 and 10.

Now, the case where the system grows starting from a square spiral is a bit more involved. Like in the previous configuration, the micro-electrode tip needs more precise movements. This fact may slow-down readout. However, this planar configurations will provide a better storage capacity. Every turn of the spiral is increased by 8 units. Staring from the center, we get the following series $8+16+24+\ldots$, which is an arithmetic series for a general term of the kind $a_{n}=8+8(n-1)=8 n$. After $n$ turns, we have a total length of

$$
\begin{equation*}
L=4 n(n+1) l_{0} \approx 4 n^{2} l_{0}=S_{n} l_{0} . \tag{4}
\end{equation*}
$$

Regarding $z_{0}$ as the side of a the square where the spiral is embedded, we thus have $z_{0}=2 n l_{0}$. Thus, the information capacity in terms of the size of a typical square would be given by $z_{0}^{2} / l_{0}^{2}$. Among the three cases considered, it is apparent that the last one is capable of storing much more information by simply folding the line of quantum chips forming a spiral. As in usual CDs and DVDs, readout would be done outwards. Of course, this problem can be avoided if writing is done in rows, in which case the micro-electrode tip just has to read longitudinally.

Here we shall provide a comparison of information capacities among the three cases. For the sake of simplicity, we shall consider the linear and the planar structures. For such a purpose, we shall define the length $l_{0}$ to be 10 atomic units, that is to say, $5.29210^{-10} \mathrm{~m}$. If we assume a reasonable size $z_{0}=0.1$ meters, then we have $n \approx 210^{8}$ bits, which is $1 / 1000$ times the capacity of a typical one-sided Blu-ray disc. Changing $l_{0}$ and $z_{0}$ according to present state-of-the-art technology, capacity definitely can be definitely increased at will. The planar structure of the square spiral contains a capacity that goes as $\left(z_{0} / l_{0}\right)^{2}$, that is, the square of the linear one. For the same $\left\{l_{0}, z_{0}\right\}$, we thus have $n \approx\left(210^{8}\right)^{2}=410^{16}$ bits, which corresponds to 200000 times the capacity of a one-sided Blu-ray disc.
Depending of the purpose of the quantum memory, that is, storing large amounts of data like a library, one can easily compare this capacity with that of the Library of Congress, which has more than 24 petabits of digital collections [21]. Both capacities are almost equal. In other words, a square $z_{0}$ of 10 cm containing spiral chips of length $l_{0}=10 \mathrm{a} . \mathrm{u}$. can store as much information as the whole Library of the Congress of the United States. Of course, limitations in size due to present technology can change considerably the eventual size, but the ultimate outcome of storing large amounts of information could in principle be achieved.
The intermediate solution provided by the zig-zag structure could provide an intermediate solution, easy to handle and with a reasonable capacity.

## Stability analysis

Suppose that we want to operate at room temperature. The thermal energy induced in the confined electron is of the order of a thousand Hartrees, which from Fig. 4 we can appreciate that it corresponds to several hundreds units in the principal number $N$. In turn, the average position $\langle x\rangle$ for those energies is around $l_{0} / 2$. It is remarkable to compare this result with the one obtained with the infinite square well, where the average position is always $l_{0} / 2$, regardless of the state of the particle. Realization of the full-scale network of the quantum memory described here will require a number of technological advances in both metrology and experimental maintenance of quantum properties at room temperature. Promising new experimental graphene quantum dots endowed with addition energies as large as 1.6 eV (room temperature) fabricated by the controlled rupture of a graphene sheet have been obtained recently [22]. Atomic and molecular junctions are an emerging class materials that exploit quantum confinement effects to obtain an enhanced figure of merit. The case of QPC is still a bit far of being operational at room temperature, although some advances have been achieved along these lines [23].

The quantum memory, regardless of the corresponding structure, also has to prevent the action of the environment from the classical point of view. We do not have to worry about quantum coherence as is the fully quantum memory. However, the most challenging issue here will be that of preventing the leakage of charges. An additional ultra-thing metallic layer should cover all quantum chips and additional devices once the information has been stored.

## 2 Class of Universal Gates

Consider any two qubit gate $\mathbf{A}$ whose action is given in the computation basis $\{|00\rangle,|01\rangle,|10\rangle,|11\rangle\}$ by the unitary matrix

$$
A(\phi, \alpha, \theta)=\left(\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{5}\\
0 & 1 & 0 & 0 \\
0 & 0 & e^{i \alpha} \cos \theta & -i e^{i(\alpha-\phi)} \sin \theta \\
0 & 0 & -i e^{i(\alpha+\phi)} \sin \theta & e^{i \alpha} \cos \theta
\end{array}\right) \text {, }
$$

where $\phi, \alpha$ and $\theta$ are fixed irrational multiples of $\pi$ and of each other. Barenco [30] showed that any such gate is universal.


Fig. 4 Energy and average position of the confined electron versus the quantum main quantum number $N$ for $l_{0}=10$ a.u. Even though the background contributes to confining the particle even more (see Supplementary Information for details), energies and mean positions do not change significantly. a Spectrum of the electron inside the quantum chip. Energies are given in Hartrees. The functional dependency is almost quadratic. b Computed mean positions of confined electrons versus $N$. We can appreciate that it quickly reaches the value $l_{0} / 2$

## 3 Class of Universal Hamiltonians

After some algebra, we obtain that any universal computational quantum gate $A(\phi, \alpha, \theta)$ (5) is written in terms of spin- $\frac{1}{2}$ operators as

$$
\begin{equation*}
\frac{1}{2}\left(\left(I_{2 \times 2}+\sigma_{z}\right) \otimes I_{2 \times 2}+\left(I_{2 \times 2}-\sigma_{z}\right) \otimes e^{i[\alpha-\theta \mathbf{n}(\phi) \cdot \sigma]}\right) \tag{6}
\end{equation*}
$$

where $\mathbf{n}(\phi)=(\cos \phi, \sin \phi, 0)$ and $\sigma=\left(\sigma_{x}, \sigma_{y}, \sigma_{z}\right)$. The rotation nature of (5) is only mentioned in the original work [30]. Here we show it explicitly.

Now let us apply the following:

$$
\begin{equation*}
A=e^{i H} \longrightarrow H=-i \log A \tag{7}
\end{equation*}
$$

Notice that we have to take the logarithm of a matrix, and logarithm of complex numbers are multivalued. Either employing the direct diagonalization $\log A=$ $\sum_{i} \log \lambda_{i}\left|\lambda_{i}\right\rangle\left\langle\lambda_{i}\right|$, or using straightforward computation of the expansion in the Mercator series for a matrix $X$ from (6)

$$
\begin{equation*}
\log (I+X)=X-\frac{X^{2}}{2}+\frac{X^{3}}{3}-\frac{X^{4}}{4}+\cdots \tag{8}
\end{equation*}
$$

we obtain the result

$$
\begin{equation*}
H=h\left(\phi, \pi n,-\pi n^{\prime}\right)+h(\phi, \alpha, \theta), \tag{9}
\end{equation*}
$$

$n$ and $n^{\prime}$ being integers, with

$$
\begin{equation*}
h(\phi, \alpha, \theta)=\frac{I_{2 \times 2}-\sigma_{z}}{2} \otimes\left[\alpha I_{2 \times 2}-\theta \mathbf{n}(\phi) \cdot \sigma\right] . \tag{10}
\end{equation*}
$$

Expanding the terms in (10), we obtain

$$
\begin{align*}
& \frac{\alpha}{2} I_{4 \times 4}-\frac{\theta \cos \phi}{2} I_{2 \times 2} \otimes \sigma_{x}-\frac{\theta \sin \phi}{2} I_{2 \times 2} \otimes \sigma_{y}- \\
& \frac{\alpha}{2} \sigma_{z} \otimes I_{2 \times 2}+\frac{\theta \cos \phi}{2} \sigma_{z} \otimes \sigma_{x}+\frac{\theta \sin \phi}{2} \sigma_{z} \otimes \sigma_{y} \tag{11}
\end{align*}
$$

The final expression contains the basic ingredients for implementing Hamiltonians leading to universal quantum gates. Notice that the effective Hilbert space involve is a subspace of the computational basis for two qubits, namely, $\{|10\rangle,|11\rangle\}$

## 4 A Classical Model for Erasing One Bit of Information

One bit of information stored in the position of a particle in a bistable potential is erased by modifying its curvature and hence the positions of the extremal points, first lowering the initial position of the right minimum, which lifts the central barrier. The ensuing tilting force causes the particle to move to the right. Once the particle is confined there, the process is reversed until a whole cycle in time $\tau$ is completed. The cycle is schematically depicted in Fig. 5. The memory (position of the particle either


Fig. 5 (Color online) Evolution of the confining potential $V(x, t)$ (12). The process ends after the time cycle $\tau$. In this fashion, the position of the particle is changed from left to right, which encodes one bit of information. See text for details
on the left or the right) is then said to be erased when its state is reset irrespective of its initial state.

The potential we are going to employ is given by

$$
\begin{equation*}
V(x, t)=x^{4}-c(t) x^{3}-2 x^{2} . \tag{12}
\end{equation*}
$$

The asymmetry parameter $c(t)$ is chosen so that the evolution is adiabatic, which implies that $c(t)$ grows slowly enough as compared to a typical time scale, and that it is symmetric with respect to $\tau / 2$, which is tantamount as saying that the potential returns to its original shape at time $t=\tau$. In our case, we use a Gaussian curve centered at $\tau / 2$.

The closest quantum counterpart of the previous situation was considered by Zurek [62] when extending Szilard's model of a particle in a box to that on and infinite well. However, there was no evolution of the kind depicted in Fig. 5. Instead, a partition was placed at some point between the walls and the thermodynamics of a single particle were carried out in the usual canonical ensemble, obviously implying a fixed temperature $T$. Notice here that no temperature is defined.

In point of fact, a quantum analogue (with no temperature involved) of the evolution depicted in Fig. 5 could be conceived by raising and lowering left and right wells inside a bigger infinite one. It can be shown that the overall process only induces a
global phase on the final position eigenstate of the particle with respect to the initial one.

## 5 Molecular Dynamics, Statistical Ensembles and Landauer's Principle

Thermodynamic quantities would be stochastic variables at the microscopic level if a temperature was fixed, because thermal fluctuations cannot be neglected. Even in the case where there is no temperature defined, a mechanical equivalent of power released (heat) can be conceived.

### 5.1 Microcanonical Ensemble Approach

The temperature $T$ in MD simulations is directly related to the total kinetic energy by the well-known equipartition formula, assigning an average kinetic energy $k_{B} T / 2$ per degree of freedom $K=\frac{3}{2} N k_{B} T$. Notice that if we consider a one dimensional problem, the factor is $\frac{1}{2}$ instead of the usual $\frac{3}{2}$ in three dimensions. In MD therefore the temperature is estimated directly from the average total kinetic energy $K$.

Hence, we can define an instantaneous temperature $T(t)$ from the relation $\frac{1}{2} m \dot{x}^{2}=$ $\frac{1}{2} k_{B} T(t)$, that is, $k_{B} T(t)=m \dot{x}^{2}$. The heat released along the trajectory $x(t)$ is given by the expression

$$
\begin{equation*}
Q=-\int_{0}^{\tau} d t m \dot{x}(t) \frac{\partial V(x, t)}{\partial x}, \tag{13}
\end{equation*}
$$

where $\tau$ is the total time of the cycle in Fig. 5. Averaging over many trajectories will return the mean dissipated heat $\langle Q\rangle$, which fulfills the entropic inequality $\langle Q\rangle \geq$ $-T \Delta S=T k_{B} \ln 2=m \dot{x}^{2} \ln 2=\langle Q\rangle_{\text {Landauer }}$. The critical figure of merit will be then be the ratio $\langle Q\rangle /\langle Q\rangle_{\text {Landauer }}$.

### 5.2 Canonical Ensemble Approach

As we have presented it so far, MD is performed in the microcanonical ensemble. We saw that it is possible to estimate the temperature using thermodynamic averages. It is often desirable, however, to specify the temperature a priori and perform a simulation in the canonical ensemble.

The aim of MD here is (i) to preserve the correct thermodynamics, i.e., the correct microstate distribution in the canonical ensemble, as well as (ii) a realistic dynam-
ics of the equations of motion. One popular method is given by the Nosé-Hoover thermostat [63]. The time-evolution of a particle's position and momentum in one dimension is governed by the following set of equations:

$$
\begin{align*}
\frac{d x(t)}{d t} & =v(t) \\
\frac{d v(t)}{d t} & =-\frac{\partial V(x, t)}{\partial x}-\zeta(t) v(t) \\
\frac{d \zeta(t)}{d t} & =\left(m v(t)^{2}-k_{B} T\right) / Q_{\text {mass }} \tag{14}
\end{align*}
$$

Here $\zeta$ acts as a friction coefficient, and $Q_{\text {mass }}$ is the so-called heat bath mass. As we shall see, it constitutes an important parameter to be chosen. Notice that when $\zeta$ is constant, one instantaneously recovers the microcanonical case. Given a fixed temperature $T$, the Landauer analysis is exactly the same as in the previous case.

## 6 Results

In the same way that ergodicity of dynamics is a pre-requisite for obtaining statistical properties of a system simulated via MD, it should also be the case for the Landauer's principle. The former has been shown to fail [64] in the widely used Nosé-Hoover thermostat in MD, generally believed to impart the canonical distribution on the thermostatted physical system. Therefore if a canonical ensemble-based MD simulation of a physical system failed within the context of the most intimate link between information erasure and thermodynamics, then we would be led to conclude that no MD approach in the canonical ensemble has yet been able to reproduce exactly a physical system in a thermal bath. We shall see now that both the microcanonical and the canonical approach to MD violates Landauer's principle, although due to different reasons.

From now on we shall use atomic units, with $k_{B}=m=1$. Let us denote rand_u() a random number uniformly distributed between 0 an 1 . Different trajectories are defined by different initial conditions. Therefore, at time $t=0$, we shall generate $M$ initial positions and velocities $\left\{x_{0}^{k}, v_{0}^{k}\right\} k \in[1, M]$ in such a way that, for small departures $\left(\Delta_{x}, \Delta_{v}\right)$ of the left equilibrium position and velocity ( $-1,0$ ) in (12), we shall have $x_{0}^{k}=\left(-1-\Delta_{x}\right)+2 \Delta_{x}$ rand_u() and $v_{0}^{k}=\left(0-\Delta_{v}\right)+2 \Delta_{v}$ rand_u(). The concomitant average of a quantity $A$ will simply read as $\langle A\rangle=\frac{1}{M} \sum_{i} A_{i}$.

Let us have then a particle that undergoes $M$ repetitions of the cycle $\tau$ in Fig. 5, all of them being different trajectories. We depict in Fig. 6 a typical evolution of both the position and velocity of the particle, the position of which has been moved from left to right adiabatically. The equation of motion of a particle under the action of potential (12) is solved numerically using a fourth order Runge-Kutta algorithm. The position erasure corresponding to one bit of information is better shown on the average position and velocity. However, the small oscillations along the evolution


Fig. 6 (Color online) Evolution of the position and velocity for a particle confined to the potential $V(x, t)(12)$ after a complete cycle $\tau$. See text for details


Fig. 7 (Color online) Phase portrait of the evolution depicted in Fig. 6. See text for details


Fig. 8 (Color online) Evolution of the mean values for the heat released by the particle (lower red curve) and the corresponding Landauer's lower bound (upper green curve). The ratio between the two depicted in the inset clearly shows that there is a violation of Landauer's principle. See text for details
do not really depart considerably. Figure 7 shows the phase portrait of the particle's evolution.

However, these results do not imply by themselves any judgement on the validity of any thermodynamic quantity computation. To this extend, MD is providing the dynamics of the system, even if it is as simple as that of a single particle. The critical results have to compare the mean heat released by the particle along the different trajectories, and the heat involved in erasing one bit of information. The ensuing results after calculations as the number of repetitions $M$ approaches 1000 show in Fig. 8 that there is indeed a violation of the Landauer's principle.

The previous results are based entirely on numerical calculations. As long as the numerics are carried out in utmost detail, as we have done here, these results are correct. Admittedly, the evolution for a particle inside the particular double-well (12), the non-analytic nature of the concomitant equations of motion, the form of the computed quantities such as (13) and the average over many initial condition situations may induce to think that some kind of mistake can be made in several possible forms.

To further elucidate the situation, we shall consider an almost analytic example of a particle in a box of width $L$. Let us suppose that we initially have a particle on the left of a potential where a barrier of width $\delta \ll L$ has been inserted right in the middle. In our description it does not bare much significance whether we remove the
barrier adiabatically or not. In any case, we lower the middle barrier adiabatically while the right hand side of the potential is tilted downwards. This last step induces a constant positive force $F$ that drags the particle to the right. After some time (which is irrelevant), the middle barrier of width $\delta$ is raised again and $F \rightarrow 0$. The overall process has removed one bit of information encoded in the position of the particle from "left" to "right".
In the following we shall focus in the part where the particle remains to the right of the middle-wall (all the other steps in the previous bit erasure involve a small, but non-zero total $Q(13)$ ). The particle bounces back and forth against the right wall of the box. Since $F$ is constant, the dependence of $\dot{x}(t)$ is linear with $t$, and changes from its maximum value $v_{\max }>0$ to $-v_{\max }$ almost instantaneously during the collision with the wall. Hence, $\dot{x}(t)$ will have a periodic shape (a sawtooth wave). Therefore, $Q(13)$ will be proportional to the time-average of $\dot{x}(t)$ over the cycle, which shall be zero. Thus, in this situation, the ensuing averaged $\langle Q\rangle$ will be quite close to zero.

As far as the Landauer's bound is concerned, the instantaneous value for $\dot{x}(t)^{2}$ will be non-zero (its time-average will certainly be positive). Then, we shall have that the inequality $\langle Q\rangle \geq-T \Delta S=T k_{B} \ln 2=m \dot{x}^{2} \ln 2=\langle Q\rangle_{\text {Landauer }}$ will be flagrantly violated most of the times, and only respected when $\dot{x}(t)$ is actually zero, which can happen for a very specific subset of initial conditions (definite times for those initial conditions, to be more precise). Summing up, we have found a simple situation where the erasure of one bit can violate the bound imposed by the Landauer's principle.

In the light of these results, we have seen that the violation of the Landauer's principle is possible in the approach given by the microcanonical ensemble. We shall discuss later on the possible implications and the compatibility of this approach in the framework of MD simulations. We cannot conclude, however, that this violation is universal for any means of erasing the information encoded in the position of a single particle. By the same token, we cannot rule out the existence of similar procedures such that an eventual overall erasure process respects the Landauer's bound.

Finding the conditions for which a system can or cannot respect the bound imposed by the Landauer's principle is not an easy task, and, in a way, it goes beyond the scope of the present work. The message behind the previous results for the microcanonical ensemble scenario in MD is that there is no inherent reason why MD should respect (or not) the Landauer's principle.

Let us now consider a canonical ensemble approach to MD simulations. The set of equations that one has to solve is now the one corresponding to (14). In this new setting, and as opposed to the microcanonical case, we have to deal with the new set of parameters $\left\{T, Q_{\text {mass }}\right\}$ and a new variable, the friction $\zeta(t) . Q_{\text {mass }}$ is important in determining the rate of exchange of the system energy with an imaginary heat bath. Since it is a constant, we shall use different values in order to illustrate the corresponding results. In any case, it is expected to play a paramount role in our discussion. This new parameter makes a huge difference with respect to the previous results obtained in the microcanonical ensemble, for it provides with a real adjustable


Fig. 9 (Color online) Time evolution of the position of the particle in the canonical ensemble approach, with $Q_{\text {mass }}=10^{3}$. The concomitant phase portrait is shown in the lower inset. The upper inset shows the time evolution of the friction coefficient $\zeta(t)$. Notice that it abruptly changes in the "turbulent" times until the particle is accommodated on the right hand side of the double well. See text for details
parameter that will definitely play a role in the description of the Landauer's principle within the framework of MD.

We shall consider a fixed value for the temperature $T=10 \mathrm{~K}$ in all the forthcoming calculations. In Fig. 9 we depict the results corresponding to $Q_{\text {mass }}=10^{3}$. Although the evolution is governed by a different set of equations, the particle eventually reaches an equilibrium position on the right side of the potential (12). The position of the particle evolves around the initial values at first and then some very fast changes occur. This fact is also reflected in the phase portrait shown in the lower inset of Fig. 9.

Increasing $Q_{\text {mass }}$ up to $10^{5}$ has definitely a huge impact in the evolution of the particle. As seen from Fig. 10, friction coefficient shrinks-although keeping a similar evolution-and the transition from one equilibrium position to the other is much more abrupt. As a consequence, the corresponding phase diagram has a richer structure as compared to the one in Fig. 9.

The difference between these evolutions will entail that the heats exchanged, once averaged over many trajectories, will be rather different. Indeed, the rapid changes in the position imply greater values of the velocity, which is certainly relevant in the set differential equations (14). However, since this set of equations is coupled and


Fig. 10 (Color online) Same as in Fig. 9, but with $Q_{\text {mass }}=10^{5}$. Increasing $Q_{\text {mass }}$ has an immediate effect in reducing the absolute value of $\zeta(t)$ and in making the transition to the right position longer, as well as more fluctuating in time. As a consequence, the phase portrait presents a richer structure (equilibrium positions are shown by the two dots in the lower inset). See text for details
non-linear, it is not so obvious from them to draw conclusions. Therefore, we have computed in Fig. 11 the same as in Fig. 8 but only for the ratio $\langle Q\rangle /\langle Q\rangle_{\text {Landauer }}$ for different values of $Q_{\text {mass }}$. The corresponding results show that there is a threshold beyond which there is always a violation of Landauer's principle. Therefore, the framework of the celebrated Nosé-Hoover thermostat in MD seems to not account for the intimate connection between information erasure and thermodynamics. In other words, when a finite system is at equilibrium with a heat bath, the equilibrium temperature is dictated by the heat bath, and not by the intrinsic thermostatistics of the finite system. And if it is not sufficiently large, it may be necessary for the finite system to change its thermostatistics to be in equilibrium again.

It is indeed the fact that one can change at will the size of the heat reservoir that has an immediate impact of the heat released by the particle via the set of equations (14). In point of fact, the last equation in (14), that is, $\frac{d \zeta(t)}{d t}=\left(m v(t)^{2}-k_{B} T\right) / Q_{\text {mass }}$ is designed such that the friction disappears when one reaches "equilibrium" $m v(t)^{2}=$ $k_{B} T$ given by the equipartition theorem. However, one can artificially reach the same goal by changing the finite heat reservoir. Remarkably enough, one recovers the occurrence of the violation of the Landauer's principle in the microcanonical case for $Q_{\text {mass }}$ sufficiently large.


Fig. 11 (Color online) Calculation of the ratio of the mean values of $\langle Q\rangle$ and $\langle Q\rangle_{\text {Landauer }}$ (recall that the Landauer's bound is equal to $k_{B} T \ln 2$ ). Choosing different couplings to an environment may induce a violation of the Landauer's principle. See text for details

Therefore, we are able to introduce an ad hoc criterion for fulfilling the Landauer's bound and at the same time simulate a system of particles in order to find correct thermodynamic averages: simulate the system of $N$ particles and find the critical value of $Q_{\text {mass }}^{*}$ for which $\langle Q\rangle=-T \Delta S=N T k_{B} \ln 2$. Once obtained, only MD simulations will be accepted provided $Q_{\text {mass }}<Q_{\text {mass }}^{*}$.

## 7 Discussion

One of the advantages of the proposed quantum memory involves its ability to maintain information over time (longevity). Unlike the current magnetic memories, where the individual bits can disappear due to the action of several external effects, our proposal can be made to be robust against these effects for its only interaction is of electrostatic nature.

The writing of information is done by promoting confined electrons in the quantum wires to the continuum after the whole system has been charge-injected, whereas readout of information is performed by detecting the presence of single charge carriers.

The enhanced capacity achieved outperforms any classical device. We acknowledge the fact that we propose quantum devices to stored classical bits. This is the main advantage. Ee believe that our proposal constitutes a half-way solution to stor-
ing big quantities of information until the drawbacks related to quantum coherence are completely solved in the fully quantum counterpart.

If realized, such a quantum network of chips constituting a quantum memory can have important technological and social consequences. Besides creating a new solid proposal for storing information with undetermined longevity, it solves the issue of keeping the concomitant information safe and, at the same time, solves the situation creating by handling the Big Data generated at present times by society.

As far as quantum computation is concerned, we described what type of Hamiltonians lead directly to quantum gates considered universal and proved so by Barenco [30]. We have employed the direct definition of $e^{i H}$ being unitary if $H$ is Hermitian. This result may constitute a practical way of unveiling the structure of those Hamiltonians capable of entangling and evolving to universal gates in the form of Pauli matrices.

Landauer's principle can be checked -never derived- from examples employing one particle either classically à la Szilard's or quantum mechanically à la Zurek's. So treating one particle only should not have thermodynamic implications. In any case, either considering one or many particles, Landauer's bound cannot be derived from thermodynamics alone. It is the connection with information theory that gives that bound the status of principle. This fact might have implications in designing thermostats. MD simulations using a rigorous approach to canonical ensembles, such as the widely used Nosé-Hoover thermostat, but at the same time treating the ensuing dynamics in a proper way (energy preserved, total momentum, etc.), seem to provide a reasonable framework for chemical physics. We do believe that. The main issue here is that if these kind of thermostats could sustain the preservation of a fundament energy bound related to entropy and information.

In the case where no temperature is defined strictly speaking, where there is an instantaneous temperature, it may seem that the approach we have carried out is bound to fail. However, there is nothing against that: we have a system where a timedependent force drives a particle from one side of a bistable potential to the other. This implies the erasing of one bit of information. Employing the tools provided by the bound $k_{B} T(t) \ln 2$ may constitute a mistake, but only conceptually. In addition, one could argue that the "heat" dissipated by the particle during a given trajectory $x(t)$ has nowhere to be released, since there is no (finite or infinite) heat reservoir. This should explain why Landauer's principle fails in that context. Also, there are other issues at play, like the following ones:

- Considering more particles is closer to reality. Landauer's principle might hold for some other system where more than one single bit of information is deleted
- Instantaneous temperatures $T(t)$ constitute a mere guide in usual MD simulations, where $N$ particles interact. Averages with time are able to obtain macroscopic quantities via the ergodic theorem. Therefore the actual use of $T(t)$ bears no thermodynamic relevance
- There is always an environment, therefore Landauer's lower bound cannot apply in the microcanonical ensemble

In the more realistic case where a fixed temperature is given, adding the constraint of fulfilling the Landauer's principle may constitute an impossible task. In any case, and in the light of our results, one has to admit that the action of an interaction of the system with a virtual environment via the constant parameter $Q_{\text {mass }}$ is rather the critical issue here.

In view of the problem of connecting a heat reservoir-virtual or not-to the system might be overcome by considering finite instances and/or broader approaches, which may imply for instance replacing the usual Gibbs factor by another one related to non-extensive statistical mechanics [65]. Since the goal in MD simulations is to reproduce certain thermodynamic quantities, a good opportunity to explore the implications of our study would be to concoct the extension of the present formalism to that of Tsallis' formalism.

Some criticism to the present study could be made on the basis of the very definition of the temperature $T$ of the system, which is basically what is done in MD simulations. The temperature set in the system does not appear to follow the definition $T=\frac{d S}{d Q}$, where $S$ stands for entropy. Hence, one might think that therefore it is incorrect to state either that Landauer's principle were violated in the microcanonical ensemble, or that the microcanonical ensemble model were incorrect. Conclusion: what can only be stated as such is that the temperature cannot be trivially treated to be equal to the kinetic energy of a single particle? This criticism would be certainly against the very nature of MD simulations, not the present study. What we present here are the sheer consequences of applying MD simulations, with an artificial definition of the temperature $T$ that has, as an immediate consequence, the violation of the Landauer's principle, which ultimately addresses the Second law of thermodynamics.

Summing up, we have tried to shed new light on the implications of MD simulations regarding a profound information-theoretical bound relating minimal amounts of heat transfer. One question remains, though: could we expect that a quantum approach to the present work had no flaws? The quantum information treatment of other systems usually operates at zero temperature, and entropy differences can usually be calculated. There also exists an environment, of course, but the system is coupled to it by means that may or may not have a classical counterpart. In other words, we can have an environment at zero temperature, as opposed to a classical treatment. If one wants to take into account the thermodynamics of a quantum system for a given temperature $T$, then the environment has to be modeled accordingly. This implies an evolution of the density matrix describing the entire system, including the environment. However, resorting to the quantum case may not be a solution. In the classical regime, experiments have been devised that accurately confirm many of the modern relations involving heat and work statistics in stochastic thermodynamics. However, in quantum systems, measuring such quantities shall induce new questions according to general principles of quantum mechanics. This situation is currently the subject of intense reserach [66].

To wether or not the Landauer's principle is violated in the simulation of a specific quantum system + environment remains an open problem. In any case, we have provided in the present study that MD simulation are not designed to follow the tenets of the Landauer's principle, hence we can provide situations were the physical system can be tailored to respect or violate this fundamental relation between thermodynamics and information theory.
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# Morphogenetic Sources in Quantum, Neural and Wave Fields: Part 1 

G. Resconi, K. Nagata, O. Tarawneh and Ahmed Farouk


#### Abstract

Neural network and quantum computer have the same conceptual structure similar to Huygens sources in the wave field generation. Any point of the space is a source with different intensity of waves that transport information in all the space where are superposed in a complex way to generate the wave field. In wave theory this sources are denoted Huygens sources. The morphogenetic field is the wave field generate by computed sources that are designed in a way to transform the original field in a wanted field to satisfy wanted property. The morphogenetic computation is this type of global computation by sources like Huygens sources that in parallel and synchronic way give us the designed field. So the intensity of the sources must be computed a priory before the morphogenetic effective computation in a way to have an entanglement of the sources that in the same time compute the field. If we cannot design the sources a priory and we want generate the field by a recursion process we enter easily in a deadlock state for which one source generate local wanted field that destroy the generation of another local field. So we have a contradiction between the action of different non entangled sources that cannot generate all the wanted field. In neural network we have the superposition of the input vectors in quantum mechanics we have the superposition of the states. In the neural network the intensity of the sources are the neural weights and the threshold. In quantum mechanics the intensity of the sources are the coefficients of the quantum states superposition. To design neural sources intensity


[^13](weights) we use the matrix of all possible inputs by which we can define all possible outputs. In the design neural network we cannot use the simple theory of input output but all the past or future input output are used. Space and time is not important in the design the network more important is to use the space of all possible input and output. The same in the quantum computer where we must design the unitary transformation for which only one wanted state coefficient is different from zero all the other coefficients are put to zero. In this way we can select among a huge possible states any one wanted state solution of our problem. In this scheme we include Deutsch problems, Berstein Varizani theorem and Nagata parallel function computing. The difference between quantum computer and neural network is that in quantum computer the basis is the oracle square matrix without any threshold and contradiction. In neural network the basis is a rectangular matrix of possible input with possible contradiction and threshold. So in neural network is necessary first to enlarge the basis in a way to solve with the minimum enlargement the contradiction and after use the threshold to reduce the complexity of the input basis. In the one step neural method we compute the parameters in one step as in quantum computer we use one query to generate the wanted result by a unitary matrix. To select wanted result in quantum computer and to obtain the wanted function in neural network, we use the projection operator method for non orthogonal states as oracle and inputs in quantum computer and neural network. Coker Specher theorem is revised in the light of the projection operator. In fact projection operator can select in a superposition one and only one element. Now when we have many basis with elements in common the local projection can enter in conflict with other connected basis projections. This put up in evidence that quantum computer and neural computer include contradiction or conflict. So before any computation we must solve the contradiction itself by the entangled projection method.

## 1 Introduction

Quantum computer has no contradiction because any time transformation (unitary transformation) of the Hilbert space the input and the output can be reversed. In quantum computer we use the projection operator into a space that include the wave function that for Coker Specher theorems quantum computer can have conflicts only for a set of connected set of basis. Neural computer has contradiction because we cannot reverse the input output transformation (projection operator). So the quantum computer and the neural computation are complementary one with the other. When we try to reduce the quantum computer to an ordinary computer or a neural computer we must introduce hidden variables that create contradictions shown in KS and Bell paradoxes. So quantum computer has no locality (entanglement) no direction in a particular space (in fact is all the universe that change in time but not an individual particle). All cells or states in the quantum computer are
computed as one entity in a superposition state (coherent cells state as in laser). Probability to found the same cell is in any place different from zero (non locality). In the superposition state that cells (states) can interfere in a negative way to eliminate any probability to see the cell itself. In classical computer the superposition and interference are an intrinsic contradictory condition because how is the meaning to have the same particle or cell in two different positions or how is the meaning of two memory cells to have. By way of 2017, the improvement and growth of a real quantum computer is still in early stages but many poetical and theoretical experimentations were implemented by many research groups [1-23]. In conclusion the identity of one cell is not sure in the quantum computer.

## 2 Generation of Morphogenetic Field by Computation of the Sources and Superposition of Fields

Given the general function of one element of the basin in one point

$$
\begin{equation*}
F(x, y)=S\left[e^{-h\left(\left(x-x_{0}\right)^{2}+\left(y-y_{0}\right)^{2}\right)}\right] \tag{1}
\end{equation*}
$$

where S and h are parameters and $\mathrm{x}_{0}, \mathrm{y}_{0}$ is the position of the maximum value of the fields in the space $x, y$. The example of two basis fields is the parameters of the fields in Fig. 1 are for $\mathrm{F}_{1} \mathrm{~S}=1 \mathrm{~h}=2$ and $\mathrm{x}_{0}=-0.5$ and $\mathrm{y}_{0}=-0.5$, the parameters of the field $F_{2}$ are $S=1 \mathrm{~h}=2$ and $x_{0}=0.5$ and $y_{0}=0.5$.


Fig. 1 Two basis fields or states

The matrix representation of the basis vectors is

$$
A=\left[\begin{array}{llll}
F_{1}\left(p_{1}\right) & F_{2}\left(p_{1}\right) & \ldots & F_{m}\left(p_{1}\right)  \tag{2}\\
F_{1}\left(p_{2}\right) & F_{2}\left(p_{2}\right) & \ldots & F_{m}\left(p_{2}\right) \\
\ldots & \ldots & \ldots & \ldots \\
F_{1}\left(p_{n}\right) & F_{2}\left(p_{n}\right) & \ldots & F_{m}\left(p_{n}\right)
\end{array}\right]
$$

Where any colon $j$ are the values of the intensity of the field $F_{j}$ in the positions $p_{1}, p_{2}, \ldots, p_{n}$ in the reference space ( $x, y$ ). We show an example in Fig. 1 of two different basic fields in a two dimensional reference space $(x, y)$. The two fields are represented by two colons in the matrix $A$.

The superposition field F that is shown in Fig. 2 is $\mathrm{F}=\mathrm{F}_{1}+\mathrm{F}_{2}$. For the sources $S_{1}=1$ and $S_{2}=2$, the superposition field $F$ that is shown again in Fig. 2 is $\mathrm{F}=\mathrm{F}_{1}+2 \mathrm{~F}_{2}$.

Given the field F in the two dimension x , y with one colon vector

$$
F=\left[\begin{array}{c}
F\left(p_{1}\right)  \tag{3}\\
F\left(p_{2}\right) \\
\cdots \\
F\left(p_{n}\right)
\end{array}\right]
$$

The sources are the coefficients of the basis fields to rebuilt the field F by the basis fields A. So we have


Fig. 2 Two different basis superposition

$$
S=\left[\begin{array}{c}
s_{1}  \tag{4}\\
s_{2} \\
\ldots \\
s_{m}
\end{array}\right]=\left(A^{T} A\right)^{-1} A^{T} F=O P F
$$

And the rebuilt field by the sources is

$$
\begin{equation*}
F^{\prime}=s_{1} F_{1}+\cdots+s_{m} F_{m} \tag{5}
\end{equation*}
$$

or

$$
\begin{equation*}
F^{\prime}=Q F=A S=A\left(A^{T} A\right)^{-1} A^{T} F \tag{6}
\end{equation*}
$$

The operator Q is a projection operator of F into the space of the basis fields $F_{1}, \ldots, F_{m}$. Now when we change the original field by the operator U we have

$$
\begin{equation*}
S_{U}=\left(A^{T} A\right)^{-1} A^{T}(U F)=O P U F \tag{7}
\end{equation*}
$$

where

$$
\begin{equation*}
O P=\left(A^{T} A\right)^{-1} A^{T} \tag{8}
\end{equation*}
$$

A. Compensation and contradiction in superposition of basis fields

Given

$$
\begin{equation*}
O P U F=U O P F+(O P U-U O P) F=U S+[O P, U] F \tag{9}
\end{equation*}
$$

In the graph way we have (Fig. 3)
We remark that when the sources $S$ change in the same way as the field (homotopy) the system is consistent but when the sources change in a different way as the field we have an inconsistent or contradictory source field system. To solve the contradiction we adjoin new sources that generate compensatory fields that eliminate the contradictory or inconsistent state. The compensatory sources are

$$
\begin{equation*}
S(F)=[O P, U] F \tag{10}
\end{equation*}
$$

Fig. 3 Non commutative diagram for the U transformation


We remark that $S(F)$ are sources that are function of the field so are not constant values but must be change in agreement with the local field for any point. This create the inconsistent problems- in fact this inconsistent problem can be solved only by a synchronic change of sources in any point of the reference point. Given a point with the previous operation we can create locally the wanted field by the knowledge of the previous field. Now with the compensatory field we change the local but also the global field (non locality). Now we can try to use another point to obtain local wanted field but in this way we destroy the wanted field in the first point. So we can move between one point to another without to obtain the wanted field in the two points this is the inconsistent time problem that we can solve only by a total synchronic activation of the compensatory sources. The field F can be represented by the function $\psi(x)$ where $x=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ is the n dimensional space. In this case we have again the same diagram (Fig. 4)

Where

$$
\begin{align*}
O P U \psi & =U O P \psi+(O P U-U O P) \psi \\
& =U S+[O P, U] \psi=U S+S(\psi) \tag{11}
\end{align*}
$$

The contradiction is connected with the commutative difference

$$
\begin{equation*}
L \psi=(O P U-U O P) \psi=[O P, U] \psi \tag{12}
\end{equation*}
$$

When $\mathrm{L}=0$ the diagram is a commutative diagram for which the transformation U is the same before and after the application of the operator OP. This is consistent condition. When $L$ is different from zero we are in the inconsistent condition because after the application of OP the same transformation $U$ can have different values so if one is true the other is false and true and false are associate to the same transformation and true and false can be true but this is the contradiction that is impossible in the classical logic. We remark that the contradiction is compensate by a new type of sources or $S(\psi)$ (secondary sources) that generate a compensation (expansion) that solve the contradiction. The source $S(\psi)$ is locate in all the spaces and is dependent on the initial field $\psi$ that synchronic way ACTIVATE the secondary sources that change the original field into a new wanted field $U \psi$. Example of the secondary sources or compensatory sources

Fig. 4 Non commutative diagram for the U transformation where the field F is represented by the function $\psi(x)$ where $x=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$


$$
\begin{equation*}
S(\psi)=[O P, U] \psi \tag{13}
\end{equation*}
$$

Where

$$
\begin{equation*}
\left[\frac{\partial^{2}}{\partial t^{2}}-c^{2}\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right)\right] \psi=O P \psi=S \tag{14}
\end{equation*}
$$

Is the wave function and S is the source of the wave field $\psi(x, y, t)$. Given the diagram

The diagram in Fig. 5 is a diagram where $U$ is invariant (symmetry or coherence). In fact we have

$$
\begin{align*}
O P U \psi & =U O P \psi+(O P U-U O P) \psi \\
& =U S+[O P, U] \psi=U S+S(\psi)=U S \tag{15}
\end{align*}
$$

The transformation $U$ change in the same way the sources and the field. So when we want to change the field in this way $\psi \rightarrow U \psi$ we change the source in the same way $S \rightarrow U S$. Now we want to found the transformation U for which $[O P, U] \psi=0$ and OP is

$$
\begin{equation*}
\frac{\partial^{2}}{\partial t^{2}}-c^{2}\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right)=O P \tag{16}
\end{equation*}
$$

and

$$
\begin{align*}
(O P U-U O P) \psi= & \left(\frac{\partial^{2}}{\partial t^{2}}-c^{2}\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right)\right) U \psi-U\left(\frac{\partial^{2}}{\partial t^{2}}-c^{2}\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right)\right) \psi \\
= & \left(\frac{\partial^{2} U \psi}{\partial t^{2}}-c^{2}\left(\frac{\partial^{2} U \psi}{\partial x^{2}}+\frac{\partial^{2} U \psi}{\partial y^{2}}\right)\right)-U\left(\frac{\partial^{2}}{\partial t^{2}}-c^{2}\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right)\right) \psi \\
= & \psi\left(\frac{\partial^{2} U}{\partial x^{2}}-c^{2}\left(\frac{\partial^{2} U}{\partial x^{2}}+\frac{\partial^{2} U}{\partial y^{2}}\right)\right)+2\left(\frac{\partial U}{\partial t} \frac{\partial \psi}{\partial t}-c^{2}\left(\frac{\partial U}{\partial x} \frac{\partial \psi}{\partial x}+\frac{\partial U}{\partial y} \frac{\partial \psi}{\partial y}\right)\right.  \tag{17}\\
& +U\left(\frac{\partial^{2}}{\partial t^{2}}-c^{2}\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right)\right) \psi-U\left(\frac{\partial^{2}}{\partial t^{2}}-c^{2}\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right)\right) \psi \\
= & \psi\left(\frac{\partial^{2} U}{\partial x^{2}}-c^{2}\left(\frac{\partial^{2} U}{\partial x^{2}}+\frac{\partial^{2} U}{\partial y^{2}}\right)\right)+2\left(\frac{\partial U}{\partial t} \frac{\partial \psi}{\partial t}-c^{2}\left(\frac{\partial U}{\partial x} \frac{\partial \psi}{\partial x}+\frac{\partial U}{\partial y} \frac{\partial \psi}{\partial y}\right)=0\right.
\end{align*}
$$

Fig. 5 Non commutative diagram for the $U$ and constraint UOP $\psi=$ OPU $\psi$


In a tensor form and in the space time reference space we have

$$
\begin{align*}
& (O P U-U O P) \psi=\psi \partial^{\mu} \partial_{\mu} U+2 \partial^{\mu} \psi \partial_{\mu} U=0 \\
& \partial_{\mu}=\left(\frac{\partial}{\partial c t}, \frac{\partial}{\partial x}, \frac{\partial}{\partial y}, \frac{\partial}{\partial z}\right) \tag{18}
\end{align*}
$$

In this condition the system is closed and coherent, No contradiction exist and any transformation $U$ cannot change the properties or invariant of the system. In fact the invariant property or constrain can be seen in this computation

$$
\begin{align*}
& \psi^{2} \partial^{\mu} \partial_{\mu} U+2 \psi \partial^{\mu} \psi \partial_{\mu} U \\
& =\partial^{\mu}\left(\psi^{2} \partial_{\mu} U\right)=\partial^{\mu} J_{\mu}=0 \tag{19}
\end{align*}
$$

That is the continuity equation that now assume a new meaning as the condition to avoid contradiction and inconsistency. We remark that.

$$
\begin{align*}
J_{\mu} & =\psi^{2} \partial_{\mu} U \\
& =\psi^{2}\left(\frac{\partial U}{\partial c t}, \frac{\partial U}{\partial x}, \frac{\partial U}{\partial y}, \frac{\partial U}{\partial z}\right)=\left(c \rho, j_{x}, j_{y}, j_{z}\right) \tag{20}
\end{align*}
$$

The divergence of the four vector of the current is equal to zero. So when we have zero value of commutator or of Huygens sources S (active sources) we have the conservation of the charge

$$
\begin{equation*}
\partial^{\mu} J_{\mu}=\frac{\partial \rho}{\partial t}+\nabla j=0 \tag{21}
\end{equation*}
$$

When the probability density $\rho=R^{2}$ we have

$$
\begin{align*}
& \frac{\partial R^{2}}{\partial t}+\nabla \cdot\left(R^{2} v\right)=2 R \frac{\partial R}{\partial t}+\nabla \cdot\left(R^{2} v\right)  \tag{22}\\
& =2 R \frac{\partial R}{\partial t}+2 R \nabla R v+R^{2} \nabla v=0
\end{align*}
$$

For $R \neq 0$ we have

$$
\begin{align*}
& \frac{\partial R}{\partial t}+\nabla R v+\frac{1}{2} R \nabla v \\
& =\frac{\partial R}{\partial t}+\frac{1}{2 m}(2 \nabla R m v+R \nabla m v) \tag{23}
\end{align*}
$$

Now in classical mechanics we have for the action $S$ the relation

$$
\begin{equation*}
\nabla S=m v=p \tag{24}
\end{equation*}
$$

So

$$
\begin{equation*}
\frac{\partial R}{\partial t}+\frac{1}{2 m}\left(R \nabla^{2} S+2 \nabla R \nabla S\right)=0 \tag{25}
\end{equation*}
$$

where $S$ is the action and for the wave the phase of the wave. Given the system of the conditional probabilities.
when R is independent on time we have

$$
\begin{align*}
& R \nabla^{2} S+2 \nabla R \nabla S=0 \\
& R^{2} \nabla^{2} S+2 R \nabla R \nabla S=0  \tag{26}\\
& \partial_{\mu}\left(R^{2} \nabla S\right)=\partial_{\mu}(P \nabla S)=\partial_{\mu} J^{\mu}=0
\end{align*}
$$

where P is the probability. Now we show the connection between the action S and the refraction index and wave movement

$$
\begin{align*}
\nabla S \cdot \nabla S & =\left(\frac{\partial S}{\partial x_{1}}\right)^{2}+\left(\frac{\partial S}{\partial x_{2}}\right)^{2}+\left(\frac{\partial S}{\partial x_{3}}\right)^{2} \\
& =\frac{1}{v(x)^{2}}=n^{2} \tag{27}
\end{align*}
$$

So the travel time T is equivalent to the electrostatic potential V and the vector of slowness is equivalent to the electrical field. For the phase $S=c T$ we have the image (Fig. 6)

In a more explicit way we have (Fig. 7)
In electromagnetic field we have the eikonale

$$
\begin{equation*}
J=\rho E=-\rho \nabla V \approx \psi^{2} \nabla U \tag{28}
\end{equation*}
$$



Fig. 6 Optical trajectory phase wave S and Eikonal ray

Fig. 7 Deformation of the ray or Eikonal for the refraction index that in this way control the optical ray and possible images (Eikonal)


The zero divergence property is the symmetric (non contradictory system) property for which the transformation $U$ does not change when we move from the field to the sources so the commutator is equal to zero. The system is isolate and conservative (The source change in the same way as the field). The current is orthogonal to the equipotential surface. The intensity of the current is the density of conductance $\rho$.

Examples of potential field and currents (Figs. 8, 9)
And
B. Morphogenetic Sources by contradiction and inconsistency

In contradictory and inconsistent system we break the symmetry and new sources appear that we denote Morphogenetic Sources $[O P, U] \psi=S(\psi)$ that can compute by the expression

$$
\begin{align*}
O P U \psi & =U O P \psi+(O P U-U O P) \psi \\
& =U S+[O P, U] \psi=U S+S(\psi) \tag{29}
\end{align*}
$$

Fig. 8 Central potential field or monopole and currents that are orthogonal to equipotential (Eikonal)


Fig. 9 Bipole potemtial field and orthogonal currents

where U is the goal and morphogenetic sources compensate the conservative sources US to generate any type of field different from conservative field or Eikonale.

Examples of Morphogenetic sources to generate designed fields or create Fields for special purpose (Figs. 10, 11, 12, 13).

Morphogenetic sources controlled by the forced function $f(x)$, and transformation $U(x)$ to compute the Morphogenetic field $u(x)$ and its transformation $U(x) u(x)$ for fixed basis functions $\varphi_{n}(x)$

Given the differential operator L and the equation

$$
\begin{equation*}
O P u(x)=f(x) \tag{30}
\end{equation*}
$$

where $f(x)$ is the forced function and for example can be the wave differential operator

$$
\begin{equation*}
O P=\frac{\partial^{2}}{\partial T^{2}}-c^{2}\left(\frac{\partial^{2}}{\partial X^{2}}+\frac{\partial^{2}}{\partial Y^{2}}\right), x=(X, Y, T) \tag{31}
\end{equation*}
$$



Fig. 10 Sound reproduction at the right open system of the left sound by a set of morphogenetic sources computed and reproduce by loudspeakers

Fig. 11 Morphognetic sources to deform and control wave functions


Fig. 12 Synthesis of new type of wave by morphognetic sources that expand the space of the possible waves and select (projection) one particular case of the new possible wave


With the eigenvalues and eigenfunctions equation

$$
\begin{equation*}
O P \varphi(x)+\lambda \varphi(x)=0 \tag{32}
\end{equation*}
$$

Given the linear superposition

$$
\begin{equation*}
u(x)=\sum_{n} a_{n} \varphi_{n}(x) \tag{33}
\end{equation*}
$$

Fig. 13 More clear representation of the control by loudspeakers of the sound. We open the system by morphogenetic sources to create wanted behavior of the sound in the closed system


We have

$$
\begin{equation*}
O P u(x)=\sum_{n} a_{n} O P \varphi_{n}(x)=\sum_{n} a_{n} O P \varphi_{n}(x)=-\sum_{n} a_{n} \lambda_{n} \varphi_{n}(x)=f(x) \tag{34}
\end{equation*}
$$

Now we integrate the two and we multiply with $\varphi_{m}(x)$

$$
\begin{equation*}
\int_{a}^{b} \varphi_{m}(x) f(z) d z=-\int_{a}^{b} \sum_{n} a_{n} \lambda_{n} \varphi_{n}(z) \varphi_{m}(z) d z \tag{35}
\end{equation*}
$$

For the orthonormality of the eigenfunction we have

$$
\begin{equation*}
\int_{a}^{b} \varphi_{n}(x) f(x) d x=-\int_{a}^{b} \sum_{n} a_{n} \lambda_{n} \varphi_{n}(x) \varphi_{n}(x) d x=-a_{n} \lambda_{n} \int_{a}^{b} \sum_{n} \varphi_{n}(x)^{2} d x \tag{36}
\end{equation*}
$$

So we have

$$
\begin{equation*}
a_{n} \lambda_{n}=-\frac{\int_{a}^{b} \varphi_{n}(z) f(z) d z}{\int_{a}^{b} \sum_{n} \varphi_{n}(z)^{2} d z} \tag{37}
\end{equation*}
$$

So we can compute the coefficients $a_{n}$ of (32)

$$
\begin{equation*}
a_{n}=-\frac{1}{\lambda_{n}} \frac{\int_{a}^{b} \varphi_{n}(z) f(z) d z}{\int_{a}^{b} \sum_{n} \varphi_{n}(z)^{2} d z} \tag{38}
\end{equation*}
$$

So we have

$$
\begin{equation*}
u(x)=\sum_{n}\left(-\frac{1}{\lambda_{n}} \int_{a}^{b} \varphi_{a} \varphi_{n}(z) f(z) d z \quad \varphi_{n}(z)^{2} d z \quad \varphi_{n}(x)=\int_{a}^{b} \sum_{n}\left(-\frac{1}{\lambda_{n}} \frac{\int_{a}^{b} \varphi_{n}(z) \varphi_{n}(x) d z}{\int_{a}^{b} \sum_{n} \varphi_{n}(z)^{2} d z}\right) f(z)=\int_{a}^{b} G(x, z) f(z) d z\right. \tag{39}
\end{equation*}
$$

where $G(x, z)$ is the Green function and

$$
\begin{equation*}
S_{n}=\frac{-1}{\lambda_{n}} \frac{\int_{a}^{b} \varphi_{n}(z) f(z) d z}{\int_{a}^{b} \sum_{n} \varphi_{n}(z)^{2} d z} \tag{40}
\end{equation*}
$$

Are the Morphogenetic sources controlled by the forced function $f(x)$. Because we have

$$
\begin{align*}
O P U(x) u(x) & =U(x) O P u(x)-U(x) O P u(x)+O P U(x) u(x) \\
& =U(x) f(x)+(O P U(x)-U(x) O P) u(x)=U(x) f(x)+[O P, U(x)] u(x) \tag{41}
\end{align*}
$$

We obtain

$$
\begin{align*}
U(x) u(x) & =\sum_{n}\left(-\frac{1}{\lambda_{n}} \frac{\int_{a}^{b} \varphi_{n}(z)(U(z) f(z)+[O P, U(z)] u(z)) d z}{\int_{a}^{b} \sum_{n} \varphi_{n}(z)^{2} d z}\right) \varphi_{n}(x)  \tag{42}\\
& \left.=-\sum_{n} \frac{1}{\lambda_{n}}\left(\frac{\int_{a}^{b} \varphi_{n}(z) U(z) f(z) d z}{\int_{a}^{b} \sum_{n} \varphi_{n}(z)^{2} d z}\right)+\frac{\left.\int_{a}^{b}[O P, U(z)] u(z)\right) d z}{\int_{a}^{b} \sum_{n} \varphi_{n}(z)^{2} d z}\right) \varphi_{n}(x)
\end{align*}
$$

Fourier transformation as unitary transformation to compute Morphogenetic sources and in quantum computer to generate designed field.

Given the equation

$$
\begin{align*}
& x^{2}=1 \\
& x=1, x=-1 \tag{43}
\end{align*}
$$

For the generator $w=-1$ we have the cycle group composition low

$$
\left[\begin{array}{lll} 
& w & w^{2}  \tag{44}\\
w & w^{2} & w \\
w^{2} & w & w^{2}
\end{array}\right]
$$

Given the colon space (one qubit)

$$
\left[\begin{array}{l}
0  \tag{45}\\
1
\end{array}\right]
$$

We can compute the transformation matrix

$$
\left[\begin{array}{l}
0  \tag{46}\\
1
\end{array}\right]\left[\begin{array}{l}
0 \\
1
\end{array}\right]^{T}=\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right]
$$

Now we know that the eigenvalue of the unitary matrix are roots of the unity. In our case we have
$x^{2}=1$ which roots are 1 and -1 . The generator of the cycle group of the roots is $\omega=-1$. So we have the discrete Fourier matrix

$$
F=\left[\begin{array}{cc}
\left(\omega^{0}\right)^{0} & \left(\omega^{0}\right)^{1}  \tag{47}\\
\left(\omega^{1}\right)^{0} & \left(\omega^{1}\right)^{1}
\end{array}\right]=\left[\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right]
$$

And the discrete Fourier transform of the vector $p_{k}$ into a vector of Morphogenetic sources $P^{i}$

$$
\begin{equation*}
P^{i}=\sum_{k=0}^{n-1} p_{k} \omega^{i k} \tag{48}
\end{equation*}
$$

With the inverse discrete Fourier transform where we use the vector of Morphogenetic sources $P^{i}$ as coefficients to rebuilt the original field given by the vector $\mathrm{p}_{\mathrm{k}}$.

$$
\begin{equation*}
p_{k}=\sum_{i=0}^{n-1} P^{i} \omega_{i k}, \omega_{i k}=\omega^{-i k} \tag{49}
\end{equation*}
$$

Where $\omega=e^{i \frac{2 \pi}{2}}=-1$. So

$$
F=\left[\begin{array}{cc}
1 & 1  \tag{50}\\
1 & -1
\end{array}\right]
$$

With the same generator the Fourier matrix can be obtained by the colon space in this way.

$$
(-1)^{\left[\begin{array}{ll}
0 & 0  \tag{51}\\
0 & 1
\end{array}\right]}=\left[\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right]=F
$$

Remark We remark that -1 is a generator of a cycle group for which we have the product table

$$
\left[\begin{array}{ccc} 
& 1 & -1  \tag{52}\\
1 & 1 & -1 \\
-1 & -1 & 1
\end{array}\right]
$$

The matrix F is generate by exponential method by the generator -1 . So F is a generator of a group with the same product table of -1 . The group generate by F is a new representation of the group with generator -1 . So $F$ is an unitary operator that give us a new representation of the group with -1 as generator.

For the impulse function $\left[\begin{array}{l}1 \\ 0\end{array}\right]$ we have the discrete Fourier transformation

$$
\left[\begin{array}{cc}
1 & 1  \tag{53}\\
1 & -1
\end{array}\right]\left[\begin{array}{l}
1 \\
0
\end{array}\right]=\left[\begin{array}{l}
1 \\
1
\end{array}\right]
$$

In the impulse function are present all the two frequencies with the same intensity. The values $\left[\begin{array}{l}1 \\ 1\end{array}\right]$ are the coefficients of the discrete Fourier series that we denote as Morphogenetic Sources.

For

$$
\left[\begin{array}{ll}
0 & 0  \tag{54}\\
1 & 0 \\
0 & 1 \\
1 & 1
\end{array}\right]\left[\begin{array}{ll}
0 & 0 \\
1 & 0 \\
0 & 1 \\
1 & 1
\end{array}\right]^{T}=\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 \\
0 & 0 & 1 & 1 \\
0 & 1 & 1 & 2
\end{array}\right]
$$

We have

$$
F \otimes F=(-1)\left[\begin{array}{llll}
0 & 0 & 0 & 0  \tag{55}\\
0 & 1 & 0 & 1 \\
0 & 0 & 1 & 1 \\
0 & 1 & 1 & 2
\end{array}\right]=\left[\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & 1 & -1 & -1 \\
1 & -1 & 1 & -1 \\
1 & -1 & -1 & 1
\end{array}\right]
$$

Given the Boolean function AND that can write by the Boolean vector

$$
x A N D y=\left[\begin{array}{ll}
0 & 0  \tag{56}\\
1 & 0 \\
0 & 1 \\
1 & 1
\end{array}\right] \rightarrow\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right]
$$

The Fourier discrete transformation is

$$
\left[\begin{array}{cccc}
1 & 1 & 1 & 1  \tag{57}\\
1 & 1 & -1 & -1 \\
1 & -1 & 1 & -1 \\
1 & -1 & -1 & 1
\end{array}\right]\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right]=\left[\begin{array}{c}
1 \\
-1 \\
-1 \\
1
\end{array}\right]
$$

For XOR we have

$$
\left[\begin{array}{cccc}
1 & 1 & 1 & 1  \tag{58}\\
1 & 1 & -1 & -1 \\
1 & -1 & 1 & -1 \\
1 & -1 & -1 & 1
\end{array}\right]\left[\begin{array}{l}
0 \\
1 \\
1 \\
0
\end{array}\right]=\left[\begin{array}{c}
2 \\
0 \\
0 \\
-2
\end{array}\right]
$$

Remark At any Boolean function we can give a Fourier transformation. For example the Boolean function NOT have this Fourier transformation

$$
\left[\begin{array}{cc}
1 & 1  \tag{59}\\
1 & -1
\end{array}\right]\left[\begin{array}{l}
0 \\
1
\end{array}\right]=\left[\begin{array}{c}
1 \\
-1
\end{array}\right]
$$

For more complex Fourier transformation we have

$$
F=\left[\begin{array}{cccc}
\left(\omega^{0}\right)^{0} & \left(\omega^{0}\right)^{1} & \left(\omega^{0}\right)^{2} & \left(\omega^{0}\right)^{3}  \tag{60}\\
\left(\omega^{1}\right)^{0} & \left(\omega^{1}\right)^{1} & \left(\omega^{1}\right)^{2} & \left(\omega^{1}\right)^{3} \\
\left(\omega^{2}\right)^{0} & \left(\omega^{2}\right)^{1} & \left(\omega^{2}\right)^{2} & \left(\omega^{2}\right)^{3} \\
\left(\omega^{3}\right)^{0} & \left(\omega^{3}\right)^{1} & \left(\omega^{3}\right)^{2} & \left(\omega^{3}\right)^{3}
\end{array}\right]
$$

For
Where $\omega=e^{i \frac{2 \pi}{4}}=i$ we have

$$
F=\left[\begin{array}{cccc}
1 & 1 & 1 & 1  \tag{61}\\
1 & i & -1 & -i \\
1 & -1 & 1 & -1 \\
1 & -i & -1 & i
\end{array}\right]
$$

That can be obtained also in this way

$$
A=\left[\begin{array}{l}
0  \tag{62}\\
1 \\
2 \\
3
\end{array}\right]\left[\begin{array}{l}
0 \\
1 \\
2 \\
3
\end{array}\right]^{T}=\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 1 & 2 & 3 \\
0 & 2 & 4 & 6 \\
0 & 3 & 6 & 9
\end{array}\right]
$$

So

$$
F=(i)\left[\begin{array}{llll}
0 & 0 & 0 & 0  \tag{63}\\
0 & 1 & 2 & 3 \\
0 & 2 & 4 & 6 \\
0 & 3 & 6 & 9
\end{array}\right]=\left[\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & i & -1 & -i \\
1 & -1 & 1 & -1 \\
1 & -i & -1 & i
\end{array}\right]
$$

Given the Boolean function AND that can write by the Boolean vector

$$
A N D\left[\begin{array}{ll}
0 & 0  \tag{64}\\
1 & 0 \\
0 & 1 \\
1 & 1
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right]
$$

The Fourier discrete transformation is

$$
\left[\begin{array}{cccc}
1 & 1 & 1 & 1  \tag{65}\\
1 & i & -1 & -i \\
1 & -1 & 1 & -1 \\
1 & -i & -1 & i
\end{array}\right]\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right]=\left[\begin{array}{c}
1 \\
-i \\
-1 \\
i
\end{array}\right]
$$

For XOR we have

$$
\left[\begin{array}{cccc}
1 & 1 & 1 & 1  \tag{66}\\
1 & i & -1 & -i \\
1 & -1 & 1 & -1 \\
1 & -i & -1 & i
\end{array}\right]\left[\begin{array}{l}
0 \\
1 \\
1 \\
0
\end{array}\right]=\left[\begin{array}{c}
2 \\
i-1 \\
0 \\
-(i+1)
\end{array}\right]
$$

For two qubits we have the colon space representation of the entanglement (rows) and superposition (colons)

$$
\left[\begin{array}{ll}
0 & 0  \tag{67}\\
1 & 0 \\
0 & 1 \\
1 & 1
\end{array}\right] \equiv \alpha_{0}|00\rangle+\alpha_{1}|10\rangle+\alpha_{2}|01\rangle+\alpha_{3}|11\rangle
$$

And

$$
\left[\begin{array}{ll}
0 & 0  \tag{68}\\
1 & 0 \\
0 & 1 \\
1 & 1
\end{array}\right]\left[\begin{array}{ll}
0 & 0 \\
1 & 0 \\
0 & 1 \\
1 & 1
\end{array}\right]^{T}=\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 \\
0 & 0 & 1 & 1 \\
0 & 1 & 1 & 2
\end{array}\right]
$$

For $\omega=-1$ we have the expression

$$
(-1)^{r s}=(-1)\left[\begin{array}{llll}
0 & 0 & 0 & 0  \tag{69}\\
0 & 1 & 0 & 1 \\
0 & 0 & 1 & 1 \\
0 & 1 & 1 & 2
\end{array}\right]=\left[\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & -1 & 1 & -1 \\
1 & 1 & -1 & -1 \\
1 & -1 & -1 & 1
\end{array}\right]=\left[\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right] \otimes\left[\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right]=F \otimes F
$$

## 3 Quantum Computer Theorems and Connection with the Projection Operator

Given the input output structure (Fig. 14)


Fig. 14 Quantum computer unitary transformation with one qubit $|0\rangle$

```
\(H|0\rangle=\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle)\)
\(H|1\rangle=\frac{1}{\sqrt{2}}(|0\rangle-|1\rangle)\)
for
\(U_{f}|x\rangle|y\rangle=|x\rangle|y \oplus f(x)\rangle\)
\(P=U_{f}\left(\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle) \frac{1}{\sqrt{2}}(|0\rangle-|1\rangle)\right)\)
\(=\frac{1}{2} U_{f}\left((|0\rangle|0\rangle-|0\rangle|1\rangle+|1\rangle|0\rangle-|1\rangle|1\rangle)=\frac{1}{2}|0\rangle|0 \oplus f(0)\rangle-|0\rangle|0 \oplus f(1)\rangle+|1\rangle|1 \oplus f(0)\rangle-|1\rangle|1 \oplus f(1)\rangle\right.\)
```

We remark that

$$
\begin{equation*}
D=|0 \oplus f(1)\rangle-|1 \oplus f(0)\rangle=f(1)-(1-f(0))=f(1)+f(0)-1 \tag{71}
\end{equation*}
$$

Now we have that

$$
\begin{align*}
& \text { if }(0) \neq f(1) \text { then } \mathrm{D}=f(1)+f(0)-1=0 \\
& f(0)=f(1) \text { then } \mathrm{D}=f(1)+f(0)-1=1 \tag{72}
\end{align*}
$$

When we commute x with y the difference commute when if 0$) \neq f(1)$ and does not commute when if $(0)=f(1)$. Now with another H transformation we have

$$
\begin{align*}
Q= & H P=\frac{1}{2} H|0\rangle|0 \oplus f(0)\rangle-H|0\rangle|0 \oplus f(1)\rangle+H|1\rangle|1 \oplus f(0)\rangle-H|1\rangle|1 \oplus f(1)\rangle \\
= & \frac{1}{2 \sqrt{2}}[(|0\rangle+|1\rangle)|0 \oplus f(0)\rangle-(|0\rangle+|1\rangle)|0 \oplus f(1)\rangle+(|0\rangle-|1\rangle)|1 \oplus f(0)\rangle \\
& -(|0\rangle-|1\rangle)|1 \oplus f(1)\rangle \\
= & \frac{1}{2 \sqrt{2}}[|0\rangle|0 \oplus f(0)\rangle-|0\rangle|0 \oplus f(1)\rangle+|0\rangle|1 \oplus f(0)\rangle-|0\rangle|1 \oplus f(1)\rangle \\
& +\frac{1}{2 \sqrt{2}}[|1\rangle|0 \oplus f(0)\rangle-|1\rangle|0 \oplus f(1)\rangle-|1\rangle|1 \oplus f(0)\rangle+|1\rangle|1 \oplus f(1)\rangle \\
= & \frac{|0\rangle}{2 \sqrt{2}}[|0 \oplus f(0)\rangle-|0 \oplus f(1)\rangle+|1 \oplus f(0)\rangle-|1 \oplus f(1)\rangle \\
& +\frac{|1\rangle}{2 \sqrt{2}}[|0 \oplus f(0)\rangle-|0 \oplus f(1)\rangle-|1 \oplus f(0)\rangle+|1 \oplus f(1)\rangle \tag{73}
\end{align*}
$$

Now as we know if $f(0)=f(1)=0$ we have

$$
\begin{align*}
& \frac{|0\rangle}{2 \sqrt{2}}[|0 \oplus f(0)\rangle-|0 \oplus f(1)\rangle+|1 \oplus f(0)\rangle-|1 \oplus f(1)\rangle  \tag{74}\\
& \quad+\frac{|1\rangle}{2 \sqrt{2}}\left[|0 \oplus f(0)\rangle-|0 \oplus f(1)\rangle-|1 \oplus f(0)\rangle+|1 \oplus f(1)\rangle=-\frac{1}{\sqrt{2}}|0\rangle\right.
\end{align*}
$$

Now as we know if $f(0)=f(1)=1$ we have

$$
\begin{align*}
& \frac{|0\rangle}{2 \sqrt{2}}[|0 \oplus f(0)\rangle-|0 \oplus f(1)\rangle+|1 \oplus f(0)\rangle-|1 \oplus f(1)\rangle \\
& \quad+\frac{|1\rangle}{2 \sqrt{2}}\left[|0 \oplus f(0)\rangle-|0 \oplus f(1)\rangle-|1 \oplus f(0)\rangle+|1 \oplus f(1)\rangle=\frac{1}{\sqrt{2}}|0\rangle\right. \tag{75}
\end{align*}
$$

Now as we know if $f(0)=0, f(1)=1$ we have

$$
\begin{align*}
& \frac{|0\rangle}{2 \sqrt{2}}[|0 \oplus f(0)\rangle-|0 \oplus f(1)\rangle+|1 \oplus f(0)\rangle-|1 \oplus f(1)\rangle  \tag{76}\\
& \quad+\frac{|1\rangle}{2 \sqrt{2}}\left[|0 \oplus f(0)\rangle-|0 \oplus f(1)\rangle-|1 \oplus f(0)\rangle+|1 \oplus f(1)\rangle=-\frac{1}{\sqrt{2}}|1\rangle\right.
\end{align*}
$$

Now as we know if $f(0)=1, f(1)=0$ we have

$$
\begin{align*}
& \frac{|0\rangle}{2 \sqrt{2}}[|0 \oplus f(0)\rangle-|0 \oplus f(1)\rangle+|1 \oplus f(0)\rangle-|1 \oplus f(1)\rangle  \tag{77}\\
& \quad+\frac{|1\rangle}{2 \sqrt{2}}\left[|0 \oplus f(0)\rangle-|0 \oplus f(1)\rangle-|1 \oplus f(0)\rangle+|1 \oplus f(1)\rangle=\frac{1}{\sqrt{2}}|1\rangle\right.
\end{align*}
$$

Colon space image of the superposition and entangled in quantum Hilbert space Given the colon space

$$
S=\left[\begin{array}{llll}
a_{11} & a_{12} & \ldots & a_{1 n}  \tag{78}\\
a_{21} & a_{22} & \ldots & a_{2 n} \\
\ldots & \ldots & \ldots & \ldots \\
a_{m-1,1} & a_{m-1,2} & \ldots & a_{m-1, n} \\
a_{m, 1} & a_{m, 2} & \ldots & a_{m, n}
\end{array}\right] \equiv \alpha_{1}\left|a_{11} a_{12}, \ldots, a_{1 n}\right\rangle
$$

Deutsch problem by colon space

$$
S=\left[\begin{array}{ll}
0 & 1 \tag{1}
\end{array}\right] \equiv|01\rangle=|0\rangle|1\rangle
$$

$$
S=\left[\begin{array}{ll}
0 & 0  \tag{79}\\
0 & -1 \\
1 & 0 \\
1 & -1
\end{array}\right] \equiv|00\rangle-|01\rangle+|10\rangle-|11\rangle
$$

$$
S=\left[\begin{array}{cc}
0 & 0 \oplus f(0)  \tag{3}\\
0 & -(1 \oplus f(0)) \\
1 & 0 \oplus f(1) \\
1 & -(1 \oplus f(1))
\end{array}\right] \equiv|0\rangle|0 \oplus f(0)\rangle-|0\rangle|1 \oplus f(0)\rangle+|1\rangle|0 \oplus f(1)\rangle-|1\rangle|1 \oplus f(1)\rangle
$$

(4)

$$
\begin{align*}
& S= {\left[\begin{array}{ll}
0 & 0 \oplus f(0) \\
1 & 0 \oplus f(0) \\
0 & -(1 \oplus f(0)) \\
1 & -(1 \oplus f(0)) \\
0 & 0 \oplus f(1) \\
-1 & 0 \oplus f(1) \\
0 & -(1 \oplus f(1)) \\
-1 & -(1 \oplus f(1))
\end{array}\right] \equiv H|0\rangle|0 \oplus f(0)\rangle-H|0\rangle|1 \oplus f(0)\rangle+H|1\rangle|0 \oplus f(1)\rangle }  \tag{81}\\
& \quad-H|1\rangle|1 \oplus f(1)\rangle==(|0\rangle+|1\rangle)|0 \oplus f(0)\rangle-(|0\rangle+|1\rangle)|1 \oplus f(0)\rangle \\
&+(|0\rangle-|1\rangle)|0 \oplus f(1)\rangle-(|0\rangle-|1\rangle)|1 \oplus f(1)\rangle=w_{1}|0\rangle+w_{2}|1\rangle
\end{align*}
$$

Where

$$
\begin{align*}
& w_{1}=|0 \oplus f(0)\rangle-|1 \oplus f(0)\rangle+|0 \oplus f(1)\rangle-|1 \oplus f(1)\rangle=f(0)-(1-f(0))+f(1)-(1-f(1)) \\
& w_{2}=|0 \oplus f(0)\rangle-|1 \oplus f(0)\rangle-|0 \oplus f(1)\rangle+|1 \oplus f(1)\rangle=f(0)-(1-f(0))-f(1)+(1-f(1)) \tag{83}
\end{align*}
$$

## But

$$
\begin{align*}
& w_{1}=f(0)-(1-f(0))+f(1)-(1-f(1))=2(f(0)+f(1)-1) \\
& w_{2}=f(0)-(1-f(0))-f(1)+(1-f(1))=2(f(0)-f(1)) \tag{84}
\end{align*}
$$

Reverse of the Deutsch problem
Given the wanted weights or Morphogenetic Sources

$$
2\left[\begin{array}{c}
1  \tag{85}\\
0 \\
(f(0)+f(1)-1 \\
f(0)-f(1)
\end{array}\right]
$$

For which we can separate the situation where $f(0)=f(1)$, from $f(0) \neq f(1)$ in fact we have for $f(0)=f(1)$

$$
2\left[\begin{array}{c}
1  \tag{86}\\
0 \\
(f(0)+f(1)-1 \\
f(0)-f(1)
\end{array}\right]=2\left[\begin{array}{l}
1 \\
0 \\
1 \\
0
\end{array}\right], 2\left[\begin{array}{c}
1 \\
0 \\
(f(0)+f(1)-1 \\
f(0)-f(1)
\end{array}\right]=2\left[\begin{array}{c}
1 \\
0 \\
-1 \\
0
\end{array}\right]
$$

For $f(0) \neq f(1)$

$$
2\left[\begin{array}{c}
1  \tag{87}\\
0 \\
(f(0)+f(1)-1 \\
f(0)-f(1)
\end{array}\right]=2\left[\begin{array}{l}
1 \\
0 \\
0 \\
1
\end{array}\right], 2\left[\begin{array}{c}
1 \\
0 \\
(f(0)+f(1)-1 \\
f(0)-f(1)
\end{array}\right]=2\left[\begin{array}{c}
1 \\
0 \\
0 \\
-1
\end{array}\right]
$$

Now given the aim we want to come back to the vector $g$ for which

$$
\left[\begin{array}{cccc}
1 & 1 & 1 & 1  \tag{88}\\
1 & 1 & -1 & -1 \\
1 & -1 & 1 & -1 \\
1 & -1 & -1 & 0
\end{array}\right]\left[\begin{array}{l}
g_{1} \\
g_{2} \\
g_{3} \\
g_{4}
\end{array}\right]=2\left[\begin{array}{c}
1 \\
0 \\
1-(f(0)+f(1) \\
f(0)-f(1)
\end{array}\right]
$$

So we have

$$
\begin{align*}
& {\left[\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & 1 & -1 & -1 \\
1 & -1 & 1 & -1 \\
1 & -1 & -1 & 0
\end{array}\right]\left[\begin{array}{l}
g_{1} \\
g_{2} \\
g_{3} \\
g_{4}
\end{array}\right]=2\left[\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & 1 & -1 & -1 \\
1 & -1 & 1 & -1 \\
1 & -1 & -1 & 0
\end{array}\right]^{-1}\left[\begin{array}{c}
1 \\
0 \\
(f(0)+f(1)-1 \\
f(0)-f(1)
\end{array}\right]=} \\
& 2\left[\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & 1 & -1 & -1 \\
1 & -1 & 1 & -1 \\
1 & -1 & -1 & 0
\end{array}\right]^{T}\left[\begin{array}{c}
1 \\
0 \\
(f(0)+f(1)-1 \\
f(0)-f(1)
\end{array}\right]=\left[\begin{array}{c}
f(0) \\
1-f(0) \\
f(1) \\
1-f(1)
\end{array}\right]=\left[\begin{array}{c}
0 \oplus f(0) \\
1 \oplus f(0) \\
0 \oplus f(1) \\
1 \oplus f(1)
\end{array}\right] \tag{89}
\end{align*}
$$

In the previous expression we use the well known expression $a \oplus b=a \bar{b}+\bar{a} b$. With the previous reverse proves we give a motivation for the Deutsch oracle that we use in quantum computer. For a more general case we have (Fig. 15)


Fig. 15 Quantum computer unitary transformation with two qubits $|00\rangle$

$$
\begin{align*}
& W=H \otimes H=\left[\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & 1 & -1 & -1 \\
1 & -1 & 1 & -1 \\
1 & -1 & -1 & 0
\end{array}\right]\left[\begin{array}{l}
|00\rangle \\
|10\rangle \\
|01\rangle \\
|11\rangle
\end{array}\right]=\left[\begin{array}{l}
|00\rangle+|10\rangle+|01\rangle+|11\rangle \\
|00\rangle+|10\rangle-|01\rangle-|11\rangle \\
|00\rangle-|10\rangle+|01\rangle-|11\rangle \\
|00\rangle-|10\rangle-|01\rangle+|11\rangle
\end{array}\right] \\
& W|00\rangle=|00\rangle+|10\rangle+|01\rangle+|11\rangle \\
& H|1\rangle=|0\rangle-|1\rangle \\
& \text { for } \\
& |x\rangle|y\rangle=|00\rangle|1\rangle \\
& \begin{array}{l}
\left.P=W|00\rangle H|1\rangle=\left(\frac{1}{2 \sqrt{2}}|00\rangle+|10\rangle+|01\rangle+|11\rangle\right)(|0\rangle-|1\rangle)\right) \\
\frac{1}{2 \sqrt{2}} U_{f}(|00\rangle|0\rangle+|10\rangle|0\rangle+|01\rangle|0\rangle+|11\rangle|0\rangle)-(|00\rangle|1\rangle+|10\rangle|1\rangle+|01\rangle|1\rangle+|11\rangle|1\rangle) \\
\left.=\frac{1}{2 \sqrt{2}}|00\rangle|0 \oplus f(0,0)\rangle+|10\rangle|0 \oplus f(1,0)\rangle+|01\rangle|0 \oplus f(0,1)\rangle+|11\rangle|0 \oplus f(1,1)\rangle\right) \\
\quad-(|00\rangle|1 \oplus f(0,0)\rangle+ \\
\quad+|10\rangle|1 \oplus f(1,0)\rangle+|01\rangle|1 \oplus f(0,1)\rangle+|11\rangle|1 \oplus f(1,1)\rangle)
\end{array}
\end{align*}
$$

And

$$
\begin{align*}
& \frac{1}{2 \sqrt{2}} W|00\rangle|0 \oplus f(0,0)\rangle+W|10\rangle|0 \oplus f(1,0)\rangle+W|01\rangle|0 \oplus f(0,1)\rangle \\
& \quad+W|11\rangle|0 \oplus f(1,1)\rangle)-(W|00\rangle|1 \oplus f(0,0)\rangle+  \tag{91}\\
& \quad+W|10\rangle|1 \oplus f(1,0)\rangle+W|01\rangle|1 \oplus f(0,1)\rangle+W|11\rangle|1 \oplus f(1,1)\rangle)
\end{align*}
$$

Is

$$
\begin{align*}
& \frac{1}{2 \sqrt{2}}(|00\rangle+|10\rangle+|01\rangle+|11\rangle)|0 \oplus f(0,0)\rangle+(|00\rangle+|10\rangle-|01\rangle-|11\rangle)|0 \oplus f(1,0)\rangle \\
& \quad+(|00\rangle-|10\rangle+|01\rangle-|11\rangle)|0 \oplus f(0,1)\rangle+(|00\rangle-|10\rangle-|01\rangle+|11\rangle|0 \oplus f(1,1)\rangle) \\
& \quad-(|00\rangle+|10\rangle+|01\rangle+|11\rangle)|1 \oplus f(0,0)\rangle-(|00\rangle+|10\rangle-|01\rangle-|11\rangle)|1 \oplus f(1,0)\rangle+ \\
& \quad-(|00\rangle-|10\rangle+|01\rangle-|11\rangle)|1 \oplus f(0,1)\rangle-(|00\rangle-|10\rangle-|01\rangle+|11\rangle)|1 \oplus f(1,1)\rangle) \tag{92}
\end{align*}
$$

So we have

$$
\begin{aligned}
& S= \frac{1}{2 \sqrt{2}}|00\rangle[|0 \oplus f(0,0)\rangle+|0 \oplus f(1,0)\rangle+|0 \oplus f(0,1)\rangle+|0 \oplus f(1,1)\rangle)-|1 \oplus f(0,0)\rangle+ \\
&\quad-|1 \oplus f(1,0)\rangle-|1 \oplus f(0,1)\rangle-|1 \oplus f(1,1)\rangle]+ \\
&|10\rangle[|0 \oplus f(0,0)\rangle+|0 \oplus f(1,0)\rangle-|0 \oplus f(0,1)\rangle-|0 \oplus f(1,1)\rangle) \\
&\quad-|1 \oplus f(0,0)\rangle-|1 \oplus f(1,0)\rangle+|1 \oplus f(0,1)\rangle+|1 \oplus f(1,1)\rangle]+ \\
&|01\rangle[|0 \oplus f(0,0)\rangle-|0 \oplus f(1,0)\rangle+|0 \oplus f(0,1)\rangle-|0 \oplus f(1,1)\rangle) \\
& \quad-|1 \oplus f(0,0)\rangle|1 \oplus f(1,0)\rangle+ \\
& \quad-|1 \oplus f(0,1)\rangle+|1 \oplus f(1,1)\rangle)+ \\
&|11\rangle[|0 \oplus f(0,0)\rangle-|0 \oplus f(1,0)\rangle-|0 \oplus f(0,1)\rangle+|0 \oplus f(1,1)\rangle) \\
&\quad-|1 \oplus f(0,0)\rangle+|1 \oplus f(1,0)\rangle+|1 \oplus f(0,1)\rangle-|1 \oplus f(1,1)\rangle)
\end{aligned}
$$

For
$\left[\begin{array}{l}0 \oplus f(0,0) \\ 1 \oplus f(0,0) \\ 0 \oplus f(1,0) \\ 1 \oplus f(1,0) \\ 0 \oplus f(0,1) \\ 1 \oplus f(0,1) \\ 0 \oplus f(1,1) \\ 1 \oplus f(1,1)\end{array}\right]=\left[\begin{array}{l}f(0,0) \\ 1-f(0,0) \\ f(1,0) \\ 1-f(1,0) \\ f(0,1) \\ 1-f(0,1) \\ f(1,1) \\ 1-f(1,1)\end{array}\right]$

We have

$$
\begin{align*}
& S=\frac{1}{2 \sqrt{2}}[(-4+2(f(0,0)+f(1,0)+f(0,1)+f(1,1)|00\rangle+2(f(0,0) \\
& \quad \quad-f(1,0)-f(0,1)+f(1,1)|10\rangle \\
& 2(-f(0,0)+f(1,0)+f(0,1)-f(1,1)|01\rangle+2(-f(0,0)-f(1,0)+f(0,1)+f(1,1)|11\rangle] \tag{95}
\end{align*}
$$

That can write in this direct way

$$
\begin{align*}
W=(H \otimes H \otimes H)\left|y \oplus f\left(x_{1} \cdot x_{2}\right)\right\rangle= & {\left[\begin{array}{llllllll}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 \\
1 & 1 & -1 & -1 & 1 & 1 & -1 & -1 \\
1 & -1 & -1 & 1 & 1 & -1 & -1 & 1 \\
1 & 1 & 1 & 1 & -1 & -1 & -1 & -1 \\
1 & -1 & 1 & -1 & -1 & 1 & -1 & 1 \\
1 & 1 & -1 & -1 & -1 & -1 & 1 & 1 \\
1 & -1 & -1 & 1 & -1 & 1 & 1 & -1
\end{array}\right]\left[\begin{array}{l}
0 \oplus f(0,0) \\
1 \oplus f(0,0) \\
0 \oplus f(1,0) \\
1 \oplus f(1,0) \\
0 \oplus f(0,1) \\
1 \oplus f(0,1) \\
0 \oplus f(1,1) \\
1 \oplus f(1,1)
\end{array}\right] } \\
& =\left[\begin{array}{l}
f(0,0) \\
1-f(0,0) \\
f(1,0) \\
1-f(1,0) \\
f(0,1) \\
1-f(0,1) \\
f(1,1) \\
1-f(1,1)
\end{array}\right] \\
= & {\left[\begin{array}{l}
4 \\
2 f(0,0)+2 f(1,0)+2 f(0,1)+2 f(1,1)-4 \\
0 \\
2 f(0,0)-2 f(1,0)+2 f(0,1)-2 f(1,1) \\
0 \\
2 f(0,0)+2 f(1,0)-2 f(0,1)-2 f(1,1) \\
0 \\
2 f(0,0)-2 f(1,0)-2 f(0,1)+2 f(1,1)
\end{array}\right] } \tag{96}
\end{align*}
$$

where we can see the transformation and functions. Boolean functions in quantum computer. Boolean functions and Deutsch problem

$$
\begin{align*}
& \text { For }\left[\begin{array}{l}
f(0,0) \\
f(1,0) \\
f(0,1) \\
f(1,1)
\end{array}\right]=\left[\begin{array}{l}
1 \\
1 \\
1 \\
1
\end{array}\right] \text { we have }\left[\begin{array}{c}
2 f(0,0)+2 f(1,0)+2 f(0,1)+2 f(1,1)-4 \\
2 f(0,0)-2 f(1,0)+2 f(0,1)-2 f(1,1) \\
2 f(0,0)+2 f(1,0)-2 f(0,1)-2 f(1,1) \\
2 f(0,0)-2 f(1,0)-2 f(0,1)+2 f(1,1)
\end{array}\right]=\left[\begin{array}{l}
4 \\
0 \\
0 \\
0
\end{array}\right] \\
& \text { For }\left[\begin{array}{l}
f(0,0) \\
f(1,0) \\
f(0,1) \\
f(1,1)
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
0 \\
0
\end{array}\right] \text { we have }\left[\begin{array}{c}
2 f(0,0)+2 f(1,0)+2 f(0,1)+2 f(1,1)-4 \\
2 f(0,0)-2 f(1,0)+2 f(0,1)-2 f(1,1) \\
2 f(0,0)+2 f(1,0)-2 f(0,1)-2 f(1,1) \\
2 f(0,0)-2 f(1,0)-2 f(0,1)+2 f(1,1)
\end{array}\right]=\left[\begin{array}{c}
-4 \\
0 \\
0 \\
0
\end{array}\right] \\
& \text { For }\left[\begin{array}{l}
f(0,0) \\
f(1,0) \\
f(0,1) \\
f(1,1)
\end{array}\right]=\left[\begin{array}{l}
0 \\
1 \\
0 \\
1
\end{array}\right] \text { we have }\left[\begin{array}{c}
2 f(0,0)+2 f(1,0)+2 f(0,1)+2 f(1,1)-4 \\
2 f(0,0)-2 f(1,0)+2 f(0,1)-2 f(1,1) \\
2 f(0,0)+2 f(1,0)-2 f(0,1)-2 f(1,1) \\
2 f(0,0)-2 f(1,0)-2 f(0,1)+2 f(1,1)
\end{array}\right]=\left[\begin{array}{c}
0 \\
-4 \\
0 \\
0
\end{array}\right] \\
& \text { For }\left[\begin{array}{l}
f(0,0) \\
f(1,0) \\
f(0,1) \\
f(1,1)
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
1 \\
1
\end{array}\right] \text { we have }\left[\begin{array}{c}
2 f(0,0)+2 f(1,0)+2 f(0,1)+2 f(1,1)-4 \\
2 f(0,0)-2 f(1,0)+2 f(0,1)-2 f(1,1) \\
2 f(0,0)+2 f(1,0)-2 f(0,1)-2 f(1,1) \\
2 f(0,0)-2 f(1,0)-2 f(0,1)+2 f(1,1)
\end{array}\right]=\left[\begin{array}{c}
0 \\
0 \\
-4 \\
0
\end{array}\right] \\
& \text { For }\left[\begin{array}{l}
f(0,0) \\
f(1,0) \\
f(0,1) \\
f(1,1)
\end{array}\right]=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right]\left[\begin{array}{l}
0 \\
1 \\
0 \\
1
\end{array}\right]=\left[\begin{array}{l}
0 \\
1 \\
1 \\
0
\end{array}\right]=x \oplus y w e \text { have } \\
& {\left[\begin{array}{c}
2 f(0,0)+2 f(1,0)+2 f(0,1)+2 f(1,1)-4 \\
2 f(0,0)-2 f(1,0)+2 f(0,1)-2 f(1,1) \\
2 f(0,0)+2 f(1,0)-2 f(0,1)-2 f(1,1) \\
2 f(0,0)-2 f(1,0)-2 f(0,1)+2 f(1,1)
\end{array}\right]=\left[\begin{array}{c}
0 \\
0 \\
0 \\
-4
\end{array}\right]} \tag{97}
\end{align*}
$$

Given the strings $u=\left[\begin{array}{l}0 \\ 0\end{array}\right],\left[\begin{array}{l}1 \\ 0\end{array}\right],\left[\begin{array}{l}0 \\ 1\end{array}\right],\left[\begin{array}{l}1 \\ 1\end{array}\right]$

And the functions

$$
\begin{aligned}
& f_{u}=x u \\
& \text { So }
\end{aligned}
$$

$$
f_{0}=\left[\begin{array}{ll}
0 & 0  \tag{99}\\
1 & 0 \\
0 & 1 \\
1 & 1
\end{array}\right]\left[\begin{array}{l}
0 \\
0
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
0 \\
0
\end{array}\right], f_{1}=\left[\begin{array}{ll}
0 & 0 \\
1 & 0 \\
0 & 1 \\
1 & 1
\end{array}\right]\left[\begin{array}{l}
1 \\
0
\end{array}\right]=\left[\begin{array}{l}
0 \\
1 \\
0 \\
1
\end{array}\right]
$$

$$
f_{2}=\left[\begin{array}{ll}
0 & 0 \\
1 & 0 \\
0 & 1 \\
1 & 1
\end{array}\right]\left[\begin{array}{l}
0 \\
1
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
1 \\
1
\end{array}\right], f_{3}=\left[\begin{array}{ll}
0 & 0 \\
1 & 0 \\
0 & 1 \\
1 & 1
\end{array}\right]\left[\begin{array}{l}
1 \\
1
\end{array}\right]=\bmod (2)\left[\begin{array}{l}
0 \\
1 \\
1 \\
2
\end{array}\right] \equiv\left[\begin{array}{l}
0 \\
1 \\
1 \\
0
\end{array}\right]
$$

So given for example

$$
u=\left[\begin{array}{l}
1  \tag{100}\\
0
\end{array}\right]
$$

We have
For $\left[\begin{array}{l}f(0,0) \\ f(1,0) \\ f(0,1) \\ f(1,1)\end{array}\right]=\left[\begin{array}{l}0 \\ 0 \\ 1 \\ 1\end{array}\right]$ we have $\left[\begin{array}{c}2 f(0,0)+2 f(1,0)+2 f(0,1)+2 f(1,1)-4 \\ 2 f(0,0)-2 f(1,0)+2 f(0,1)-2 f(1,1) \\ 2 f(0,0)+2 f(1,0)-2 f(0,1)-2 f(1,1) \\ 2 f(0,0)-2 f(1,0)-2 f(0,1)+2 f(1,1)\end{array}\right]=\left[\begin{array}{c}0 \\ 0 \\ -4 \\ 0\end{array}\right]$
and
$\psi_{u}=-4|01\rangle$

So with one query we know the value of $u$. This is the explicit expression of the Bernstein Varizani Theorm.

Another extension can be the Nagata multifunction parallel computation.
For

$$
\begin{equation*}
f(x, y)=x g(a) \tag{102}
\end{equation*}
$$

Where

$$
\begin{equation*}
g: R \rightarrow\{0,1\} \tag{103}
\end{equation*}
$$

Among the Boolean function we have this basis elements

$$
|00\rangle=\left|g_{1} g_{1}\right\rangle=\left[\begin{array}{l}
1  \tag{104}\\
1 \\
1 \\
1
\end{array}\right],|10\rangle=\left|g_{2} g_{1}\right\rangle\left[\begin{array}{l}
0 \\
1 \\
0 \\
1
\end{array}\right],|01\rangle=\left|g_{1} g_{2}\right\rangle=\left[\begin{array}{l}
0 \\
0 \\
1 \\
1
\end{array}\right],|11\rangle=\left|g_{2} g_{2}\right\rangle=\left[\begin{array}{l}
0 \\
1 \\
1 \\
0
\end{array}\right]
$$

The superposition of the four states we have

$$
\begin{equation*}
\psi(x, y)=c_{1}|00\rangle+c_{2}|10\rangle+c_{3}|10\rangle+c_{4}|10\rangle \tag{105}
\end{equation*}
$$

For the non balance Boolean function with odd number of 1 we cannot reduce the wave function to one state but we have a superposition of the states.

Projection operator
The first idea is to transform the n inputs in n vectors which have at the maximum the dimension $2^{n}$ and a output vector that give us all possible output in one vector. For example given two inputs with values one or zero, we have all possible inputs in this two vectors in $A=\left[\begin{array}{ll}0 & 0 \\ 1 & 0 \\ 0 & 1 \\ 1 & 1\end{array}\right]$, the matrix A is denoted as the colon space $S$ spanned by two vectors. The colon space will be given by the superposition of the input vectors

$$
S=w_{1}\left[\begin{array}{l}
0  \tag{106}\\
1 \\
0 \\
1
\end{array}\right]+w_{2}\left[\begin{array}{l}
0 \\
0 \\
1 \\
1
\end{array}\right]
$$

where $w_{1}, w_{2}$ are the coordinates of one point inside the plane defined by the two vectors in A . We remark that because $\mathrm{n}=2$ the dimension of the input vectors is $2^{2}=4$. The output is again a vector in the same 4 dimensional space 4 . The output is a point in the 4 dimensional space. For example with $Y=\left[\begin{array}{l}0 \\ 0 \\ 0 \\ 1\end{array}\right]$, this vector in the digital computer is the AND that is true only for the input $(1,1)$ and zero for the other three inputs. So we have

$$
\left[\begin{array}{ll}
0 & 0  \tag{107}\\
1 & 0 \\
0 & 1 \\
1 & 1
\end{array}\right] \rightarrow\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right]=X \wedge Y
$$

In the digital gate theory we define basic Boolean operators as AND, OR, and NOR or in more simple way we can define only one Boolean operator as NAND by which we can built all possible complex expressions for any Boolean function. Now given a Boolean function to found the Boolean expression by the basic element is a very difficult problem that in general is a non polynomial complexity or PN. Now we change the point of view and we establish an algebraic connection between the Inputs vectors A and the output Y in this way.

$$
\begin{equation*}
A w=Y \tag{108}
\end{equation*}
$$

where $w$ are the parameters that from the input A generate the output Y. After we will show that w are the neural weights. The Eq. (107) give the desired vector Y as a linear combination of the inputs. For the AND logic operator we have

$$
\left[\begin{array}{ll}
0 & 0  \tag{109}\\
1 & 0 \\
0 & 1 \\
1 & 1
\end{array}\right]\left[\begin{array}{l}
w_{1} \\
w_{2}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right]
$$

As we can see the (107) and (108) cannot be solved to obtain the wanted parameters w. So we must change the (107) in this way

$$
\begin{align*}
& A^{T} A w=A^{T} Y, \\
& w=\left(A^{T} A\right)^{-1} A^{T} Y \tag{110}
\end{align*}
$$

For the case (108) we have

$$
w=\left(A^{T} A\right)^{-1} A^{T} Y=\left[\begin{array}{c}
\frac{1}{3}  \tag{111}\\
\frac{1}{3}
\end{array}\right]
$$

With $w$ we can compute the projection $Q Y$ of $Y$ into the input world $A$ by (107).

$$
\begin{equation*}
A w=A\left(A^{T} A\right)^{-1} A^{T} Y=Q Y \tag{112}
\end{equation*}
$$

The operator Q is the projection because we have

$$
\begin{equation*}
Q^{2} Y=A\left(A^{T} A\right)^{-1} A^{T} A\left(A^{T} A\right)^{-1} A^{T} Y=A\left(A^{T} A\right)^{-1} A^{T} Y \tag{113}
\end{equation*}
$$

The projection of the projection is again a projection. Geometric example

Fig. 16 Colon space of the two vectors $A_{1}, A_{2}$ and the Boolean function Y. Y is projected into the two dimensional space by the projection operator


Fig. 17 Projection of Y into the colon space


For

$$
A_{1}=\left[\begin{array}{c}
\frac{1}{2}  \tag{114}\\
1
\end{array}\right], A_{2}=\left[\begin{array}{l}
1 \\
0
\end{array}\right], A=\left[\begin{array}{ll}
\frac{1}{2} & 1 \\
1 & 0
\end{array}\right], Y=\left[\begin{array}{l}
1 \\
1
\end{array}\right]
$$

We have (Fig. 16)
For the projection operator we have

$$
w=\left(A^{T} A\right)^{-1} A^{T} Y=\left(\left[\begin{array}{ll}
\frac{1}{2} & 1  \tag{115}\\
1 & 0
\end{array}\right]^{T}\left[\begin{array}{cc}
\frac{1}{2} & 1 \\
1 & 0
\end{array}\right]\right)^{-1}\left[\begin{array}{ll}
\frac{1}{2} & 1 \\
1 & 0
\end{array}\right]^{T}\left[\begin{array}{l}
1 \\
1
\end{array}\right]=\left[\begin{array}{l}
1 \\
\frac{1}{2}
\end{array}\right]
$$

So we have

$$
w=\left(A^{T} A\right)^{-1} A^{T} Y=Q Y=\left[\begin{array}{l}
1  \tag{116}\\
\frac{1}{2}
\end{array}\right]
$$

and

$$
A w=A\left(A^{T} A\right)^{-1} A^{T} Y=Q Y=\left[\begin{array}{l}
\frac{1}{2}  \tag{117}\\
1
\end{array}\right]+\frac{1}{2}\left[\begin{array}{l}
1 \\
0
\end{array}\right]=\left[\begin{array}{l}
1 \\
1
\end{array}\right]
$$

For the vector sum we have that (Fig. 17)

Fig. 18 Projection of Y into the two dimensional space


$$
Y=w_{1}\left[\begin{array}{l}
\frac{1}{2}  \tag{118}\\
1
\end{array}\right]+w_{2}\left[\begin{array}{l}
1 \\
0
\end{array}\right]=1\left[\begin{array}{l}
\frac{1}{2} \\
1
\end{array}\right]+\frac{1}{2}\left[\begin{array}{l}
1 \\
0
\end{array}\right]=\left[\begin{array}{l}
1 \\
1
\end{array}\right]
$$

In three dimension we have (Fig. 18)
The inputs A define a subspace of the vectors space. Any Y in the vector space is projected into the space of the inputs. For the example 1 we have

$$
Q Y=A w=\left[\begin{array}{cc}
0 & 0  \tag{119}\\
1 & 0 \\
0 & 1 \\
1 & 1
\end{array}\right]\left[\begin{array}{l}
\frac{1}{3} \\
\frac{1}{3}
\end{array}\right]=\frac{1}{3}\left[\begin{array}{c}
0 \\
1 \\
0 \\
1
\end{array}\right]+\frac{1}{3}\left[\begin{array}{l}
0 \\
0 \\
1 \\
1
\end{array}\right]=w_{1} A_{1}+w_{2} A_{2}=\left[\begin{array}{c}
0 \\
\frac{1}{3} \\
\frac{1}{3} \\
\frac{2}{3}
\end{array}\right], \mathrm{Y}=\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right]
$$

Where the vector space has four dimensions and the input space has two dimensions embedded in the four dimensional space. The two weights are the two component of the projection of Y into the two dimensional subspace of the inputs.

## 4 Conclusion

In Turing Machine input output and states form a system. When system is in one state the input is transformed in output. Local and sequential process is the ordinary computation in Turing machine and in the language for the digital computer. The software is built to connect all different sequential computations (statements) in a way that the final result will be the solution of our problem. The problem with digital computer is to build a code that will be useful for our purpose. Also if the digital computer can solve a lot of problems when we compare the efficiency of the digital computer with the efficiency of the brain we remark a huge difference in the two type of computation. Brain can solve problems that digital computer cannot. But how is the explanation of this very high brain efficiency? When we study the
brain we can see that is compose by elements denoted neurons. Any neurons receive a lot of inputs, make weighted linear combination, with threshold give its reply. Any input can be one or zero n inputs have all possible value of the Boolean vector with dimension $n$. For two inputs we have $(0,0),(1,0),(0,1),(1,1)$ possible inputs. So for first input has this possible inputs 0101, the second inputs has the possible inputs 0011 . The first input has the morphogenetic field 0101, the second has the morphogenetic field 0011. The weights are the Morphogenetic sources or strength of the fields. Given the wanted field in a Boolean form, we project this field into the inputs fields and we compute the weights or morphogenetic sources. The superposition of the input fields generate the neuron field that with the threshold is can be the wanted field. If the wanted field is incompatible with the input field we have a method to enlarge the number of inputs in a way to obtain a set of input fields compatible with the wanted field and we solve the neuron problem. In quantum mechanics we make the same process where we have the basis quantum state for n qubits. The problem in quantum mechanics is to classify sets of functions by a quantum measure as projection of a vector into one particular state that is the key to recognize by one query the property of the function or the values of the functions. In this case we select one and only one Morphogenetic source among others in a way to know the researched property. We also explain the meaning of the entanglement and Morphogenetic synchronic process as the global property to eliminate local contradiction in hidden variables by the explanation of the Coker Specher theorems. At the end we can also use the wave basis functions to reverse the physical process that from the sources generate the field. So when we know the field we can came back to compute the Morphogenetic sources and at the end in a physical domain obtain the wanted field. All different applications put in evidence one method denoted projection method that in a global way collect all the local knowledge in fields that with linear aggregation can give the solution of our problems. The Morphogenetic sources are used in holographic process to simulate from two dimension the three dimension. We know that in the global morphogenetic field the information is diffuse in all the reference space so the information is robust to external noise we can also find the same information also in one part of the reference space. In conclusion the Morphogenetic computing we eliminate the stressing work of the creation of the codes and in the same time errors or contradictions are eliminate in the generation of the morpho by the Morphogenetic sources.
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# Morphogenetic Sources in Quantum, Neural and Wave Fields: Part 2 

G. Resconi, K. Nagata, O. Tarawneh and Ahmed Farouk


#### Abstract

Neural network and quantum computer have the same conceptual structure similar to Huygens sources in the wave field generation. Any point of the space is a source with different intensity of waves that transport information in all the space where are superposed in a complex way to generate the wave field. In wave theory this sources are denoted Huygens sources. The morphogenetic field is the wave field generate by computed sources that are designed in a way to transform the original field in a wanted field to satisfy wanted property. The morphogenetic computation is this type of global computation by sources like Huygens sources that in parallel and synchronic way give us the designed field. So the intensity of the sources must be computed a priory before the morphogenetic effective computation in a way to have an entanglement of the sources that in the same time compute the field. If we cannot design the sources a priory and we want generate the field by a recursion process we enter easily in a deadlock state for which one source generate local wanted field that destroy the generation of another local field. So we have a contradiction between the action of different non entangled sources that cannot generate all the wanted field. In neural network we have the superposition of the input vectors in quantum mechanics we have the superposition of the states. In the neural network the intensity of the sources are the neural weights and the threshold. In quantum mechanics the intensity of the sources are the coefficients of the quantum states superposition. To design neural sources intensity (weights) we use the matrix of all possible inputs by which


[^14]we can define all possible outputs. In the design neural network we cannot use the simple theory of input output but all the past or future input output are used. Space and time is not important in the design the network more important is to use the space of all possible input and output. The same in the quantum computer where we must design the unitary transformation for which only one wanted state coefficient is different from zero all the other coefficients are put to zero. In this way we can select among a huge possible states any one wanted state solution of our problem. In this scheme we include Deutsch problems, Berstein Varizani theorem and Nagata parallel function computing. The difference between quantum computer and neural network is that in quantum computer the basis is the oracle square matrix without any threshold and contradiction. In neural network the basis is a rectangular matrix of possible input with possible contradiction and threshold. So in neural network is necessary first to enlarge the basis in a way to solve with the minimum enlargement the contradiction and after use the threshold to reduce the complexity of the input basis. In the one step neural method we compute the parameters in one step as in quantum computer we use one query is used to generate the wanted result by a unitary matrix. To select wanted result in quantum computer and to obtain the wanted function in neural network, we use the projection operator method for non orthogonal states as oracle and inputs in quantum computer and neural network. Coker Specher theorem is revised in the light of the projection operator. In fact projection operator can select in a superposition one and only one element. Now when we have many basis with elements in common the local projection can enter in conflict with other connected basis projections. This put up in evidence that quantum computer and neural computer include contradiction or conflict. So before any computation we must solve the contradiction itself by the entangled projection method.

## 1 Introduction

Quantum computer has no contradiction because any time transformation (unitary transformation) of the Hilbert space the input and the output can be reversed. In quantum computer we use the projection operator into a space that include the wave function that Fot Coker Specher theorems quantum computer can have conflicts only for a set of connected set of basis. Neural computer has contradiction because we cannot reverse the input output transformation (projection operator). So the quantum computer and the neural computation are complementary one with the other. When we try to reduce the quantum computer to an ordinary computer or a neural computer we must introduce hidden variables that create contradictions shown in KS and Bell paradoxes. So quantum computer has no locality (entanglement) no direction in a particular space (in fact is all the universe that change in time but not an individual particle), All cells or states in the quantum computer are computed as one entity in a superposition state (coherent cells state as in laser). Probability to found the same cell is in any place different from zero (non locality). In the superposition state that cells (states) can interfere in a negative way to eliminate any probability to see the cell itself. In classical computer the
superposition and interference are an intrinsic contradictory condition because how is the meaning to have the same particle or cell in two different positions or how is the meaning of two memory cells to have. By way of 2017, the improvement and growth of a real quantum computer is still in early stages but many poetical and theoretical experimentations were implemented by many research groups [1-23]. In conclusion the identity of one cell is not sure in the quantum computer.

## 2 Oracle in Quantum Computer and Projection Operator

Given the equation

$$
\begin{equation*}
A x=y \tag{1}
\end{equation*}
$$

We have the solution

$$
\begin{align*}
& A^{T} A x=A^{T} y \\
& \text { and }  \tag{2}\\
& x=\left(A^{T} A\right)^{-1} A^{T} y
\end{align*}
$$

When A is a square matrix with determinant different from zero we have

$$
\begin{equation*}
x=A^{-1}\left(A^{T}\right)^{-1} A^{T} y=A^{-1} y \tag{3}
\end{equation*}
$$

In quantum mechanics given the Oracle matrix

$$
A=\left[\begin{array}{llll}
1 & 0 & 0 & 0  \tag{4}\\
1 & 1 & 0 & 1 \\
1 & 0 & 1 & 1 \\
1 & 1 & 1 & 0
\end{array}\right]=\left[\begin{array}{llll}
1 & x & y & x \oplus y
\end{array}\right]
$$

And

$$
y=\left[\begin{array}{l}
f(0,0)  \tag{5}\\
f(1,0) \\
f(0,1) \\
f(1,1)
\end{array}\right]
$$

We have

$$
x=A^{-1} y=\frac{1}{2}\left[\begin{array}{c}
2 f(0,0)  \tag{6}\\
-f(0,0)+f(0,1)-f(1,0)+f(1,1) \\
-f(0,0)-f(0,1)+f(1,0)+f(1,1) \\
-f(0,0)+f(0,1)+f(1,0)-f(1,1)
\end{array}\right]
$$

For which we have for $f(x, y)=1, \operatorname{or} f(x, y)=0$ that are the constant function with value 1 or 0 we have

$$
x=A^{-1} y=\frac{1}{2}\left[\begin{array}{c}
2 f(0,0)  \tag{7}\\
-f(0,0)+f(0,1)-f(1,0)+f(1,1) \\
-f(0,0)-f(0,1)+f(1,0)+f(1,1) \\
-f(0,0)+f(0,1)+f(1,0)-f(1,1)
\end{array}\right]=\left[\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right]
$$

And

$$
A x=1\left[\begin{array}{l}
1  \tag{8}\\
1 \\
1 \\
1
\end{array}\right]+0\left[\begin{array}{l}
0 \\
1 \\
0 \\
1
\end{array}\right]+0\left[\begin{array}{l}
0 \\
0 \\
1 \\
1
\end{array}\right]+0\left[\begin{array}{l}
0 \\
1 \\
1 \\
0
\end{array}\right]
$$

In the Dirac symbolism we have

$$
\begin{equation*}
\psi=1|00\rangle+0|10\rangle+0|01\rangle+0|11\rangle \tag{9}
\end{equation*}
$$

For which we have for $f(x, y)=x$

$$
x=A^{-1} y=\frac{1}{2}\left[\begin{array}{c}
2 f(0,0)  \tag{10}\\
-f(0,0)+f(0,1)-f(1,0)+f(1,1) \\
-f(0,0)-f(0,1)+f(1,0)+f(1,1) \\
-f(0,0)+f(0,1)+f(1,0)-f(1,1)
\end{array}\right]=\left[\begin{array}{l}
0 \\
1 \\
0 \\
0
\end{array}\right]
$$

And

$$
A x=0\left[\begin{array}{l}
1  \tag{11}\\
1 \\
1 \\
1
\end{array}\right]+1\left[\begin{array}{l}
0 \\
1 \\
0 \\
1
\end{array}\right]+0\left[\begin{array}{l}
0 \\
0 \\
1 \\
1
\end{array}\right]+0\left[\begin{array}{l}
0 \\
1 \\
1 \\
0
\end{array}\right]
$$

For which we have for $f(x, y)=y$

$$
x=A^{-1} y=\frac{1}{2}\left[\begin{array}{c}
2 f(0,0)  \tag{12}\\
-f(0,0)+f(0,1)-f(1,0)+f(1,1) \\
-f(0,0)-f(0,1)+f(1,0)+f(1,1) \\
-f(0,0)+f(0,1)+f(1,0)-f(1,1)
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
1 \\
0
\end{array}\right]
$$

And

$$
A x=0\left[\begin{array}{l}
1  \tag{13}\\
1 \\
1 \\
1
\end{array}\right]+0\left[\begin{array}{l}
0 \\
1 \\
0 \\
1
\end{array}\right]+1\left[\begin{array}{l}
0 \\
0 \\
1 \\
1
\end{array}\right]+0\left[\begin{array}{l}
0 \\
1 \\
1 \\
0
\end{array}\right]
$$

For which we have for $f(x, y)=x \oplus y$

$$
x=A^{-1} y=\frac{1}{2}\left[\begin{array}{c}
2 f(0,0)  \tag{14}\\
-f(0,0)+f(0,1)-f(1,0)+f(1,1) \\
-f(0,0)-f(0,1)+f(1,0)+f(1,1) \\
-f(0,0)+f(0,1)+f(1,0)-f(1,1)
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right]
$$

And

$$
A x=0\left[\begin{array}{l}
1  \tag{15}\\
1 \\
1 \\
1
\end{array}\right]+0\left[\begin{array}{l}
0 \\
1 \\
0 \\
1
\end{array}\right]+0\left[\begin{array}{l}
0 \\
0 \\
1 \\
1
\end{array}\right]+1\left[\begin{array}{l}
0 \\
1 \\
1 \\
0
\end{array}\right]
$$

The coefficients $(0,0,0,1)$ are the Morphogenetic sources that select one and only one state. Because the coefficients

$$
x=A^{-1} y=\frac{1}{2}\left[\begin{array}{c}
2 f(0,0)  \tag{16}\\
-f(0,0)+f(0,1)-f(1,0)+f(1,1) \\
-f(0,0)-f(0,1)+f(1,0)+f(1,1) \\
-f(0,0)+f(0,1)+f(1,0)-f(1,1)
\end{array}\right]=\left[\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right]
$$

Are asymmetric we can change the coefficient $f(0,0)$ in a way to have the same symmetry in agreement with the other $f(0,0)$ coefficients. In fact when we substitute $f(0,0)$ with

$$
\begin{equation*}
-\frac{1}{2}(f(0,0)+f(1,0)+f(0,1)+f(1,1))+1 \tag{17}
\end{equation*}
$$

We have
Proposition When $f(x, y)=1$ we have

$$
\begin{equation*}
-\frac{1}{2}(f(0,0)+f(1,0)+f(0,1)+f(1,1))+1=-1 \tag{18}
\end{equation*}
$$

When $f(x, y)=x, y, x \oplus y$

We have

$$
\begin{equation*}
-\frac{1}{2}(f(0,0)+f(1,0)+f(0,1)+f(1,1))+1=0 \tag{19}
\end{equation*}
$$

Proof For $f(x, y)=x$ we have

$$
\begin{gather*}
f(x, y)=\left[\begin{array}{l}
f(0,0) \\
f(1,0) \\
f(0,1) \\
f(1,1)
\end{array}\right]=\left[\begin{array}{l}
0 \\
1 \\
0 \\
1
\end{array}\right]  \tag{20}\\
-\frac{1}{2}(1+1)+1=0 \tag{21}
\end{gather*}
$$

For $f(x, y)=y$ we have

$$
\begin{align*}
& f(x, y)=\left[\begin{array}{l}
f(0,0) \\
f(1,0) \\
f(0,1) \\
f(1,1)
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
1 \\
1
\end{array}\right]  \tag{22}\\
&-\frac{1}{2}(1+1)+1=0 \tag{23}
\end{align*}
$$

For $f(x, y)=x \oplus y$ we have

$$
\begin{gather*}
f(x, y)=\left[\begin{array}{l}
f(0,0) \\
f(1,0) \\
f(0,1) \\
f(1,1)
\end{array}\right]=\left[\begin{array}{l}
0 \\
1 \\
1 \\
0
\end{array}\right]  \tag{24}\\
-\frac{1}{2}(1+1)+1=0 \tag{25}
\end{gather*}
$$

The new equivalent coefficients are

$$
x=A^{-1} y=\frac{-1}{2}\left[\begin{array}{l}
f(0,0)+f(1,0)+f(0,1)+f(1,1))  \tag{26}\\
f(0,0)-f(0,1)+f(1,0)-f(1,1) \\
f(0,0)+f(0,1)-f(1,0)-f(1,1) \\
f(0,0)-f(0,1)-f(1,0)+f(1,1)
\end{array}\right]+\left[\begin{array}{c}
-1 \\
0 \\
0 \\
0
\end{array}\right]
$$

That can write in this way

$$
x=\frac{-1}{2}\left[\begin{array}{cccc}
1 & 1 & 1 & 1  \tag{27}\\
1 & -1 & 1 & -1 \\
1 & 1 & -1 & -1 \\
1 & -1 & -1 & 1
\end{array}\right]\left[\begin{array}{l}
f(0,0) \\
f(1,0) \\
f(0,1) \\
f(1,1)
\end{array}\right]+\left[\begin{array}{c}
-1 \\
0 \\
0 \\
0
\end{array}\right]
$$

To compensate the vector

$$
\left[\begin{array}{c}
-1  \tag{28}\\
0 \\
0 \\
0
\end{array}\right]
$$

We expand this vector in the eight dimensional space

$$
\left[\begin{array}{c}
-1  \tag{29}\\
0 \\
0 \\
0
\end{array}\right] \Rightarrow\left[\begin{array}{l}
1 \\
-1 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{array}\right]
$$

To restore wanted symmetry transformation we use the matrix W in this way

$$
\left[\begin{array}{llllllll}
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0  \tag{30}\\
1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & -1 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]\left[\begin{array}{l}
1 \\
-1 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{array}\right]=\left[\begin{array}{l}
0 \\
2 \\
0 \\
2 \\
0 \\
2 \\
0 \\
2
\end{array}\right]
$$

Now we expand the other part

$$
\left[\begin{array}{l}
f(0,0)+f(1,0)+f(0,1)+f(1,1))  \tag{31}\\
f(0,0)-f(0,1)+f(1,0)-f(1,1) \\
f(0,0)+f(0,1)-f(1,0)-f(1,1) \\
f(0,0)-f(0,1)-f(1,0)+f(1,1)
\end{array}\right] \Rightarrow\left[\begin{array}{l}
0 \\
f(0,0)+f(1,0)+f(0,1)+f(1,1) \\
0 \\
f(0,0)-f(0,1)+f(1,0)-f(1,1) \\
0 \\
f(0,0)+f(0,1)-f(1,0)-f(1,1) \\
0 \\
f(0,0)-f(0,1)-f(1,0)+f(1,1)
\end{array}\right]
$$

Now we expand the transformation W to obtain again a wanted symmetry

$$
\begin{align*}
& {\left[\begin{array}{llllllll}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & -1 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]\left[\begin{array}{l}
0 \\
f(0,0)+f(1,0)+f(0,1)+f(1,1) \\
0 \\
f(0,0)-f(0,1)+f(1,0)-f(1,1) \\
0 \\
f(0,0)+f(0,1)-f(1,0)-f(1,1) \\
0 \\
f(0,0)-f(0,1)-f(1,0)+f(1,1)
\end{array}\right]}  \tag{32}\\
& =\left[\begin{array}{l}
4 f(0,0) \\
-(f(0,0)+f(1,0)+f(0,1)+f(1,1)) \\
(f(0,0)+f(1,0)+f(0,1)+f(1,1)) \\
-(f(0,0)+f(0,1)+f(1,0)+f(1,1)) \\
(f(0,0)+f(1,0)+f(0,1)+f(1,1)) \\
-(f(0,0)+f(1,0)+f(0,1)+f(1,1)) \\
(f(0,0)+f(1,0)+f(0,1)+f(1,1)) \\
-f(0,0)+f(0,1)+f(1,0)+f(1,1)
\end{array}\right]
\end{align*}
$$

We continue our expansion of W

$$
\begin{align*}
& {\left[\begin{array}{llllllll}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & -1 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]\left[\begin{array}{l}
0 \\
f(0,0)+f(1,0)+f(0,1)+f(1,1) \\
0 \\
f(0,0)-f(0,1)+f(1,0)-f(1,1) \\
0 \\
f(0,0)+f(0,1)-f(1,0)-f(1,1) \\
0 \\
f(0,0)-f(0,1)-f(1,0)+f(1,1)
\end{array}\right]} \\
& =\left[\begin{array}{l}
4 f(0,0) \\
-4 f(0,0) \\
(f(0,0)+f(1,0)+f(0,1)+f(1,1)) \\
-(f(0,0)+f(0,1)+f(1,0)+f(1,1)) \\
(f(0,0)+f(1,0)+f(0,1)+f(1,1)) \\
-(f(0,0)+f(1,0)+f(0,1)+f(1,1)) \\
(f(0,0)+f(1,0)+f(0,1)+f(1,1)) \\
-f(0,0)+f(0,1)+f(1,0)+f(1,1)
\end{array}\right] \tag{33}
\end{align*}
$$

Again we have

$$
\begin{align*}
& {\left[\begin{array}{llllllll}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 \\
1 & 1 & -1 & -1 & 1 & 1 & -1 & -1 \\
1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & -1 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]\left[\begin{array}{l}
0 \\
f(0,0)+f(1,0)+f(0,1)+f(1,1) \\
0 \\
f(0,0)-f(0,1)+f(1,0)-f(1,1) \\
0 \\
f(0,0)+f(0,1)-f(1,0)-f(1,1) \\
0 \\
f(0,0)-f(0,1)-f(1,0)+f(1,1)
\end{array}\right]} \\
& =\left[\begin{array}{l}
4 f(0,0) \\
-4 f(0,0) \\
(f(0,0)+f(1,0)+f(0,1)+f(1,1))-(f(0,0)-f(0,1)+f(1,0)-f(1,1))+f(0,0)+ \\
-(f(0,0)+f(0,1)+f(1,0)+f(1,1)) \\
(f(0,0)+f(1,0)+f(0,1)+f(1,1)) \\
-(f(0,0)+f(1,0)+f(0,1)+f(1,1)) \\
(f(0,0)+f(1,0)+f(0,1)+f(1,1)) \\
-f(0,0)+f(0,1)+f(1,0)+f(1,1) \\
4 f(0,0) \\
-4 f(0,0) \\
4 f(1,0) \\
-(f(0,0)+f(0,1)+f(1,0)+f(1,1)) \\
(f(0,0)+f(1,0)+f(0,1)+f(1,1)) \\
-(f(0,0)+f(1,0)+f(0,1)+f(1,1)) \\
(f(0,0)+f(1,0)+f(0,1)+f(1,1)) \\
-f(0,0)+f(0,1)+f(1,0)+f(1,1)
\end{array}\right]
\end{align*}
$$

For the complete expansion of W we have

$$
\left[\begin{array}{llllllll}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1  \tag{35}\\
1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 \\
1 & 1 & -1 & -1 & 1 & 1 & -1 & -1 \\
1 & -1 & -1 & 1 & 1 & -1 & -1 & 1 \\
1 & 1 & 1 & 1 & -1 & -1 & -1 & -1 \\
1 & -1 & 1 & -1 & -1 & 1 & -1 & 1 \\
1 & 1 & -1 & -1 & -1 & -1 & 1 & 1 \\
1 & -1 & -1 & 1 & -1 & 1 & 1 & -1
\end{array}\right]\left[\begin{array}{l}
0 \\
f(0,0)+f(1,0)+f(0,1)+f(1,1) \\
0 \\
f(0,0)-f(0,1)+f(1,0)-f(1,1) \\
0 \\
f(0,0)+f(0,1)-f(1,0)-f(1,1) \\
0 \\
f(0,0)-f(0,1)-f(1,0)+f(1,1)
\end{array}\right]=\left[\begin{array}{l}
4 f(0,0) \\
-4 f(0,0) \\
4 f(1,0) \\
-4 f(1,0) \\
4 f(0,1) \\
-4 f(0,1) \\
4 f(1,1) \\
-4 f(1,1)
\end{array}\right]
$$

## And for

$$
\begin{align*}
& {\left[\begin{array}{llllllll}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 \\
1 & 1 & -1 & -1 & 1 & 1 & -1 & -1 \\
1 & -1 & -1 & 1 & 1 & -1 & -1 & 1 \\
1 & 1 & 1 & 1 & -1 & -1 & -1 & -1 \\
1 & -1 & 1 & -1 & -1 & 1 & -1 & 1 \\
1 & 1 & -1 & -1 & -1 & -1 & 1 & 1 \\
1 & -1 & -1 & 1 & -1 & 1 & 1 & -1
\end{array}\right]\left[\begin{array}{l}
0 \\
f(0,0)+f(1,0)+f(0,1)+f(1,1) \\
0 \\
f(0,0)-f(0,1)+f(1,0)-f(1,1) \\
0 \\
f(0,0)+f(0,1)-f(1,0)-f(1,1) \\
0 \\
f(0,0)-f(0,1)-f(1,0)+f(1,1)
\end{array}\right]} \\
& =\left[\begin{array}{l}
2 f(0,0) \\
-2 f(0,0) \\
2 f(1,0) \\
-2 f(1,0) \\
2 f(0,1) \\
-2 f(0,1) \\
2 f(1,1) \\
-2 f(1,1)
\end{array}\right] \tag{36}
\end{align*}
$$

and

$$
\begin{align*}
& {\left[\begin{array}{llllllll}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 \\
1 & 1 & -1 & -1 & 1 & 1 & -1 & -1 \\
1 & -1 & -1 & 1 & 1 & -1 & -1 & 1 \\
1 & 1 & 1 & 1 & -1 & -1 & -1 & -1 \\
1 & -1 & 1 & -1 & -1 & 1 & -1 & 1 \\
1 & 1 & -1 & -1 & -1 & -1 & 1 & 1 \\
1 & -1 & -1 & 1 & -1 & 1 & 1 & -1
\end{array}\right]\left(\left[\begin{array}{l}
0 \\
f(0,0)+f(1,0)+f(0,1)+f(1,1) \\
0 \\
f(0,0)-f(0,1)+f(1,0)-f(1,1) \\
0 \\
f(0,0)+f(0,1)-f(1,0)-f(1,1) \\
0 \\
f(0,0)-f(0,1)-f(1,0)+f(1,1)
\end{array}\right]\right.} \\
& +\left[\begin{array}{l}
1 \\
-1 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{array}\right]=\left[\begin{array}{l}
2 f(0,0) \\
2-2 f(0,0) \\
2 f(1,0) \\
2-2 f(1,0) \\
2 f(0,1) \\
2-2 f(0,1) \\
2 f(1,1) \\
2-2 f(1,1)
\end{array}\right] \tag{37}
\end{align*}
$$

For which we have

$$
\left[\begin{array}{l}
2 f(0,0)  \tag{38}\\
2-2 f(0,0) \\
2 f(1,0) \\
2-2 f(1,0) \\
2 f(0,1) \\
2-2 f(0,1) \\
2 f(1,1) \\
2-2 f(1,1)
\end{array}\right]=2\left[\begin{array}{l}
f(0,0) \\
1-f(0,0) \\
f(1,0) \\
1-f(1,0) \\
f(0,1) \\
1-f(0,1) \\
f(1,1) \\
1-f(1,1)
\end{array}\right]=2\left[\begin{array}{l}
0 \oplus f(0,0) \\
1 \oplus f(0,0) \\
0 \oplus f(1,0) \\
1 \oplus f(1,0) \\
0 \oplus f(0,1) \\
1 \oplus f(0,1) \\
0 \oplus f(1,1) \\
1 \oplus f(1,1)
\end{array}\right]
$$

Full basis for three dimensions or ORACLE is

$$
\left[\begin{array}{ccc}
x & y & z  \tag{39}\\
0 & 0 & 0 \\
1 & 0 & 0 \\
0 & 1 & 0 \\
1 & 1 & 0 \\
0 & 0 & 1 \\
1 & 0 & 1 \\
0 & 1 & 1 \\
1 & 1 & 1
\end{array}\right], x \oplus y=\left[\begin{array}{l}
0 \\
1 \\
1 \\
0 \\
0 \\
1 \\
1 \\
0
\end{array}\right], x \oplus z=\left[\begin{array}{l}
0 \\
1 \\
0 \\
1 \\
1 \\
0 \\
1 \\
0
\end{array}\right], y \oplus z=\left[\begin{array}{l}
0 \\
0 \\
1 \\
1 \\
1 \\
1 \\
0 \\
0
\end{array}\right], x \oplus y \oplus z=\left[\begin{array}{l}
0 \\
1 \\
1 \\
0 \\
1 \\
0 \\
0 \\
1
\end{array}\right]
$$

And the matrix in the projection operator is

$$
A=\left[\begin{array}{llllllll}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0  \tag{40}\\
1 & 1 & 0 & 0 & 1 & 1 & 0 & 1 \\
1 & 0 & 1 & 0 & 1 & 0 & 1 & 1 \\
1 & 1 & 1 & 0 & 0 & 1 & 1 & 0 \\
1 & 0 & 0 & 1 & 0 & 1 & 1 & 1 \\
1 & 1 & 0 & 1 & 1 & 0 & 1 & 0 \\
1 & 0 & 1 & 1 & 1 & 1 & 0 & 0 \\
1 & 1 & 1 & 1 & 0 & 0 & 1 & 1
\end{array}\right]
$$

The more interesting ones are the Toffoli gate (or AND/NAND gate) and the OR/NOR gate. The operations of Toffoli and OR/NOR gates are, respectively,

$$
\begin{align*}
& |s, x, y\rangle \Rightarrow|x, y\rangle|s \oplus f(x, y)\rangle \\
& \text { where } \\
& f(x, y)=x \wedge y  \tag{41}\\
& \text { or } \\
& f(x, y)=x \vee y
\end{align*}
$$

## 3 Projection Operator and Solution by One Step of Neural Network

For the projection operator $Q$ the linear combination of the column vectors in (4) is different from Y but is at the minimum distance respect to Y itself. The theorem proof is based on the definition of projection that has the minimum distance between the projection vector QY and the original vector Y. We know that the output y of a neuron is given by the expression

$$
\begin{equation*}
y_{j}=f\left[\sum_{i} w_{i} A_{i, j}-\theta\right] \tag{42}
\end{equation*}
$$

where the weights $w_{j}$ are the Morphogenetic sources. The function $f$ is the step function (actually known as the Heaviside function) for which we have

$$
\begin{array}{ll}
f(x)=1 & \mathrm{x}>0  \tag{43}\\
f(x)=0 & \mathrm{x} \leq 0
\end{array}
$$

The superposition of the inputs vectors is $\sum_{i} w_{i} A_{i, j}$ where we assume that the weights of the neuron can be computed by the projection of the designed function Y into the space of the input vectors A. Because QY is not equal to Y, we choose among possible Y the Y which projection in input A is similar to Y . In this case we can choose a threshold value for which $\mathrm{y}_{\mathrm{j}}$ in (42) is equal to the Boolean vector of output Y. To compute the threshold we use the expression (44)

$$
\begin{equation*}
\theta=\frac{\min [(Q Y) Y]+\max [(Q Y)(1-Y)]}{2} \tag{44}
\end{equation*}
$$

Among the values QY we choose the values for which $\mathrm{Y}=1$ for this set of values we pick up the minimum value. Now from QY values we choose the values for which $\mathrm{Y}=0$ and we pick up the maximum. In the example (6) we have.

For $\mathrm{Y}=1$ we have the values $V_{1}=\left\{\frac{2}{3}\right\}$, for $\mathrm{Y}=0$ we have the values $V_{2}=\left\{0, \frac{1}{3}, \frac{1}{3}\right\}$ so we have

$$
\begin{equation*}
\operatorname{Min}\left(V_{1}\right)=\frac{2}{3}, \operatorname{Max}\left(V_{2}\right)=\frac{1}{3} \tag{45}
\end{equation*}
$$

So the threshold is $\theta=\frac{\frac{2}{3}+\frac{1}{3}}{2}=\frac{1}{2}$ so we have the neuron result by the projection method

With projection operator we find the strength of the weights and threshold or Morphogenetic sources. To obtain the designed output without iteration process. This method that use projection operator is denoted One Step Method. Given the function

$$
Y=\left[\begin{array}{l}
0  \tag{46}\\
1 \\
1 \\
0
\end{array}\right]
$$

We have not parameters w for which

$$
Q Y=A w=w_{1}\left[\begin{array}{l}
0  \tag{47}\\
1 \\
0 \\
1
\end{array}\right]+w_{2}\left[\begin{array}{l}
0 \\
0 \\
1 \\
1
\end{array}\right]=w_{1} A_{1}+w_{2} A_{2}=y_{j} \approx\left[\begin{array}{l}
0 \\
1 \\
1 \\
0
\end{array}\right]
$$

We cannot solve by projection operator and by neural network the Y that is the well known XOR gate that with the digital gates can write in this way

$$
\begin{equation*}
(x \wedge \neg y) \vee(\neg x \wedge y)=Y \tag{48}
\end{equation*}
$$

At the question why we want use the neural network for this simple operator when we have the easy gate expression. The motivation is not for simple expression but for more complex Boolean function where is very difficult or impossible to implement by a physical system the wanted Boolean function. This is the classical code problem in digital computer.

## 4 Expansion of the One Step Method as Solution of Neural Contradictions

Here, we present an advanced method that we use to compute the neural network and hidden neurons. This method does not use recursion methods that present the problem of the convergences and local minimum to compute neural network parameters for designed Boolean function to implement as output of a neural network. The new method is denoted one step method that give two results. The first is to detect if a Boolean function can be solve or if is impossible to solve with one neuron. When the Boolean function can be solved without hidden neurons we have an algorithm that in one step compute neural parameters as weights and threshold. When the Boolean function cannot be solved we have a method to know how much hidden neurons are necessary to solve the functions. The number of the hidden neurons is at the maximum equal to the number of inputs and this avoid any exponential explosion. Given the colon space of inputs

$$
A=\left[\begin{array}{cccc}
a_{11} & a_{12} & \ldots & a_{1 m}  \tag{49}\\
a_{21} & a_{22} & \ldots & a_{2 m} \\
\ldots & \ldots & \ldots & \ldots \\
a_{n 1} & a_{n 2} & \ldots & a_{n m}
\end{array}\right]
$$

We have that

$$
Q Y=w_{1}\left[\begin{array}{c}
a_{11}  \tag{50}\\
a_{21} \\
\ldots \\
a_{n 1}
\end{array}\right]+w_{2}\left[\begin{array}{c}
a_{12} \\
a_{22} \\
\ldots \\
a_{n 2}
\end{array}\right]+\ldots+w_{m}\left[\begin{array}{c}
a_{1 m} \\
a_{2 m} \\
\ldots \\
a_{n m}
\end{array}\right]
$$

Now if we extend the colon space to adjoin the vector Y we have

$$
Q Y=w_{1}\left[\begin{array}{c}
a_{11}  \tag{51}\\
a_{21} \\
\ldots \\
a_{n 1}
\end{array}\right]+w_{2}\left[\begin{array}{c}
a_{12} \\
a_{22} \\
\ldots \\
a_{n 2}
\end{array}\right]+\ldots+w_{m}\left[\begin{array}{c}
a_{1 m} \\
a_{2 m} \\
\ldots \\
a_{n m}
\end{array}\right]+w_{m+1} Y=Y
$$

We know that the projection operator compute the best parameters for which the distance between QY and Y assume the minimum value. Now in (51) appear the function Y at the right and at the left so with the projection operator the best weights w are

$$
W=\left[\begin{array}{c}
w_{1}  \tag{52}\\
\cdots \\
w_{m} \\
w_{m+1}
\end{array}\right]=\left[\begin{array}{c}
0 \\
\cdots \\
0 \\
1
\end{array}\right]
$$

In this case we have $\mathrm{QY}=\mathrm{Y}$ and $Q Y-Y=0$ that is minimum value of the distance between QY and Y

## Example

$$
A=\left[\begin{array}{ll}
0 & 0  \tag{53}\\
1 & 0 \\
0 & 1 \\
1 & 1
\end{array}\right] \oplus\left[\begin{array}{l}
0 \\
1 \\
0 \\
0
\end{array}\right]=\left[\begin{array}{lll}
0 & 0 & 0 \\
1 & 0 & 1 \\
0 & 1 & 0 \\
1 & 1 & 0
\end{array}\right]
$$

So

$$
w=\left(A^{T} A\right)^{-1} A^{T} Y=\left[\begin{array}{l}
0  \tag{54}\\
0 \\
1
\end{array}\right]
$$

And

$$
A w=A\left(A^{T} A\right)^{-1} A^{T} Y=Q Y=\left[\begin{array}{l}
0  \tag{55}\\
1 \\
0 \\
0
\end{array}\right]
$$

This is the collapse theorem in projection operator. For the collapse theorem we have that when we enlarge the colon space in this way

$$
Q Y=w_{1}\left[\begin{array}{c}
a_{11}  \tag{56}\\
a_{21} \\
\ldots \\
a_{n 1}
\end{array}\right]+w_{2}\left[\begin{array}{c}
a_{12} \\
a_{22} \\
\ldots \\
a_{n 2}
\end{array}\right]+\ldots+w_{m}\left[\begin{array}{c}
a_{1 m} \\
a_{2 m} \\
\ldots \\
a_{n m}
\end{array}\right]+w_{m+1}(A U-Y)=A w+w_{m+1}(A U-Y)
$$

where

$$
U=\left[\begin{array}{c}
1  \tag{57}\\
1 \\
\cdots \\
1
\end{array}\right]
$$

Because QY include Y in the projection operator the minimum value of $\mathrm{QY}-\mathrm{Y}$ must be zero and $\mathrm{QY}=\mathrm{Y}$. the computed weights must be

$$
w=\left[\begin{array}{l}
1  \tag{58}\\
\cdots \\
1 \\
-1
\end{array}\right]
$$

And

$$
Q Y=\left[\begin{array}{c}
a_{11}  \tag{59}\\
a_{21} \\
\ldots \\
a_{n 1}
\end{array}\right]+\left[\begin{array}{c}
a_{12} \\
a_{22} \\
\ldots \\
a_{n 2}
\end{array}\right]+\ldots .+\left[\begin{array}{c}
a_{1 m} \\
a_{2 m} \\
\ldots \\
a_{n m}
\end{array}\right]-A U+Y=A U-A U+Y=Y
$$

We remark that a priory we have no idea of the weights. But with the computation of the expression

$$
\begin{equation*}
w=\left(A^{T} A\right)^{-1} A^{T} Y \tag{60}
\end{equation*}
$$

The system compute the weights for which $\mathrm{QY}-\mathrm{Y}$ assume the minimum value. Now A include Y so the minimum value must be $\mathrm{QY}=\mathrm{Y}$.

Example Given the colon space
$A=\left[\begin{array}{ll}0 & 0 \\ 1 & 0 \\ 0 & 1 \\ 1 & 1\end{array}\right]$ and $Y=\left[\begin{array}{l}0 \\ 1 \\ 0 \\ 0\end{array}\right]$ we have $A U-Y=\left[\begin{array}{ll}0 & 0 \\ 1 & 0 \\ 0 & 1 \\ 1 & 1\end{array}\right]\left[\begin{array}{l}1 \\ 1\end{array}\right]-\left[\begin{array}{l}0 \\ 1 \\ 0 \\ 0\end{array}\right]=\left[\begin{array}{l}0 \\ 1 \\ 0 \\ 1\end{array}\right]+\left[\begin{array}{l}0 \\ 0 \\ 1 \\ 1\end{array}\right]-\left[\begin{array}{l}0 \\ 1 \\ 0 \\ 0\end{array}\right]=\left[\begin{array}{l}0 \\ 0 \\ 1 \\ 2\end{array}\right]$

Now we have for

$$
\begin{gather*}
A=\left[\begin{array}{lll}
0 & 0 & 0 \\
1 & 0 & 0 \\
0 & 1 & 1 \\
1 & 1 & 2
\end{array}\right]  \tag{62}\\
w=\left(A^{T} A\right)^{-1} A^{T} Y=\left[\begin{array}{c}
1 \\
1 \\
-1
\end{array}\right] \tag{63}
\end{gather*}
$$

And

$$
Q Y=1\left[\begin{array}{l}
0  \tag{64}\\
1 \\
0 \\
1
\end{array}\right]+1\left[\begin{array}{l}
0 \\
0 \\
1 \\
1
\end{array}\right]-1\left[\begin{array}{l}
0 \\
0 \\
1 \\
2
\end{array}\right]=\left[\begin{array}{l}
0 \\
1 \\
0 \\
0
\end{array}\right]=Y
$$

When we decompose the expression $A U-Y$ into a Boolean set of vectors $\mathrm{B}_{\mathrm{k}}$ we have

$$
\begin{equation*}
A U-Y=a_{1} B_{1}+a_{2} B_{2}+\ldots . .+a_{k} B_{k} \tag{65}
\end{equation*}
$$

For

$$
\begin{align*}
Q Y & =\left[\begin{array}{l}
a_{11} \\
a_{21} \\
\ldots \\
a_{n 1}
\end{array}\right]+\left[\begin{array}{l}
a_{12} \\
a_{22} \\
\ldots \\
a_{n 2}
\end{array}\right]+\ldots+\left[\begin{array}{c}
a_{1 m} \\
a_{2 m} \\
\ldots \\
a_{n m}
\end{array}\right]-(A U-Y)  \tag{66}\\
& =Y=A U-(A U-Y)=A U-\left(a_{1} B_{1}+a_{2} B_{2}+\ldots+a_{k} B_{k}\right)
\end{align*}
$$

So the weights to obtain the minimum value $\mathrm{QY}=\mathrm{Y}$ must be

$$
w=\left[\begin{array}{l}
1  \tag{67}\\
\cdots \\
1 \\
-a_{1} \\
\cdots \\
-a_{k}
\end{array}\right]
$$

## Example

$$
\begin{align*}
& A U-Y=\left[\begin{array}{ll}
0 & 0 \\
1 & 0 \\
0 & 1 \\
1 & 1
\end{array}\right]\left[\begin{array}{l}
1 \\
1
\end{array}\right]-\left[\begin{array}{l}
0 \\
1 \\
0 \\
0
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
1 \\
2
\end{array}\right]=1\left[\begin{array}{l}
0 \\
0 \\
1 \\
1
\end{array}\right]+1\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right]  \tag{68}\\
& \text { So } \\
& a_{1}=1, a_{2}=1
\end{align*}
$$

And

$$
Q Y=1\left[\begin{array}{l}
0  \tag{69}\\
1 \\
0 \\
1
\end{array}\right]+1\left[\begin{array}{l}
0 \\
0 \\
1 \\
1
\end{array}\right]-\left(1\left[\begin{array}{l}
0 \\
1 \\
0 \\
1
\end{array}\right]+1\left[\begin{array}{l}
0 \\
0 \\
1 \\
1
\end{array}\right]-\left[\begin{array}{l}
0 \\
1 \\
0 \\
0
\end{array}\right]\right)=1\left[\begin{array}{l}
0 \\
1 \\
0 \\
1
\end{array}\right]+1\left[\begin{array}{l}
0 \\
0 \\
1 \\
1
\end{array}\right]-\left(1\left[\begin{array}{l}
0 \\
0 \\
1 \\
1
\end{array}\right]+1\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right]\right)=\left[\begin{array}{l}
0 \\
1 \\
0 \\
0
\end{array}\right]
$$

So the computed weights for (67) are

$$
w=\left[\begin{array}{l}
1  \tag{70}\\
1 \\
-1 \\
-1
\end{array}\right]
$$

Proposition Given the number of the inputs the maximum number of new hidden inputs or new colons in A are equal to the number of inputs. When we adjoin a number of colons equal to the number of inputs the neural network rebuilt from inputs and weights exactly the same values of the designed function $Y$ and we have not necessity to use the threshold value. Now we can check by the use of the threshold if it is possible to reduce the maximum number of hidden inputs or neurons in a way to obtain a more efficient neural network.
Example For the output function $Y=\left[\begin{array}{l}0 \\ 1 \\ 0 \\ 0\end{array}\right]$ we have two input so at the maximum we have two new colons (hidden neurons) given by the values

$$
B_{1}=\left[\begin{array}{l}
0  \tag{71}\\
0 \\
1 \\
1
\end{array}\right], B_{2}=\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right]
$$

Because we have two inputs the maximum set of inputs are

$$
A=\left[\begin{array}{llll}
0 & 0 & 0 & 0  \tag{72}\\
1 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 \\
1 & 1 & 1 & 1
\end{array}\right]
$$

For with any Boolean function with two inputs can be solved by the neural network. Now because the new colons or hidden neurons function are ordered we can begin with simple neuron without hidden neurons and move to introduce hidden neurons as new inputs.

Fig. 1 Neuron outputs y for the four inputs $00,10,01,11$ and the function $\mathrm{Y}=\left(\begin{array}{lll}0 & 1 & 0\end{array}\right.$ $0)$

Example For the function

$$
Y=\left[\begin{array}{l}
0  \tag{73}\\
1 \\
0 \\
0
\end{array}\right]
$$

No hidden neurons are necessary so the input are given by the matrix

$$
A=\left[\begin{array}{ll}
0 & 0  \tag{74}\\
1 & 0 \\
0 & 1 \\
1 & 1
\end{array}\right] w=\left[\begin{array}{c}
\frac{2}{3} \\
-\frac{1}{3}
\end{array}\right] \text {, and } \theta=\frac{1}{2}
$$

The solution is given in Fig. 1.
Now for $Y=\left[\begin{array}{l}0 \\ 1 \\ 1 \\ 0\end{array}\right]$ we cannot solve this function for the neural contradiction without hidden neurons and new inputs.

So the inputs must be expanded in this way

$$
U A-Y=\left[\begin{array}{l}
0  \tag{75}\\
0 \\
0 \\
2
\end{array}\right]
$$

So we have

$$
A=\left[\begin{array}{llll}
0 & 0 & 0 & 0  \tag{76}\\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
1 & 1 & 1 & 1
\end{array}\right]
$$

Fig. 2 Output y of neuron for the function Y with one hidden neuron


That can be reduce to

$$
A=\left[\begin{array}{lll}
0 & 0 & 0  \tag{77}\\
1 & 0 & 0 \\
0 & 1 & 0 \\
1 & 1 & 1
\end{array}\right]
$$

and

$$
w=\left(A^{T} A\right)^{-1} A^{T} Y=\left[\begin{array}{c}
1  \tag{78}\\
1 \\
-2
\end{array}\right], A\left(A^{T} A\right)^{-1} A^{T} Y=Q Y=\left[\begin{array}{l}
0 \\
1 \\
1 \\
0
\end{array}\right]
$$

And the solution is (Fig. 2).
So we have the neural network with one hidden (Fig. 3).
For $Y=\left[\begin{array}{l}1 \\ 0 \\ 0 \\ 1\end{array}\right]$ we have


Fig. 3 Neural network with one hidden neuron to solve the function ( $\left.\begin{array}{llll}0 & 1 & 1 & 0\end{array}\right)$

$$
U A-Y=\left[\begin{array}{c}
-1  \tag{79}\\
1 \\
1 \\
1
\end{array}\right]
$$

So we have two possible hidden neuron for the two inputs so

$$
A=\left[\begin{array}{llll}
0 & 0 & 0 & 1  \tag{80}\\
1 & 0 & 1 & 0 \\
0 & 1 & 1 & 0 \\
1 & 1 & 1 & 0
\end{array}\right]
$$

The third colon is for the values 1 and the fourth colon is for -1 . Now we reduce the number of hidden neurons to obtain

$$
A=\left[\begin{array}{lll}
0 & 0 & 1  \tag{81}\\
1 & 0 & 0 \\
0 & 1 & 0 \\
1 & 1 & 0
\end{array}\right]
$$

So we have

$$
w=\left[\begin{array}{c}
\frac{1}{3}  \tag{82}\\
\frac{1}{3} \\
1
\end{array}\right], \theta=\frac{1}{2}
$$

And the result is (Fig. 4).
Digital Machine and Systems by neural network.
Given the machine with x the input, q the states and y the output

Fig. 4 Neural output y for the function $Y=\left(\begin{array}{lll}1 & 0 & 0\end{array}\right)$. The threshold is in green


$$
\left[\begin{array}{cccc}
q \backslash x & 0 & 1 & y  \tag{83}\\
1 & 3 & 6 & 0 \\
2 & 3 & 4 & 1 \\
3 & 2 & 5 & 0 \\
4 & 5 & 2 & 0 \\
5 & 6 & 3 & 0 \\
6 & 5 & 1 & 0
\end{array}\right]
$$

With the code

$$
\left[\begin{array}{lll}
1 & \rightarrow & 000  \tag{84}\\
2 & \rightarrow & 010 \\
3 & \rightarrow & 100 \\
4 & \rightarrow & 001 \\
5 & \rightarrow & 111 \\
6 & \rightarrow & 110
\end{array}\right]
$$

We have the transition state function

$$
\left[\begin{array}{cccc}
q x & 0 & 1 & y  \tag{85}\\
000 & 100 & 110 & 0 \\
010 & 100 & 001 & 1 \\
100 & 010 & 111 & 0 \\
001 & 111 & 010 & 0 \\
111 & 110 & 100 & 0 \\
110 & 111 & 000 & 0
\end{array}\right]
$$

The system can be represented by the Boolean equations

$$
\left\{\begin{array}{c}
q_{1}(t+1)=\overline{q_{1}(t)} \bar{x}+\overline{q_{2}(t)} \overline{q_{3}(t)} x+q_{1}(t) q_{2}(t)\left(q_{3}(t)+\bar{x}\right)  \tag{86}\\
\left.q_{2}(t+1)=q_{1}(t) \bar{x}+x q_{2}(t) \overline{q_{3}(t)}+\overline{q_{1}(t)} \overline{q_{2}(t)}\right) \\
q_{3}(t+1)=q_{1}(t) q_{2}(t) \overline{q_{3}(t)} \bar{x}+\bar{x} q_{1}(t) \overline{q_{2}(t)}+q_{2}(t) \overline{q_{1}(t)}+q_{3}(t) \overline{q_{1}(t)} \bar{x}
\end{array}\right.
$$

Graphic image of the Boolean system for the first equation by elementary Boolean functions AND, OR, and NOT (Fig. 5).

Now we show that is possible to found a neural network that solve the previous system without the use AND, OR and NOT.

The initial states and the input form the neural input system or colon space A.


Fig. 5 AND, OR, NOT representation of the digital machine

$$
A=\left[\begin{array}{cccc}
q_{1}(t) & q_{2}(t) & q_{3}(t) & x  \tag{87}\\
0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
1 & 1 & 1 & 0 \\
1 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 1 & 0 & 1 \\
1 & 0 & 0 & 1 \\
0 & 0 & 1 & 1 \\
1 & 1 & 1 & 1 \\
1 & 1 & 0 & 1
\end{array}\right] \text { the state output function is }\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 1 \\
1 & 1 & 1 \\
1 & 1 & 0
\end{array}\right] \rightarrow\left[\begin{array}{l}
0 \\
1 \\
0 \\
0 \\
0 \\
0
\end{array}\right]
$$

Neural network for first final state function

$$
A=\left[\begin{array}{cccc}
q_{1} & q_{2} & q_{3} & x  \tag{88}\\
0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
1 & 1 & 1 & 0 \\
1 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 1 & 0 & 1 \\
1 & 0 & 0 & 1 \\
0 & 0 & 1 & 1 \\
1 & 1 & 1 & 1 \\
1 & 1 & 0 & 1
\end{array}\right] \rightarrow\left[\begin{array}{lll}
1 & 0 & 0 \\
1 & 0 & 0 \\
0 & 1 & 0 \\
1 & 1 & 1 \\
1 & 1 & 0 \\
1 & 1 & 1 \\
1 & 1 & 0 \\
0 & 0 & 1 \\
1 & 1 & 1 \\
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]=\left[\begin{array}{lll}
q_{1}(t+1) & q_{2}(t+1) & q_{3}(t+1)
\end{array}\right]
$$

$$
G=A U-q_{1}(t+1)=\left[\begin{array}{c}
-1  \tag{89}\\
0 \\
1 \\
0 \\
2 \\
1 \\
0 \\
2 \\
1 \\
2 \\
3 \\
3
\end{array}\right]
$$

So we have four possible states $\{1,2,3,-1\}$ for which we can decompose $G$ in this way.

That can be decomposed in this way

$$
G=A U-q_{1}(t+1)=\left[\begin{array}{c}
-1  \tag{90}\\
0 \\
1 \\
0 \\
2 \\
1 \\
0 \\
2 \\
1 \\
2 \\
3 \\
3
\end{array}\right] \rightarrow\left[\begin{array}{llll}
g_{1} & g_{2} & g_{3} & g_{4}
\end{array}\right]=\left[\begin{array}{llll}
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 \\
1 & 1 & 1 & 0 \\
1 & 1 & 1 & 0
\end{array}\right]
$$

When at the colon space A we adjoin the four colons $\left[\begin{array}{llll}g_{1} & g_{2} & g_{3} & g_{4}\end{array}\right]$ we have the colon space

$$
A=\left[\begin{array}{llllllll}
q_{1} & q_{2} & q_{3} & x & g_{1} & g_{2} & g_{3} & g_{4}  \tag{91}\\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 0 & 1 & 1 & 0 & 0 \\
1 & 1 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 1 & 1 & 0 & 0 \\
1 & 0 & 0 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 \\
1 & 1 & 0 & 1 & 1 & 1 & 1 & 0
\end{array}\right]=a_{j, k}
$$

We remark that any permutation of the colons cannot change the computation of the neural network architecture.

$$
\begin{equation*}
A\left(A^{T} A\right)^{-1} A q_{1}(t+1)=q_{1}(t+1) \tag{92}
\end{equation*}
$$

And

$$
\left(A^{T} A\right)^{-1} A q_{1}(t+1)=W=\left[\begin{array}{c}
1  \tag{93}\\
1 \\
1 \\
1 \\
-1 \\
-1 \\
1 \\
-1
\end{array}\right], \text { threshold }=D=0.5
$$

So we have for the neural network $h\left(\sum_{j=1}^{8} w_{j} a_{j, k}-D\right)=q_{1, k}(t+1)$ where $\mathrm{h}(\mathrm{x})$ is the Heaviside function (Fig. 6).

That is the function $q_{1}(t+1)$. Now when we reduce the number of the colons that we adjoin we can have again the function $q_{1, k}(t+1)$ but not in a direct way but only by the Heaviside function. In fact the subsets $\left[\begin{array}{lll}g_{2} & g_{3} & g_{4}\end{array}\right]$ of the four functions $\left[\begin{array}{llll}g_{1} & g_{2} & g_{3} & g_{4}\end{array}\right]$ can solve the Boolean function $q_{1}(t+1)$. In fact for the colon space

$$
A=\left[\begin{array}{lllllll}
q_{1} & q_{2} & q_{3} & x & g_{2} & g_{3} & g_{4}  \tag{94}\\
0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 0 & 1 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 1 & 0 & 0 \\
1 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 1 & 0 & 0 \\
1 & 1 & 1 & 1 & 1 & 1 & 0 \\
1 & 1 & 0 & 1 & 1 & 1 & 0
\end{array}\right]=a_{j, k}
$$

We have

$$
\begin{equation*}
A\left(A^{T} A\right)^{-1} A q_{1}(t+1)=y \tag{95}
\end{equation*}
$$

Fig. 6 Neural output of the function $q_{1}(t+1)$. We see that the neural output is equal to the function $q_{1}(t+1)$


And

$$
\left(A^{T} A\right)^{-1} A q_{1}(t+1)=W=\left[\begin{array}{c}
0.197  \tag{96}\\
1.004 \\
1.084 \\
0.736 \\
-1.615 \\
-0.364 \\
1
\end{array}\right], \text { threshold }=D=0.437
$$

In a graphic way we have (Fig. 7).
The function y is not equal to $q_{1}(t+1)$ but with the Heaviside function we have

$$
\begin{equation*}
h\left(\sum_{j=1}^{7} w_{j} a_{j, k}-D\right)=q_{1, k}(t+1) \tag{97}
\end{equation*}
$$

To conclude the network we must solve the functions $\mathrm{g}_{2}, \mathrm{~g}_{3}, \mathrm{~g}_{4}$.

Fig. 7 The neuron output y is not equal to $q_{1}(t+1)$ but with the Heaviside function we can have at the neuron the same function $q_{1}(t+1)$ with less number of hidden neuron


Fig. 8 Neural output y for the function $\mathrm{g}_{2}$


Given the colon space

$$
A=\left[\begin{array}{llll}
q_{1} & q_{2} & q_{3} &  \tag{98}\\
0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
1 & 1 & 1 & 0 \\
1 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 1 & 0 & 1 \\
1 & 0 & 0 & 1 \\
0 & 0 & 1 & 1 \\
1 & 1 & 1 & 1 \\
1 & 1 & 0 & 1
\end{array}\right]=a_{j, k}
$$

The operators are

$$
\begin{equation*}
A\left(A^{T} A\right)^{-1} A g_{2}=y \tag{99}
\end{equation*}
$$

For which we have (Fig. 8)
And

$$
W=\left[\begin{array}{c}
-0.094  \tag{100}\\
0.406 \\
0.406 \\
0.375
\end{array}\right], \theta=0.547
$$

Fig. 9 Neural output y for the function $\mathrm{g}_{3}$


For $g_{3}$ we have

$$
\begin{equation*}
A\left(A^{T} A\right)^{-1} A g_{3}=y \tag{101}
\end{equation*}
$$

For which we have (Fig. 9)
And

$$
W=\left[\begin{array}{l}
0.141  \tag{102}\\
0.141 \\
0.016 \\
0.375
\end{array}\right], \theta=0.398
$$

For $\mathrm{g}_{4}$ we have (Figure 10)

$$
\begin{equation*}
A\left(A^{T} A\right)^{-1} A g_{4}=y \tag{103}
\end{equation*}
$$

All the elements are equal to zero because the four inputs are all equal to zero. In this case no solution exist. But if we take the complementary function $Y=1-g_{4}$ we have (Fig. 11).

Fig. 10 Neural output for the function $\mathrm{g}_{4}$


Fig. 11 Neural output for the function $1-\mathrm{g}_{4}$


And

$$
W=\left[\begin{array}{c}
0.375  \tag{104}\\
0.375 \\
0.375 \\
0.5
\end{array}\right], \theta=0.188
$$

Because we have

$$
\begin{equation*}
\left(A^{T} A\right)^{-1} A\left(1-g_{4}\right)=W \tag{105}
\end{equation*}
$$

We have that for the complementary function $\mathrm{g}_{4}$ we have

$$
\begin{align*}
& Y=1-g_{4} \\
& \text { and } \tag{106}
\end{align*}
$$

And the neural network complementary function we have

$$
\begin{equation*}
y=2 \theta-A\left(A^{T} A\right)^{-1} A^{T}\left(1-g_{4}\right)=2 \theta-A W \tag{107}
\end{equation*}
$$

where W are the weights of the functions $1-g_{4}$ that we can solve by the one step method in neural network and we can use the weights W to solve also the function $g_{4}$ by one step that was impossible to solve directly. The graph of the neural network is this (Fig. 12).

The neural network is (Fig. 13).


Fig. 12 Neural output for the function $g_{4}$


Fig. 13 Neural network for first bit $q_{1}(t+1)$ of the digital system

Coker Specher theorems and non locality in quantum and neural network due to multiple external information sharing and non monotonic logic.

Given the set of orthonormal references in quantum mechanics

$$
\begin{align*}
& \mathrm{C} 1=\left(\begin{array}{llll}
0 & 0 & 1 & 1 \\
0 & 0 & 1 & -1 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{array}\right) \quad \mathrm{C} 2=\left(\begin{array}{llll}
0 & 0 & 1 & 1 \\
0 & 1 & 0 & 1 \\
0 & 0 & 1 & -1 \\
1 & 0 & 0 & 0
\end{array}\right) \\
& \mathrm{C} 3=\left(\begin{array}{llll}
1 & 1 & 1 & 0 \\
-1 & -1 & 1 & 0 \\
1 & -1 & 0 & 1 \\
-1 & 1 & 0 & 1
\end{array}\right) \quad \mathrm{C} 4=\left(\begin{array}{llll}
1 & 1 & 1 & 0 \\
-1 & 1 & 0 & 1 \\
1 & 1 & -1 & 0 \\
-1 & 1 & 0 & -1
\end{array}\right) \\
& \mathrm{C} 5=\left(\begin{array}{llll}
0 & 0 & 1 & 1 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 1 & -1
\end{array}\right) \quad \mathrm{C} 6=\left(\begin{array}{llll}
1 & 1 & 1 & 0 \\
-1 & 1 & 0 & 1 \\
-1 & 1 & 0 & -1 \\
1 & 1 & -1 & 0
\end{array}\right)  \tag{108}\\
& \mathrm{C} 7=\left(\begin{array}{llll}
1 & 1 & 1 & 0 \\
1 & 1 & -1 & 0 \\
-1 & 1 & 0 & 1 \\
1 & -1 & 0 & 1
\end{array}\right) \quad \mathrm{C} 8=\left(\begin{array}{llll}
1 & -1 & 1 & 0 \\
1 & 1 & 0 & 1 \\
-1 & 1 & 1 & 0 \\
1 & 1 & 0 & -1
\end{array}\right) \\
& \mathrm{C} 9=\left(\begin{array}{llll}
1 & -1 & 1 & 0 \\
1 & 1 & 0 & 1 \\
1 & 1 & 0 & -1 \\
-1 & 1 & 1 & 0
\end{array}\right)
\end{align*}
$$

All the nine references include 18 four dimension vectors that we numerate from 1 to 18 . For example we have for C 1 the vectors

$$
1 \equiv\left[\begin{array}{l}
0  \tag{109}\\
0 \\
0 \\
1
\end{array}\right], 2 \equiv\left[\begin{array}{l}
0 \\
0 \\
1 \\
0
\end{array}\right], 3 \equiv\left[\begin{array}{l}
1 \\
1 \\
0 \\
1
\end{array}\right], 4 \equiv\left[\begin{array}{c}
1 \\
-1 \\
0 \\
0
\end{array}\right]
$$

So C 1 can be represented by the set of vectors

$$
\begin{equation*}
C 1=\{1,2,3,4\} \tag{110}
\end{equation*}
$$

We repeat the same for all the other orthonormal basis. We remark that the nine sets are not disjoin but has common elements as we show in this table
$\left[\begin{array}{ccccccccc}(1,2,3,4) & (1) & (3) & 0 & (2) & 0 & (4) & 0 & 0 \\ (1) & (1,5,6,7) & 0 & (7) & (5) & 0 & 0 & (6) & 0 \\ (3) & 0 & (3,8,9,10) & (8) & 0 & (9) & (10) & 0 & 0 \\ 0 & (7) & (8) & (7,8,11,12) & 0 & (11) & 0 & (12) & 0 \\ (2) & (5) & 0 & 0 & (2,5,13,14) & (14) & 0 & 0 & (13) \\ 0 & 0 & (9) & (11) & (14) & (9,11,14,15) & 0 & 0 & (15) \\ (4) & 0 & (10) & 0 & 0 & 0 & (4,10,16,17) & (16) & (17) \\ 0 & (6) & 0 & (12) & 0 & 0 & (16) & (6,12,16,18) & (18) \\ 0 & 0 & 0 & 0 & (13) & (15) & (17) & (18) & (13,15,, 17,18)\end{array}\right]$

With the projection operator in the orthonormal basis C1 we select among the linear combination

$$
\psi=c_{1}\left[\begin{array}{l}
0  \tag{112}\\
0 \\
0 \\
1
\end{array}\right]+c_{2}\left[\begin{array}{l}
0 \\
0 \\
1 \\
0
\end{array}\right]+c_{3}\left[\begin{array}{l}
1 \\
1 \\
0 \\
0
\end{array}\right]+c_{4}\left[\begin{array}{c}
1 \\
-1 \\
0 \\
1
\end{array}\right]
$$

For

$$
A=\left[\begin{array}{c}
1  \tag{113}\\
-1 \\
0 \\
0
\end{array}\right]
$$

We have the projection operator (quantum measure) for C 1

$$
\begin{align*}
& A\left(A^{T} A\right)^{-1} A^{T} \psi=A A^{T} \psi=|4\rangle\langle 4|\left(c_{1}|1\rangle+c_{2}|2\rangle+c_{3}|3\rangle+c_{4}|4\rangle\right)=c_{4}|4\rangle \\
& c=\left(A^{T} A\right)^{-1} A^{T} \psi=A^{T} \psi=\left[\begin{array}{llll}
1 & -1 & 0 & 0
\end{array}\right]\left(c_{1}\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right]+c_{2}\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right]+c_{3}\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right]+c_{4}\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right]\right)=c_{4} \tag{114}
\end{align*}
$$

Now for any orthonormal basis locally is possible to select one component and found the linear coefficient associate. The problem is to know if is possible to solve the same problem for all the orthonormal basis. The Coker Specher theorem show that local is possible to select one state by projection operator but globally is impossible for the far dependence of local basis with others as we show in the previous table. So when is true in one basis can be false in another basis for the connection of one basis with another. Given a basis external influence can destroy the local property as in the non monotonic logic. With the diagram of the connections in this figure (Fig. 14).

In basis 5 all the vectors are false so for the external action we cannot select one state by projection operator due to the false external action.

Fig. 14 Connection of nine basis one with common vector with the other in KS system


Explanation of the graph
Given the arrow


C 1 and C 2 are two set of vectors (basis) that had in common the vector v 1 that has the value true. Any basis has one element that is selected that we denote a True all the other that are not selected are denoted as False. The basis C5 for the general rule must have one element that must be selected so for the local rule we have TFFF. Now for the selection of the other elements that are in common with C5 the selection is impossible. This generate contradiction between global and local projection to select one element.

## 5 Conclusion

In Turing Machine input output and states form a system. When system is in one state the input is transformed in output. Local and sequential process is the ordinary computation in Turing machine and in the language for the digital computer. The software is built to connect all different sequential computations (statements) in a way that the final result will be the solution of our problem. The problem with digital computer is to build a code that will be useful for our purpose. Also if the digital computer can solve a lot of problems when we compare the efficiency of the
digital computer with the efficiency of the brain we remark a huge difference in the two type of computation. Brain can solve problems that digital computer cannot. But how is the explanation of this very high brain efficiency? When we study the brain we can see that is compose by elements denoted neurons. Any neurons receive a lot of inputs, make weighted linear combination, with threshold give its reply. Any input can be one or zero n inputs have all possible value of the Boolean vector with dimension $n$. For two inputs we have $(0,0),(1,0),(0,1),(1,1)$ possible inputs. So for first input has this possible inputs 0101 , the second inputs has the possible inputs 0011 . The first input has the morphogenetic field 0101, the second has the morphogenetic field 0011 . The weights are the Morphogenetic sources or strength of the fields. Given the wanted field in a Boolean form, we project this field into the inputs fields and we compute the weights or morphogenetic sources. The superposition of the input fields generate the neuron field that with the threshold is can be the wanted field. If the wanted field is incompatible with the input field we have a method to enlarge the number of inputs in a way to obtain a set of input fields compatible with the wanted field and we solve the neuron problem. In quantum mechanics we make the same process where we have the basis quantum state for n qubits. The problem in quantum mechanics is to classify sets of functions by a quantum measure as projection of a vector into one particular state that is the key to recognize by one query the property of the function or the values of the functions. In this case we select one and only one Morphogenetic source among others in a way to know the researched property. We also explain the meaning of the entanglement and Morphogenetic synchronic process as the global property to eliminate local contradiction in hidden variables by the explanation of the Coker Specher theorems. At the end we can also use the wave basis functions to reverse the physical process that from the sources generate the field. So when we know the field we can came back to compute the Morphogenetic sources and at the end in a physical domain obtain the wanted field. All different applications put in evidence one method denoted projection method that in a global way collect all the local knowledge in fields that with linear aggregation can give the solution of our problems. The Morphogenetic sources are used in holographic process to simulate from two dimension the three dimension. We know that in the global morphogenetic field the information is diffuse in all the reference space so the information is robust to external noise we can also find the same information also in one part of the reference space. In conclusion the Morphogenetic computing we eliminate the stressing work of the creation of the codes and in the same time errors or contradictions are eliminate in the generation of the morpho by the Morphogenetic sources.
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# Quantum Inspired Evolutionary Algorithm in Load Frequency Control of Multi-area Interconnected Thermal Power System with Non-linearity 
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#### Abstract

Load Frequency Control (LFC) is an important issue in power system to maintain power system stability and quality of generated power supply during sudden load demand period. In order to overcome this issue, power systems are interconnected and secondary controllers are introduced to regulate the power system parameters within a specified limit during sudden load demand period. In this present work, three area single stage reheat thermal power systems are interconnected and each area comprises governor unit, reheated unit, turbine unit, Governor Dead Band (GDB), Generation Rate Constraint (GRC) non-linear components and boiler dynamics effect. One Percent (1\%) Step Load Perturbation (SLP) is considered in thermal area 1 of the investigated power system. The Proportional-Integral-Derivative (PID) controller is introduced as a secondary controller. Since tuning of the controller gain values play a vital role, evolutionary


[^15]algorithms are introduced to tune the controller gain values. In the current work, the Genetic Algorithm (GA), Quantum Inspired Genetic Algorithm (QIGA) and Quantum Inspired Evolutionary Algorithm (QIEA) are proposed for tuning of controller gain values. The cumulative comparisons of the simulation result are clearly reported that QIGA and QIEA are more superior to the GA based PID controller performance in the same investigated power system in terms of time domain specification parameters.

Keywords Load frequency control • Interconnected power system • Genetic algorithm • Quantum inspired genetic algorithm - Quantum inspired evolutionary algorithm • Step load perturbation • Objective function • Optimal gain values - Time domain specification

## 1 Introduction

Recently, the power generating units are operated with more commitment due to enormous growth in the new technologies and the need of power regular supply. In this regard, the power generating units are interconnected through tie-line for satisfying load demand. The increase in the power system size leads to increase the complexity. The system responses are affected during any sudden load demand that may occur in any one of the interconnected power system. For regulating the system parameter within the specified limit, the secondary controller proper design becomes more crucial. In this regard, the PID controller is introduced as a secondary controller for regulating the power system operation during sudden load demand period. The suitable controller gain value selection is considered an essential issue to guarantee better controlled response during the sudden load period. So, several optimization techniques are implemented to optimize the secondary controller gain values in single/multi-area interconnected power system for regulating the system parameters and for maintaining quality of generated power supply during sudden load demand period.

Literature survey clearly shows that several evolutionary algorithms based optimization techniques are implemented to tune the controller gain values for solving the load frequency control/automatic generation control issue in single area and multi-area inter connected power system. Automatic Generation Control (AGC) of three area power generating interconnected hydrothermal power generating unit with Generation Rate Constraint (GRC) non linearity has been discussed in [1] by implementing Fuzzy Integral Double Derivative (FIDD) controller. The Bacterial Foraging (BF) optimization technique is utilized for optimizing the FIDD controller's gain values. The BF optimization technique tuned gain values based Fractional Order PID (FOPID) is implemented for AGC of multi-area interconnected thermal power generating unit under deregulated environment by considering GRC non linearity effect [2]. Two Degree-of-Freedom PID controller gain
values are optimized by considering Integral Time Absolute Time error (ITAE), Integral Square Error (ISE) and Integral Time Square Error (ITSE) cost function based Differential Evolution (DE) tuned controller designed for solving LFC of two area interconnected thermal power system including Governor Dead Band (GDB) non linearity [3]. Imperialist Control Algorithm (ICA) optimization technique tuned PID controller has been implemented for solving LFC in nonlinear power system considering GRC non linearity [4]. Cuckoo Search (CS) optimization technique optimized PI controller has been implemented for solving LFC issue in two area interconnected power system. In addition, the power system has been equipped with GDB non linearity and Super Magnetic Energy Storage (SMES) unit for analyzing the system performance [5]. Fuzzy Logic Controller (FLC) has been designed for solving LFC issue in two area interconnected power system by considering GGRC and GDB non linearity effect. The FLC performance has been compared with conventional PI controller for measuring the supremacy of proposed FLC controller [6]. The FLC has been implemented into two area power system for solving AGC issue in two area interconnected and GRC non linearity equipped reheat thermal power system [7]. Adaptive LFC of two area interconnected power system (Hydrothermal) has been discussed [8] by considering GRC non linearity effect with adaptive implicit hybrid self tuning based controller. Furthermore, the artificial neural network (ANN) controller has been executed in two area interconnected thermal power system for analyzing AGC issue by considering GDB non linearity under deregulated environment [9]. The GRC, GDB, Boiler Dynamics (BD) and SMES unit equipped three area interconnected power system frequency have been stabilized by employing robust decentralized frequency stabilizer unit with integral controller [10]. The GDB non linearity effect is two area interconnected power system has been analyzed, where the system response at which the frequency and tie line power deviation has been considered for the analysis [11]. $\mu$-synthesis based ANN technique has been implemented into LFC of interconnected power generating unit and GRC non linearity also has been considered for validating supremacy of proposed controller in [12]. GDB non linearity and BD equipped thermal power system is considered for investigation [13]. In addition, the integral controller and SMES energy unit were also considered for analysis. Lyapunov technique optimized parameters based reheat thermal power system has been considered for the investigation [14] with backlash non linearity effect for solving LFC in power system during sudden demand period. Continuous and discrete modes based AGC of two area interconnected thermal power generating unit with GRC non linearity has been proposed in [15]. The optimum selection based speed regulation parameters have been used for the AGC in two area interconnected reheat thermal power system by considering the non-linearity effect [16]. The Battery Energy Storage (BES) effect in LFC of interconnected power system with GDB and GRC non linearity has been discussed in [17]. The adaptive Controller has been designed and implemented into LFC of single area single area power system [18] considering GRC non linearity effect.

Three area interconnected thermal power system has been designed by considering GRC non linearity. In addition, the BF optimization technique has been
implemented to optimizing I controller gain values in [19]. The different steam configuration implemented thermal and electric governor equipped hydro power systems are interconnected two area power system has been discussed for analyzing the AGC issue by considering several classical controllers in [20]. The effect of FLC in two area hydrothermal power generating unit has been studied by considering GDB, GRC non linearity and BD effect in [21]. Two area interconnected reheat thermal power system has been discussed by considering classical controller and GRC non linearity effect in [22]. Bacterial Foraging Optimization (BFO) technique optimized several classical controllers have been implemented into three area interconnected thermal power system with GRC non linearity effect [23]. AGC of two area interconnected reheat thermal power generating unit has been studied in [24] by considering GDB non linearity effect. Lyapunov technique is used to tune frequency bias parameter values to integral controller gain.

AGC control of three area interconnected hydro power generating unit with classical controller has been presented in [25]. The GRC non linearity effect has been considered and controller gain values are optimized by using Bacterial Foraging optimization technique [25]. Integral Square Error (ISE) cost function based controller has been designed into decentralized biased controller used LFC of interconnected power system in [26]. Cuckoo Search (CS) algorithm designed controller has been implemented in two area interconnected thermal power for solving AGC issue in [27]. Fractional Order PID (FOPID) controller has been designed for LFC of interconnected power system with GRC non linearity effect and dead zone effect in [28].The CS algorithm optimized FOPID controller has been implemented into three area interconnected thermal power system with GRC non linearity. The several Flexible Alternating Current Transmission System (FACTS) devices and 2-DOF controllers (2DOF-PI, 2DOF-PD, 2DOF-IDD, 2DOF-IDD) have been considered for the investigation [29]. Bat Algorithm (BA) optimized PD-PID cascade controller has been designed into AGC of three area interconnected thermal power system with GRC non linearity effect [30]. GRC and GDB non linearity equipped multi-source interconnected power generating unit has been considered for the investigation in [31] by considering Improved Particle Swarm Optimization (IPSO) technique based controller for solving LFC issue. Hybrid firefly algorithm and pattern search optimization designed PID controller has been included in AGC of multi-area interconnected power system [32] with GRC non linearity effect. Firefly Algorithm (FA) optimized controller gain values based PI/PID controllers have been implemented in three area unequal thermal power generating unit for solving LFC problem in power generating unit under sudden load demand [33]. Cuckoo Search (CS) algorithm optimized controller gain value based 2DOF controllers (2DOF-IDD, 2DOF-PI, 2DOF-PD) have been implemented into three area interconnected power system including GRC non linearity [34]. The Unequal three area interconnected thermal power system has been developed in [32] by considering time delay, BD and GRC non linearity effect for solving the AGC of power system. Thyristor Controller Series Compensator (TCSC) unit and SMES unit have been implemented multi-area multi-unit power system unit has been designed [35]. Discrete optimum integral controller

Table 1 Optimization technique related to LFC/AGC of single/multi-area interconnected power system

| Year | Optimization techniques | References |
| :---: | :---: | :---: |
| 1982 | Lyapunov technique | [15] |
| 1983 | Continuous and discrete mode optimization | [16] |
| 1989 | Adaptive controller | [19] |
| 2009 | Fuzzy logic controller (FLC) | [22] |
| 2015 | Cuckoo search | [29] |
| 2015 | Bat inspired algorithm | [30] |
| 2014 | Firefly algorithm | [33] |
| 2015 | Cuckoo search | [34] |
| 2015 | Hybrid firefly algorithm | [32, 56] |
| 1978 | Parameter-plane technique | [48, 57] |
| 1988 | Optimal control theory | [37, 58] |
| 2006 | Artificial neural network (ANN) | [59] |
| 2009 | Genetic algorithm (GA) | [60] |
| 2009 | Stochastic particle swarm optimization (PSO) | [61] |
| 2011 | Genetic algorithm | [62] |
| 2011 | Bacterial foraging optimization algorithm (BFOA) | [63] |
| 2011 | Craziness based particle swarm optimization (CRAZYPSO) | [64] |
| 2012 | Artificial bee colony (ABC) | [65] |
| 2013 | Bacterial foraging (BF) technique | [66] |
| 2013 | Ant colony optimization | [67] |
| 2014 | Stochastic particle swarm optimization (SPSO) | [68] |
| 2014 | Ant colony optimization | [69] |
| 2015 | Ant colony optimization | [70, 71, 72] |
| 2015 | Beta wavelet neural network (BWNN) | [73] |
| 2016 | Particle swarm optimization | [74] |
| 2016 | Fuzzy logic controller | [75] |
| 2016 | Flower pollination algorithm (FPA) | [57, 76] |
| 2016 | Ant colony optimization | [58, 77] |

performance has been compared with optimum PI controller in AGC of two area interconnected thermal power system [36] by including GRC non linearity effect. The optimization techniques used for solving AGC/LFC issue in interconnected power system are clearly depicted in Table 1.

In the current proposed work, the performance is evaluated for three area interconnected reheat thermal power system with Quantum Inspired Evolutionary Algorithm (QIEA), Quantum Inspired Genetic Algorithm (QIGA) and Genetic Algorithm (GA) optimized PID controller performance by using ITAE objective function. The thermal power system is considered for the analysis. Consequently, the main contribution of proposed research work is as follows:
(1) To design three areas reheat thermal power system with PID controller.
(2) To design the suitable secondary controller gain values based PID controller for the investigated thermal power system.
(3) To optimize the controller gain values by using QIEA, QIGA and GA optimization technique based ITAE based cost functions with $1 \%$ SLP in area 1.
(4) To compare the performance of different optimization technique based controller performance in the investigated power system response.

## 2 System Investigated

In the current proposed work, the LFC of three area interconnected reheat thermal power system is considered and presented. The considered three areas are equal size thermal power system and all three areas are interconnected through tie line. Transfer function model of three area interconnected power system shown in Fig. 1.

The power system parameters and their nominal values are given in Table 2. The each area of thermal power system comprises governor, reheater, turbine, power system (Generator) and speed regulator respectively. A one percent (1\%) Step Load Perturbation (SLP) is considered in area 1 for analyzing the dynamic behaviors of power system with different optimization algorithm optimized controller performance during sudden load demand period. During nominal loading condition each power generating area takes care of its own load demand and keeps the power system parameter within the specified value.

During sudden load demand period of time performance of system affected in terms of time domain specification values (damping oscillation, large peak over and


Fig. 1 Transfer function model of three area interconnected reheat thermal power system with PID controller

Table 2 Nominal values of power system parameter

| Parameters | Symbol | Nominal value |
| :--- | :--- | :--- |
| Reheat time constant | $\mathrm{T}_{\mathrm{t} 1}=\mathrm{T}_{\mathrm{t} 2}=\mathrm{T}_{\mathrm{t} 3}$ | 0.3 s |
| Speed governor time constant | $\mathrm{T}_{\mathrm{g} 1}=\mathrm{T}_{\mathrm{g} 2}=\mathrm{T}_{\mathrm{g} 3}$ | 0.2 s |
| Self regulation for governor | $\mathrm{R}_{1}=\mathrm{R}_{1}=\mathrm{R}_{3}$ | 2.4 Hz pu |
| MW |  |  |
| Frequency bias constant | $\mathrm{B}_{1}=\mathrm{B}_{1}=\mathrm{B}_{3}$ | $0.425 \mathrm{puMW}^{2} \mathrm{~Hz}$ |
| Power system Gain | $\mathrm{K}_{\mathrm{p} 1}=\mathrm{K}_{\mathrm{p} 2}=\mathrm{K}_{\mathrm{p} 3}$ | $120 \mathrm{~Hz} \mathrm{pu}{ }^{-1} \mathrm{MW}$ |
| Power system time constant | $\mathrm{T}_{\mathrm{p} 1}=\mathrm{T}_{\mathrm{p} 2}=\mathrm{T}_{\mathrm{p} 3}$ | 20 s |
| Tie line power coefficient | $\mathrm{T}_{12}=\mathrm{T}_{13}=\mathrm{T}_{23}$ | $0.0707 \mathrm{MW} \mathrm{rad}^{-1}$ |
| Steam turbine reheat time constant | $\mathrm{Tr} 1=\mathrm{Tr} 2=\mathrm{Tr} 3$ | 10 s |
| Steam turbine reheat coefficient | $\mathrm{Kr} 1=\mathrm{Kr} 2=\mathrm{Kr} 3$ | 0.5 |

under shoot with large settling time). A proper design and implementation of the secondary controller are crucial for delivering good quality power supply to all consumers without any interruption. In order to conquer the above said issue PID controller is implemented as a secondary controller and discussed in the section "Control Strategy".

## 3 Control Strategy

In the current work, the PID controller is considered as a secondary controller for regulating power system operation during sudden load disturbance period. The transfer function of PID controller is given by:

$$
\begin{equation*}
G_{P I D}(S)=K_{p} E(S)+\frac{K_{i}}{T_{i} S} E(S)+K_{d} E(S) \tag{1}
\end{equation*}
$$

where, $\mathrm{K}_{\mathrm{p}}, \mathrm{K}_{\mathrm{i}}$ and $\mathrm{K}_{\mathrm{d}}$ indicate the Proportional, Integral and Derivative controller gain values; respectively, $\mathrm{E}(\mathrm{S})$ denotes the error signal. The structure of proposed PID controller is shown in Fig. 2. The input of controller is Area Control Error (ACE) and output of controller is the control signal ( $\mathrm{delP}_{\mathrm{ref}}$ ), which is given to the power system as a reference signal. In the current work, three PID controllers are designed and implemented into three area interconnected reheat thermal power system. The PID controller consists of three basic terms such as integral, proportional and derivative terms, where, the $K_{p}$ is proportional gain, $K_{i}$ is integral gain, $K_{d}$ is derivative gain, ACE is area control error and delP ${ }_{\text {ref }}$ is control signal or reference signal.

Fig. 2 Structure of PID controller


The input of controller ACE is given by:

$$
\begin{equation*}
A C E_{i}=B_{i} \Delta f_{i}+\Delta P_{t i e i, j} \tag{2}
\end{equation*}
$$

The output of controller $\mathrm{dlP}_{\text {ref }}$ is given by:

$$
\begin{equation*}
\Delta P_{r e f i}=-K_{i} \cdot A C E_{i}-\frac{K_{P}}{T_{i}} \int A C E_{i}-K_{d} T_{d} \frac{d}{d t} A C E_{i} \tag{3}
\end{equation*}
$$

where, $\Delta \mathrm{f}_{\mathrm{i}}$ is frequency deviation, $\Delta \mathrm{P}_{\text {tie }}$ is tie line power deviation, $\mathrm{B}_{\mathrm{i}}$ is frequency bias constant, $\Delta \mathrm{P}_{\text {refi }}$ is reference signal given the $i$ th area of the power of power system or control signal generated by PID controller, ACE is the value of area control error, $\mathrm{K}_{\mathrm{p}}, \mathrm{K}_{\mathrm{i}}$ and $\mathrm{K}_{\mathrm{d}}$ indicate the proportional, integral and derivative controller gain values; respective lyand $\mathrm{T}_{\mathrm{i}}$ and $\mathrm{T}_{\mathrm{d}}$ indicate the integration time and derivative time; respectively.

The performance and behavior of the proposed controller are mainly depending on the proper selection of controller parameters and choosing better optimal values. By using hit and trial method for selection of controller gain value is very tough and complex because it takes more time for selection of optimal value. The main aim of proposed research work is to implement evolutionary algorithm based optimization techniques. In the current work, the QIEA, QIGA and GA algorithms are implemented for optimizing controller gain values.

## 4 Quantum Inspired Algorithms

Quantum-Inspired Algorithms are a new class of hybrid algorithms, which are inspired by Quantum Computing. This hybrid concept generates many optimization algorithms, such as Quantum Inspired Evolutionary Algorithm (QIEA) and Quantum Inspired Genetic Algorithm (QIGA), which are actually a combined
concept of some significant features from both Quantum Computing (QC) and Evolutionary Computing (EC). The classical approach of Evolutionary Computing includes a class of some optimization algorithms which are known as Evolutionary Algorithms (EA).

Evolutionary Algorithms (EAs) are basically a stochastic search and optimization method based on the principles of natural biological evolution. Compared to the traditional or conventional optimization methods (such as calculus-based), the EAs are considered more robust, can give global optimum solutions overcoming the problem of stuck in local optima and may be applied generally without domain-specific heuristics. The EA implements three major mechanisms from biological evolution, which are reproduction, mutation and natural selection. The EAs are characterized by the encoding of the solutions, and evaluation function for computing fitness of the representative solutions and other parameters as the population size, characteristic operators, and selection schemes. The three mainstream methods of evolutionary computation, which have been established before many years back are:
(i) Genetic Algorithm (GA) developed by [37-39],
(ii) Evolutionary Programming (EP) developed by [40], and
(iii) Evolution Strategies (ES) developed by [41, 42].

The main principles on which EAs operate are population of potential solutions, and the principle of survival of the fittest. EAs apply these to produce successively better approximate solutions.

Quantum Computing [43] is a branch of computer science concerning applications of unique quantum mechanical effects to solving computational problems. The two types of computations i.e., EC and QC are implemented by the algorithms named as Evolutionary Algorithm (EA) and Quantum Algorithm (QA); respectively. The Quantum Algorithms are mainly intended for quantum mechanical computers, but not for classical computers. In order to utilize the advantages of Quantum Computing in classical computers, researchers introduced the hybrid concept of computing algorithms, such as the QIEA and QIGA. For various optimization problems researchers use this new era of computation and it gives more efficient solution than any conventional evolutionary algorithms can give ever.

### 4.1 Evolutionary Computing

The population-based methods adopted concepts from biology and implemented them into automatic machine oriented computation. These set of methods are known as Evolutionary Computation (EC). It merges the concepts from population biology, genetics, and evolution. Evolutionary algorithms [39] which are heuristic search algorithms, do not always guarantee to provide the exact optimal solutions, but definitely they can find better optimal solutions within the less amount of time.

Evolutionary Algorithms, which are adaptive optimization algorithms and follow the process of natural selection and genetics [44], have been applied to a variety of optimization problems. A generic evolutionary algorithm consists of some operations, namely: initialization, selection, reproduction and replacement. Initialization means the seeding of initial population by using some suitable encoding scheme. The selection operator selects the individuals randomly or according to their fitness. In case of replacement, older individuals are replaced by new offspring's.

The basic generic evolutionary algorithm first constructs an initial population of some individuals, then iterates through three procedures. First, it assesses the fitness of all the individuals initialized. Second, it breeds a new population of offspring, based on the fitness information. Third, it recombines the fittest parents and children to form new generation population, and in this fashion the loop continues.

Algorithm of the generic classical Evolutionary Algorithm

```
begin
    Initialize random population;
    Evaluate the population;
    Select fittest solution and store it;
    Generation = 0;
        While () //termination criterion is not satisfied
            Evaluate the population;
            Select fitter chromosomes by survivor selection procedure;
            Upgrade the population with upgrade operators;
            Recombine the population with fittest solutions;
            Generation = Generation + 1;
        end
end
```

The first step in the above algorithm is to select a proper encoding technique and the population size. In order to get better optimal solution appropriate population size should be chosen, as large population increases the diversity amount.

### 4.2 Genetic Algorithm

Genetic algorithms are adaptive optimization algorithms that follow the process of natural selection and genetics [45]. They have been also applied to a variety of optimization problems, such as travelling salesman problem and knapsack problem. A generic GA consists of some operations, namely initialization, selection, reproduction and replacement which are same as EA in operation. Crossover and mutation operations are used to maintain balance between exploitation and
exploration. Upon replacement, older individuals are replaced by new offspring's just like as in EA. The pseudo-code of the generic GA is as follows.

## Algorithm: Genetic Algorithm

```
begin
            Assume initially random population;
            Assess the population;
            Generation = 0;
While ()
            Chose the superior chromosomes using the reproduction process;
            Crossover ;
            Select the best chromosomes ;
            Mutation ;
            Evaluate;
            Generation = Generation + 1;
end
end
```

In this pseudo-code, the optimal solution is obtained by using the proper population size. Typically, the the diversity increases by increasing the population size.

### 4.3 Quantum Computing

Generally, in computer chips, the information bits are physically stored as low and high voltages on the wires (i.e., 0 and 1 in binary). Inside Quantum Computing machines, the computations are performed based on the laws of quantum mechanics that can be described as the behaviour of the particle at the sub-atomic level. The single electron in this atom can either be in a ground state (the lowest energy level) or in an excited state (the high energy level). These two states can be used to encode the binary data bit values 0 and 1 (for low and high energy level respectively). In quantum physics the two basis states of electron are denoted by Dirac notations like, $|0\rangle$ (for ground state) and $|1\rangle$ (for excited state). Unlike classical physics, in quantum physics there comes one new concept of linear superposition principle along with these two basic states. The fundamental concept of superposition principle says that if a Quantum System can be present in one of the two basis states, $|0\rangle$ or $|1\rangle$, then it can also be in any linear combination of these two states, i.e., $\alpha_{0}|0\rangle \alpha_{1}|1\rangle$. This is called the superposition state, where the coefficient $\alpha_{0}$ and $\alpha_{1}$ are called the amplitudes of state $|0\rangle$ and $|1\rangle$; respectively, which give the probabilistic measure of the occurrence of state $|0\rangle$ and state $|1\rangle$; respectively.

### 4.4 Qubit Representation

The superposition $\alpha_{0}|0\rangle \alpha_{1}|1\rangle$ is the basic or the smallest unit of encoded information in quantum computers or quantum systems, which is called a Qubit. The representation of Qubit is given as follows:

$$
\begin{equation*}
|\boldsymbol{\psi}\rangle=\boldsymbol{\alpha}_{0}|0\rangle+\boldsymbol{\alpha}_{1}|1\rangle \tag{4}
\end{equation*}
$$

According to the superposition principle, the amplitudes $\alpha$ 's are arbitrary complex numbers and the squares of their norms added up to 1 , which is expressed by:

$$
\begin{equation*}
\left|\alpha_{0}\right|^{2}+\left|\alpha_{1}\right|^{2}=1 \tag{5}
\end{equation*}
$$

$\alpha$ 's are probabilistic amplitude of the qubit that may exist in a state ' 0 ' or in state ' 1 ' and it satisfies the normalization condition. In quantum computer, the qubits are quaternary in nature. It has three states actually unlike the binary bits in classical computers. The states are state 0 or state 1 and the linear superposition of these two basic states. In order to measure the state of a qubit which is in a superposition state at present, the measurement process forces the qubit to change its present state from the superposition to any of the two basic states (i.e., state 0 or 1). Upon measurement the qubit changes its state towards state 0 or state 1 depending on the value of the probabilistic amplitude of it. A qubit is actually a vector in a vector space which is generally two dimensional and complex in nature. An example of a qubit state could be given as follows:

$$
\begin{equation*}
|\psi\rangle=\frac{1}{\sqrt{2}}|0\rangle+\frac{1}{\sqrt{2}}|1\rangle \tag{6}
\end{equation*}
$$

The above example also satisfies the normalization condition (Eq. 5), in addition multiple qubits can be handled as in [46]. Suppose two qubits, which can be in one of the four computational basis states, $00,01,10$, or 11 . Similarly a pair of qubits can also exist in superposition of these four states as follows:

$$
\begin{equation*}
|\psi\rangle=\alpha_{00}|00\rangle+\alpha_{01}|01\rangle+\alpha_{10}|10\rangle+\alpha_{11}|11\rangle \tag{7}
\end{equation*}
$$

The Normalization Condition can be expressed as:

$$
\begin{equation*}
\left|\alpha_{00}\right|^{2}+\left|\alpha_{01}\right|^{2}+\left|\alpha_{10}\right|^{2}+\left|\alpha_{11}\right|^{2}=1 \tag{8}
\end{equation*}
$$

Thus a qubit string (quantum chromosome), which is set of some individual qubit (quantum gene) can be represented as follows:

$$
q=\left[\begin{array}{lll}
\boldsymbol{\alpha}_{00} & \boldsymbol{\alpha}_{01} \ldots & \boldsymbol{\alpha}_{0 m}  \tag{9}\\
\boldsymbol{\alpha}_{10} & \boldsymbol{\alpha}_{11} \ldots & \boldsymbol{\alpha}_{1 m}
\end{array}\right]
$$

where, an individual qubit is: $\left[\begin{array}{l}\boldsymbol{\alpha}_{0} \\ \boldsymbol{\alpha}_{1}\end{array}\right]$; and $m$ denotes the length of the quantum chromosome Q .

Quantum logic gates are used in quantum mechanics, which are basically quantum circuits. Quantum circuit is a quantum computation model, where computation is performed through a sequence of quantum gates. Quantum Gates are reversible i.e., like the inverter (NOT) gate, the output of which can be undone that means the input data can be obtained from the output one. Quantum gates are used for updating the qubits so that better optimal solution can be obtained and also the updated qubits can give better convergence rate if updating operation is performed properly. Q-gates mostly operate on one or two qubits, such as the classical logic gates. Thus, the gates are represented by $2 \times 2$ or $4 \times 4$ unitary matrices. This property ensures that any quantum gate U is always logically reversible.

### 4.5 Quantum Operator

For updating the qubit individual a quantum update operator is used, which in particular is a quantum rotational gate. A rotation gate $\mathrm{U}\left(\Delta \theta_{i}\right)$ is used to update the qubit individual as variation operator. The coefficients $\left(\alpha_{0 i}, \alpha_{1 i}\right)$ of the $i$ th qubit is updated as follows:

$$
\left[\begin{array}{c}
\alpha_{0 i}^{\prime}  \tag{10}\\
\alpha_{1 i}^{\prime}
\end{array}\right]=\mathrm{U}\left(\Delta \theta_{i}\right) *\left[\begin{array}{l}
\alpha_{0 i} \\
\alpha_{1 i}
\end{array}\right]
$$

i.e., $\left[\begin{array}{c}\alpha_{0 i}^{\prime} \\ \alpha_{1 i}^{\prime}\end{array}\right]=\left[\begin{array}{cc}\cos \left(\Delta \theta_{i}\right) & -\sin \left(\Delta \theta_{i}\right) \\ \sin \left(\Delta \theta_{i}\right) & \cos \left(\Delta \theta_{i}\right)\end{array}\right] *\left[\begin{array}{c}\alpha_{0 i} \\ \alpha_{1 i}\end{array}\right]$, where, the rotation gate is given by: $\mathrm{U}\left(\Delta \theta_{i}\right)=\left[\begin{array}{cc}\cos \left(\Delta \theta_{i}\right) & -\sin \left(\Delta \theta_{i}\right) \\ \sin \left(\Delta \theta_{i}\right) & \cos \left(\Delta \theta_{i}\right)\end{array}\right]$

The algorithm of the qubit update procedure is given here in the following:

## Procedure Update (q)

```
Begin
    \(i \leftarrow 0\)
while \((\mathrm{i}<\mathrm{m})\) do
Begin
\(\mathrm{i} \leftarrow \mathrm{i}+1\)
Determine \(\left(\Delta \theta_{i}\right)\) with the lookup table
Obtain \(\left(\begin{array}{ll}\alpha_{0 i}^{\prime}, & \left.\alpha_{1 i}^{\prime}\right) \text { from the following: }\end{array}\right.\)
    \(\mathbf{i f}(\mathbf{q}\) is located in the first/third quadrant)
            \(\left[\begin{array}{ll}\alpha_{0 i}^{\prime} & \alpha_{1 i}^{\prime}\end{array}\right]^{T}=U\left(\Delta \theta_{i}\right)\left[\begin{array}{ll}\alpha_{0 i} & \alpha_{1 i}\end{array}\right]^{T}\)
    else
            \(\left[\begin{array}{ll}\alpha_{0 i}^{\prime} & \alpha_{1 i}^{\prime}\end{array}\right]{ }^{T}=\mathrm{U}\left(-\Delta \theta_{i}\right)\left[\begin{array}{ll}\alpha_{0 i} & \alpha_{1 i}\end{array}\right] T\)
    end
\(\mathrm{q} \leftarrow \mathrm{q}^{\prime}\)
end
end
```

In the above algorithm qubit individuals (q) in quantum chromosome are updated by applying Q-gates. By the update operation the updated qubit should satisfy the following normalization condition:

$$
\begin{equation*}
\left|\alpha_{0}^{\prime}\right|^{2}+\left|\alpha_{1}^{\prime}\right|^{2}=1, \tag{11}
\end{equation*}
$$

where, $\alpha_{0}^{\prime}$ and $\alpha_{1}^{\prime}$ are the values of the updated qubit. The following rotation gate is used as a Q-gate in hybrid quantum computing, such as:

$$
\mathrm{U}(\Delta \theta i)=\left[\begin{array}{cc}
\cos \left(\Delta \theta_{i}\right) & -\sin \left(\Delta \theta_{i}\right)  \tag{12}\\
\sin \left(\Delta \theta_{i}\right) & \cos \left(\Delta \theta_{i}\right)
\end{array}\right]
$$

where, $\Delta \theta i,(i=1,2, \ldots, m)$ is a rotation angle of each qubit towards either 0 or 1 state depending on its sign.

### 4.6 Quantum Inspired Evolutionary Algorithm

The first proposed evolutionary algorithm based on the concepts and principles of quantum computing was presented in 1996 [45]. Other early research examples of quantum-inspired evolutionary algorithms with binary quantum representation based on qubits are due to [47]. In the past few years, several other works on
quantum evolutionary algorithms have been also proposed [48-53].The complete pseudo-code of generic QIEA has been presented here. Here, Q(t) denotes the $t$ th generation of a quantum population.

In quantum chromosomes, the genes states are observed during the phenotype creation. The observed population matrix is then used to evaluate the fitness of an individual. Afterwards, the quantum gates are used to update the qubit individuals.

### 4.7 Quantum Inspired Genetic Algorithm

Quantum Inspired Genetic Algorithm (QIGA) is a hybrid optimization algorithm enriched with the efficient computing characteristics from two important field of computation GA and Quantum Computing (QC). The bio-quantum-inspired optimization algorithm QIGA adopted the features from QC, such as qubit representation, superposition of state, quantum state measurement and the qubit updating.

Simultaneously, the GA adopted the features, such as initialization of population, selection, crossover and the mutation. QIGA uses the features, such as updating qubit, selection, crossover and mutation as functional operators of the algorithm to resample the population of solution candidates. The QIGA uses binary quantum chromosomes for representing solutions, which is encoded as:

$$
q=\left[\begin{array}{lll}
\alpha_{00} & \alpha_{01} \ldots & \alpha_{0 m} \\
\alpha_{10} & \alpha_{11} \ldots & \alpha_{1 m}
\end{array}\right]
$$

where, each column represents a binary quantum gene $|\Psi 1\rangle, \ldots,|\Psi m\rangle$. Hence, a state of the whole quantum population $Q=\left\{q_{1}, q_{2}, \ldots, q_{N}\right\}$ can be simply illustrated by a matrix of vectors, where $q_{1}, q_{2}, \ldots, q_{N}$ are binary quantum chromosomes. The complete pseudo-code of QIGA is as follows.

## Algorithm: Quantum-Inspired Genetic Algorithm (QIGA)

```
Begin
    t\leftarrow0
Initialize Q(0)
    While not termination-criterion
        t}\leftarrow+\mp@code{+
    Evaluate Q(t)
    Perform genetic operations on Q(t)
    end
end
```

In the preceding algorithm, the genes of all individuals in the quantum population $\mathrm{Q}(0)$ are initialized with linear superposition $(\sqrt{2} / 2|0\rangle+\sqrt{2} / 2|1\rangle)$, which results in sampling the whole search space with equal probability. During phenotype creation, states of all genes in quantum chromosomes are observed. Thus, the search space is sampled with respect to the probability distribution in quantum chromosomes as encoded. The evaluation of an individual's fitness is based on the observed population matrix $\mathrm{P}(\mathrm{t})$. The genetic operators applied in the algorithm are based on the quantum rotation gates [48]. Its rotate state vectors in the quantum gene state space [48]. In the above algorithm, the qubit individuals in a population of individuals $\mathrm{Q}(\mathrm{t})$ are updated by applying some quantum gates ( Q -gates).

Recently, the fields of quantum-inspired genetic algorithms are one of the fastest growing areas of research work. Numerous extensions of the QIGA have been proposed in several fields and still growing on. Early research examples of quantum-inspired genetic algorithms with binary quantum representation based on qubits are presented in [45, 52-55].

## 5 The Proposed QIEA Based PID Controller Optimization Algorithm

For superior controlled performance during sudden load disturbance condition, the controller is designed and implemented. In addition, the controller performance is mainly depends on the proper selection of the controller gain values. In the current work, the PID controller value is optimized by using QIEA with considering Integral Time Absolute Error objective function. 1\% SLP is applied into the area 1 of investigated power system. The proposed algorithm flow chart is shown in Fig. 3.

## 6 Result and Discussion

### 6.1 Design of GIEA Optimized PID Controller

In order to achieve superior response in any type of closed loop control response, a proper design of controller in practical situation is required. The response of controller is mainly depends on the proper selection of controller parameters. The controller parameters are obtained by proper selection of the objective function and


Fig. 3 Combined flow chart of proposed algorithm
the optimization technique for tuning the controller parameters. In the current work, the ITAE objective function is considered for the optimization PID controller parameters of Fig. 1.

$$
\begin{equation*}
J=I T A E=\int_{0}^{t} t \cdot\left|A C E_{i}\right| d t \tag{13}
\end{equation*}
$$

The parameters gain values of PID controller optimized by using GA, QIGA and QIEA optimization algorithms are depicted in Table 3.

The execution time for optimizing PID controller gain values by using different optimization technique is given in Table 3 and bar plot comparisons also clearly shown in Fig. 4 as reported in Table 4.

Based on the numerical values in the table and bar plot comparison, it is clearly evident that the proposed QIEA technique takes lesser computing time to compute PID controller gain values compared to the QIGA and GA optimization technique. Furthermore, the GA computing time is shorter than that required with the QIGA optimization technique.

### 6.2 Performance Evaluation of Three Are Interconnected Power System with QIEA Optimized PID Controller

In order to examine the dynamic performance of evolutionary algorithm, the optimized PID controller performance $1 \%(0.01 \mathrm{pu})$ SLP is applied into thermal area 1 of three area interconnected thermal power system. The GA, QIGA and QIEA algorithm optimized controller gain values are tabulated in Table 3. The response obtained by using proposed QIEA optimized controller performance is compared with GA and QIGA controller based performance in the same investigated power system. The response comparisons clearly evident that the proposed algorithm optimized controller give fast settled response compared to other optimized controller performance as shown in Figs. 5, 6, 7, 8, 9, 10, 11, 12 and 13. In the figures, the solid lines show the response of proposed QIEA optimization technique optimized controller response, dotted lines give the response of QIGA

Table 3 PID controller gain values optimized by using different optimization algorithms

| Controller gain | Technique |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  | Genetic <br> algorithm <br> $(\mathrm{GA})$ | Quantum inspired <br> genetic algorithm <br> (QIGA) | Quantum inspired <br> evolutionary algorithm <br> (QIEA) |  |
| Proportional <br> gain $\left(\mathrm{K}_{\mathrm{p}}\right)$ | $\mathrm{K}_{\mathrm{p} 1}$ | 0.82362 | 0.90476 | 0.8739 |
|  | $\mathrm{~K}_{\mathrm{p} 2}$ | 0.80222 | 0.77778 | 0.53666 |
|  | $\mathrm{~K}_{\mathrm{p} 3}$ | 0.87107 | 0.85714 | 0.47116 |
| Integral gain <br> ( $\mathrm{K}_{\mathrm{i}}$ ) | $\mathrm{K}_{\mathrm{i} 1}$ | 0.96999 | 0.99999 | 0.7957 |
|  | $\mathrm{~K}_{\mathrm{i} 2}$ | 0.7065 | 0.53968 | 0.88856 |
|  | $\mathrm{K}_{\mathrm{i} 3}$ | 0.61855 | 0.74603 | 0.79277 |
|  | $\mathrm{~K}_{\mathrm{d} 1}$ | 0.22304 | 0.19048 | 0.18182 |
|  | $\mathrm{~K}_{\mathrm{d} 2}$ | 0.32176 | 0.31746 | 0.89443 |
|  | $\mathrm{~K}_{\mathrm{d} 3}$ | 0.10194 | 0.93651 | 0.35386 |



Fig. 4 Bar plot comparisons of execution time for different optimization algorithm

Table 4 Execution time for different optimization algorithm

| Technique | GA-PID <br> controller | QIGA-PID <br> controller | QIEA-PID <br> controller |
| :--- | :--- | :--- | :--- |
| Execution time (min) | 16.0371 | 16.66 | 6.9037 |

optimized controller performance and dashed lines show the response of GA optimized controller response.

The numerical values of settling time for frequency deviation, tie line power deviation and area control error are clearly depicted in Tables 5, 6 and 7; respectively.

Based on the numerical values of settling time in Tables 5, 6 and 7, the bar plot is drawn. The bar plot compares the settling time in frequency and tie line power deviations, area control error as shown in Figs. 14, 15 and 16. It is clearly evident that the proposed QIEA optimized PID controller based controller response settled faster than the other optimization technique optimized controller response in the same investigated power system during sudden load demand period.

The preceding results depicts that the proposed QIEA technique optimized PID controller response provides fast settled response compared to the other optimized controller techniques in the same investigated power system during sudden load demand period.

Fig. 5 Change in frequency in area 1 for 0.01 pu load disturbance in Thermal Area 1


Fig. 6 Change in frequency in area 2 for 0.01 pu load disturbance in Thermal Area 1


Fig. 7 Change in frequency in area 3 for 0.01 pu load disturbance in Thermal Area 1


Fig. 8 Tie line power deviation in between area $1 \& 2$ for 0.01 pu load disturbance in Thermal Area 1


Fig. 9 Tie line power deviation in between area $1 \& 3$ for 0.01 pu load disturbance in Thermal Area 1


## 7 Conclusion

In the current work, the Quantum Inspired based optimization algorithms are used to optimize the PID controller gain values for solving load frequency control issue in multi-area interconnected thermal power system. The QIEA is proposed for optimizing the PID controller gain values by using ITAE objective function and applying $1 \%$ SLP in area 1 . The supremacy of proposed controller performance is compared with quantum inspired genetic algorithm and genetic algorithm optimized controller performance in the same investigated power system. The computation

Fig. 10 Tie line power deviation in between area $2 \& 3$ for 0.01 pu load disturbance in Thermal Area 1



Fig. 12 Change in area control error in area 2 for 0.01 pu load disturbance in Thermal Area 1



Fig. 13 Change in area control error in area 3 for 0.01 pu load disturbance in Thermal Area 1

Table 5 Settling time of frequency deviation for different optimization algorithm based controller

| Response | $\Delta \mathrm{F}_{1}(\mathrm{~Hz})$ |  |  | $\Delta \mathrm{F}_{2}(\mathrm{~Hz})$ |  | $\Delta \mathrm{FF}_{3}(\mathrm{~Hz})$ |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Technique | GA | QIGA | QIEA | GA | QIGA | QIEA | GA | QIGA | QIEA |
| Settling time (s) | 20.05 | 18 | 17 | 20 | 17 | 16.5 | 22 | 17 | 16 |

Table 6 Settling time of tie line power deviation for different optimization algorithm based controller

| Response | $\Delta$ Ptie $_{\text {( }}$ (p.u. MW) |  |  | $\Delta$ Ptie $_{2}$ (p.u. MW) |  |  | $\Delta$ Ptie $_{3}$ (p.u. MW) |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Technique | GA | QIGA | QIEA | GA | QIGA | QIEA | GA | QIGA | QIEA |
| Settling time (s) | 24 | 22 | 20.5 | 23 | 22.5 | 21 | 23 | 22 | 20 |

Table 7 Settling time of area control error deviation for different optimization algorithm based controller

| Response | $\mathrm{ACE}_{1}$ (p.u.) |  |  | $\mathrm{ACE}_{2}$ (p.u.) |  |  | $\mathrm{ACE}_{3}$ (p.u.) |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Technique | GA | QIGA | QIEA | GA | QIGA | QIEA | GA | QIGA | QIEA |
| Settling time (s) | 24 | 23 | 21.5 | 26 | 25 | 23 | 28 | 23 | 22 |

time for computing controller gain value is clearly indicated that proposed QIEA controller takes lesser time for computation compare to QIGA and GA optimization technique. The performance of different optimization algorithm based controller performance clearly evident that proposed optimization technique based controller settled faster compared to other optimization technique based controller performance during $1 \%$ SLP in area 1 . In addition, some response yield lesser peak over and under shoot frequency and tie line power deviation compared to QIGA and GA

Fig. 14 Bar plot comparisons of settling time in frequency deviation with different algorithm optimized controller


Fig. 15 Bar plot comparisons of settling time in tie line deviation with different algorithm optimized controller

based controller performance. Finally, it is proved that QIEA optimized PID controller maintain the system maintain and control the LFC issue in interconnected power system by maintain interconnected power system stability and delivering uninterrupted good quality power supply by keeping system parameter within the prescribed value during nominal and sudden load demand condition.

Fig. 16 Bar plot comparisons of settling time in area control error deviation with different algorithm optimized controller
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#### Abstract

Distributed Generation (DG), with respect to its ability in utilizing the alternative resources of energy, provides a promising future for power generation in electrical networks. Distributed generators contribution to the power systems includes improvement in energy efficiency and power quality to reliability and security. These benefits are only achievable with optimal allocation of distributed resources that considers the objective function, constraints, and employs a suitable optimization algorithm. In this chapter, a quantum inspired computational intelligence is exercised for the optimal allocation of distributed generators. The fact that most of power system optimization problems, when modelled accurately, are of non-convex and sometimes discrete nature has encouraged many researchers to develop optimization techniques to overcome such difficulties. The basic Particle Swarm Optimization (PSO) is one of the most favored optimization techniques with many attractive features. Early experiments of employing PSO in many applications in power systems have indicated its promising potential. Consequently, the more advanced alternatives of this algorithm such as Quantum behaved PSO (Q-PSO) may show the same or even better performance in power system problems. The aforementioned algorithm has already been employed for different optimization objectives in power systems such as: short-term non-convex economic scheduling, unit commitment problems, loss of power minimization, economic load dispatch, smart building energy management and power system operations. Nevertheless, the algorithm has never been used for optimal allocation of distributed generation units. In this chapter the above problem will be solved with a quantum behaved particle swarm optimization algorithm. The chapter will be started with an introduction to the optimal allocation of DG then the power system, including the DG units will be modeled. On the next step the Q-PSO will be adopted for the optimal allocation. Finally, the results and discussions will be presented.
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## 1 Distributed Generation (DG) Allocation

Unlike the traditional generation, DG refers to a method in which a part of requested electric power is generated and delivered to customers with small generation units placed close to end users. It needs some changes in electric energy generation scheme. The DG is also addressed as dispersed generation, embedded generation or decentralized generation and as it most popular definition is an electrical source which is directly connected to the distribution network or placed on the customer site of meter [1].

Nowadays the technical developments are creating the opportunity of achieving enormous benefits from DGs in different field such as economical, technical and environmental [2-4]. The utilization of DGs in power systems improves the energy efficiency, power quality and security of the system. The integration of DGs in electrical networks is increased with respect to the advantages of DGs in terms of economic and security aspects [5]. Those advantages could be earned by optimal selection, sizing and placement of DGs with in a proper planning method. The optimal allocation of distributed resources aims to minimize the objective function considering equality and inequality constraints. The objective of optimal allocation of DGs in a power system is to select the proper size and site for the distributed generation units in the selected network.

There are technical and environmental restrictions in conventional power plants and stations expansion. Moreover unsecure fossil fuel market has led the electricity market toward new energy resources. Also, there are a number of incentives for encouraging network planners to use combined heat power (CHP) resources in distribution networks. Some of the issues which need to be considered for DG integration in distributed networks are: power losses, voltage control, reliability, stability, and fault level [6, 7]. It could be stated that DG installation in power networks changes the network characteristics [8, 9].

Distributed Generation Allocation (DGA) can be studied as a portion of Distributed Generation Planning (DGP). Since the same objectives, constraints and optimization approaches are common in either DGA or DGP, most of the studies, which focused on distributed generation planning and are related to this research, are reviewed in this section. There are a lot of methods have been employed in DGP according to the selected objectives and their respected operation constraints. Those methods can be categorized respecting to their approaches for optimization such as normal search methods, intelligent methods or fuzzy methods. A review and discussion on the objective functions and constraints, which are employed in DGP with their mathematical proper algorithms, can be summarized as follows.

Single or multi objective functions are considered to maximize the benefits of DG with respect to the equality and inequality constraints. Normally the real power
loss is the base objective [10, 11]. Some other objectives may accompany this base objective: reactive power minimization [12], DG capacity maximization [13, 14] or maximizing social profits in a deregulated market [15, 16]. A variety of methods and models of objective selection have been used in DGP formulations such as: multi objective models, or comprehensive objective models [17]. There are also some studies on the influence of DG on supply system security and reliability which clarified that these parameters could be improved by the means of a proper DGP [18]. In [19, 20], the technical issues caused by the integration of variable DGs in distribution networks due to their time varying nature (e.g. wind turbines) are investigated using DGP approaches. A wide range of constraints has been selected, for optimal DGP fitness functions of either single and multi objective. These constraints can be categorized into two main classes: equality and inequality constraints. Equality constraints are normally referred to as conservation limits for power, while the most important inequality constraints can be listed as DG power limit, buses voltage limit, feeder thermal limit and transformer power limit. However inequality constraints may include voltage step [21], short circuit level and ratio (SCL and SCR) [22] and power exchange between areas [23].

Different studies are focused on utilization of optimization methods to solve the DG allocation problem. In [24], the authors integrated genetic algorithm (GA) and simulated annealing (SA) optimization technique to solve the optimal allocation of DGs in distribution networks. The authors studied the optimal size and location of DGs in the primary distribution network in [25], which aimed to minimize total power losses in the network. The authors compared several methods, including novel power loss sensitivity (NPLS), power stability index (PSI), and voltage stability index (VSI) for solving optimal DG allocation in [26]. The GA method is implemented in [27] in order to obtain optimal solution of the DG allocation problem in networks, which minimized the losses of the network and ensured an acceptable reliability level and voltage profile. Analytical and genetic algorithm methods are employed in [28] for minimizing the power losses of the system by optimal placement of DGs. In this reference, the active power of DGs, power factor and location of such units are considered. Cuckoo search algorithm (CSA) is applied in [29] for identifying the optimal size and location of DGs in the system, in which the search space is determined by the utilization of graph theory. Bacterial foraging optimization algorithm (BFOA) is employed in [30] to solve the optimal allocation of DGs considering minimization of power losses, reduction of operational costs and improvement of voltage stability.

The objective function of the DG allocation problem along with the electrical and operational constraints of the problem are provided in the following [31].

### 1.1 Common Objective for DGA

Most of the DGA studies have been done with the objective of real power loss minimization. Moreover, other objectives are also considered such as reactive power
loss, voltage profile, the current reduction in weak lines, spinning reserve power and network MVA capacity. Normally the real power loss has been selected as a base objective index and other objectives have been used to form single or multi objective fitness functions for optimization. The most selected combinations are explained in the following sub-sections.

The selected objective function of the DG allocation problem is studied in this section. The objective function is based on power flow and voltage deviation calculation, which can be stated by the following equation:

$$
\begin{equation*}
O b j=w_{P} \times I P_{L}+w_{Q} \times I Q_{L}+w_{V} \times I V_{d e v} \tag{1}
\end{equation*}
$$

where, the indicators of the active and reactive power losses are demonstrated by $I P_{L}$ and $I Q_{L}$. In addition, $I V_{d e v}$ shows the voltage deviation with respect to the original system. Weight factors (WF), which are between 0 and 1 , are defined by $w_{P}, w_{Q}$, and $w_{V}$.

### 1.2 Operational and Electrical Constraints

The power flow constraints should be taken into account in the solution of optimal DG allocation problem, which can be written for bus $i$ as:

$$
\begin{gather*}
P_{i}=V_{i} \sum_{j=1}^{N_{B u s}} Y_{i j} V_{j} \cos \left(\delta_{i}-\delta_{j}-\gamma_{i j}\right)  \tag{2}\\
Q_{i}=V_{i} \sum_{j=1}^{N_{B u s}} Y_{i j} V_{j} \sin \left(\delta_{i}-\delta_{j}-\gamma_{i j}\right)  \tag{3}\\
S_{i}=P_{i}+j Q_{i} \tag{4}
\end{gather*}
$$

where, $V_{i}$ is used to define the per unit magnitude of voltage with angle of $\delta_{i}$ at bus $i$. $P_{i}$ and $Q_{i}$ are the real and imaginary parts of injected power, respectively. In addition, the complex injected power is shown by $S_{i}$ and the admittance of line $i j$ is showm by $Y_{i j}$. The voltage of $i$ th bus should be limited to the minimum and maximum values ( $V_{i}^{\text {min }}, V_{i}^{\text {max }}$ ) by the following equations:

$$
\begin{equation*}
V_{i}^{\min } \leq V_{i} \leq V_{i}^{\max } \tag{5}
\end{equation*}
$$

The upper bound of the generation capacity of the DG units should be considered as follows:

$$
\begin{equation*}
P_{i}^{D G} \leq P_{D G}^{\max } \tag{6}
\end{equation*}
$$

The obtained active and reactive power from the upstream network at bus $i$ should be limited to the lower and upper bounds by the following equations:

$$
\begin{align*}
& P_{s u b}^{\min } \leq P_{s u b} \leq P_{s u b}^{\max }  \tag{7}\\
& Q_{s u b}^{\min } \leq Q_{s u b} \leq Q_{s u b}^{\max } \tag{8}
\end{align*}
$$

The power transferred between nodes $i$ and $j$ should be limited to the minimum and maximum line capacity as follows:

$$
\begin{equation*}
S_{i j}^{\min } \leq S_{i, j} \leq S_{i j}^{\max } \tag{9}
\end{equation*}
$$

## 2 Particle Swarm Optimization (PSO)

The optimization techniques can be classified into two general categories to the mathematical and heuristic methods. The heuristic optimization techniques, which have experience-based characteristics, are defined as an efficient and quick method to provide optimal solutions [32]. Particle swarm optimization (PSO) is introduced as an effective tool for solving optimization problems with a series of equality and inequality constraints. PSO is a stochastic optimization technique, which uses a population of potential solutions to solve the problem. The population of PSO method is defined as swarm particles which are initialized by the random solutions.

Two main characteristics of each particle are the position and velocity, which are updated during the optimization process in order to obtain the optimal solution of the problem. The particles of PSO population are updated by employing optimization operators of the PSO. The PSO algorithm is based on shifting the particles toward the ones with a better solution [33]. The population is updated using the latest fitness values. The new velocity of each particle is altered based on its old value and the new position. The new velocity is assigned to each particle at the end of each iteration. As a result, the position of particles in new iteration is updated according to the present velocities of the particles and the its distance from the local and global best particles [34].

In the traditional PSO method, $X_{i}^{k}=\left(x_{i} 1^{k}, x_{i} 2^{k}, \ldots, x_{i} D^{k}\right)$ and $V_{n}^{k}=\left(v_{i} 1^{k}, v_{i} 2^{k}, \ldots\right.$, $\left.v_{i} D^{k}\right)$ are utilized to define the position and velocity vectors of the particles.

The position of each particle is updated considering the last velocity and best performance of that particle, as well as the best performance of the swarm overall, which can be formulated as:

$$
\begin{equation*}
V_{i}^{(k-1)}=w \cdot V_{i}^{k}+r_{1} \cdot c_{1} \cdot\left(\text { pbest }_{i}^{k}-X_{i}^{k}\right)+r_{2} \cdot c_{2} \cdot\left(\text { gbest }^{k}-X_{i}^{k}\right) \tag{10}
\end{equation*}
$$

$$
\begin{equation*}
x_{i}^{k+1}=x_{i}^{k}+v_{i}^{k+1} \tag{11}
\end{equation*}
$$

where, the iteration counter of the PSO method is demonstrated by $k$. In addition, $r_{1}$ and $r_{2}$ are two random relaxation numbers, and the $c_{1}$ and $c_{2}$ are two learning positive constants and w is the inertia weight.

The PSO method is employed to solve a variety of power system problems in the area of scheduling problems including optimal scheduling of the hydrothermal systems [33], combined heat and power economic dispatch [35], optimal generation scheduling of hydro system [36], optimal generator maintenance scheduling [37], and optimal scheduling of micro-grids (MGs) in deregulated enviroments [38]. In addition, PSO algorithms is implemented on placement of power systems equipment in the network such as optimal placement of phasor measurement units (PMUs) in power networks [32], optimal capacitor placement [39], optimal placement of distributed generation in distribution systems [40], optimal switch placement [41] and optimal location of FACTS devices in power systems [42]. Moreover, optimal reactive power dispatch in power systems [43], and optimal sizing of hybrid energy systems [44] can be numerated as other applications of PSO method in the solution of power systems problems.

## 3 Quantum Particle Swarm Optimization (QPSO)

The PSO method has been altered in binary form to improve the algorithm performance in different applications. Mohan and Al-Kazemi have proposed to combine PSO with other nature inspired intelligence as well as quantum theory. Following variations have been suggested in [45]:

- Direct approach, in which the classical PSO algorithm is applied and the solutions are converted into bit strings using a hard decision decoding process.
- Bias vector approach, in which the velocitys update is randomly selected from the three parts in the right-hand side of (2), using probabilities depending on the value of the fitness function.
- Mixed search approach, where the particles are divided into multiple groups and each of them can dynamically adopt a local or a global version of PSO.

Furthermore, the quantum bit (Q-bit) is integrated to represent the linear superposition of binary solutions in a probabilistic manner [46, 47]. The results demonstrates quantum behaved PSO (QPSO) has faster and more efficient performance in comparison to the conventional PSO.

The proposed algorithm employs the quantum delta potential well approach to crawl around the previous best points [48] and integrates the mean best position to improve the particles full domain search ability [49]. The main difference between QPSO and the classic PSO is the iterative equation. In QPSO the velocity vectors for particles is not required and has fewer parameters to adjust, which make the implementation much easier [50].

QPSO is implemented in the variety of optimization problems in power systems due to its successful performance in solving the continues optimization problems. QPSO is employed in [51] for obtaining optimal generation scheduling of hydro and thermal units considering the minimization of operational cost and pollutant gas emissions. In [52], the authors introduced PSO based on quantum mechanics for solving Economic Dispatch (ED), in which the valve-point loading impact of the conventional thermal units is studied. The ED problem is solved in [53] by employing QPSO method considering ramp rate limitation of the generation units, prohibited operating zones (POZs), power transmission loss of the system, and quadratic objective functions. Additionally, QPSO has already been implemented for different optimization objectives in power systems such as unit commitment (UC) problem [20], electricity load forecasting [54, 55], smart building energy management [56], the loss of power minimization [57], and power quality monitor placement method [58].

The PSO algorithm is extended in [59] by using the quantum computing, which is introduced as quantum PSO (QPSO). QPSO differs from PSO in terms of iterative procedure and the particles velocity characteristics updating approach. In addition, the QPSO employs less number of adjusting parameters, which results in better performance of the optimization technique. QPSO does not distribute the particles randomly by using the wave function which is employed in order to determine the particle state. Moreover, the density function of the position of particle is presented by $|\varphi|^{2}$. In other words, each particle is defined by quantum bit and angle in QPSO. The analysis proves that the convergence of PSO method may be provided by the convergence of each particle to its local attractor [60], which is defined by $p_{i}=\left(p_{i, 1}, p_{i, 2}, \ldots, p_{i, D}\right) . p_{i, j}$, which is the $j$ th dimension of vector $p_{i}$, can be stated as follows:

$$
\begin{equation*}
p_{i, j}(t)=\varphi_{j}(t) \times \text { pbest }_{i, j}(t)+\left(1-\varphi_{j}(t)\right) \times \text { gbest }_{j}(t) \tag{12}
\end{equation*}
$$

where, $\varphi_{j}(t)=\frac{c_{1} r_{1, j}}{c_{1} r_{1, j}+c_{2} r_{2, j}}$. consider that in PSO, the acceleration coefficients $c_{1}$ and $c_{2}$ are the same, $\varphi_{j}(t)$ will be a sequence of uniformly distributed random number between 0 and 1. In QPSO, it is supposed that the $i$ th particle at $j$ th population, moves in n-dimensional area with a $\delta$ potential well at $p_{i, j}(t)$. The particles will move according to the following equation, which is obtained by using Monte Carlo method [61]:

$$
\begin{array}{lr}
x_{i, j}(t+1)=p_{i, j}(t)+\alpha \times\left|C_{j}(t)-x_{i, j}(t)\right| \times \ln (l / u) & \text { If } \quad k \geq 0 \\
x_{i, j}(t+1)=p_{i, j}(t)-\alpha \times\left|C_{j}(t)-x_{i, j}(t)\right| \times \ln (l / u) & \text { If } \quad k \leq 0 \tag{14}
\end{array}
$$

where, the generated random variables by a uniform probability distribution in range $(0,1)$ are demonstrated by $u$ and $k$. In addition, $\alpha$ is contraction expansion coefficient,

Fig. 1 The simplified flowchart of the QPSO method

which controls the convergence characteristics of the particle. $C_{j}(t)$ is defined as the mean best position and is formulated as follows:

$$
\begin{equation*}
C_{j}(t)=(1 / m) \sum_{i=1}^{m} \operatorname{pbest}_{i, j}(t) \tag{15}
\end{equation*}
$$

The simplified flowchart of the QPSO method is demonstrated in Fig. 1.

## 4 Simulation Results

The QPSO method is employed in this chapter for obtaining optimal location of DGs in IEEE 30-bus test system in order to minimize the cost and power loss of the system. The IEEE 30-bus test system is demonstrated in Fig. 2. The QPSO method is employed to obtain the optimal site and the size of DGs in a multi objective aspect, where the WFs are employed in the objective function of the problem. The largest WF will be assigned to the smallest objective value, which ensures that the objective


Fig. 2 IEEE 30-bus test system
values are equally effective on the objective function. The WFs for the test system are calculated by the following equations:

$$
\begin{gather*}
w_{p 0}=\frac{1}{\sum_{i}^{\text {DistBus }}\left(I P_{L i}\right)}  \tag{16}\\
w_{q 0}=\frac{1}{\sum_{i}^{\text {DistBus }}\left(I Q_{L i}\right)}  \tag{17}\\
w_{v 0}=\frac{1}{\sum_{i}^{\text {DistBus }}\left(I V_{L i}\right)}  \tag{18}\\
W=w_{p 0}+w_{q 0}+w_{v 0}  \tag{19}\\
w_{p}=\frac{w_{p 0}}{W}, w_{q}=\frac{w_{q 0}}{W}, w_{v}=\frac{w_{v 0}}{W} \tag{20}
\end{gather*}
$$

where, DistBus shows the candidate buses, which is able to install DG units.
The optimal location of the DGs and related sizes are obtained by employing the QPSO method in this chapter. The problem solution methodology is demonstrated in Fig. 2.

Table 1 The results of the DG optimization problem using conventional PSO

| Iteration | 62 |
| :--- | :--- |
| Objective function | 0.46468 |
| Optimal buses | DG share |
| 15 | $15 \%$ |
| 19 | $15 \%$ |
| 21 | $40 \%$ |
| 22 | $10 \%$ |
| 30 | $20 \%$ |

Fig. 3 The solution methodology of the DG allocation problem


The conventional PSO is applied to the DG allocation problem and the simulation results are demonstrated in Table 1. As seen in this table, the optimal locations of the DGs are buses $15,19,21,22$, and 30 . The optimal value of the objective function, which is provided in iteration 62, is 0.46468 (Fig. 3).

In addition, the QPSO is applied to identify the optimal locations of DGs in IEEE 30 -bus test system. The simulation results are reported in Table 2. As it is obvious in this table, the optimal buses of the DGs locations are buses 20, 21, 26, 27, and 30. The optimal value of the objective function by the application of QPSO method is equal to 0.460141 , which is better than the conventional PSO method. The voltage profile is illustrated in Fig. 4. The voltage profile is improved by increasing the number of DG units. The total power losses for different DG allocation methods and without DG unit is shown in Fig. 5.

Table 2 The results of the DG optimization problem using QPSO

| Iteration | 51 |
| :--- | :--- |
| Objective function | 0.460141 |
| Optimal buses | DG share |
| 20 | $15 \%$ |
| 21 | $50 \%$ |
| 26 | $10 \%$ |
| 27 | $15 \%$ |
| 30 | $10 \%$ |



Fig. 4 The voltage profile for various number of DG units


Fig. 5 The power losses for different DG allocation methods

## 5 Conclusion

In this chapter, the quantum particle swarm optimization (QPSO) is introduced as an efficient technique to obtain the optimal solution of an optimization problems. The QPSO method is employed for solving the optimal distributed generation (DG) allocation problem in power systems. The optimization problem is simulated in MATLAB environment and the optimal solutions are reported and analyzed. The simulation results of the conventional PSO and QPSO methods are compared for IEEE 30bus test system. The comparison of the obtained results ensures high performance of the QPSO for the DG allocation problem. In addition, it is understood that the
employment of QPSO in optimization problems with complicated constraints speeds up the convergence. The proposed QPSO not only shows improvement in the objective function of the problem comparing to the conventional PSO method, but also it is effective in voltage profile of the system.
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#### Abstract

The acquisition of face images is usually limited due to policy and economy considerations, and hence the number of training examples of each subject varies greatly. The problem of face recognition with imbalanced training data has drawn attention of researchers and it is desirable to understand in what circumstances imbalanced data set affects the learning outcomes, and robust methods are needed to maximize the information embedded in the training data set without relying much on user introduced bias. In this article, we study the effects of uneven number of training images for automatic face recognition and proposed a boosting-based decision fusion method that suppresses the face recognition errors by training an ensemble with subsets of examples. By recovering the balance among classes in the subsets, our proposed multiBoost.imb method circumvents the class skewness and demonstrates improved performance. Experiments are conducted with four popular face data sets and two synthetic data sets. The results of our method exhibits superior performance in high imbalanced scenarios compared to AdaBoost.M1, SAMME, RUSboost, SMOTEboost, SAMME with SMOTE sampling and SAMME with random undersampling. Another advantage that comes with using subsets of examples is the significant gain in efficiency.


## 1 Introduction

Face recognition (FR) is an active research problem and many methods have been developed to improve the robustness and accuracy of the automatic process. Despite the great improvement, the application of the methods to many real-world scenarios

[^17]faces challenge of great variation in the number of training examples per human subject [1].

Imbalanced data set (IDS) is defined based on the ratio of the training data sizes [2]. When this ratio is much less (or greater) than one, the data set is considered imbalanced. In an IDS, the class with more examples is referred to as the majority class, and the other is the minority class. The uneven number of examples per class could pose an implicit bias to the learning process [3]. Without loss of generality, we use the ratio of the majority class $\left(S_{A}\right)$ size and the minority class $\left(S_{I}\right)$ size, denoted with $\beta=\frac{\left|S_{A}\right|}{\left|S_{I}\right|}$ and $\beta \geq 1$, in the rest of this article.

In the training of a FR algorithm, the number of images for each human subject is usually assumed to be equal. This is true in a controlled environment [4]. However, there are many applications, in which the acquisition of face images is constrained, and hence the number of training examples of each subject varies greatly. For example, images are taken from a terrorist in custody to provide extensive references for future recognition; whereas a large number of people only have a couple of such face images captured on occasions such as application for a driver license. The training images with abundant examples of some subjects, i.e., the majority classes, and much less number of examples of the others, i.e., the minority classes, exhibit the defining property of IDS.

The problem of face recognition with imbalanced training data has drawn attention of researchers and new methods are developed. Liu and Chen [1] incorporated a cost factor into the penalty function of Support Vector Machine (SVM). By assigning different costs to classes (i.e., subjects), the experiments demonstrated that the recognition of a person with less number of examples was improved. Lu and Tan [5] proposed a doubly weighted non-negative matrix factorization method to account for pairwise similarity of face samples within a class and a discriminant score of image pixels. The between sample weight was claimed to be a significant factor to improve the performance given imbalanced training set. Liu et al. [6] proposed an imbalanced SVM to deal with skewed class boundary in face detection. Similar to the method presented in [1], a cost factor was used to penalize the misclassification of the minority examples, i.e., the examples from the minority classes.

Despite the efforts devoted to the algorithm development for learning from IDS problem in FR, it is desirable to understand in what circumstances IDS affects the FR learning outcomes, and, hence, proper algorithmic remedies can be devised. Robust methods are needed to maximize the information embedded in the training data set without relying on user introduced bias. In this article, we analyze the effects of IDS to the performance of a face recognition system and propose a multi-class boosting method that suppresses the face recognition errors by training an ensemble of classifiers with subsets of examples. By recovering the balance among classes in the subsets, the proposed method circumvents the class skewness and demonstrates improved performance.

The rest of this article is organized as follows: Sect. 2 reviews the related work in multi-class boosting methods and ensemble for learning from imbalanced data.

Section 3 describes our proposed boosting-based, multi-class classification approach that takes advantage of data sampling and weight adjustment. Section 4 presents our experimental results and discussion. Section 5 concludes the paper.

## 2 Related Work

Boosting methods were designed to solve binary classification problems. Directly applying a boosting method to a multi-class problem, e.g., face recognition, is not straightforward. Intuitive solutions include translating a multi-class problem into several binary classification problems using one-against-all or one-against-one strategies [7]. Using one-against-all strategy, one model is constructed for each class; the one-against-one strategy constructs one model for each pair of classes [8]. Adaboost.MH [9] employed a hamming loss to represent the average error rate for the weak hypothesis over all the binary predictions. Using extra bits to encode class labels, the ensemble was able to tolerate mistakes made by a small number of classifiers [10]. Guruswami and Sahai extended AdaBoost.OC [11] and proposed AdaBoost.ECC [12] which replaced pseudo loss with a common measurement to evaluate the training error. An extension to AdaBoost was proposed by including the number of classes in the classifier weight [13]. The accuracy of each classifier only needs to be better than random guess (i.e., $1 / K$ ). A generalization framework was developed by including an additive factor to the accuracy, which filled the theoretical gap of error relaxation for multi-class boosting [14].

In many real-world applications training data are usually uneven among classes. To address the problems of learning from IDS, one thrust of efforts focuses on using cost matrix. AdaUBoost [15] modified the weight updating rule and loss function such that the minority examples were emphasized with higher weights. A similar strategy was used in [16, 17] to boost multiple base-classifiers with asymmetric misclassification costs. Variations of cost-sensitive boosting was developed, each of which used a cost factor to modify examples' weights [16]. By assigning greater increment to the weight of a costly example and decreases less, repeatedly misclassified examples were allowed greater contributions to the learning process [18]. Joshi et al. [19] treated the misclassified minority examples and majority examples differently and proposed a confusion matrix-based weight to account for various difficulties in classifying rare classes.

Among the boosting methods for learning from IDS, sampling strategies have been heavily explored to create balanced training data sets. Chawla et al. [20] introduced SMOTEboost that generated synthetic minority examples using SMOTE strategy during training. Guo and Viktor [21] combined boosting and data generation and introduced the DataBoost-IM method, where hard-to-classify instances from both majority and minority classes were identified and used to generate synthetic examples. A similar idea of creating synthetic examples was also employed in E-Adsampling algorithms [22]. Compared to DataBoost-IM, which led to the creation of a large number of synthetic minority examples, E-Adsampling faced
possible loss of the originally misclassified examples. Chen et al. [23] proposed RAMOBoost that ranked minority examples during boosting iteration and created synthetic minority examples based on a distribution function. Seiffert et al. proposed the RUSboost [24] that extended the AdaBoost methods by using random undersampling to select subsets of examples and demonstrated comparable performance to SMOTEboost. Galar et al. [25] proposed EUSBoost, a variation of RUSBoost, which employs an evolutionary undersampling approach to balance the data set.

Both cost embedding and sampling strategies improve binary classification using imbalanced training data. Extending to multi-class boosting, however, is not forthright [14]. In addition, in the application of face recognition, many state-of-the-art learning methods, e.g., LDA and Eigenface, produce stable classification results which abate the driving force of boosting strategy: diversity [26]. Our proposed multi-class boosting method addresses the problems of learning from imbalanced data and enabling employment of stable learners in the ensemble.

## 3 Multi-class Boosting for Learning from Imbalanced Face Data

In a multi-class classification problem, let the number of classes be $K$. The labels can then be encoded with values 1 and $-\frac{1}{K-1}$. For example, for an instance $\mathbf{x}_{i}$ that belongs to class 2 , its label is expressed as $\left\{-\frac{1}{K-1}, 1,-\frac{1}{K-1}, \ldots,-\frac{1}{K-1}\right\}^{T}$, where the value of the second component of the vector is 1 indicating that this example belongs to class 2 and the rest are $-\frac{1}{K-1}$.

Directly extending AdaBoost to address multi-class, imbalanced problems fails due to the stringent constraint on the performance of the weak learner [13, 27]. Given a multi-class data set, it is reasonable to assume equal probability for a random guess to label an instance to one of the $K$ classes. Hence, the expected error is $1-\frac{1}{K}$. The empirical error $\epsilon$ can then be expressed as follows:

$$
\begin{equation*}
\epsilon=\frac{1}{M} \sum_{j=1}^{K}\left(\sum_{i=1}^{M_{j}} \frac{K-1}{K}\right), \tag{1}
\end{equation*}
$$

where $M_{j}$ is the number of examples in class $j$ and $M=\sum_{j} M_{j}$.
Provided with a multi-class, imbalanced data set, a classifier trained with an imbalanced data set could result in greater generalization error than a classifier trained with a balanced data set due to the dominating number of examples in the majority classes [8]. Following the same error minimization strategy, the classifier yields into the region of the minority class. Clearly, the cause of the suboptimal classifier is the uneven number of examples in the class overlap. Ideally, if the balance is restored in this region, the bias will diminish.

Another issue arises from stable learners that are frequently used in face recognition applications. For instance, Eigenface method constructs a subspace from the training examples and a face recognized by finding the nearest neighbor in the projected subspace. Hence, when a data set $S$ is used to train such a face recognizer $f(\mathbf{x})$, the evaluation error over set $S$ is close to zero. Knowing that the weight update is driven by error, we can expect little, if not zero, change in the next training round.

To address both issues of uneven data size induced bias and stable learner, we propose a multi-class boosting method (multiBoost.imb). Our method is presented in Algorithm 1. In multiBoost.imb, we introduce a perturbation strategy that selects a subset of examples from the majority classes according to the data distribution. The selected examples and the minority examples form a training set. Let $\left|S_{I}\right|$ denote the smallest class size. Following the data distribution $w_{i}\left(w_{i}:\left(\mathbf{x}_{i}, \mathbf{y}_{i}\right) \in S_{A}\right)$, a subset of examples from each majority class $S_{A}$, denoted with $S_{A}^{\prime}$, is randomly selected so that the size of this subset equals the size of the minority class, i.e., $\left|S_{A}^{\prime}\right|=\left|S_{I}\right|$. The selected majority examples and the minority examples form a subset $S^{\prime}$ for training a weak learner:

$$
\begin{equation*}
S^{\prime}=\left\{\cup S_{I_{p}}, \cup S_{A_{q}}^{\prime}\right\} \text { and }\left|S_{A_{q}}^{\prime}\right|=\left|S_{I_{p}}\right|, \tag{2}
\end{equation*}
$$

where $p$ is the index of the minority classes and $q$ is the index of the majority classes. $S_{I_{p}}$ denotes the set of examples in the minority class $p ; S_{A_{q}}^{\prime}$ denotes the subset of examples of the majority class $q$. The changing subset of training example ensures the construction of a group of diverse classifiers even with stable weak learners. In addition, the equal number of examples that represents all classes suppresses the influence of the IDS to the construction of a classifier $f^{t}$. The training process is repeated $T$ times, which implies the number of base classifiers in the ensemble.

Unlike the training process, the entire data set $S$ is used in the evaluation of each classifier $f^{t}$. This is necessary because not only the data distribution needs to be updated, but also the weight $\alpha^{t}$ to the classifier $f^{t}$ has to be consistent to the overall performance of the learner. Without the knowledge of the underlying true data distribution and hence the overlapped regions among classes, empirical error is a reasonable metric.

The weight $\alpha^{t}$ determines how much a learner $f^{t}$ contributes to the final decision as shown in Eq. (6). Given an IDS, the great empirical error of an unbiased learner results in a smaller weight assignment. In fact, as training continues, the examples within the overlapped regions are likely to have greater probabilities. To suppress possible over-weighting the biased classifier, an attenuation factor $\gamma(\gamma \geq 1)$ is included in the weight calculation (see Eq. (4)), which are more likely to happen in the later stage of the training. Large $\gamma$ subsides the impact of empirical error $\epsilon^{t}$. When $\gamma=1$ the weight calculation reduced to AdaBoost.M1 [9]; whereas when $\gamma=K-1$ the weight becomes that of the SAMME algorithm in [13].

Assuming that classifiers are trained independently, the majority voting of an ensemble should lead to better results than using a single classifier [27]. This suggests that the weight of classifiers that perform better than random guessing should

```
Algorithm 1: MultiBoost.imb
    Input: an imbalanced data set that consists of \(p\) minority classes and \(q\) majority classes:
    \(S=\left\{\cup S_{I_{p}}, \cup S_{A_{q}}\right\}\).
    Initialize the weight \(w_{i}\) for each \(\left(\mathbf{x}_{i}, \mathbf{y}_{i}\right)\) with \(\frac{1}{M}\).
    for \(t=1,2, \ldots, T\) do
        Construct a training set \(S^{\prime}\) following Eq. (2).
        Train a classifier \(f^{t}\) using \(S^{\prime}\) such that error is minimized.
        Compute error of \(f^{t}\) using the entire data set \(S\) :
```

$$
\begin{equation*}
\epsilon^{t}=\sum_{i=1}^{M} w_{i}^{t} \llbracket f^{t}\left(\mathbf{x}_{i}\right) \neq \mathbf{y}_{i} \rrbracket \tag{3}
\end{equation*}
$$

where $\llbracket \cdot \rrbracket$ is the indicator function that returns 1 if the argument is true.
if $\epsilon^{t} \geq \frac{\gamma}{1+\gamma}$, then stop and set $T=t-1$
Compute the weight $\alpha^{t}$ for $f^{t}$ :

$$
\begin{equation*}
\alpha^{t}=\log \frac{\gamma\left(1-\epsilon^{t}\right)}{\epsilon^{t}} \tag{4}
\end{equation*}
$$

9: Update and normalize data distribution

$$
\begin{equation*}
w_{i}^{t+1}=\frac{w_{i}^{t} e^{-\frac{1}{2} \alpha^{t} \mathbf{y}_{i} f^{t}\left(\mathbf{x}_{i}\right)}}{W^{t}} \tag{5}
\end{equation*}
$$

where $W^{t}=\sum_{i} w_{i}^{t}$.
end for
11: The ensemble $F(\mathbf{x})$ aggregates $f^{t}$ by maximizing the weighted sum:

$$
\begin{equation*}
F(x)=\arg \max _{k}\left(\sum_{t=1}^{T} \alpha^{t} f^{t}(\mathbf{x})\right) \tag{6}
\end{equation*}
$$

where $k \in[1, \ldots, K]$.
be positive. Hence, the ratio $\frac{\gamma(1-\epsilon)}{\epsilon}$ has to be greater than one. Following this assumption, the maximum acceptable error rate for a weak learner is bounded by

$$
\begin{equation*}
\epsilon<\frac{\gamma}{\gamma+1} \tag{7}
\end{equation*}
$$

In contrast to AdaBoost, the inclusion of $\gamma$ improves the error tolerance. If we relax our requirement of the error rate of the weak learners to be equivalent to that of the random guess, i.e.,

$$
\begin{equation*}
\epsilon=\frac{K-1}{K}, \tag{8}
\end{equation*}
$$

combining with Eq. (7) results in the upper bound for $\gamma$, i.e., $\gamma=K-1$. Hence, the choice of $\gamma$ lies in the range of $[1, K-1]$.

The multiBoost.imb method updates data distribution following the exponential function as shown in Eq. (5). Given that the class label is encoded as a vector that consists of 1 and $\frac{-1}{K-1}$ [13], where the index of 1 indicates the class label, the dot product $\mathbf{y}_{i} f\left(\mathbf{x}_{i}\right)$ yields one of the following two values:

$$
\mathbf{y}_{i} f\left(\mathbf{x}_{i}\right)= \begin{cases}\frac{K}{K-1} & \text { if } \mathbf{x}_{i} \text { is correctly classified }  \tag{9}\\ \frac{-K}{(K-1)^{2}} & \text { if } \mathbf{x}_{i} \text { is misclassified }\end{cases}
$$

It is clear that the update to $w_{i}$ of a misclassified instance is smaller than that of a correctly classified instance. The gradually increased $w_{i}$ of a misclassified instance is consistent with the relaxed constraint on the error rate. Hence, it prevents over emphasizing the large number of misclassified majority instances.

Given that the normalized data distribution $w_{i}$ sums to one, we can express the sum of the data distribution as follows:

$$
\begin{aligned}
\sum_{i} w_{i}^{t+1} & =\sum_{i} w^{t} \frac{t^{-\alpha^{t} \mathbf{y}_{i} f^{t}\left(\mathbf{x}_{i}\right)}}{W^{t}}=\frac{1}{Z M} \sum_{i=1}^{M} \prod_{s=1}^{t} e^{-\alpha^{s} \mathbf{y}_{i} f^{s}\left(\mathbf{x}_{i}\right)} \\
& =\frac{1}{Z M} \sum_{i=1}^{M} e^{-\mathbf{y}_{i} \sum_{s=1}^{t} \alpha^{s} f^{s}\left(\mathbf{x}_{i}\right)}=\frac{1}{Z M} \sum_{i=1}^{M} e^{-\mathbf{y}_{i} f^{*}\left(\mathbf{x}_{i}\right)}=1
\end{aligned}
$$

where $W^{t}$ is a normalization factor and $Z=\prod_{s=1}^{t} W^{s}$. Hence, the product of the normalization factor equals to the normalized sum of weight updates following AdaBoost:

$$
\begin{equation*}
Z=\frac{1}{M} \sum_{i=1}^{M} e^{-\mathbf{y}_{i} f^{*}\left(\mathbf{x}_{i}\right)} \tag{10}
\end{equation*}
$$

where $f^{*}\left(\mathbf{x}_{i}\right)=\sum_{s=1}^{t} \alpha^{s} f^{s}\left(\mathbf{x}_{i}\right)$ is an intermediate ensemble.
When an instance is misclassified, i.e., $\llbracket f^{t}\left(\mathbf{x}_{i}\right) \neq \mathbf{y}_{i} \rrbracket=1$, the function $e^{-\mathbf{y}_{i} f^{*}\left(\mathbf{x}_{i}\right)}>$ 1. Together with Eq. (3), we have the upper bound of the error as the product of the normalization factors $\epsilon \leq \prod_{s} W^{s}$.

To find appropriate $\alpha$, we minimize this error bound $\prod_{s} W^{s}$. Following the definition of $W^{t}$, we have

$$
\begin{equation*}
\prod_{s} W^{s}=\prod_{s}\left(\sum_{i} w_{i}^{t} e^{-\alpha^{t} \mathbf{y}_{i} f^{\prime}\left(\mathbf{x}_{i}\right)}\right) \tag{11}
\end{equation*}
$$

Notice that $\mathbf{y}_{i} f^{t}\left(\mathbf{x}_{i}\right)$ results in two values as shown in Eq. (9), which is equivalent to $\frac{1}{2} f^{t}\left(\mathbf{x}_{i}\right) f^{t}\left(\mathbf{x}_{i}\right) \lambda\left(h^{*}\left(\mathbf{x}_{i}\right)-q\right)$, where $f^{t}\left(\mathbf{x}_{i}\right) f^{t}\left(\mathbf{x}_{i}\right)=\frac{K}{K-1}$ and $q$ is a threshold. That is, the product of the true label and classification result is expressed as function $\frac{\lambda}{2}$ $\left(q-h^{*}\left(\mathbf{x}_{i}\right)\right)$ that gives the following results:

$$
\frac{\lambda}{2}\left(h^{*}\left(\mathbf{x}_{i}\right)-q\right)=\left\{\begin{array}{cl}
1 & \text { if } \mathbf{x}_{i} \text { is correctly classified } \\
\frac{-1}{(K-1)} & \text { if } \mathbf{x}_{i} \text { is misclassified }
\end{array}\right.
$$

where $h^{*}$ outputs 1 or -1 when $\mathbf{x}_{i}$ is classified correctly or incorrectly; $\lambda$ is the inverse of the uninformative error rate, i.e., $\lambda=\frac{K}{K-1} ; q$ sets the threshold for deciding weight changes. Hence, combining with Eq. (8), we have

$$
\mathbf{y}_{i} \mathbf{y}_{i} \lambda=f^{t}\left(\mathbf{x}_{i}\right) f^{t}\left(\mathbf{x}_{i}\right) \lambda=1 / \epsilon^{2} .
$$

Based on the convexity of the exponential functions, the error upper bound in Eq. (11) is expressed as follows:

$$
\begin{aligned}
& \prod_{s} w_{i}^{t} e^{-\alpha^{t} f^{t}\left(\mathbf{x}_{i}\right) f^{t}\left(\mathbf{x}_{i}\right) \frac{\lambda}{2}\left(h^{*}\left(\mathbf{x}_{i}\right)-q\right.}=\prod_{s} w_{i}^{t} e^{-\alpha^{t} \frac{1}{c^{2}}\left(h^{*}\left(\mathbf{x}_{i}\right)-q\right)} \\
& \leq \prod_{i} \sum_{i} w_{i}^{t}\left(h^{*}\left(\mathbf{x}_{i}\right) e^{-\alpha^{t} \frac{1}{c^{2}}(1-q)}+\left(1-h^{*}\left(\mathbf{x}_{i}\right)\right) e^{\alpha^{t} \frac{1}{\epsilon^{2}} q}\right)
\end{aligned}
$$

Taking the first derivative with respect to $\alpha^{t}$ and setting it to zero, we have the expression of $\alpha^{t}$ :

$$
\begin{equation*}
\alpha^{t}=\ln \frac{\gamma(1-\epsilon)}{\epsilon} \tag{12}
\end{equation*}
$$

where $\gamma=\frac{1-q}{q}$.
Note that, in training a classifier, only a portion of examples from the majority classes are used. Hence, the error minimization is in the context of a subset of balanced training examples. However, the $\alpha$ given in Eq. (12) is subject to the entire training data set, which accounts for the entire data set.

## 4 Experiments and Discussion

### 4.1 Experiment Settings

We employed the Eigenface [28] and Fisherface [29] for face recognition and use four public face databases. The AT\&T data set consists of 40 subjects with 10 images for each. The AR face database consists of 126 subjects (among which we used 50 to be consistent with the other two face data sets) and 11 images were cropped for each subject. The Yale database consists of 38 subjects and 65 images for each. LFW has more than 13,000 face images of over 5,000 subjects. The majority of the subjects has less than three images. In our experiments, we used the LFW images aligned with deep funneling method [30] and randomly selected 40 subjects, each of which has at least 20 images such that we can form different imbalance ratios and perform cross validation.

To simulate imbalanced training data, half of the classes (or subjects) were used as the majority classes, and the other half were treated as the minority classes. By re-sampling the data sets, we created training data with various imbalance ratios. The average performance of the leave-one-out cross validation serves as the baseline in our studies.

Cross-validation was used. Depending on the data set size, the number of folds varies. For example, AT\&T database consists of 40 subjects. In the experiments of learning from imbalanced data set with imbalance ratio $\beta=2$, five examples of each subject from 1 through 20 were randomly selected, and the other five were used as testing examples. Subjects 21 through 40 were treated as the majority classes and, based on the imbalance ratio, 10 examples were used for each subject in the training. The majority and the minority classes were switched in another experiment. Experiments were designed to reveal the effects of IDS with respect to the imbalance ratio and the difficulty of the problems. We focused on the evaluation of classifying the minority classes since that is the origin of most errors.

State-of-the-art methods were used in our comparison study. Extension of SMOTEboost for multi-class problem was developed based on AdaBoost.M2. In our initial study that follows this extension [20], it took more than 24 h to complete the training of one SMOTEboost ensemble of 10 base learners and the performance is no better than SMOTEboost using AdaBoost.M1 framework. Hence, the results reported in this comparison study for SMOTEboost is based on AdaBoost.M1. RUSboost, on the other hand, was developed for binary-class classification. For the comparison purpose, we extend it again following the spirit of AdaBoost.M1. We also limit our ensembles to 10 base learners due to great time expense for crossvalidation.

### 4.2 Performance Analysis

In our performance analysis, we focus on classification of the minority classes under different imbalance ratios since the minority classes are usually the important ones in a FR problem. Table 1 summaries the average error rate (across all classes in each data set) for the testing scenarios. The standard deviation is included in the parenthesis. Since the baseline is the best result using leave-one-out cross-validation, there is only one baseline error for each data set. The bold face font highlights the best average performance in each case. Since the base learner recognizes a face based on the nearest face image in the training set the results represent Rank-1 recognition rate.

Among all scenarios, multiBoost.imb achieved 4 best performance out of 8 low imbalance ratio cases (four data sets with two different base learners) and 7 best performances out of 8 higher imbalance ratio cases. The maximum improvement as compared to the second best performance among all other methods is $12.8 \%$ in the high imbalance ratio cases and $8 \%$ in the low imbalance ratio cases. It is worth of
Table 1 The average error rate and standard deviation of multiBoost.imb with imbalanced face data sets

| Data sets | $S_{i}(\beta)$ | Average error rate (\%) and standard deviation |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Base | AdaBoost.M1 | SAMME | multiBoost.imb | RUSboost | SMOTEboost | SAMME+RUS | SAMME+SMOTE |
| Eigenface |  |  |  |  |  |  |  |  |  |
| AT\&T | 5 (2) | 2.5 | 10.0 (16.8) | 10 (16.8) | 8.8 (14.5) | 9.5 (15.2) | 8.8 (14.2) | 9.5 (15.2) | 8.8 (14.2) |
|  | 2 (5) | (6.3) | 22.9 (18.3) | 22.9 (18.3) | 18.1 (15.9) | 18.5 (15.6) | 20.9 (16.6) | 19 (16.3) | 20.9 (16.7) |
| AR | 5 (2) | 19.5 | 27.4 (29.5) | 27.4 (29.5) | 25.1 (29.1) | 25.6 (28.7) | 25 (29.7) | 25.6 (29.3) | 25 (29.7) |
|  | 2 (5) | (15.0) | 49.4 (20.2) | 49.6 (20.2) | 40.8 (19.7) | 41.5 (21.5) | 47.6 (20.6) | 41.9 (19.6) | 47.5 (20.5) |
| Yale | 32 (2) | 28.5 | 76.9 (7.2) | 76.8 (7.2) | 75.1 (6.4) | 75.7 (6.9) | 76.2 (6.9) | 75.2 (6.8) | 76.3 (7.2) |
|  | 8 (8) | (10.2) | 88.9 (3.5) | 88.9 (3.5) | 82.4 (3.5) | 84.1 (3.6) | 88.1 (3.3) | 84.9 (3.6) | 88.2 (3.5) |
| LFW | 5 (2) | 83 | 90.5 (10.2) | 90.5 (11.6) | 88.6 (12.7) | 89 (11.9) | 81.8 (13.6) | 88.4 (12.4) | 81.1 (13.2) |
|  | 2 (5) | (12.2) | 95 (4.8) | 95 (4.8) | 87.5 (7) | 97.5 (15.8) | 94.9 (4.8) | 89.4 (6.2) | 94.9 (4.8) |
| Fisherface |  |  |  |  |  |  |  |  |  |
| AT\&T | 5 (2) | 2 | 14.3 (20.6) | 14.3 (20.6) | 10.8 (18.2) | 10.8 (17.6) | 13.8 (22.4) | 9 (15) | 13.8 (22.4) |
|  | 2 (5) | (4.1) | 40.7 (22.9) | 40.7 (22.9) | 16.3 (14) | 16.3 (13.8) | 35.9 (22.6) | 18.4 (14.7) | 36.2 (22.2) |
| AR | 5 (2) | 2.8 | 30.8 (32.5) | 30.8 (32.5) | 18.6 (25.1) | 17.2 (25.9) | 30.2 (29.2) | 18.6 (26.3) | 30.2 (29.2) |
|  | 2 (5) | (5.7) | 46.3 (22.1) | 46.3 (22.1) | 17.6 (16.7) | 17.8 (16.9) | 40.3 (21.1) | 20.3 (17.1) | 40 (22) |
| Yale | 32 (2) | 4.6 | 31.4 (13.1) | 31.4 (13.1) | 28.1 (12) | 29.9 (11.9) | 29.6 (12.3) | 35.5 (12.5) | 29.7 (12.9) |
|  | 8 (8) | (2.5) | 58.7 (8.4) | 58.7 (8.4) | 59.2 (7.3) | 60.1 (7.3) | 50.7 (8.5) | 63.5 (6.3) | 50.8 (7.9) |
| LFW | 5 (2) | 66 | 84.5(16.4) | 84.5(16.4) | 69.1 (21.3) | 69.5 (21.2) | 86.1 (16.8) | 7.4 (20.2) | 84.5 (16.4) |
|  | 2 (5) | (18.9) | 97.5 (5.6) | 97.5 (5.6) | 84.1 (11.9) | 96.3 (15.8) | 96.7 (6) | 84.7 (11.5) | 96 (5.7) |

noting that with low imbalance ratio, i.e., $\beta=2$, multiBoost.imb achieved highly competitive results against the baseline performance using both base learners.

Clearly, imbalance affects base learners differently. It is interesting to note that AT\&T, AR, and Yale are fairly easy cases when Fisherface is applied to the balanced data sets. The average error rates of the baseline performance as reported in Table 1 are $2 \%, 2.8 \%$, and $4.6 \%$ for AT\&T, AR, and Yale, respectively. However, if the training data is imbalanced, ensembles using Fisherface as base learner degrade significantly in their performance.

It is evident that our proposed method multiBoost.imb achieves better results when the imbalance ratio is higher. In contrast to the low imbalance ratio, multiBoost.imb also achieved better performance with a couple of classes compared to the baseline. It is worth noting that RUSboost failed to create an effective classifier ensemble in the higher imbalance ratio with LFW data set. RUSboost mostly ignored all subjects except one in the case of LFW data set with $\beta=5$. However, when we combined the random undersampling with SAMME, the performance improved greatly.

Among all other methods, the combination of SAMME with SMOTE sampling method yielded competitive performance in low imbalance ratio cases (4 out of 8 cases). It is interesting to note that SAMME with SMOTE exhibited even lower average error rate compared to the baseline with slightly greater STD. Although RUSboost and SMOTEboost have very close average error rate in high imbalance ratio with LFW data set, the performance of SMOTEboost is better than RUSboost.

### 4.3 The Attenuation Factor ( $\gamma$ )

One key parameter in our proposed method is the attenuation factor $\gamma$. Besides the benefit it introduces to relax the error upper bound for each learner and, hence, avoids early termination, it contributes a constant addition to the learner weight, which diversifies the ensemble. However, with larger $\gamma$, the ensemble becomes less likely to terminate due to the relaxed error upper bound. So it is important to identify appropriate $\gamma$.

We studied our method by varying $\gamma$ value from 1 to $2 K$, and the experiment using the combination of each data set and a $\gamma$ value is repeated 6 times. Both KNN and decision trees are used as the base learner and the imbalance ratio include low ratio value, i.e., $\beta=2$ and high ratio values ( $\beta=5$ for AT\&T and AR and $\beta=8$ for Yale). The average error rate of the ensemble with different base learner varies fairly greatly. Depending on the cases such difference can be up to $40 \%$. Also, the imbalance ratios result in performance margin in the range of $10 \%$. Hence we use the average error rate improvement as an indicator to reveal the trend of $\gamma$. In calculate the improvement rate, we use the error rate with $\gamma=1$ as the base.

Figure 1 depicts the average error rate improvement. Because the number of classes in each data set differs, the range of each curve varies accordingly. The results with $\gamma=K$ is marked with an enlarged double-line symbol in red. When $\gamma=1$,


Fig. 1 The average error rate with respect to the attenuation factor. The double-line symbols highlight the average error rate with $\gamma=K$
multiBoost.imb degrades to AdaBoost.M1, and when $\gamma=K-1$, multiBoost.imb becomes SAMME. It is clear that when $\gamma=1$ all base learners and ensembles result in the greatest error rate. As $\gamma$ increases, the error rate reduces. This trend continues even beyond $K-1$. At $\gamma=2 K$, the error rate remains relatively small with little fluctuation from $\gamma=K-1$. However, it is clear that the error rate gives suboptimal results when $\gamma=K-1$. The best performance is mostly achieved when the attenuation factor is in the range of $(1, \mathrm{~K}-1)$. Clearly, an attenuation factor that is far greater than $\mathrm{K}-1$, however, does not result in significantly degraded performance. This is in part because the weight (or the contribution ratio) of the base learner becomes less dependent on the learner performance but the attenuation factor. That is, the ensemble becomes a collection of equally weighted weak learners trained with subsets of examples.

### 4.4 Efficiency Analysis

Table 2 presents the average training time. For SMOTEboost and SAMME with SMOTE sampling, we recorded both the sampling and learning times. Between two base learners, there is no significant difference in efficiency although Fisherface based methods took slightly longer time in comparison to Eigenface based methods.

Because less number of examples used to train each base learner, undersampling based methods took much shorter time to complete model creation. Data resampling takes time, which is trivial compared to the learning time, and we report the sampling and training tmes together. The maximum undersampling time is less than 5 s . Compared to AdaBoost.M1 and SAMME, multiBoost.imb, RUSboost, and SAMME with random undersampling used almost equivalent amount of time in the low imbalance ratio cases and about $50 \%$ less amount of time in the high imbalance ratio cases.
Table 2 The average training time in seconds

| Data sets | $\beta$ | AdaBoost.M1 | SAMME | multiBoost.imb | RUSboost | SAMME+RUS | SMOTEboost |  | SAMME+SMOTE |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  | Learning | Sampling | Learning | Sampling |
| Eigenface |  |  |  |  |  |  |  |  |  |  |
| AT\&T | 2 | 27.59 | 26.04 | 25.93 | 25.92 | 17.14 | 35.14 | 1.62 | 33.85 | 3.5 |
|  | 5 | 19.66 | 19.73 | 11.88 | 11.81 | 7.42 | 39.09 | 628.08 | 39 | 630.07 |
| AR | 2 | 48.07 | 43.95 | 48.48 | 48.66 | 31.61 | 65.61 | 2.94 | 70.3 | 3.02 |
|  | 5 | 36.87 | 32.66 | 19.04 | 19.27 | 10.39 | 83.51 | 1026.04 | 64.69 | 1004.94 |
| YALE | 2 | 38.34 | 36.05 | 38.24 | 37.34 | 31.31 | 51.92 | 2.90 | 46.10 | 2.97 |
|  | 8 | 30.17 | 32.34 | 13.96 | 13.75 | 8.83 | 44.64 | 372.58 | 43.35 | 368.02 |
| LFW | 2 | 68.71 | 68.9 | 50.57 | 52.18 | 37.87 | 91.07 | 2.93 | 96.29 | 3.31 |
|  | 5 | 50.22 | 47.96 | 24.28 | 22.59 | 13.99 | 121.71 | 126.24 | 117.92 | 126.41 |
| Fisherface |  |  |  |  |  |  |  |  |  |  |
| AT\&T | 2 | 37.21 | 34.07 | 32.66 | 32.51 | 23.34 | 46.16 | 1.65 | 47.71 | 1.72 |
|  | 5 | 27.57 | 27.56 | 18.43 | 18.45 | 13.06 | 51.13 | 629.73 | 58.46 | 641.88 |
| AR | 2 | 56.38 | 56.33 | 55.19 | 55.08 | 43.52 | 82.85 | 2.96 | 82.51 | 3.01 |
|  | 5 | 44.05 | 45.08 | 27.49 | 27.36 | 18.78 | 82.07 | 1002.49 | 79.85 | 1005.34 |
| YALE | 2 | 56.67 | 55.62 | 52.91 | 55.08 | 46.99 | 62.52 | 3.02 | 58.36 | 3.01 |
|  | 8 | 59.63 | 47.66 | 20.99 | 21.95 | 15.57 | 53.12 | 365.97 | 60.28 | 372.58 |
| LFW | 2 | 91.66 | 82.69 | 62.3 | 61.66 | 48.14 | 110.61 | 2.97 | 117.54 | 3.09 |
|  | 5 | 56.74 | 59.33 | 31.55 | 28.92 | 20.67 | 140.91 | 126.01 | 126.05 | 126.17 |

The slight advantage in efficiency of undersampling based method comes from its simplicity. That is, random undersampling during training iterations is independent and no training history is consulted.

On the other hand, oversampling based methods, e.g., SMOTEboost and SAMME with SMOTE, clearly require a significant amount of time, especially when there is a high imbalance ratio, to resample the training set. The sampling time can take as high as $94 \%$ of the overall training time. Even without considering the sampling time used in SMOTEboost and SAMME with SMOTE, the learning time was much greater due to larger number of training examples.

Comparing time used for all face data sets, we can see that the increment of time in high imbalance ratio case is less dramatic. This is because each face example consists of more than ten thousands features. The high dimensionality requires significantly more time in training. When the imbalance ratio is low, this time for SMOTEboost is relatively small (in the order of 3 s ). However, in the case of large imbalance ratio, the time cost to create new artificial examples is substantial for SMOTEboost. The exponential time increment makes SMOTEboost a less attractive method to handle highly imbalanced, high-dimensional problems.

## 5 Conclusion

In this article, we propose multiBoost.imb method that greatly improves the performance of face recognition to learn from imbalanced data without relying on user introduced bias. Experimental results demonstrated that the error rate of multiBoost.imb is consistently lower than that of AdaBoost.M1. The advantage becomes more apparent when the imbalance ratio enlarges. In some cases our method achieves even lower error rates beyond that of the baseline model, which is trained with all available examples. With our downsampling strategy, stable classifiers such as Eigenface can be employed as the base learner in an ensemble. Our studies of the attenuation factor show that the best performance is mostly achieved when the attenuation factor is within the range of $(1, \mathrm{~K}-1)$. An attenuation factor that is far greater than $\mathrm{K}-1$, however, affected gently to the recognition performance.

The comparison study was conducted with respect to the state-of-the-art sampling-based ensemble methods for learning from multiclass, imbalanced data sets. When learning from balanced data sets or ones with low imbalance ratio, the performance of the compared methods is quite close. However, the improvement is substantial when the imbalance ratio is high. In contrast to the underampling based methods, e.g., RUSBoost, multiBoost.imb took much less number of training iterations to achieve a performance that took RUSboost many times more number of iterations to attain. Our efficiency analysis shows that multiBoost.imb and random undersampling based methods demonstrated similar efficiency given the same number of base learners, while oversampling based methods, e.g., SMOTEBoost, exhibited a inferior efficiency due to the excessive amount of time used to create and train with the additional synthetic examples. In the cases of large imbalance ratio, the
extra time it took SMOTEboost to create the training set increases exponentially. This makes oversampling based methods less attractive ones to handle highly imbalanced, high-dimensional problems.
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# Automatic Construction of Aerial Corridor from Discrete LiDAR Point Cloud 

Xiaohui Yuan, Dengchao Feng and Zejun Zuo


#### Abstract

With the development of unmanned aerial systems (UASs), the lack of flight supervision mechanism and the related technical guidance in the airspace become a challenge for safety and privacy protection. In this paper, we present an automatic construction and visualization of airspace corridor from discrete LiDAR. In our method, DTM is generated with empirical decomposition method and the morphological operation and slope-based threshold, which provides an altitude-based upper zone in the space zoning. The detected non-ground objects and the boundary of the privacy-protected regions are used to construct the aerial corridor. To evaluate our proposed method, the ISPRS LiDAR datasets and a LiDAR dataset from Mustang Island were used. It was demonstrated that our proposed method improved the accuracy of delineation of the non-ground objects and improved the accuracy of DTM. Using DSM and DTM, the airspace is divided into the upper zone, safe zone, and takeoff/landing zone. The privacy sensitive regions were integrated into the zoning process and the route for UAS was planned automatically to avoid the private and restricted regions. The visualization technology was implemented to realize the construction of aerial corridor.


[^18]
## 1 Introduction

Unmanned aerial systems (UASs) is usually an unpiloted aircraft equipped with various sensors to carry out various dangerous and emergency missions. With the development of low altitude open-door policy, an increasing number of unmanned aircraft systems are produced and widely used in recreational activities, oil pipelines inspection, surveillance, etc., which complicates the low altitude airspace and causes risks for aircraft and ground objects. In order to improve the flight safety in low altitude airspace and realize the privacy protection, a series of research have been conducted. Most research focuses on the collision-avoidance system [1-4]. Soler et al. proposed a hybrid control method to avoid aircraft conflicts [5]. Another thrust of research is to regulate the low altitude airspace [6]. Feng et al. analyzed the influence of air environment on flight safety in low altitude airspace and explored the low altitude security alarm aeronautical chart visualization technology [7]. Sotiriou et al. proposed a trajectory conformance monitoring technology to increase the flight safety [8]. Chougdali et al. proposed a new model for aircraft landing scheduling using real-time algorithms scheduling [9]. Kim et al. proposed a construction of UAS traffic management to ensure safe management of the low-altitude UAS operation [10]. Foina et al. proposed an unmanned aerial traffic management solution using an air parcel model [11]. Fadlullah et al. proposed a dynamic trajectory control algorithm in UAV-aided network [12].

A key component in low altitude airspace regulation is to identify various regions on the ground [13, 14]. Yuan et al. proposed a spatially constrained, model-driven clustering method for water body delineation [15]. Feng et al. proposed the construction of aerial corridor for navigation of UASs in Class G airspace using LiDAR data [16]. Voss proposed a regulatory framework for small, unmanned aircraft to protecting privacy and property rights in the lowermost reaches of the atmosphere [17]. Kim et al. proposed a server-based real-time privacy protection scheme against video surveillance by unmanned aerial systems [18].

In this paper, we design an automatic aerial corridor construction method using discrete return LiDAR data to ensure flight safety and privacy protection. By estimating the noise magnitude in the digital surface model (DSM), Gaussian filters are used to suppress noise. Combined with empirical mode decomposition (EMD) method [19, 20] and morphological operations, the non-ground objects are detected and DTM is generated. The space zoning is designed according to the flight regulations, DSM, and DTM. The boundaries of the privacy protection region are identified as the restricted zone. The UASs route planning combines different flight modes in low altitude airspace. Using image inpainting method [21], the three-dimensional aerial corridors is generated.

The rest of this paper is organized as follows: Sect. 2 describes the construction of aerial corridor for safety and privacy protection and discusses DSM filtering, DTM generation, airspace zoning, and 3D visualization of the aerial corridor. Section 3 presents the experimental results and a comparison study. Section 4 concludes the paper with a summary of our method.

## 2 Aerial Corridor and Privacy Protection

To construct aerial corridor, the discrete LiDAR datasets are used to obtain the elevation of the ground objects to produce the digital terrain model (DTM). Figure 1 illustrates the flow chart of our proposed method for aerial corridor construction. In our method, a DSM is generated from LiDAR point cloud. The noise level of DSM is estimated and the corresponding filter based on noise level is applied to suppress noise. The filtered DSM is processed using empirical model decomposition and the morphological operations with threshold calculation to generate a DTM. The space zoning based on the DSM and DTM is designed under the guidance of low altitude flight regulations. To protect sensitive regions, private areas are marked in the space zoning and are taken into consideration in the route planning. According to the space delamination results and the privacy protection region, the route planning for UASs is designed to ensure flight safety and privacy protection. The visualization of the aerial corridor is achieved with inpainting [21] technology.


Fig. 1 Flow chart for the aerial corridor construction and visualization

### 2.1 Digital Terrain Model Construction

LiDAR datasets often contain various amounts of noise 20. The higher ground objects pose greater flight risk in low altitude airspace. Hence, methods such as median filter could induce loss of information. The noise level of DSM is estimated as follows 24 :

$$
\begin{gather*}
\hat{\sigma}_{n}^{2}=\lambda_{\text {min }}\left(\frac{1}{N} \sum_{i=1}^{N} y_{i} y_{i}^{T}\right)  \tag{1}\\
y_{i}=x_{i}+n_{i,} \quad i=1,2, \ldots N \tag{2}
\end{gather*}
$$

where $\hat{\sigma}_{n}^{2}$ is the estimated noise variance, $x_{i}$ is the texture patch with the $i$ th pixel at its center, $N$ is the number of noise distribution area, $\lambda_{\text {min }}$ is the minimum eigenvalue of the matrix of the noisy noise distribution area.

The Gaussian filter is produced based on the estimated noise level and performs filtering for each noisy texture patch of DSM. The scalar of the Gaussian filter is computed as follows:

$$
\begin{equation*}
M_{\text {scalar }}=2\left[2 \hat{\sigma}_{n}^{2}\right]+1 \tag{3}
\end{equation*}
$$

where $2 \hat{\sigma}_{n}^{2}$ is a part of Gaussian kernel.
To generate DTM, the non-ground objects in the filter DSM need to be detected correctly. The filtered DSM is decomposed based on the empirical model decomposition method (EMD)19 as follows:

$$
\begin{equation*}
Y(i, j)=\sum_{l=1}^{L-1} X_{l}(i, j)+N(i, j) \tag{4}
\end{equation*}
$$

where $Y(i, j)$ is the filtered $\mathrm{DSM}, X_{l}(i, j)$ is the intrinsic mode functions (IMF), $N(i, j)$ is the residual signal and $L-1$ is the number of IMF in EMD. The decomposition is based on the extraction of energy associated with various intrinsic time scales, which will generate a collection of intrinsic mode functions (IMF) by a sifting process. In [20], the iterative decomposition of EMD depends on the IMF. That is, $X_{l}(i, j)$ is decomposed according to the maximum number of IMF. The morphological open operation is used in sifting process to obtain the residual signal $N(i, j)$, which is computed iteratively using morphological open operations based on a cost function $F$ as follows:

$$
\begin{equation*}
F=\frac{\sum\left[Z(i, j)-Z_{\text {avg }}(i, j)\right]^{2}}{\sum Z(i, j)^{2}}, F \in[0,1] \tag{5}
\end{equation*}
$$

where $Z(i, j)$ is the altitude of the filtered DSM with coordinates $(i, j), Z_{\text {avg }}(i, j)$ is the mean value of the altitude of the filtered DSM in the same position. When the
cost is greater than a threshold, the iteration stops. The criterion for the residual matrix is as follows:

$$
\begin{equation*}
J=\frac{V_{\text {th }}}{V_{\text {dsm }}-V_{\text {residue }}} * \rho \tag{6}
\end{equation*}
$$

where $V_{t h}$ is a preset threshold, $V_{d s m}$ is the altitude, $V_{\text {residue }}$ is the altitude of the residue matrix, and $\rho$ is a scaling factor $(\rho \in[0,1])$. If $J \leq 1$, the point is marked as ground.

To obtain the non-ground objects, an elevation threshold is adopted [22] as follows:

$$
\begin{align*}
& R=R_{\text {ini_thr }}+S_{\text {slope }} * C  \tag{7}\\
& S_{\text {slope }}=\sqrt[2]{\nabla X^{2}+\nabla \mathrm{Y}^{2}} \tag{8}
\end{align*}
$$

where $R_{\text {ini_thr }}$ is the hard elevation threshold, $S_{\text {slope }}$ is the slope of the ground, and $C$ is the cell size. If the difference between DSM and DTM is greater than the threshold $R$, the corresponding cell in the matrix is marked as non-ground objects.

### 2.2 Space Zoning and Route Visualization for UASs

To construct the aerial corridor for UASs, the space delamination is designed according to the space height restriction in low altitude airspace, which includes the upper zone, safe zone, and takeoff/landing zone. The upper zone is the fixed zone ( 500 feet in U.S. for small UASs) above the ground. The shape of upper zone is the same as the DTM in the same region expect for the elevation value. The safety zone is between upper zone and takeoff/landing zone with a certain distance. takeoff/landing zone is the original earth surface with a natural obstacle and artificial objects, which follows DSM. Usually, takeoff/landing zone is more dangerous for UASs than other zones due to various non-ground objects, especially in the takeoff and landing stages.

Let $H_{1}(i, j)$ and $H_{2}(i, j)$ be the altitudes of the DSM and DTM at coordinates $(i, j)$, respectively. Let $H_{\text {constant }}$ be the maximum permitted altitude for UASs in the low airspace. The altitudes of each zone are computed as follows:

$$
\begin{gather*}
H_{\text {bottom_zone }}(i, j)=H_{1}(i, j)  \tag{9}\\
H_{\text {up_zone }}(i, j)=H_{2}(i, j)+H_{\text {constant }}  \tag{10}\\
H_{\text {safe_zone }}(i, j) \in\left[H_{\text {bottom_zone }}(i, j), \mathrm{H}_{\text {up_zone }}\right] \tag{11}
\end{gather*}
$$



Fig. 2 The graphical icons used in the visualization
where $H_{\text {bottom_zone }}(i, j)$ is the altitude of takeoff/landing zone, $H_{\text {safe_zone }}(i, j)$ is the altitude range of safe zone and $H_{\text {up_zone }}(i, j)$ is the altitude of upper zone.

The privacy invasion of UASs occurred frequently in recent years. Therefore, we need to mark regions that have privacy concerns. The contours of such regions are extracted and mapped. The marked boundary of privacy protection will be used to change the route of UASs in the aerial corridor to avoid passing by that forbidden zone without legal permission, which will decrease the illegal surveillance in that region.

In our visualization, we employed image inpainting method 21 to illustrate the three-dimensional aerial route, which includes three parts. The first part is the three-dimensional visualization of LiDAR point cloud datasets and space delamination, which include position (X, Y), altitude Z-value. The second part is the visualization of the three-dimensional DSM and DTM. The third part is to show the graphical icons in the model, which includes the obstruction, compass, restriction zone, prohibited zone, airport, etc. The fourth part is to display the flight paths, which include different flight altitude and topographic information. Some symbols on the route map are shown in Fig. 2. The visualized airspace model and the flight route are shown in Fig. 3. The yellow lines represent flight routes.

## 3 Experimental Results and Discussion

Our methods are implemented in Matlab 2015b. The LiDAR datasets used in our experiments include fifteen LiDAR datasets from the ISPRS with ground truth 22 and a LiDAR datasets of Mustang Island in Texas 23. The properties of these datasets are described in Tables 1 and 2.


Fig. 3 Airspace model and flight path. a zoom-in view of DSM, b zoom-in view of safe zone, c zoom-in view of the takeoff/landing zone

Table 1 Features of the ISPRS dataset

| ISPRS LiDAR datasets | Properties |
| :--- | :--- |
| Samp11, samp12 | Steep slopes, mixture of vegetation and buildings on hillside, <br> buildings on hillside, data gaps |
| Samp21, samp22, <br> samp23, samp24 | Large buildings, irregularly shaped buildings, road with bridge and <br> small tunnel, data gaps |
| Samp31 | Densely packed buildings with vegetation between them, building <br> with eccentric roof (bottom left corner), open space with mixture <br> of low and high features |
| Samp41, samp42 | Railway station with trains (low density of terrain points), data <br> gaps |
| Samp51, samp52, <br> samp53, samp54 | Steep slopes with vegetation, quarry, vegetation on river bank, data <br> gaps |
| Samp61 | Large buildings, road with embankment, data gaps |
| Samp71 | Bridge, underpass, road with embankments, data gaps |

To generate the accurate DTM, the following four methods, Thomas' method 25, Mongus' method 26, Özcan's method 20 and the proposed method are used to compare the performance of DTM. The parameters of the above methods are assigned in Table 3.

Kappa scores, error rate, skewness, and Kurtosis are adopted for objective evaluation of the DTM. The effect of the maximum numbers of IMF 20 in Özcan's method and the proposed method for Kappa scores will be discussed respectively in the experiments, which can be used to explain the reason for the above settings for the maximum number of IMF. For ISPRS fifteen standard datasets, the Kappa scores obtained by the above four methods are shown in Fig. 4.

As shown in Fig. 4a, the proposed method and Özcan's method obtained greater Kappa scores than the other two methods. For Samp22, Samp42, Samp51, Samp52,

Table 2 Features of the LiDAR dataset of Mustang Island in Texas

| LiDAR data of Mustang Island | Properties |
| :--- | :--- |
| real_samp1 (Port Royal Ocean | Small buildings, Swimming pools with different shape, <br> Bench, Fountains, Gallery, Tennis court |
| real_samp2 (Lost Colony Villas) | Small shrub, Residential area, Street lights, lane |
| real_samp3 (Mustang Island <br> Conference center) | Buildings with different shapes, Lawn, Central air <br> conditioning cooling tower, square |
| real_samp4 (Sandpiper Resort <br> Condominiums) | Tall building, Swimming Pool, Cars parked in parking <br> spaces, trees with small crown, lane |

Table 3 Parameter used in the four methods

| Thomas' method | Mongus' method |  | Özcan's method | Proposed method |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Cell size | 1 | $b$ | 0.25 | Cell size | 1 | Cell size | 1 |
| Initial slope | 0.2 | $k$ | 0.05 | Outlier <br> threshold | 5 | Outlier threshold | 5 |
| Window <br> size | $[1$, <br> $16]$ | $n$ |  | Iteration number | 10 | Iteration number | 10 |
| Max. <br> threshold | 0.45 | Max. value <br> of the filter | 50 | Max. window <br> size | 20 | Max. window size | 20 |
| Elevation <br> scaling <br> factor | 1.2 |  |  | Max. threshold | 4 | Max. threshold | 4 |
|  |  |  | Hard elevation <br> threshold | 0.6 | Hard elevation <br> threshold | 0.6 |  |
|  |  |  | Logic value of <br> Slope threshold | 1 | Logic value of <br> slope threshold | 1 |  |
|  |  |  | Max. number of <br> IMF | 1 | Max. number of <br> IMF | 1 |  |

Samp54 and Samp71, the Kappa Scores by the proposed method are 90.1381, $92.5285,92.8452,83.2073,92.8114$ and 90.6518 respectively, which is higher than the Kappa Scores by other three methods. For other samples, the proposed method also obtained high Kappa scores. Figure 4b shows both the proposed method and Özcan method can obtain good performance of total error rate than the other two methods. For Samp22, Samp42, Samp51, Samp52, Samp54 and Samp71, the total error rate by the proposed method is $4.1766,3.1881,2.3648,3.2526,3.5897$ and 1.8089 respectively, which is lower than the total error rates by other three methods. For other samples, the proposed method also obtained low total error rates. From the comparison results of Kappa scores and the total error rates, it shows the


Fig. 4 The comparison results of DTM by ISPRS fifteen samples
proposed method can obtain the good performance for ISPRS datasets. The maximum number of IMF is very important for the performance of DTM. The relationship between the maximum number of IMF and the performance of DTM for Özcan's method and the proposed method are evaluated. The corresponding experiment results for different values of the maximum number of IMF are shown in Fig. 5.

Figure 5a shows the Kappa scores are shown a downward trend with the increase of the value of the maximum number of IMF, among which the best performance in ISPRS test samples can be obtained by comparison the Kappa scores when the maximum number of IMF is assigned 1 for Özcan's method. Figure 5 b shows it is a downward trend for the Kappa scores of the generated DTM for ISPRS samples, among which the best performance of Kappa scores is usually obtained when the maximum number of IMF equals one. Figure 5 c depicts the mean and standard deviation of Kappa scores of our proposed method and Özcan's method. Figure 5c shows the whole downward trends of mean values of Kappa scores with the increasing of the number of IMF. For the fifteen samples, when the maximum number of IMF increased from 1 to 6 , the mean of Kappa scores in Özcan's method is $87.18235,81.79479,76.32071,70.50371,64.69338$ and 59.75527 respectively. In the same condition, the mean of Kappa scores in the proposed method is $86.45674,81.02425,77.06374,71.50672,65.59312$, and 60.03348. Both of the two methods showed that the Kappa scores descended gradually with the increasing number of maximum number of IMF. Therefore, when the maximum number of IMF equals one, the Kappa scores will be higher than other maximum numbers of IMF, which can explain the reason of the assigned 1 as the value of maximum number of IMF in Table 3. The estimated noise level and the detected noise distribution area by the proposed method are shown in


Fig. 5 Comparison results of Kappa scores in Özcan's method and the proposed method

Table 4 when the maximum number of IMF is assigned one. Both the methods achieved satisfactory results with IMF at one.

The following experiment using Mustang Island dataset compares the performance of DTM with IMF at one. The original DSM and the remote sensing images in the same regions of Mustang Island are shown in Fig. 6. The estimated noise level and the extracted noise distribution area by the proposed method for the real LiDAR datasets in Mustang Island are shown in Table 5. As shown in Table 5, the noise distribution areas in the four samples are detected according to the estimated noise level. For the real_samp1which will be used to construct the aerial corridor in the following experiments, the noise level is estimated to be 0.03 and the numbers of the noise distribution area are 158167. Correspondingly, the Gaussian filter is used to filter the 158167 noise area rather than the whole area of DSM, which can obtain more accurate filtered DSM than the median filter used for the whole DSM by Özcan's method. The four generated DTM by Özcan's method 20 and our method is shown in Fig. 7, in which the test sample is real_samp1, real_samp2, real_samp3 and real_samp4 respectively from left to right.

Compared the DTMs in Fig. 7a and b, it can be seen that more non-ground objects are detected in Fig. 7b, in which the non-objects can also be easily observed

Table 4 Noise level estimation of DSM for ISPRS fifteen samples by the proposed method

| ISPRS | Noise <br> level | Numbers of noise <br> distribution area | ISPRS | Noise <br> level | Numbers of noise <br> distribution area |
| :--- | :--- | :---: | :--- | :--- | :--- |
| Samp11 | 0.33 | 9328.00 | Samp42 | 0.12 | 8901.00 |
| Samp12 | 0.24 | 16442.00 | Samp51 | 0.05 | 43037.00 |
| Samp21 | 0.15 | 5625.00 | Samp52 | 0.04 | 41529.00 |
| Samp22 | 0.10 | 14373.00 | Samp53 | 0.04 | 81307.00 |
| Samp23 | 0.17 | 10797.00 | Samp54 | 0.07 | 3697.00 |
| Samp24 | 0.14 | 2500.00 | Samp61 | 0.02 | 39640.00 |
| Samp31 | 0.22 | 11321.00 | Samp71 | 0.02 | 33035.00 |
| Samp41 | 0.08 | 6710.00 |  |  |  |



Fig. 6 DSM and the remote sensing images for Mustang Island of Texas

Table 5 The estimated noised level and the extracted patches by the proposed method

| Mustang <br> Island | Noise <br> level | Numbers of noise <br> distribution area | Mustang <br> Island | Noise <br> level | Numbers of noise <br> distribution area |
| :--- | :--- | :--- | :--- | :--- | :--- |
| real_samp1 | 0.03 | 158167.00 | real_samp3 | 0.03 | 12388.00 |
| real_samp2 | 0.02 | 7373.00 | real_samp4 | 0.04 | 4473.00 |

by the corresponding remote sensing image in Fig. 7b. According to the filtered DSM by noise level estimation and the generated DTM, the non-ground objects can be detected by the proposed method. The recognition results of a non-ground object by Özcan's method and the proposed method are shown in Fig. 8.


Fig. 7 Comparison results for generated DTM between Özcan's method and the proposed method


Fig. 8 Comparison results for non-ground objects by Özcan's method and the proposed method

As shown in Fig. 8, more non-ground objects are obtained by the proposed method than Özcan's method, which shows the effectiveness of the proposed method. Unlikely the ISPRS dataset, the Mustang Island LiDAR dataset acquired has no reference. To estimate the performance of DTM, Skewness and Kurtosis are adopted. Figure 9 shows the proposed method can obtain lower Skewness values and Kurtosis values than Özcan's method, which shows that more ground objects can be detected by the proposed method. Figure 9a and b depict the skewness and kurtosis. The skewness value of the four samples (real_samp1, real_samp2, real_samp3, real_samp4) by the proposed method is 2.6303, 2.2056, 3.1926 and 1.8916 respectively, which is lower than the skewness values (2.9041, 2.5997, 3.417 and 2.3185 ) by Özcan's method. The Kurtosis value of the four samples


Fig. 9 Comparison results of Skewness and Kurtosis values between Özcan's method and the proposed method


Fig. 10 Space zoning for aerial corridor
(real_samp1, real_samp2, real_samp3 and real_samp4) by the proposed method is $7.9187,5.8645,11.192$ and 4.578 respectively, which is also lower than the skewness values $(9.4336,7.7582,12.6757$ and 6.3757 ) by Özcan's method. The central limit theorem states that naturally measured samples will lead to a normal distribution. The non-ground object points may disturb the normal distribution. Low skewness and kurtosis values indicate the DTM approach to the normal distribution. Therefore, it is evidential that our method obtained accurate DTM consistently.

Figure 10 shows the visualization of space zoning result. Space is divided into three parts, namely upper zone, safe zone and takeoff/landing zone. In order to


Fig. 11 Route planning for aerial corridor against privacy protection area
realize the privacy protection, the corresponding edges of restriction zone are drawn by the coordinates of the horizontal position in the DSM to avoid passing by the privacy protection area in the routing planning of aerial corridor. The route planning for aerial corridor against the privacy protection is shown in Fig. 11.

In Fig. 11, nodes A, B, C, D, and E represent the key points along the route for UASs, among which A represents the current position of UASs and E represents the landing location. If the nodes in the route map are consisted by $\mathrm{A}, \mathrm{B}, \mathrm{D}, \mathrm{E}$, it will pass by the privacy protection area, which is not permitted by the owner in that region. Therefore, the nodes in the route planning are adjusted to avoid the privacy protection area, namely the nodes in the route map is changed to $\mathrm{A}, \mathrm{B}, \mathrm{C}, \mathrm{D}$ and E , which is shown in the safe zone and takeoff/landing zone. The detection results of privacy areas using real_samp1 are shown in Fig. 12.

Figure 12a shows the reference remote sensing image of real_samp1 with three privacy areas, which are marked by red rectangle respectively. Figure 12b is the objects recognition results by the proposed method, which can provide the border area for the aerial corridor to realize the privacy protection.


Fig. 12 Comparison of the results of privacy area detection between Özcan's method and the proposed method. a Remote sensing image of real_samp1 with three privacy areas. b Detection of privacy areas

## 4 Conclusion

In the paper, an automatic construction of aerial corridor from discrete LiDAR for UASs is proposed to ensure flight safety and privacy protection. The noise level estimation was used to suppress noise in the LiDAR data set. We analyze the maximum number of IMF based on the Kappa scores and the total error rates, and the results demonstrated that one was the most satisfactory choice for the maximum number of IMF. The DTM is generated by the decomposition of the filtered DSM based on EMD method and morphological operation.

As for the ISPRS dataset, it provides the reference values of ground and non-ground points. Both Kappa score and the total error rate were used to evaluate the proposed method and the state-of-the-art ones given reference dataset. With reference, Skewness and Kurtosis were used to evaluate the accuracy of DTM. In addition, satellite images were used as the reference to interpret the non-ground objects. It was demonstrated that our proposed method improved the accuracy of delineation of the non-ground objects and improved the accuracy of DTM. Using DSM and DTM, the airspace is divided into the upper zone, safe zone, and takeoff/landing zone. The privacy sensitive regions were integrated into the zoning process. Combined with the setting of privacy protection, the route planning of UAS can be adjusted automatically to avoid the private regions. Finally, the visualization technology was implemented to realize the construction of aerial corridor.
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#### Abstract

Medical images are of high importance and patient data must be kept confidential. In this chapter, we discuss a new hybrid transform domain technique for medical image watermarking and provide a detailed analysis of existing image watermarking methods. The proposed method uses a combination of nonsubsampled contourlet transform (NSCT), discrete cosine transform (DCT) and singular value decomposition (SVD) to achieve high capacity, robustness and imperceptibility. This method is non blind which requires cover image in receiver to extract watermarked image. Cover and watermark images are pre-processed in order to ensure accurate extraction of watermark. In this approach, we have considered medical images as cover and electronic patient record (EPR) is used as secret message. EPR message is embedded into selected sub band of cover image with selected gain factor so that there should be a good trade off among imperceptibility, robustness and capacity. NSCT increases hiding capacity and is more resistant to geometrical attacks. The combination of NSCT with DCT and SVD enhanced the perceptual quality and security of watermarked image. Experimental demonstration proved that the proposed method provides high robustness against geometrical and


[^19]signal processing attacks in terms of peak signal to noise ratio (PSNR) and correlation coefficient (CC).

Keywords Medical image watermarking - Nonsubsampled contourlet transform • Discrete cosine transform - Singular value decomposition - Transform domain image watermarking

## 1 Introduction

The advancement in multimedia systems and their wide use over the internet poses serious challenges to the information security. Multimedia watermarking provides solutions to the suspicious and malicious attacks on data privacy and security [1]. It includes the security of audio, image and video files. Watermarking, cryptography and steganography are the possible ways of data protection. Among these, watermarking is one of the most popular and found useful for copyright protection, content authentication, rightful ownership and secure communication [2-6]. In biomedical engineering, protection of medical data and images is crucial and their transmission to network should be made secured [7]. Also storage of electronic patient record (EPR) and medical images for small hospitals is of great concern. Furthermore, patient's disease should be kept confidential in medical reports accurately [8, 9]. One possible solution to keep medical data secure is digital image watermarking for this purpose, medical image is used as a cover image which reduces chance of tampering or manipulation. However, due to security threats to medical image security, development of medical data/image transmission algorithms is highly required.

In literature, a number of spatial and transform domain techniques have been proposed for image watermarking [10, 11]. However, transform domain techniques have gained great interest, as it provides high capacity and increased security [1215]. Recently, hybrid techniques for image watermarking have become popular and several combinations of discrete wavelet transform (DWT), DCT and SVD have been proposed by many authors [16-20]. These methods have been found limited in hiding capacity and robustness. Therefore, in this chapter, we have focused on nonsubsampled contourlet transform (NSCT) and combined it with DCT and SVD for medical image watermarking. Since, NSCT decomposition yields a number of subbands, which increases the hiding capacity of the secret message. The combination of NSCT, DCT and SVD increases capacity along with robustness and imperceptibility which are desired for image watermarking. The proposed technique has been tested over a number of medical images and standard image data sets. To validate the performance of the proposed method, we tested it against geometrical and signal processing attack and compared with Singh et al. [20], Rosiyadi et al. [21], Srivastava and Saxena [22] and Tayal and Singh [23] in terms of peak signal to noise ratio (PSNR) and correlation coefficient (CC).

The rest of the chapter is organized as follows: related work is discussed in Sect. 2. In Sect. 3, brief details of NSCT, DCT and DWT are given. Section 4 explains the proposed method. Section 5, experimental results are discussed. Finally, Sect. 6 concludes the proposed work.

## 2 Related Work

Image watermarking techniques are very popular in literature and they differ in choice of cover media, recovery method and embedding domain. Image watermarking can be broadly divided into spatial domain [24], transform domain [25], spread spectrum techniques [26], intelligent and adaptive techniques [27]. In spatial domain, secret message is hidden directly in pixel values of cover image whereas in transform domain techniques embedding is done into transform coefficients obtained after forward transformation. Intelligent techniques can be used for optimally choose the transform coefficients for embedding data. The transform domain techniques are more robust against image processing attacks. Here, we provide a separate literature over spatial domain, transform domain and intelligent image watermarking techniques.

### 2.1 Spatial Domain Image Watermarking

In this approach, secret message bits are embedded directly by substituting the bits of the cover image. This method is computationally simple, straightforward and has large embedding capacity. Various methods for embedding in spatial domain are least significant bit (LSB) substitutions, patchwork, bit plane complexity segmentation, gray level modification, pixel value difference and quantization index modulation. Among all these techniques, LSB substitution is most popular. It involves random selection of a pixel of the cover image and replacement of its LSB with a message bit. This process is repeated until all data bits are inserted. LSB retains the image quality, as the changes in the values of LSBs during embedding will have least effect on stego image quality. LSB based watermarking achieve high embedding capacity and less robust against scaling, rotation, cropping and lossy compression attacks.

Patchwork technique is also used for embedding a message in a cover image [28]. A pseudorandom generator has been used to select two patches A and B. Patch A pixels are lightened whereas patch B are darkened. The changes of contrast in corresponding patches encodes one bit of embedding. The advantage of this technique is that the secret image is spread over the whole cover image, even if one patch is damaged, the other will persist. This method is not dependent on cover image and is more robust against JPEG compression operation.

Bit plane complexity segmentation (BPCS) watermarking is another spatial domain method which was proposed by Niimi et al. [29]. In this method concept of bit planes has been used for data hiding. Since in this method image blocks s divided into blocks, therefore, embedding capacity is increased and we get high quality stego image.

Potdar and Chang [30] proposed a data hiding method based on gray level modification. This method is used to transform data by modifying gray levels of pixels. It is based on concept of odd and even numbers to map data within cover image. This method has low computation complexity and high embedding capacity.

Another spatial domain watermarking technique for embedding secret message has been proposed on the basis of difference between values of two adjacent pixels [31]. Embedding process starts with dividing the cover image into non overlapping blocks of two adjacent pixels and pixel difference in each block has been calculated. The cover image contains large coefficient values in edge area and smaller coefficient values in smooth area. It means that edge area has large difference between adjacent pixels than smooth area in cover image. This method outperforms in term of imperceptibility as compared to LSB substitution method. Various method based on pixel value difference (PVD) are triway PVD, four pixel PVD etc. [32-34]. In quantization index modulation (QIM), embedding in cover image is done by first modulating the index of indices with hidden information and then quantizing cover signal with associated quantizer. It has higher embedding capacity and robustness against attacks. Thus, spatial domain watermarking methods achieve high embedding capacity and less robust against lossy compression and geometrical operations such as cropping, rotation, scaling etc.

### 2.2 Transform Domain Image Watermarking

Transform domain watermarking techniques provide better robustness and imperceptibility against signal and image processing attacks. Transform domain [35, 36] includes discrete fourier transform (DFT), discrete cosine transform (DCT) and DWT. DFT based watermarking techniques are not popular because it introduce round off errors that is ideal choice for data hiding applications. DCT was widely used by international data compression standards such as JPEG and MPEG file format. The use of DCT technique to hide information in digital media was introduced by Koch and Zhao [37] and Cox and Miller [38].

DCT based tools such as Jsteg [39], Outguess [40] and F5 [41] are used for image watermarking. F5 is further improved by Fan et al. [42]. Outguess spreads hidden data by selecting coefficients with the user-selected password [35].

Several image watermarking algorithms have been proposed [28] for data hiding in cover. For copyright protection, Barni et al. [43] has developed DCT based watermarking algorithm and embedded watermark in middle band DCT. This method enhances visual quality and showed robustness against image processing attacks. Another DCT based algorithm for copyright protection has been proposed
by Hernanddez et al. [44]. This algorithm is blind and DCT was applied on cover image after dividing it into $8 \times 8$ blocks.

Statistical properties of DCT were utilized by Briassouli et al. [45]. They developed a blind watermark detector which used the Cauchy statistical model. Amin et al. [46] also proposed a statistically data hiding algorithm in DCT domain and improved security and robustness against noise addition, filter processing, sharpening, blurring and JPEG compression attacks. Histogram matching JPEG watermarking and JPEG watermarking were introduced by Noda et al. [47] using quantization index modulation (QIM) in DCT domain which was better than F5 in term of embedding rate and PSNR.

DCT based mod-4 blind watermarking method [48] supports both uncompressed and compressed images for data hiding. This method has been comparatively analyzed in terms of embedding capacity, PSNR, Universal Quality Index (Q) and steganalysis attacks. A lossless and reversible data hiding algorithm was proposed by Chang et al. [49] in DCT domain. Middle band DCT coefficients has been used to hide secret message and resulted in improved visual quality of stego image.

Lin et al. [50] have shown improvement in watermarking algorithm by utilizing low frequency DCT coefficients of the cover image. They used the concept of mathematical remainder which enabled robustness against JPEG compression. Singh et al. [51] proposed another DCT domain watermarking technique by embedding secret data in the middle frequency DCT coefficients. Among log normal, Pareto, Weibull and Gaussian distribution, they found that Weibull distribution is suitable for embedding data in middle band DCT coefficients. An adaptive DCT approach was proposed by Mali et al. [52] using energy threshold for selecting the embedding location in DCT domain. This method showed better robustness against compression, tampering, resizing, filtering and addition of Gaussian noise.

Wavelet transforms have been also used for image watermarking for data hiding [53]. Multi-resolution property of wavelet transform allows embedding data independently at different resolutions. Compression standards like JPEG2000 uses wavelet transforms. Therefore, wavelet transform are an obvious choice for data hiding.

Pixel wise masking technique was proposed by Barni et al. [54] for image watermarking. Watermark is hidden by modifying DWT coefficients of cover image which used HVS (Human visual system) characteristics for determining watermark strength. Kundur and Hatzinakos [55] proposed a robust watermarking technique using DWT based image fusion principle for copyright protection. Here again HVS model has been used to determine salient image component for embedding watermark. Kamstra and Heijmans [56] introduced a high capacity lossless reversible data embedding in wavelet domain and proposed least significant bit prediction and Sweldens lifting scheme. Liu et al. [57] proposed a new watermarking scheme for copyright protection and embedded watermark in difference value between the original cover and reference images.

Multiwavelet transform based watermarking algorithm has been proposed by Ghouti et al. [58] which is suitable for real time watermarking application. Lee et al.
[59] investigated a reversible image watermarking scheme in integer wavelet domain. In this approach, original image is divided into non overlapping blocks and watermark is embedded into high frequency integer wavelet coefficients using LSB substitution. Another integer wavelet based reversible data hiding algorithm was proposed by Peng et al. [60].

Lin et al. [61] proposed a blind image watermarking d based on the difference of wavelet coefficient quantization for copyright protection. Haar Digital wavelet transform (HDWT) based reversible data hiding scheme was proposed by Chan et al. [62]. Logo watermarking in wavelet domain was introduced by Bhatnagar et al. [63]. They obtained high quality of stego images and improved robustness against various intentional or unintentional attacks. Yeh et al. [64] proposed data hiding using wavelet bit plane for compressed images. In this method, bit planes of DWT coefficients have been used for message hiding using multistage encoding.

Numerous advance wavelet domain based image watermarking techniques has been proposed [65-70]. Contourlet transform [65] was an advancement over wavelet transform. The directionality and anisotropy properties of contourlet are suitable for watermarking. Sajedi et al. proposed a new adaptive contourlet transform based watermarking scheme that embeds data in specific cover image, selected by best cover image measures such as (PSNR) and number of modifications of cover image. They hide the secret data in contourlet coefficient through iterative embedding process to reduce the stego image distortion. Khalighi et al. [67] presented a new multiresolution image watermarking using contourlet transform. In the proposed method, contourlet transformed coefficients of host image are modified to embed the watermark. The quality analysis of the watermarked image was good in terms of visibility and PSNR values (average of 39.41 dB ). The proposed method provides good visual quality and robustness against JPEG compression, addition noise, filtering and geometrical transformations; it is also suitable method for fingerprinting applications. Leung et al. [68] proposed six different non blind watermarking method based on curvelet transform and compared with existing watermarking scheme. They embedded different watermark in three different bands. Their method has better robustness against common image processing attacks. Mansouri et al. [70] proposed a new non blind SVD based image watermarking in complex wavelet transform (CWT) domain. They embedded modified singular values of CWT coefficients of cover image with singular value of watermark. The proposed method provides high robustness against common image processing and geometrical attack like cropping and rotation. Bhatnagar and Wu [69] introduced a novel biometric inspired watermarking based on fractional dual tree complex wavelet transform and singular value decomposition. The main advantage of using biometric based keys is that no one can get the key without original owner of biometric information. Their scheme provides high security and robustness against filtering, noise addition, JPEG compression, resizing, cropping, rotation, contrast adjustment and sharpen attack.

### 2.3 Intelligent and Adaptive Image Watermarking Techniques

Intelligent image watermarking are the applications of intelligent algorithms such as Genetic Algorithm (GA) and Particle Swarm optimization (PSO). These intelligent approaches are useful in optimizing embedding strength. GA based data hiding algorithm has been proposed by Shieh et al. [71] in DCT domain. Use of GA improved robustness against image processing attacks. PSO based method was introduced by Li and Wang [72] that modified JPEG quantization table and embed secret message bits in middle frequency DCT coefficient. This method also incorporated the concept of LSB substitution for data hiding.

Ishtiaq et al. [73] investigated an adaptive watermark strength selection algorithm using DCT and PSO. Like GA, PSO also optimized watermark strength in DCT domain and hence provided better robustness against addition of noise, low pass filtering, high pass filtering and median filtering, shifting and cropping operations. Wavelet based watermarking scheme using PSO has been proposed by Wang et al. [74] in order to improve imperceptibility, robustness and security. Model based image watermarking was introduced by Sallee [75] which allowed robust hiding of secret message without affecting statistical properties of cover image.

## 3 Theoretical Background

In this section, we provide a brief detail of the NSCT, DCT and SVD, and their usefulness in image watermarking.

### 3.1 Non Sub-sampled Contourlet Transform (NSCT)

Even though DWT and other hybrid combinations of DWT are popular, powerful, and familiar among techniques of watermarking, but it has its own limitations in capturing the directional information such as smooth contours and the directional edges of the image [76]. This problem is addressed by nonsubsampled contourlet transform (NSCT). NSCT offers directionality and anisotropy. NSCT methods perform much better than wavelet-based methods in images. Though, NSCT is a redundant transform [77] but have a very good property of shift invariance which will make our proposed algorithm more robust against various geometrical attacks. The redundancy property of NSCT is useful for accurate recovery of secret message, as no information loss occur on decomposition of watermark images [78, 79]. It contains two filter banks i.e. Non-down sampling pyramid Filter (NDSPF) and non-sub sampled directional filter bank (NSDFB) [77], shown in Fig. 1.


Fig. 1 a Non sub sampled filter bank structure, b The iterated frequency partitioning

### 3.2 Discrete Cosine Transform (DCT)

Discrete cosine transform (DCT) is a real domain transform which represents an image as coefficient of different frequencies of cosine which is basis vector for this transform [36, 80]. It works by separating an image into different blocks, such as low, high and middle frequency coefficients which makes it easier for embedding the watermark information into middle frequency band that will give an additional resistance with respect to the lossy compression techniques, while avoiding significant modification of the cover image. The DCT possess energy compaction property.

The forward transform equation is given below

$$
\begin{gather*}
b(u, v)=c(u) c(v) \sum_{x=0}^{N-1} \sum_{y=0}^{N-1} a(x, y) \cos \left(\frac{\pi u(2 y+1)}{2 N}\right) \cos \left(\frac{\pi v(2 y+1)}{2 N}\right)  \tag{1}\\
c(u)= \begin{cases}\frac{1}{\sqrt{N}} & \text { if } u=0 \\
\sqrt{\frac{2}{N}} & \text { otherwise }\end{cases} \tag{2}
\end{gather*}
$$

where ( $\mathrm{x}, \mathrm{y}$ ) is the intensity of the pixel in row x and column y of the image, and b $(u, v)$ is the DCT coefficient in row $u$ and column $v$ of the DCT matrix.

### 3.3 Singular Value Decomposition

Any image of dimension $N \times N$ can be decomposed into two orthogonal matrices $U$ and $V$ and one diagonal matrix $S$ [81] such that

$$
\begin{equation*}
M=U S V^{T} \tag{3}
\end{equation*}
$$

The major advantage of SVD for using it in watermarking technique is that a small variation in singular values does not affect visual perceptibility of image [78] and these singular values are unique in nature which makes any watermarking algorithm robust against geometrical attacks.

## 4 The Proposed Method

The proposed method of watermarking contains two stages: embedding and extraction followed by the combination of NSCT, DCT and SVD. The proposed method increases capacity, robustness and imperceptibility of watermarking without affecting the quality of cover image against various geometrical and signal processing attacks. We have considered NSCT because it captures the directional edges and smooth contours of medical images and is better than other wavelet transforms. Also, it decomposes cover image into six subbands, therefore, we have increased hiding capacity for data hiding.

### 4.1 Embedding Process

For proposed algorithm, the steps of the proposed method are given in Fig. 2.
Step 1: The cover image of size $N \times N$ and the watermark image of size $N /$ $2 \times N / 2$ are transformed into NSCT domain. For NSCT decomposition ' 1 ' level Laplacian pyramid filter followed by Directional filter Bank is used. After NSCT decomposition cover and watermark image is divided into 6 subbands $\{1,1\},\{1,2\},\{1,3\}\{1,1\},\{1,3\}\{1,2\},\{1,4\}\{1,1\}$, $\{1,4\}\{1,2\}$.

Step 2: Select any subband of NSCT decomposed cover and watermark image and then apply DCT and obtain DCT coefficients for the same.
Step 3: Compute SVD of DCT coefficients of cover image [ $\left.U_{C} S_{C} V_{C}^{T}\right]$ and also of watermark image $\left[\mathrm{U}_{\mathrm{W}} \mathrm{S}_{\mathrm{W}} \mathrm{V}_{\mathrm{W}}^{\mathrm{T}}\right]$.


Fig. 2 The proposed embedding process
Step 4: The SVD coefficients are modified as:

$$
\mathrm{S}=\mathrm{S}_{\mathrm{c}}+\alpha \mathrm{S}_{\mathrm{W}}
$$

where $\alpha$ is Gain factor which controls imperceptibility of watermark in cover image and robustness against attacks.
Step 5: Compute SVD of the modified coefficients " $S$ " and obtain modified NSCT coefficients of cover image.
Step 6: Compute inverse DCT of the obtained modified NSCT coefficients and then apply inverse NSCT to get the watermarked image.

### 4.2 Recovery Process

The steps of recovery of embedded message are illustrated in Fig. 3.
Step 1: Perform NSCT decomposition on watermarked image and by this, watermarked image is divided into 6 sub bands $\{1,1\},\{1,2\},\{1,3\}\{1$, $1\},\{1,3\}\{1,2\},\{1,4\}\{1,1\},\{1,4\}\{1,2\}$. The same band is selected which was selected in the embedding side.
Step 2: Applying DCT on subband of NSCT decomposed watermarked image and obtain DCT coefficients.


Fig. 3 The proposed recovery process

Step 3: Compute SVD of DCT coefficients [ $\left.U_{e} S_{e} V_{e}^{T}\right]$
Step 4: Performing the operation by modifying the SVD coefficients as:

$$
S_{w d}=\left(S_{e}-S_{c}\right) / \alpha
$$

where $\alpha$ is same gain factor which was used in the embedding side.
Step 5: Apply SVD to the " $\mathrm{S}_{\mathrm{wd}}$ " and obtain the modified NSCT coefficients.
Step 6: Compute inverse DCT of the obtained modified NSCT coefficients and then apply inverse NSCT to get the Recovered watermark image.

## 5 Results and Discussion

We have performed experiment over various medical images such as brain MRI, chest CT, kidney stones, Hand X-ray images and other benchmark images. These images have been experimented for EPR and fingerprint watermarks. The robustness of the proposed method has been determined by PSNR and CC values. In the proposed method size of cover image is $512 \times 512$ and watermark image size of $256 \times 256$ has been selected. The overall performance of the proposed method depends on the size of cover and watermarked image, selection of subbands for data hiding.

Figure 4a, b shows brain MRI and watermark EPR images. For this pair of images, corresponding stego and recovered watermark image have been given in Fig. 4c, d. From Fig. 4, one can conclude that the visual quality of obtained stego


Fig. 4 a Original image, $\mathbf{b}$ watermark image, $\mathbf{c}$ stego image, and $\mathbf{d}$ recovered watermark image
and recovered watermark images are comparable to the original source images, which indicates the suitability of the proposed method.

PSNR and CC values for the proposed method have been determined at different values of gain factor. These values are given in Table 1. Referring Table 1, it is easily seen that by varying gain factor at different subbands the quality of the stego image and recovered watermark image improves or degrades. At gain factor 0.01 and 0.05 , PSNR value is high but imperceptibility is low. Similarly, at higher gain factors imperceptibility is good but PSNR value goes down. Hence, there should be a good trade off between imperceptibility, robustness and capacity of embedding watermark into cover image. For these reasons, we have selected subband $\{1,4\}\{1$, $1\}$ at gain factor $=0.1$ in which CC is maximum i.e. 0.9990 .
Table 1 Performance of proposed method in different subbands for different values of gain factor

| Sub bands | Gain factor |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0.01 |  | 0.05 |  | 0.10 |  | 0.50 |  | 1.0 |  | 5.0 |  |
|  | PSNR | CC | PSNR | CC | PSNR | CC | PSNR | CC | PSNR | CC | PSNR | CC |
| \{1, 2\} | 33.5393 | 0.9477 | 32.5943 | 0.9521 | 32.3171 | 0.9517 | 33.4348 | 0.9287 | 33.7641 | 0.9213 | 33.9209 | 0.9175 |
| \{1, 3\}\{1, 1\} | 31.3490 | 0.9903 | 25.3970 | 0.9971 | 21.8084 | 0.9981 | 23.8909 | 0.9943 | 24.5692 | 0.9932 | 24.4780 | 0.9934 |
| \{1,3\}\{1,2\} | 29.9157 | 0.9929 | 21.0559 | 0.9985 | 19.9164 | 0.9979 | 22.5656 | 0.9954 | 22.7016 | 0.9953 | 22.5782 | 0.9954 |
| \{1, 4\} \{1, 1\} | 36.8402 | 0.9646 | 26.1876 | 0.9958 | 19.4948 | 0.9990 | 20.5130 | 0.9966 | 21.1163 | 0.9961 | 20.6093 | 0.9966 |
| \{1,4\}\{1, 2\} | 34.8159 | 0.9770 | 20.7517 | 0.9989 | 17.2811 | 0.9989 | 20.0072 | 0.9969 | 20.0530 | 0.9969 | 19.6283 | 0.9972 |



Fig. 5 a Brain MRI cover image, and b-d stego images with gain factor $0.01,1.0$ and 5.0 respectively

Furthermore, to validate the proposed method, we have shown stego and corresponding recovered watermarked images at different gain factors in Figs. 5 and 6. Here, again, we have found that the proposed method performs well for different gain factors. Moreover, we have performed experiments on standard Lena image as cover and fingerprint image as watermark, shown in Fig. 7. The quality of recovered watermark is comparable to the original message as given in Fig. 7. To test the robustness of the proposed algorithm, we have tested the proposed method against geometrical and signal processing attacks, namely average filter, Gaussian noise, Gaussian blur, Histogram equalization, Motion blur, Salt and pepper noise, resizing, rotation, speckle, Weiner filtering, Gaussian filtering, and Median filtering attacks. Recovered watermarks for Lena images against these attacks have been shown in Fig. 8. The results shown in Fig. 8 clearly indicate that the proposed method is robust against these attacks and the recovered watermarks are comparable to the original watermark. We have compared the performance of the proposed method in terms of PSNR and CC, shown in Table 2. Here, PSNR and CC values are given


Fig. 6 a EPR as watermark image, and b-d recovered watermark image with gain factors 0.01 , 1.0 and 5.0 for Fig. 5b-d respectively


Fig. 7 a Cover image, b watermark image, c stego image, and d recovered watermark image


Fig. 8 Recovered watermarks from Lena image after attacks. a Average filter attack, b Gaussian noise attack (mean $=0.0$ variance $=0.05$ ), $\mathbf{c}$ Gaussian blur attack, d Histogram equalization attack, e Motion blur attack, $\mathbf{f}$ Pepper noise attack (density $=0.05$ ), $\mathbf{g}$ resizing Attack (one half), $\mathbf{h}$ rotation attack (70), i Speckle noise attack (density $=0.05$ ), $\mathbf{j}$ Weiner filtering [3 3], $\mathbf{k}$ Gaussian filtering [3 3], I Median filtering [3 3]

Table 2 Performance of proposed method for different cover image at gain factor $=0.1$ for subband $\{1$, $4\}\{1,1\}$

| Cover image | CC | PSNR |
| :--- | :--- | :--- |
| Brain MRI | 0.9985 | 18.5950 |
| Chest CT | 0.9977 | 19.2730 |
| Kidney stones | 0.9988 | 20.1275 |
| Hand X-Ray | 0.9986 | 18.5183 |
| Pancreas | 0.9985 | 21.4953 |
| Lena | 0.9990 | 19.4948 |
| Zelda | 0.9983 | 18.6096 |

for different cover images at gain factor 0.1. From Table 2, it is clear that the proposed method possess high values of CC and PSNR. CC has been highest for Lena image and PSNR is highest for pancreas image. Further, Table 2 clearly shows that obtained PSNR and CC values are comparable, that can also be observed in Fig. 9. This figure shows the CC values for different cover images. Further, we have tested different cover images against JPEG compression, median filtering, Gaussian filtering, Weiner filtering, Gaussian noise, Salt and pepper noise, speckle noise, histogram equalization, resizing, Gaussian blur, motion blur, average filter and rotation attacks. The CC values of recovered watermarks at gain factor 0.1 have been shown in Table 3.

Referring this Table 3, the proposed method has been found suitable for different cover data including medical and other standard images. This can be easily verified from the Fig. 10 which shows the CC values of recovered watermark images against geometrical and image processing attacks.


Fig. 9 Correlation coefficients for different cover images

Table 3 Performance of proposed method in terms of CC against different attacks at gain factor $=0.1$ at subband $\{1,4\}\{1,1\}$ for different cover image

| Attacks | Brain <br> MRI | Chest <br> CT | Kidney <br> stones | Hand <br> X-Ray | Lena |
| :--- | :--- | :--- | :--- | :--- | :--- |
| JPEG compression (Qf-50) | 0.9985 | 0.9969 | 0.9988 | 0.9985 | 0.9990 |
| Median filtering [3 3] | 0.9988 | 0.9953 | 0.9983 | 0.9988 | 0.9984 |
| Gaussian filtering [3 3] | 0.9989 | 0.9957 | 0.9983 | 0.9990 | 0.9983 |
| Weiner filtering [3 3] | 0.9989 | 0.9959 | 0.9983 | 0.9989 | 0.9983 |
| Gaussian noise with mean $=0.0$ <br> variance $=0.05$ | 0.9632 | 0.9608 | 0.9643 | 0.9743 | 0.9592 |
| Salt and pepper noise <br> (density = 0.05) | 0.9685 | 0.9715 | 0.9700 | 0.9702 | 0.9758 |
| Speckle noise (density $=0.05)$ | 0.9955 | 0.9757 | 0.9943 | 0.9894 | 0.9840 |
| Histogram equalization | 0.9978 | 0.9982 | 0.9966 | 0.9985 | 0.9972 |
| Resizing attack [1/2] | 0.9987 | 0.9929 | 0.9970 | 0.9985 | 0.9966 |
| Gaussian blur attack | 0.9973 | 0.9913 | 0.9941 | 0.9971 | 0.9941 |
| Motion blur attack | 0.9978 | 0.9916 | 0.9947 | 0.9976 | 0.9951 |
| Average filter attack | 0.9975 | 0.9915 | 0.9943 | 0.9973 | 0.9944 |
| Rotation attack (50) | 0.9987 | 0.9937 | 0.9981 | 0.9977 | 0.9988 |

The proposed method is further compared against JPEG compression, median filtering, Gaussian noise, Salt and pepper noise and histogram equalization attacks with Singh et al. [20], Rosiyadi et al. [21], Srivastava and Saxena [22] and Tayal and Singh [23] and the CC values of these methods are given in Table 4. The dashed values in Table 4 indicate that the CC values are not available for the corresponding attacks. With reference to this Table 4, it is clear that the proposed method has the highest values of CC than the compared methods [20-23] except for JPEG compression in which CC value of Singh et al. [20] is higher than the


Fig. 10 Correlation coefficients of recovered watermark images against attacks

Table 4 Comparison of the proposed method Correlation coefficients

| Attacks | Proposed <br> method | Singh <br> et al. [20] | Rosiyadi <br> et al. [21] | Srivastava and <br> Saxena [22] | Tayal and <br> Singh [23] |
| :--- | :--- | :--- | :--- | :--- | :--- |
| JPEG compression <br> $($ QF = 50) | 0.9990 | 0.9994 | 0.1863 | - | - |
| Median filtering [2 2] | 0.9985 | 0.9752 | 0.4585 | 0.6019 | - |
| Gaussian noise with <br> mean = 0, <br> variance $=0.01$ | 0.9830 | 0.9754 | - | 0.6320 | 0.8893 |
| Salt and pepper <br> (density = 0.01) | 0.9972 | 0.9952 | - | - | 0.9636 |
| Histogram equalization | 0.9972 | 0.9208 | - | 0.9123 | 0.9941 |

proposed method. Thus, from overall comparison of the proposed method, it can be concluded that the proposed method, i.e. combination of NSCT, DCT and SVD, provides high capacity, robustness and imperceptibility for medical images as well as for standard images.

## 6 Conclusions

In this chapter, we have proposed a new hybrid transform domain watermarking using NSCT, DCT and SVD for medical images. In this method, medical image is taken as cover and EPR as watermark and is embedded into higher frequency subband of cover image. By varying gain factor and subbands, quality of watermarked image and recovered watermark image changes in terms of PSNR, CC, and imperceptibility. Results demonstrated that the proposed combination provides high
capacity to embed watermark and better imperceptibility. Furthermore, better robustness have been achieved against geometrical and signal processing attacks such as average filter, Gaussian noise, Gaussian blur, Histogram equalization, Motion blur, Salt and pepper noise, resizing, rotation, speckle, Weiner filtering, Gaussian filtering, and Median filtering attacks. The proposed method has been found superior to the existing image watermarking methods.
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#### Abstract

Many areas in power systems require solving one or more nonlinear optimization problems. While analytical methods might suffer from slow convergence and the curse of dimensionality, heuristics-based intelligence can be an efficient alternative. This need is highlighted by technology advancements and bulk integration of the renewable energies in power grids. The Quantum inspired computational intelligence (QCI) techniques as a young discipline in computational intelligence field of research shows a promising future in optimization problems. The Quantum inspired computational intelligence (QCI) is known to effectively solve large-scale nonlinear optimization problems. This chapter will present a detailed overview of the quantum inspired computational intelligence and its variants in power systems optimization. Also, it provides a survey on the power system applications that have benefited from the powerful QCI as an optimization technique. For each application, technical details that are required for applying QCI, and the most efficient fitness functions are also discussed. In this chapter the definition, categorization and motivation for QCI employment in power systems will be elaborated. The major challenges and hinders for implementation will be discussed. The significance of this study is to present an overview on the applications of QCI in solving various power system problems in electrical engineering, which may be a useful resource for researchers to understand the state of art in QCI application in electric power systems to enable them for further explores. Current chapter will present the generalized introduction to the power systems optimization, the areas and categories and how their results and targets can be affected by optimization variables. Furthermore, the QCI methods for the power systems optimization will be presented.
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## 1 Introduction to the Power Systems Optimization Techniques

The optimization problems associated with power systems traditionally are handled by conventional and mathematical approaches such as linear programming, nonlinear programming [1], branch and bound method [2], decomposition techniques [3], dynamic programing (DP) [4] and Lagrange multiplier [5]. The optimization algorithms, which normally are employed in power systems, are being discussed in this section in 4 main categories.

### 1.1 Classical and Conventional Algorithms

Linear programming (LP): Linear programming algorithms are employed in [6-8] to form an objective function by formulating linear equations and constraints. However, the LP method is only applicable on linear equation and constraints, but it has the ability to handle a large number of various operational limitations for power system including contingency constraints.

Nonlinear programming (NLP): The first step to solve a nonlinear programming problem is choosing the direction of search for iterative procedure. Nonlinear programming has been employed in many different ways for instance in [9], a first order method which is also referred as Generalized Reduced Gradient (GRG) has been utilized to solve OPF. In [8], nonlinear programming was also employed in its second order form to solve the second order partial derivative of power flow equations by a sequential quadratic programming together with Newton's method. In addition, the constraints were also applied using second order partial derivatives (The Hessian). The amount of resources at selected nodes was computed using the second order method to minimize the objective function (losses) in [10]. As stated in [11], the NLP integration in large power systems faces two major difficulties: first, depending on the starting point of the search procedure, different optimal results can be achieved. Second, the convergence of this method is guaranteed and it is not affected by starting point, but it can be very slow because of zig-zaging over the final solution.

Mixed Integer Nonlinear Programming (MINLP): A mixed integer nonlinear programming method has been employed to formulate a comprehensive optimization objective function for DG optimal siting and sizing in [12], and a General Algebraic Modeling System (GAMS) with integer decision variables containing 0 and 1 is integrated to formulate the model. A probabilistic planning method has been used in [13] to determine the optimal shares of different renewable units in hybrid DG units consist of wind, solar and biomass modules subjected to minimizing the yearly energy losses within the constraints limitations. MINLP has been implemented for formulating the problem respecting to the renewable DG sources uncertainties and load profile hourly variations. The optimal site and number of DGs operating in a hybrid electricity market have been determined using MINLP in [14], and the objec-
tive function has been modeled in GAMS with use of SNOPT solver. However, the method has some improvements in comparison to the NLP method but the difficulties for those methods still exist.

Analytical Algorithms (AA): In [15, 16], different analytical approaches are employed for power system optimization. In [17], the authors have minimized the objective function for optimal bus recognition. Acharya et al. [15] used loss approximation instead of accurate load flow calculation to identify the optimal DG installation site. In [16], the authors employed one of the most popular method for distribution load flow analysis that uses equivalent current injection. In this approach the matrices of Branch-Current to Bus-Voltage (BCBV) and Bus-Injection to BranchCurrent (BIBC) are implemented in calculations. Hung et al. [18] improved the proposed method of [15] by developing a comprehensive formulation to recognize the optimum location and size of DGs.

Exhaustive Search (ES): Exhaustive search, which also known as brute force, direct search or generate and test, is a thorough test of target function with all possible input values. For discrete problems such as DGs optimal allocation, this method could be used. However, it is not an efficient solution method, but the results are always reliable because of all possibility checking [19]. The exhaustive search method has been employed for optimal DG allocation in [20].

Optimal Power Flow Based Algorithms (OPF): The optimal power flow algorithm has been employed in [21-26] for power system optimization problems. In [21], Maximum DG capacity and system available headroom has been identified considering voltage and thermal constraints, by implementation of optimal power flow under "reverse load-ability" method. In [22], demand bids are also considered in addition to the generation bids in a traditional optimal power flow approach to minimize the cost. The authors integrated GD units' goodness factor directly into the distribution system model [23]. DG units' incremental contribution to power losses (both active and reactive) is implemented as Incremental Loss Indices (ILI) in OPF framework. The study in [24], has been done by integrating voltage step constraints in to the OPF algorithm to identify the DG accommodation capacity of network. Authors in [25], used a one by one line outage contingency solution in OPF to recognize the maximum generation under the security limitations. Researchers in [26] implement the OPF approach to indicate the maximum capacity of a network which incorporating with variable DG due to huge load of iterative calculation in this method.

Continuation Power Flow (CPF): Analysis of power flow continuation and search for the bus with most sensitivity to the voltage collapse is employed in [27] to determine the optimal place for DG installation by determination of maximum loading or most sensitive bus to voltage collapse.

All above methods have limitations and difficulties in solving the non-linear non-convex problems. Hence, heuristic and meta-heuristic optimization methods are introduced to handle the computational burdens. Heuristic techniques facilitate some difficulties of conventional methods in solving the power system problems.

### 1.2 Intelligence Based Algorithms

The most famous heuristic optimization methods implemented to solve the power system problems are genetic algorithm, teaching learning based optimization (TLBO), simulated annealing, clonal selection algorithm (CSA), differential evolution (DE), particle swarm optimization (PSO), artificial bee colony (ABC), chemical reaction optimization (CRO), cultural algorithm (CA), cuckoo search (CS), shuffled frog leaping (SFL) algorithm, gravitational search (GS), group search optimization (GSO). Followings are some samples of heuristic methods integration in power system optimization problems.

Evolutionary Algorithms (EAs): In EA approaches, unlike the conventional optimization algorithms, the objective function and constraints do not need to be differentiated. The evolutionary programming algorithm was utilized for power system planning in [28]. Single and multi-objective functions could be integrated in this approach considering different constraints. However, the result accuracy and the convergence of these methods are the concerning points.

Simulated Annealing (SA): In [29], the SA has been selected to minimize the losses, emission, and contingency by optimal siting and sizing of DG units. The main weakness of this algorithm is its dependence on initial values and cooling parameters setting.

Tabu Search (TS): Network configuration and tap positions of Voltage Regulators (VRs) as well as the installation location, size and operation of Distribution Generation Resources (DGRs) and Reactive Power Sources (RPSs) are identified in [30] by using TS. The constraints violating selections are added to tabu list to avoid future forbidden selection. Nara et al. [31] introduced the coordination/decomposition technique and implemented the proposed approach along with TS to optimal DG siting and sizing respecting to the total loss minimization. The disadvantage of this method is the necessity of solving the regression model for any change in the initial weights to achieve the mean squared error.

Imperialist Competitive Method (ICM): The ICM has been employed for power system optimization in [32], while the Soroudi and Ehsan [33] integrated ICM by considering a combination of technical and economic objectives for DGP. The ICM is implemented in [34], for recognition of size and site of DG units for a distribution network containing the sensitive loads working in islanded mode. The implementation time of this algorithm is longer than other methods, however, due to the various step size the time is reasonable.

Fuzzy Set (FS) Based Algorithms: Both objective function and constraints of a power system are handled by fuzzy sets in [35-38]. Lalitha et al. [35] achieved the DG Suitability Index (DGSI) by modeling the Power Loss Index (PLI) and nodal voltage using fuzzy set method. In [36], a multi objective model composed by technical risk, economic risk, and monetary cost indices are modeled by a fuzzy set theory. A fuzzy set has been employed along with GA and goal programming to form a multi objective function in [37]. In [38], authors developed their own Adaptive Interactive Decision Making System (AIDMS) based on Bellman-Zadeh method to solve
multi objective resource allocation problem. In [39, 40], the load uncertainties is modeled by a fuzzy set with respect to load and voltage constraints. In addition, the researchers in [41] implemented the effect of power system parameter uncertainty into the system model and handed out a better compromised solution while reducing the needed iteration time. The main disadvantage of the fuzzy based methods is that there is no correction step or factor and a wrong classification of variables may result in complete incorrect answers.

### 1.3 Nature Inspired Search Methods

The nature inspired optimization techniques are effective and useful tools to handle complex optimization problems. Such methods are capable of dealing with nonlinear and non-convex problems and associated equality and inequalities. In addition, the large computational time required to solve the complex optimization problems is shrunk by nature inspired optimization techniques. Nature inspired optimization techniques, which are also known as strong experience-based optimization methods, can handle the complex optimization problems of power systems. Such methods are effectively implemented to obtain the optimal solution of combinatorial optimization problems like neural network training, control system designing, and power system optimization problems. Couple of those methods are being covered and discussed in the following.

Genetic Algorithm (GA): The capability of GA in solving optimal DGP was shown in [42]. The service restoration under cold load pickup has been investigated in [43], using GA in a Multi-Objective MO model for DG implementation. The authors in [44-46], have studied DG planning impact on network reliability with integration of GA. In [47], a Non-Dominated Sorting Genetic Algorithm (NSGA) along with multi objective programming method is integrated to find the best and maximum implementation configuration of DWG with respect to the voltage and thermal constraints.

Particle Swarm Optimization (PSO): PSO has been utilized in different research areas for power systems optimization [48, 49]. The active power losses of distribution system has been minimized by optimal allocation and sizing of multi DG units using PSO algorithm including different load models in [50]. Lalitha et al. [35] optimally placed and sized DGs through a two step algorithm using a fuzzy approach and PSO to reduce the system power losses.

Ant Colony System (ACS): In most power system cases [51, 52], the ACS as an extension to Ant Colony Optimization (ACO) has handed out better results. ACS approach has been used as optimal positioning method for fixed re-closer or DGP to increase the reliability in [53]. The authors also proposed to integrate the algorithm for simultaneous allocation of both DGs and re-closers.

Bee Colony Optimization (BCO): While, The Artificial BCO is employed for investigation of transient performance of grid connected distributed generation in [54], it is implemented for optimizing the distribution network configuration
considering loss reduction in [55]. Moreover, authors in [56, 57] employed the BCO for DGP concentrating on total system real power losses as the objective function. Sohi et al. [58] extended the objective function of BCO to include the line capacity improvement in addition to the loss reduction.

Cuckoo Search Optimization (CSO): The CSO has been employed for a combination of biomass and solar-thermal units considering loss reduction and voltage profile improvement in [59]. It also implemented in [60] for voltage profile improvement, which is expressed by two regulation and variation indexes, and power loss reduction for power system.

Firefly Method (FFM): The FFM has been employed in power system optimization aiming to minimize the active and reactive power losses, voltage profile improvement for various models of loads, line current, level of short circuit, and total absorbed apparent power of the network in [61]. The authors in [62], are also applied FFM to minimize the real power losses by optimal location and size determination of DGs in distribution network. Two major challenging issues in FFM are attractiveness and light intensity variation formulation. For the sake of simplicity, the attractiveness of a firefly is assumed to be determined by its lightness which in turn is derived by objective function formulation.

Nature inspired search algorithms have some disadvantages. All these methods are highly affected by their parameters which are selected as their operator constants. They may also be trapped in local optimal points in case of wrong initial value or parameter selection. They also could have unstable movements in finding the extremum point, hence, the convergence of all these algorithms is questionable too. In response to this issue, there are several studies on Hybrid Intelligent Algorithms.

### 1.4 Hybrid Intelligent Techniques

Generally, Hybrid Intelligent Algorithms (HIA) refers to the algorithms which are the combination of different artificial intelligent methods work in parallel or cascaded mode. There are various studies which have focused on different combination of existing meta-heuristic methods for distributed generation planning, including: Genetic-Tabu search (GATS) [63], Genetic-Particle Swarm Optimization (GAPSO) [64], Genetic-Optimal Power Flow (GAOPF) [65, 66], and Particle Swarm Optimization-Optimal Power Flow (PSOOPF) [67].

The GATS method has been employed for power system optimization in [63], the objective function was power losses when the harmonic power losses were included. A novel GAPSO method is presented in [64] for optimal size and site identification in DG by minimizing the power losses and improving the voltage regulation and stability. Harrison et al. [65] had illustrated the robustness of GAOPF for determining the installation sites of dedicated number of DGs. In [66], GA is employed for optimal positioning again and the OPF is implemented for minimizing the operation, maintenance, and network upgrade costs along with cost for load growth causing
losses. A combination of discretized PSO and OPF is applied in [67] for optimal power system planning within a distribution network for site and size recognition of specified number of DGs.

There are couples of hybrid algorithms which are implemented in power system optimization problems and comprised Fuzzy Set in combination with one of the other intelligent algorithms. For instance Genetic-Fuzzy (GAFZ) is presented in [36, 37, 68], and Tabu-Fuzzy (TSFZ) is reported in [39]. The Genetic-Fuzzy algorithm is proposed as a solution for power system planning in [37]. Another multi objective model considering technical and economic risks together with planning, operation, and monetary cost index is proposed in [36]. The GAFZ combination is also applied in [68], the authors selected economic profit maximizing and loading margin of the system as the objectives and used the fuzzy set to combine them and form a single objective. In addition, the TS method is incorporated with a fuzzy set algorithm in [39] for optimal power system planning.

## 2 QPSO in Power System Problems

Quantum inspired computational intelligent can be defined as optimization techniques manipulated by quantum bits. Such algorithms are based on the interaction between quantum computing and evolutionary optimization programming methods. Quantum inspired methods can be classified into three main types comprising evolutionary-designed quantum algorithms (EDQAs), quantum evolutionary algorithms (QEAs), quantum-inspired evolutionary algorithms (QIEAs). The EDQAs methods are based on the automated synthesis of new quantum methods utilizing evolutionary methods. GA can be introduced as an example of EDQAs. The application of evolutionary methods in a quantum computation environment resulted in QEAs. Furthermore, QIEAs aims to produce new evolutionary methods by utilization of some techniques and basics of quantum intelligence. The QPSO algorithm as a sample of QEAs has been employed in several power system optimization problems.A general form of QPSO algorithm which is implemented in power system studies is presented as Algorithm 1.

$$
\begin{equation*}
\operatorname{diversity}(S)=\frac{1}{|S| \cdot|A|} \sum_{i=1}^{|S|}\left(\sum_{j=1}^{D}\left(x_{i j}-\bar{x}_{i}\right)^{2}\right)^{\frac{1}{2}} \tag{1}
\end{equation*}
$$

where $S$ shows group. The scale of group is shown by $|S| .|A|$ is the length of the longest diagonals in searching space. The scale of problem is determined by $D$. $x_{i j}$ is the value of particle $i$ in the dimension of $j$. The average value of population set is determined by $\overline{x_{i}}$.

The main categories in which the quantum inspired particle swarm optimization has been selected as the optimization algorithm are covered and discussed in the following subsections. The main objectives and procedure for each category is also

```
Algorithm 1 Quantum-Behaved Particle Swarm Optimization
    procedure AQPSO
        Define randomly population \(x_{i}\)
        Calculate mean optimum solution mbest
        Compute the diversity of group by (1)
        if diversity \(<d_{\text {low }}\) then
            \(\alpha=\alpha_{r}\)
        end if
        if diversity \(>d_{\text {high }}\) then
            \(\alpha=\alpha_{a}\)
        end if
        for i 1:population size(M) do
            if \(f\left(p_{i}\right)<f\left(x_{i}\right)\) then
                    \(p_{i}=x_{i}\)
                    \(p_{g}=\operatorname{argmin}\left(p_{i}\right)\)
            end if
        end for
        for d 1:number of dimension(D) do
            \(f_{i}=\operatorname{rand}(0,1)\)
            \(p=f_{i} \times p_{i d}+\left(1-f_{i}\right) \times P_{g d}\)
            \(u=\operatorname{rand}(0,1)\)
            if \(\operatorname{rand}(0,1)>0.5\) then
                        \(X_{i d}=P-\alpha \times \mid\) mbest \(-x_{i d} \mid \times \ln (\) frac \(1 u\)
            else
                        \(X_{i d}=P+\alpha \times\left|m b e s t-x_{i d}\right| \times \ln (\) frac \(1 u\)
            end if
        end for
    end procedure
```

elaborated. Moreover, the methodology is clarified using proper flowcharts. Furthermore, a conclusive review of each optimization study is presented. The power system optimization studies have been classified into four main categories as follows:

### 2.1 Unit Commitment/Hydrothermal System Scheduling

The objective of the unit commitment (UC) problem is to provide a unit commitment schedule for the generation units in power system aiming to minimize the operational cost of the units to meet the load demand. The UC problem is a decision making process, which is recognized as important activity of the system operators, in electrical energy markets. The UC problem should be solved considering a series of equality and inequality constraints including load balance, minimum down-time and maximum up-time of generation units, power flow equilibrium of systems, and the plants capacity limitations. Such problem is solved by utilizing different optimization methods such as Lagrangian relaxation [69], a combination of Lagrangian relaxation and particle swarm optimization [70], improved gravitational search algorithm [71], and gravitational search algorithm [72]. It should be highlighted that there always
are some complications in solving the UC problems due to the uncertain nature of the renewable energy sources, uncertainties associated with load demand, and power market uncertainties.

In [73], a new model based on the enhanced particle swarm optimization is presented to determine the best solution for short term hydro thermal scheduling problem. This model considers the general hydro thermal scheduling constraints such as non-convex fuel cost function along with a variety of technical and operational constraints of hydro and thermal units. The major difference between conventional PSO and enhanced PSO is in their velocity operators. In the enhanced PSO, the particle position is changed with higher velocity at the early flights. This higher velocity leads to global search space coverage than the conventional PSO. However, the particle positions are changed slower in later flights to enhance the local search.

The environmental constraints motivate the researchers to implement such constraints in scheduling model. However, considering environmental constraints in power system planning model causes some problems. A type of environmental constraints is the pollutant emission, which is generally covered in hydro thermal scheduling problems. In [74], a modified quantum-behaved particle swarm optimization is employed to solve the short-term combined economic emission hydro thermal scheduling problem. The combined economic emission hydro thermal scheduling problem is modeled as a two objective problem including minimizing pollutant emission. Then, it is simplified into a single objective by price penalty factor. The global search ability of QPSO algorithm is increased by integrating the differential mutation operation. At last, the modified QPSO algorithm is implemented to identify the best schedule of hydro and thermal units. Moreover, the combined economic emission hydro thermal scheduling problem is solved by a improved QPSO in [74]. This paper presents the heuristic rules to meet some of the constraints, which are related to the water dynamic balance. In addition, the active power balance limitation is handled by a priority list.

The quantum-inspired binary PSO (BQPSO) is proposed to solve the binary PSO bugs for instance premature convergence, which are occurred in a problem with high constraints by [72]. The difference between QBPSO and PSO is the velocity update step elimination and the replacement of the Q-bit individual for the probabilistic representation. The QBPSO is employed to determine optimal solution of unit commitment problem.

### 2.2 Economic Dispatch

Economic Dispatch (ED) problem is defined as obtaining the optimal generation scheduling of the generations units to meet load demand in the scheduling time interval. The ED problem should be solved according to some operational and electrical constraints, which include valve-point loading effect of the conventional thermal units, load balance of the system, and generation capacity of the plants. The dispatch problem becomes more realistic considering the multi-objective economic-emission
dispatch of the generation units, which is reported in some publications. The economic dispatch problem is solved using genetic algorithm (GA) [75], particle swarm optimization [76], and some other heuristic methods such as teaching learning-based optimization (TLBO) method or Cuckoo search algorithm [77].

A quantum mechanics theories inspired classical PSO method, using the harmonic oscillator potential well (HQPSO), is employed to solve the economic dispatch problems in [78]. The integrated harmonic oscillator is a very common potential distribution, which also is one of the most important model systems in quantum mechanics. The proposed HQPSO algorithm is applied on a 13 -units test system with incremental fuel cost function that takes into account the valve-point loading effects and compared the results with that of classical PSO, QPSO, and other optimization algorithms. As reported, the proposed HQPSO has the lowest cost in comparison to all other methods. Later, QPSO algorithm is employed to solve ED problem aiming to minimize the generation cost considering the equality and inequality constraints in [79]. In the proposed, method the differential mutation is implemented in QPSO algorithm to improve the global search capability of the algorithm. To create a more practical model various nonlinear characteristics of the generator, such as non-smooth cost functions, prohibited operating zones, and ramp rate limits are considered. The performance of the proposed algorithm is verified against four other algorithms on three different power systems. The results depicted that the proposed algorithm acts better in terms of the convergence, robustness, and solution quality and solves the ED in more efficient and stable manner.

Following the research in the field of the QEAs and PSO, two definitions are introduced to the QEAs as: quantum bit and quantum rotation gate in [80]. The quantum bits as the smallest information units are employed to represent the particles probabilities which can form quantum strings from quantum bit individuals. In addition, the quantum rotation gate is adopted to drive quantum bits toward the local attractors and eventually achieving the global best. Furthermore, three definitions are introduced on immunology bases: individual affinity, individual concentration, and selection possibility. Those values are defined to facilitate the self-adaptive probability selection and chaotic sequences mutation integration, which in turn improves the algorithm search performance by preventing premature convergence and increasing population diversity. The proposed approach is applied on five standard benchmark functions to solve Economic Load Dispatch (ELD) problem in three power systems consisting of 3,13 , and 40 thermal units. The comparisons with other meta-heuristic methods such as the immune system algorithm (ISA), genetic algorithm (GA), evolutionary programming (EP), and other versions of particle swarm optimization (PSO) support the proposed methods efficient and reliable performance. In the same manner, Quantum-behaved particle swarm optimization algorithm is employed for ELD of power system in two different cases and achieved similar results [81].

In the most recent study, the quantum particle swarm optimization (QPSO) is utilized to solve a multi-objective combined economic emission dispatch (CEED) problem [82]. The problem is formulated by cubic criterion function and employing normalized max/max price penalty factor to form a single value objective function from two considered objectives. The proposed algorithm is applied on a 6-units
power generation system and the results are compared against the Lagrangian relaxation method, classic PSO and simulated annealing (SA). Consequently, the effectiveness and robustness of QPSO method is approved and it has been suggested that the algorithm may be implemented in other power dispatch problems as well.

### 2.3 Load Forecasting

Load forecasting has a significant role in reliable operation and planning of power networks. A well-known load forecasting in power systems is short-term forecasting of the load demands which is used for power transfer and generation scheduling of the production units. The accurate load forecasting can considerably minimize the operational cost of the system and consequently results in cost savings of the system. Moreover, a series of tasks are related to the load forecasting including identification of the generation units capacity, fuel purchases, and power transfer between different sections of the system [83]. The researches in this area can be classified into four general types, which include (i) Long-term forecasting for the time intervals more than 1 year [84], (ii) Mid-term forecasting, which deals with time intervals between 1 week to 1 year [85], (iii) Short-term forecasting, which handles times between 1 and 168 h [86], and (iv) Very short-term forecasting tasks, which covers scheduling times less than 1 h [87].

Radial basis function (RBF) is a type of artificial neural networks which is generally used to solve the non-linear forecasting projects. The RBF network has a hidden layer of basis function or neurons. The output of each neurons calculation is based on distance between the neuron center and the input vector. Since, the tuning of the RBF neural network parameters is a challenge for researchers, the heuristic algorithms are applied to set these parameters. In [88], a new approach for training RBF neural network is proposed which is based on QPSO algorithm. In this algorithm, all network parameters are defined as individual particles, which can reach to optimal-adaptive values randomly throughout the search domain. Therefore, the parameters of RBF network can be quickly and accurately selected. More recently, the researchers have used the machine learning approaches to predict the time series. Support vector machine (SVM) is a common type of machine learning approaches. Generally forecasting models based on SVM have a good response however, SVM application can be improved by selection of the best learning parameters. In [89], a short-term load prediction model based on SVM with Adaptive Quantum-behaved Particle Swarm Optimization algorithm (AQPSO) is proposed. Then, a diversityguided into the QPSO algorithm is employed to set the free parameters of SVM model automatically.

### 2.4 Utility Based Optimizations

An effective power quality monitor (PQM) placement method for voltage sag assessment by utilizing quantum-inspired particle swarm optimization technique has been studied in [90]. To handle the observability constraints with respect to the economic capability and sensitivity, the topological monitor reach area (TMRA) concept was implemented to give more flexibility to the search algorithm. Then, the multi-objective function was solved to obtain the optimal number and location of PQMs in power systems. The sag severity and monitor overlapping indices are combined to form the objective function for this study. The proposed approach solves the non-monitored fault and boundary issues on line segment at the boundaries. They have compared the optimization performance of the proposed technique against GA and standard binary PSO on the IEEE 69-bus and the 118 -bus test systems to illustrate the algorithms efficiency. Finally, they have demonstrated that the quantuminspired particle swarm optimization is the most effective technique in comparison to its counterparts.

A computational framework is developed for carbon tax and wind power uncertainty integration in economic dispatch (ED) in [91] where, the valve-point effects are also taken into account. The Weibull distribution and nonlinear wind power curve are employed to embed the stochastic probability of wind power in the model. The QEAs can crawl over the search domain with a smaller number of individuals and find the global solution within a less iterations. Hence, the QPSO is adopted to solve the revised ED strategy due to its stronger search ability and faster convergence. The simulation is carried out on a modified IEEE benchmark system which includes two wind farms and six thermal units. The applied wind data is the real wind speed data obtained from two meteorological stations in Australia.

The concept of smart building (home) energy management (SBEM) is based on the management of energy generation and consumption by households. This approach is derived from demand side management (DSM) which is trying to reshape the energy consumption pattern during peak hours for the end user. The quantuminspired evolution algorithm along with power consumption controlling multi-agent system has been applied on the innovative SBEM systems to match the supply and demand in [92]. The problem is formulated as a multi-objective optimization for coordinating the multi-agent system operation to match the supply and demand. The model is solved by QEA and the effectiveness of the proposed algorithm performance has been tested using the models of household devices. The test result shows that the algorithm is able to minimize the simultaneous "ON" times of the consumption devices within home/building in the control procedure aiming to distribute the devices consumption and to minimize the consumption peaks.

## 3 Conclusion

In this chapter, a comprehensive review is prepared for the application of the quantum inspired evolutionary methods to power system problems. At first, the implementation of different optimization concepts is studied, which are classified to the conventional methods and heuristic optimization approaches. The quantum inspired evolutionary methods is then introduced as an effective method to handle the optimization problems. Different areas of the power system problems including economic dispatch (ED), unit commitment (UC), utility based optimization, and forecasting of the system parameters are studied. Different versions of the quantum inspired methods, which are employed as the solution, are discussed in this chapter. The highlighted points in this study are wished to help the researchers in the area of quantum inspired evolutionary methods and their applications in the power system problems.
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