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Preface

This text is a substantive revision of Systems and Decision Making, published by
John Wiley & Sons Ltd, Chichester, UK (1994). As the subtitle indicates, its aim
is to explore Management Science/Operations Research (MS/OR) firmly within a
broad systems thinking framework. It is this aspect that sets it apart from most other
introductory texts in MS/OR, whose emphasis is mainly on mathematical techniques
of what has become known as hard operations research.

The aim of MS/OR projects is to provide insights for informed decision making.
The vast majority of that decision making occurs within organizations or, in other
words, within systems. Therefore MS/OR can be viewed as a way of thinking with
a systems focus, i.e. a form of systems thinking. This necessitates a fair general
understanding of systems, systems concepts, and systems control. What is included
in the system defined to analyse a particular problem and what is left out—the
system boundary choices—may have important consequences for the people
actively involved, as well as those passively affected.

Rather than assume that the usual starting point for an MS/OR project is a
relatively well-structured problem, with clearly defined objectives and alternative
courses of action, the text steps back to the inception phase for most projects,
namely the presentation of a problematic situation, where the issues are still
vague, fuzzy, and not yet seen in their proper systemic context. It demonstrates
several aids to capturing the problem situation in its full context. This will facilitate
gaining a more comprehensive understanding of the various issues involved, which
in turn increases the likelihood that the problem formulation addresses the ‘right’
issue at an appropriate level of detail to provide insights into the problem and
answers relevant for decision making.

These are the topics of Part 1, together with graphical aids for depicting systems
or views of important aspects of a particular system. Their aim is to make systems
modelling more accessible to the beginner.

Part 2 gives an overview of the two major strands of Management Science, i.e.
hard OR approaches and soft OR approaches, and their overall methodologies, and
contrasts them. While most analysts who use hard OR agree on the general form of
the hard OR methodology, soft OR covers such a wide range of approaches that no
single methodological framework can capture them all. Not only do they differ in
terms of their specific aims—problem structuring, learning, conflict resolution, and
contingency planning, as well as problem solving—but also in terms of their
suitability for specific problem situations. By necessity, the chapter devoted to it
can only scratch the surface of this vast area. It restricts itself to an introductory

xiii
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survey, contrasting three of the most used approaches with the same case.

Part 3 looks at two topics that any successful modeller needs to be familiar
with. First, most projects involve costs and benefits. These may be of a monetary
or intangible nature. Which costs and benefits are relevant for a particular problem?
Second, much decision making involves the timing of various events or their
temporal incidence, as well as the sequencing of decisions as an integral aspect of
the problem. How does this affect the decision process and how can it be captured
by the models?

Part 4 is largely devoted to hard OR. A number of MS/OR techniques borrow
a leaf or two from managerial economics, in particular the principle of marginal
analysis. This leads us to study the nature of cost and benefit functions and their
marginal behaviour.

A variety of restrictions may be imposed on the decision process, relating to
limited resources or properties that the solution has to satisfy. What effects does
this have on the solution and the process of obtaining it? What kind of insights can
we derive from analysing these effects? The concept of shadow prices is introduced
here in general terms and in the context of linear programming.

Most decisions are made under various degrees of uncertainty about the
outcomes. What is uncertainty? How do we react when faced with uncertainty? How
can we model uncertainty? We make an excursion into waiting lines, simulation,
and decision and risk analysis.

We return to the topic of decision making over time by exploring, albeit all too
briefly, how to capture the dynamics of system behaviour.

Finally, there is a brief discussion on how the decision process needs to be
adapted if we explicitly acknowledge the fact that the decision maker may be faced
with conflicting goals.

Part 4 thus gives an introduction to several of the well-known OR tech-
niques. However, the emphasis is not on the tools themselves, but on how
these tools are used within a systems thinking framework, and what insights we
can get from their use in terms of the decision process. The text is not an
elementary introduction to MS/OR techniques. At an introductory level, although
interesting and fun, these techniques are often reduced to the triviality of cranking
a computational handle for a drastically simplified toy problem, devoid of most
practical relevance.

Rather than discuss concepts in the abstract, they are demonstrated using
practical case studies that we have been involved in or that have been reported in
the literature. By necessity, some of them have had to be trimmed to reduce their
complexity and render them amenable for inclusion in the limited space of a
textbook, but most of them have retained the essentials of their original flavour.

In Parts 3 and 4, whenever possible the quantitative analysis is demonstrated
using the power and flexibility of PC spreadsheets. The text uses Microsoft Excel®,
but this choice is more one of convenience rather than preference. Any other
spreadsheet software with optimizer or solver capability and the facility for
generating random variates will do. When we use this text in a first-year undergrad-
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uate course or at the MBA level, we supplement it by giving the students an
introduction to spreadsheets.

The use of spreadsheets implies that the level of mathematics involved remains
at a fairly elementary level and does not go beyond high school mathematics and
statistics. In Parts 3 and 4, the emphasis is not on the mathematics, but on the
concepts and the process of quantitative decision making. The book lives on the
principle of ‘never let the mathematics get in the way of common sense!’

By the time the reader has studied this text and digested its wealth of learning
opportunities offered, he or she will approach all types of problem solving — not
just that suitable for quantitative modelling — from a more comprehensive,
enlightened and insightful perspective. Hopefully, the reader will also have been
encouraged to reflect on and become more critical of her or his own way of looking
at the world.

The text has a new feature: an extensive glossary of most technical terms and
concepts used, complementing the detailed index. References to the bibliography
at the end of the text are indicated by author and/or year, shown in square brackets.

The main audience of the text is at an introductory undergraduate or MBA level
for a 50 to 80 hour course on quantitative decision making, where the emphasis is
on methodology and concepts, rather than mathematical techniques. This is the use
we have put it to at the University of Canterbury. It is sufficiently challenging for
the MBA level, where the focus is in any case on insight, rather than techniques.
The real-life case studies used in many chapters make the text particularly relevant
and attractive to mature MBA students. However, it is also suitable for self-study
and as recommended background reading to set the stage for an introductory course
in MS/OR, systems thinking, and computer science. It puts the techniques into their
proper perspective in the decision-making process. They are then seen for what they
are, namely powerful aids used for what usually does not make more than a small
portion of the effort that goes into any project, rather than the most important core
of the project. It is not the tools that ‘solve a problem’, but the process in which
they are used.

Thanks go to several people who have contributed in various ways to this text:
Ross James, Shane Dye, and Nicola Petty who have used the precursors to this text
and made numerous valuable suggestions for improvements. Nicola Petty is also the
artist who rendered many of the more complex diagrams into an attractive form.
And then there are the thousands of students who read the text and whose questions
and queries for explanations have led to saying some things more simply and
clearly.

The scholar and teacher who has undoubtedly shaped the whole approach to
systems thinking and MS/OR more than anybody else is C West Churchman. This
text is dedicated to him.

The accompanying website to this text can be accessed at http://www.
palgrave.com/business/daellenbach. Students can download Excel files of all the
spreadsheets used within the text, and may edit them for their own use. Lecturers
who adopt this text for class use may access worked solutions of all the exercises
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set within the text (including any Excel spreadsheets used to compute the solutions).
Please contact your local Palgrave Macmillan sales representative for further
information.



1

Introduction

This chapter aims to whet your appetite to learn more about the complexity and
challenge of effective problem solving. We will briefly describe five real-life situ-
ations that each involved making recommendations as to the best course of action to
take. Three look at commercial situations, while the other two deal with issues of
public decision making and policy. They are intended to give you a feel for the great
variety of decision-making problems in terms of area of application, types of
organizations involved, the degree of complexity, and the types of costs and benefits,
as well as their importance. In each instance a systems approach, based on systems
thinking, will lead to more insightful decision making.

1.1 Motivation

Emergency services call centre

In recent years, most countries have centralized their telephone call centres for emer-
gency services, such as the fire service, ambulance service, or civil emergencies —
the 111 or 911 service — from a regional basis to a single, national centre. The
telephones at such centres have to be staffed by real people on a 24-hour basis. The
processing of each incoming call consists of recording the name, the address and
telephone number, the type of emergency, its urgency, etc. Some of this information
must be evaluated for its accuracy and whether the call is genuine. Each incoming call
may take as little as one minute or may sometimes exceed five minutes to process and
then liaise with the appropriate service.

The aim of the service is to trigger an appropriate response as quickly as possible.
The faster the response, the greater the likelihood of preventing loss of life or
reducing serious injury and loss of property. The response rate can be kept to a
minimum by scheduling a very large number of operators on duty at all times, such
that the chance of having to wait for an operator for more than ten seconds is almost
nil. As a result, many operators would be idle most of the time. Not only would this
be very boring for the operators, but it would also be very costly in terms of both

1



2 CHAPTER 1 — Introduction

salaries and equipment. Government funds are limited and have to be allocated to a
large number of competing uses. The emergency services call centre is only one of
these uses, albeit a very important one, but so are health services, policing, education,
welfare, etc.

Determining the staffing levels of an emergency call centre boils down to balan-
cing the centre’s operating costs and its callers’ waiting times (measured for instance
by the average and the 99th percentile). In a well-managed system it is not possible
to reduce both. If one is decreased, the other will inevitably increase.

The problem is made more difficult by the fact that some aspects, such as salaries
and equipment, can be expressed in monetary terms, while others largely defy any
attempt to express them in this way. How do you evaluate a 10 per cent increase in
the waiting time which may result in a 40 per cent increase in the likelihood of loss
of lives or of serious injury?

This is a type of problem faced by many organizations, private or public, called
a waiting line problem. Here are other examples:

* the number of tellers that a bank, insurance office, or post office should open
during various times of the business day; the number of automatic bank teller or
cash dispensing machines to install for 24-hour access.

+ the number of crews needed by a repair or service outfit, such as an appliance ser-
vice firm or a photocopying machine service firm.

* the number of nurses and/or doctors on duty at an emergency clinic during various
hours of the week.

» the degree of redundancy built into equipment to prevent failure breakdown.

Vehicle scheduling

Pick-up and delivery firms, like courier services, pick up and drop off goods at a
number of places. The locations of these pick-ups and drop-offs may differ daily or
even hourly, with new locations added to the list of locations to visit. Certain of the
customers may specify a given time period or ‘time window’ during which the visit
must occur. The vehicle used may have a limited carrying capacity. The length of
time drivers can be on the road in one shift may be subject to legal restrictions. Add
to this the problem of traffic density on various city arterial roads and the consequent
change in travel times between locations during the day. It is also clear that even for
a small problem, the number of possible distinct sequences for visiting all locations
is very large. For example, for 10 locations, there are 10! = 3,628,800 different
itineraries, while for 20 this number grows to about 2,432,902,000,000,000,000.
Although a majority can easily be ruled out as bad, it is still a non-trivial task to
select the best combination or sequence of pick-ups and deliveries from those
that remain, such that all complicating factors are taken into account. It may even
be difficult to decide which criterion should be chosen for ‘best’. Is it minimum
distance, or minimum time, or minimum total cost, or a compromise between these
considerations?

Similar types of combinatorial sequencing problems are faced by airlines for the
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scheduling of aircraft and air crews, public bus or railroad companies for the
scheduling of buses or engines and drivers, or the city rubbish collectors for
determining their collection rounds.

A mission statement for an organization

It seems that in today’s world no organization is viewed as responsible, forward-
looking, and success-oriented without having a formal ‘mission statement’. Gone are
the days when it was good enough to have a group of like-minded people, under the
leadership of an energetic person with good interpersonal skills, who all shared a
vision, albeit often somewhat vague. Now most organizations prominently exhibit a
mission statement of what they are all about. It is proudly shown as a framed
document in the CEO’s office and on the organization’s website. These statements
are rather curious documents that literally promise the moon, but all too often hardly
bring about any substantive change in how the organization goes about its business,
except maybe to increase the amount of paperwork to fill the many reports that claim
to measure how well the organization meets its missions.

Producing a meaningful mission statement is a rather difficult project. It has to be
relevant for the purpose of the organization, set achievable goals that can be
measured and, most importantly, get the active cooperation of its members. The
trouble is that even in an a priori like-minded group of people there will be conflicts
and differences in preference about the aims they would like the organization to
pursue and their vision for its future, as well as how they see their own role in that
scheme. Unless the CEO can simply impose her or his will in a dictatorial manner,
coming to a meeting of minds that satisfies the three properties of ‘relevant’,
‘achievable’, and ‘measurable’, and secures the active cooperation of everybody, a
mission statement has to be a compromise. It is usually obtained by a lengthy process,
starting out with canvassing the views of some or all members, followed by
assembling them in some organized fashion, combining similar ones, eliminating
those that are subordinate to others (e.g. if A serves to achieve B, A can be dropped),
restating them such that their achievement level can be measured in a meaningful
way, and finally reducing the number to an essential few. This process will involve
many meetings and negotiation. One of the so-called soft operations research
approaches or problem structuring methods, surveyed in Chapter 7, could provide
the right vehicle for this process. In most cases, to be successful it will also need a
skilful facilitator to guide and control it.

Environmental and economic considerations: the Deep Cove project

The water discharged in Deep Cove from the Manapouri Power Station in Fiordland
National Park at the bottom of New Zealand’s South Island is so pure that it does not
need any chemicals to neutralize harmful bacteria or other contaminants. Several
years ago, a US firm applied for the rights to capture this water and transport it with
large ocean-going tankers to the US West Coast and Middle East. It would have
entailed building a floating dock close to the tail race of the power station, where up
to two tankers could berth simultaneously. The project would provide employment
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for about 30 people in an economically depressed area of NZ, and the NZ Govern-
ment would collect a water royalty. It would thus make a substantial contribution to
both the local and national economies.

The firm showed considerable responsibility in planning the whole operation to
keep the environmental impact in the fiord as low as economically feasible. For
instance, all staff would be flown into Deep Cove daily, allowing no permanent
residence. All rubbish would be removed. No permanent structures would be erected.
Tanker speed in the fiords would be reduced to keep swells low. There would be
extensive safety measures to avoid oil spills, etc.

Not surprisingly, environmental groups were opposed to this project. Here are
some of their reasons: First, it would introduce non-tourist commercial activities in
the waters of a national park, which is against the charter of national parks. They
feared that the removal of up to 60% of the tail race water for extended periods would
alter the balance between fresh water and salt water and affect the sound’s unique
flora and fauna that have evolved over millions of years. The big tankers would speed
up the mixing of the fresh water layer on top of the salt water base, affecting the
ecological balance even further. Due to the severe weather conditions in that part of
NZ, accidents resulting in oil spills would be difficult to prevent, even with the best
of intentions, with potentially disastrous consequences. It could introduce rats, en-
dangering rare birds. It would make poaching of rare birds easier.

The NZ Government had the final say. What should it do? Given the potential
environmental impact, a decision for or against it could not be made on economic
grounds alone. It required a careful balancing of important economic, political, and
environmental factors. There were conflicting objectives, i.e. maximizing the
economic welfare of NZ versus minimizing irreversible environmental impacts to
preserve a unique wilderness area for the enjoyment of future generations, as well as
limiting the intrusion of commercial activities into a national park.

Problems of multiple and conflicting objectives occur frequently, particularly in
the public sector. Multicriteria decision making approaches may help in dealing
with such conflicts. Similarly, problem structuring methods can be used for clarifying
different viewpoints and resolving conflicts.

Breast cancer screening policies

Breast cancer is currently the biggest single cause of mortality for women in de-
veloped countries. The incidence in NZ is particularly high. About 1 in 11 women
will develop breast cancer and of these 40% will die as a result of the disease. Breast
cancer incidence and aggressiveness vary with the age of the patient. The disease
usually starts with a small growth or lump in the breast tissue. In its early stages such
a growth is usually benign. If left untreated, it will enlarge and often become
malignant, invading adjacent tissue and ultimately spreading to other parts of the
body — so-called metastasis. The rate of progression varies from person to person
and with age. The age-specific incidence of breast cancer rises steadily from the mid-
twenties through the reproductive years. At menopause there is a temporary drop,
after which the rate climbs again.
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About 95% of all potentially cancerous growths discovered at a preinvasive stage
can be cured. It is thus crucial that it can be detected as early as possible. In the
1970s screening trials were made in Sweden, England, and the USA in an effort to
reduce breast cancer mortality. It is now generally accepted that mammography is the
most effective method for detecting abnormal tissue growth. Research shows that for
women of age 50 mammography can detect about 85% of all abnormal tissue growths
that could develop into breast cancer within the next 12 months after screening. This
is significantly higher than for other methods of screening. The percentage of poten-
tially cancerous growths detected at an early stage drops substantially as the time
interval between screenings becomes longer.

As the need for the introduction of an effective screening policy finally became
recognized by both health professionals and governments, there was still some con-
troversy as to the ‘best’ screening policy to use. A screening policy is defined by the
age range of women to be screened and the frequency of screening, e.g. all women
between the ages of 48 and 70 at yearly intervals.

In addition to the medical factors and partially avoidable loss of human life
involved, there were economic aspects to be considered. In 2000, the cost of a
screening was between $50 and $100, while the equipment cost was in the range of
$200,000 to $300,000. Each machine can perform around 6400 screenings per year.
As the age range and frequency of screening is increased, the number of machines
and trained personnel needed also increases. Acquiring these machines and training
the personnel required thus involved an enormous capital outlay and could not be
done ‘overnight’. So, the problem faced by health providers in many countries was
(and still is) what policy offered the best compromise between economic consider-
ations and human suffering, and how the policy finally chosen should be imple-
mented. Similar, to the Deep Cove project, such decisions made by publicly funded
health providers are not devoid of political considerations.

1.2 Systems thinking

What have all these problem situations in common? A number of things! First, there
is somebody who is dissatisfied with the current situation or mode of operation and
sees scope for doing something better or more effectively, or sees new opportunities
or new options. In other words, this somebody would like to achieve one or several
goals, or maintain currently threatened levels of achievement.

Second, the answer to the problem, or the solution, is not obvious. The problem
situation is complex. The interested party may not have enough information about the
situation to know or discover all the consequences of decision choices, or to be able
to evaluate the performance of these options in terms of their goals. Elements of this
are present in the Deep Cove and breast cancer problems.

Third, the interactions between various elements or aspects have a degree of
complexity that the limited computational capacity of the human mind cannot
evaluate in the detail necessary to make an informed decision. All of the problems
discussed above are of this nature.
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Finally, the settings within which these problems exist are systems. What is a
system? Chapters 2 and 3 explore various system concepts in detail. So for now, we
define a system as a collection of things, entities, or people that relate to each other
in specific ways, i.e. that are organized and follow specific rules of interaction.
Collectively, they have a given purpose, i.e. they aim to achieve or produce outcomes
that none of its parts can do by themselves. However, let me also quickly add that in
the real world systems do not exist or create themselves spontanecously, ready made
for us to discover. No! Systems are human inventions. We conceive or view some-
thing as a system for our own purposes. This is an important insight, and we will
come back to it again.

If we are to deal effectively with the complexity of systems and decision making
within systems, we need a new way of thinking. This new way of thinking has evolved
since about 1940 and could be labelled ‘systems thinking’. Operations research
(OR), systems engineering or systems analysis are strands of this mode of thinking
that are particularly suitable if most of the interactions between the various parts of
a system can be expressed in quantitative terms, such as mathematical expressions.
Since the early 1970s, these so-called hard OR/hard systems approaches have been
complemented by a number of non-quantitative approaches that go under the label of
soft OR/soft systems approaches. Some are based on formal systems ideas, whereas
others use ad hoc processes that have proved successful for certain types or structures
or problems, while still being rooted in systems thinking. All are decision processes
which help decision makers to explore problems in much of their complexity, to find
a good or best compromise solution, and frequently to give answers to important
‘what if” questions, such as “How is the best solution affected by significant changes
in various cost factors?” or “What is the effect of uncertainty in a critical aspect?”
Thus, they provide the decision maker(s) with useful information and insights on
which to base an informed decision, rather than be mainly influenced by intuitive,
emotional, or political considerations alone. Although political considerations may
be unavoidable and may in the end sway the decision one way or another, the use of
such decision processes increases the degree of rationality in decision making, be it
in the private or public sector. Note, however, that they are not intended to replace
the decision maker. The final say still rests with her or him.

1.3 Overview of what follows

As we have seen, most decision making in today’s world deals with complex problem
situations. They are often ill-defined, subject to conflicting forces and goals. One of
the major reasons for this complexity is that these problem situations occur within a
systems context. Most systems are created and controlled by humans. The human
element can therefore not be excluded from the decision process.

Although we, as humans, are endowed with amazing faculties of reasoning and
insight, most of us are unable to cope with more than very few factors at the same
time. Without computers, our computational abilities are slow and limited. We have
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difficulties processing and digesting large quantities of information and tracing
complex interrelationships and interactions between various elements or factors.
Borrowing a notion from Professor Herbert Simon, the 1978 Nobel Prize Laureate
in Economics, we assume that human decision making is limited by bounded ratio-
nality. It is therefore all the more important that decision making is guided by a
systematic and comprehensive methodology that helps us make effective use of our
extensive but still limited powers of reasoning.

This text is an introduction to a group of methodologies that go under the general
label of Management Science (MS). They are not a panacea, capable of handling all
problematic situations. They have proved successful for problem situations that
involve management problems which lend themselves to rational analysis. Usually
they deal with questions of the effectiveness and/or efficiency of various activities or
operations. The discussion looks at how systems thinking forms the basis for MS
approaches and what is good and bad practice. The methodologies are not intended
to deal with dilemmas of a psychological or ethical nature.

Part 1 covers systems thinking and system models, regardless of what specific
problem-solving approach is applied. This implies an understanding of essential
system concepts. Problems do not occur in a vacuum, but are embedded in problem
situations — their context. In order to identify the right problem, we need to
understand this context in much of its richness and complexity.

Part 2 gives a somewhat succinct overview of the two prominent strands of MS
approaches: hard OR, where problems lend themselves to quantification, and soft OR,
where the problem situation has high human complexity with conflicting values and
perceptions of the stakeholders involved.

Much decision making involves costs and benefits. Which costs and benefits are
relevant for a particular decision? Some costs and benefits occur over time. How
should their timing be correctly dealt with? And many decision problems involve not
simply a single decision point, but a sequence of decisions over time, where later
decisions depend on earlier ones. These aspects are the topic of Part 3.

Finally, Part 4 explores how constraints on the decision choices affect decision
making, how to deal with uncertainty and incorporate it into the decision process, and
how to balance conflicting multiple objectives. Several of the best known hard OR
techniques — marginal analysis, linear programming, queueing, simulation and
system dynamics, decision and risk analysis, and multicriteria decision making
methods — are used for demonstrating these aspects, where the emphasis is not
primarily on the intricacies of the mathematical models and their solution methods,
but on conceptual aspects of the approach to gain greater insight for informed,
rational decision making.



PART 1

Systems and systems thinking:
Introduction

Except for the most trivial daily actions, most decision making happens within the
context of systems — all sorts of organizations, from family units to major corpo-
rations, from local government to international institutions, and all sorts of activities
and operations. You may wonder: “Since science has been one of the major driving
forces of modern civilization, why don’t we simply use the scientific method for
decision making? Hasn’t it proved itself highly successfully in the biological and
physical sciences and, by extension, in all branches of engineering?” There are a
number of reasons! First, experts in science and the philosophy of science do not
agree on what the scientific method really is. There are also serious claims and
much anecdotal evidence that what sets scientists and researchers on the path of
successful breakthroughs are often ingenious hunches and that the scientific method
is only used after the fact to confirm the results. But even disregarding these
controversies, most real-life decision making does not neatly fall into a pattern of
observation, followed by generating hypotheses, which are then confirmed or refuted
through experimentation.

Most importantly though, while scientific research attempts to understand the
various aspects of the world we live in, decision making attempts to change aspects
of this world. Furthermore, decision making does not occur under idealized con-
ditions in a laboratory, but out in the real and often messy and turbulent world. So the
methodology has to be able to cope with the complexity of the real world, and must
be comprehensive and flexible while still delivering the results in the often short time
frame within which most decision making has to occur. Nor is it so important that the
methodology used satisfies strict scientific principles of inquiry. It is more important
that it leads to good decision making.

Part 1 sets the platform of concepts and ideas needed for applying one of these
MS methodologies. Chapter 2 gives a few examples of the complexity in today’s
decision making, discusses effectiveness and efficiency — concepts often misunder-
stood — and shows that systems may exhibit unexpected counterintuitive behaviours.

8
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It then contrasts the traditional reductionist and cause-and-effect thinking that
underlies the scientific method with systems thinking.

Chapter 3 studies basic systems concepts and types of system in detail and
highlights them with examples. Since viewing something as a system is a human
conceptualization, it is by definition subjective. We explore the meaning of this. The
behaviour of systems is the prime concern of systems thinking, and we study various
modes of controlling system behaviour.

In order to identify the right problem, we need to understand the context or
problem situation in which it occurs and its stakeholders — the roles that various
people play. This and how to describe and summarize the problem situation are the
topics of Chapter 4. We will study mind maps, rich pictures, and cognitive maps.
Chapter 5 studies system models, effective approaches to the process of modelling,
and good properties of models. It explores how to capture aspects of special interest
in the form of diagrams.



2

Systems thinking

Why is there a need for systems thinking in dealing with many of today’s decision
situations? Why are the traditional analytic methods used by engineers, economists,
and accountants for the last 100 years no longer adequate to come up with the ‘right’
solutions? After reading this chapter you will be able to give a tentative answer to
these two questions.

2.1 Increased complexity of today’s decision making

What is ‘complexity’? W.R. Ashby, one of the fathers of modern systems thinking,
defined complexity as the quantity of information required to describe something
[‘Some peculiarities of complex systems’, Cybernetic Medicine, 1973, v9 no2, 1-6].
This includes the number of parts and their interrelations that make up that some-
thing, that ‘whole’. Complexity is thus in the eye of the beholder. For example, the
neurosurgeon views the brain as a highly complex system, while for the butcher the
brain of a calf is only one of some 30 different cuts of meat. It seems that the more
we know about something, the more complex we see it. The same is true for decision
making.

The 20th century, and particularly its second half, was marked by the un-
precedented realization of the complexity of even everyday decision making, let
alone decision making in government and business. Where before we saw few and
only limited interdependencies, technological progress has raised the awareness of
many complex interactions. Untold innovations in agriculture, industrial and chemical
processes, engineering, and air travel have encroached on our natural environment
on a huge scale, a scale so large and unforeseen that we are only now beginning
to realize its potential impact on the future of humankind. Similarly, the commun-
ication/information explosion since the introduction of television, computer inform-
ation processing technology, satellite communications, and virtually instant electronic
communication via the Internet has revolutionized private and commercial
activities and the world of entertainment. Its cultural impact on both developed

10



2.1 Increased complexity of today’s decision making 11

and developing countries may well turn out to be the greatest leveller the human race
has ever experienced and have profound effects on the values and mores of humanity
— maybe equalled only by the advent of the world religions like Christianity or
Islam.

Hand-in-hand with the accelerating rate of innovation in technology and commu-
nications has been the ever increasing complexity of various large infrastructures that
regulate our daily lives and supply services that we take for granted, such as water,
sewage, power, gas, transport, health, police, fire fighting, emergency and civil
defence, education, a multitude of government regulations and laws, and so on. Few
of them stand alone. They are heavily interdependent. A planned change, or a hiccup
or breakdown in one, may have serious consequences for another.

The lowering of trade barriers and the easing up of the flow of investment funds
over the last three decades has given untold power to a few huge multi-national
corporations — the names of the industrial and commercial giants like Shell, General
Motors, Du Pont, Mitsubishi, Nestlé, Microsoft, or world bankers like Chase
Manhattan, Citigroup, Mitsubishi Bank, Sekura Bank spring to mind — with financial
and human resources and technical know-how which give them means to influence
world events that far exceed the power and control of all but a few national
governments. Nor do we fully know the sinister penetration of crime syndicates, like
the Mafia, triads, Japanese yakuzas, and more recently Russian crime bosses, into
legitimate business ventures and the effects of this.

Along with these developments also came the widening gap between the rich
developed countries, with their ever-increasing demand for energy and raw materials,
their consumption and waste mentality, and the poor underdeveloped and developing
countries, where traditional subsistence farming has been replaced by large-scale
planting of cash crops subject to widely fluctuating world prices, leading to
unsustainable indebtedness towards the developed countries and hopeless impoverish-
ment of their rural population.

Add to this the problems of overpopulation, the collapse of the communist power
bloc, the resurgence of ethnic-based nationalism and religious fundamentalism, both
erupting in bloody conflicts and insurgencies, the legitimate call for women’s equality
in this male-dominated world, the 1998 economic crises that started with the collapse
of the banking systems in several of the Asian ‘economic miracle’ countries and soon
threatened the world economy, the uncertainties and unanswered questions of genetic
engineering in both agriculture and medicine, and the looming environmental threats
(deforestation, ozone depletion, greenhouse gases) of a planet that continues to be
exploited and abused for the sake of profit and greed, economic growth, and political
and economic power. Today’s world has thus increased in complexity and inter-
dependence to a point where the traditional methods of problem solving based on the
cause-and-effect model cannot cope any longer. Let us study briefly some examples.

Construction of the Aswan High Dam in Egypt

Many of the ‘great’ technical achievements have not just brought the increased
well-being used to justifying them, but have also had unexpected undesirable



12 CHAPTER 2 — Systems thinking

consequences, some of which may far outweigh the benefits claimed. The con-
struction of the Aswan High Dam in Egypt is cited as an example. Heralded as the
key to Egypt’s entry into the world of plenty, it initially increased agricultural
production in the Nile Delta. However, it also caused an unprecedented increase
in schistosomiasis — a highly debilitating disease spread by water snails that
thrive in the irrigation canals. In the 1970s it was claimed that 60% of Egypt’s
fellahin (farm workers) were affected. Fertile silt, which prior to the building
of the dam annually renewed the fertility of the land it inundated, is now trapped
behind the dam. In its place a massive increase in the use of fertilizers is needed
to maintain output. That, together with poor drainage, causes salinization, ann-
ually rendering large tracts of land unsuitable for agriculture. The loss of the silt
previously carried past the Delta into the Mediterranean has caused the sea to
encroach onto the land, leading to further loss of land. The loss of the nutrients
previously fed into the Mediterranean destroyed the sardine fisheries which
provided an essential part of the population’s diet. Finally, uncontrollable growth
of water hyacinth in Lake Nasser causes excessive loss of water through evapor-
ation. So the erection of the Aswan High Dam had a number of unexpected con-
sequences, some of them disastrous. Few were predicted and taken into account
when the decision to build the dam was made. That decision, in fact, was largely
a political power play between the USA and the old USSR, both hoping to
incorporate Egypt within their sphere of influence.

Deterioration of urban transport

A second example is the increasing deterioration of urban public transport. In
response to the suburban population drift and increased car ownership after the
Second World War, it looked like a very responsible public policy of city planners
to improve the road network and city centre parking facilities. It unfortunately also
led to reduced patronage of public transport facilities. That in turn resulted in fare
hikes and a curtailment of service frequency and coverage, which accelerated the shift
from public to private transport, and the story continues. The end result was the
virtual demise of public transport in many cities and ever more serious traffic con-
gestion on the access roads used by commuters. Again we see that seemingly good
responsible decision making resulted in unexpected outcomes which only temporarily
improved access to the city centres. It is interesting to speculate what would have
happened if city mayors had opted to upgrade public transport to bring the people
from the suburbs into the city, rather than upgrading the road network.

Assessment of unit production costs

Many firms compute the unit production cost at each machine centre by adding up all
the material, energy, and labour costs incurred at that machine centre and then
dividing the total by the number of parts produced. The efficiency of a machine
centre is assessed on the level of its unit production costs: the lower the unit
production costs at a machine centre, the higher its efficiency. This rule works fine
for simple one-stage production processes, where the firm works at full capacity and
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has no difficulties in selling all its output.

However, the above rule runs into serious trouble when we are faced with complex
multi-product production processes. Usually, each machine centre produces many different
parts — often in small lots — which are used as input into later stages of the production
process. If the centre supervisor is judged on the basis of unit production costs, then he or
she will have a strong incentive to have all machines and operators producing parts all the
time. If subsequent machine centres do not require the parts immediately, they will
temporarily be stored in a warehouse or on the production floor. The costs of keeping
these stocks are normally not attributed to the machine centre that produced them. So the
machine centre’s efficiency looks good, but the firm ends up with excessive intermediate
parts stocks that are costly to finance and maintain and furthermore run the risk of
becoming obsolete before they are required.

Activity: For each of the above three examples list three aspects that contribute to the
complexity of the situation.

2.2 Efficiency and effectiveness

Efficiency

The last example demonstrates how the concern with efficiency for a particular
operation or division of a firm may lead to an overall deterioration of the perfor-
mance, in this case profit generation, of the firm as a whole. The firm may be very
efficient in the use of its resources, but this efficiency is not put to effective use in
terms of the firm’s overall objectives or goals.

So what is efficiency and what is effectiveness? Everyday language often confuses
these concepts. Efficiency looks at how well resources are used in a given activity.
The higher the level of output achieved for a given set of inputs or resources or,
alternatively, the lower the inputs or resources needed for producing a given level of
output, the higher the technical efficiency of the activity. For example, driving a car
so as to maximizes the ratio of distance travelled to fuel consumption is technically
efficient. This may mean that you travel at between 60 and 80 km per hour, always
accelerate very gradually, and plan your speed so as to avoid any unnecessary use of
the brakes. However, if the vehicle is used for commercial purposes, e.g. a bus
service, such a mode of driving may be economically inefficient, since it ignores
wage costs for the driver as well as the potential earning power of the vehicle. For
economic efficiency, in terms of maximizing the difference between revenues and
total costs, the vehicle may often have to be driven in a technically inefficient way.
The gain in added revenue may well outweigh the increased costs of a technically
inefficient operation.

Effectiveness

Effectiveness, on the other hand, looks at how well the goals or objectives of the
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entity or activity are achieved. For example, the bus service may be part of a city’s
public transport system. Its objectives may be to provide convenient but cost-
effective commuter transport, where ‘convenient’ may be defined as ‘no residents
having to walk more than five minutes from their home or workplace to catch public
transport’. Economically efficient operation of each vehicle is now only one aspect
of the system operation. The choice of bus routes, the frequency of service at various
times of the day, and the type of vehicles used and how they are maintained, as well
as the fare structure, all enter into determining the effectiveness of the transport
system in terms of its objectives and the resource constraints imposed on it. Trade-
offs between these variables will affect overall effectiveness of the system.

Efficiency versus effectiveness

Operating various parts of a system in their most efficient manner does not
necessarily mean the system as a whole is effective in terms of achieving its ob-
jectives. Consider the operation of a hospital. The fact that its testing laboratory, its
physiotherapy service, its blood bank service, etc., are all operated efficiently in a
technical and economic sense is not sufficient for the hospital as a whole to operate
effectively. For instance, the tests ordered from the laboratory may be the wrong type
or may be redundant in the sense of not adding any additional information for correct
diagnoses. The fact that they are executed efficiently does not imply that their use
was effective. Effectiveness implies that these services are used and coordinated
properly to achieve the objectives of the system as a whole.

Why do managers of all sorts of organizations, profit-making as well as non-
profit-making, private and public, seem to be so much concerned with efficiency?
When working with a fixed budget — a limited amount of funds to spend over a
given period of time — any pound spent on a given activity means a pound less for
another activity. Hence the overriding concern to make every pound go as far as
possible. Now, most firms or organizations operate with some waste or not fully
utilized resources. Most managers’ natural reaction is to eliminate such waste or
underutilised resources. As we have seen above, the consequences for the firm as a
whole may, however, not turn out to be as beneficial as expected.

Here is another example. Walk through any factory and you will see machine
spare parts accumulating dust. They tie up the funds spent to purchase them. These
funds are seemingly ‘idle’. Hence, it looks like a good idea to reduce the stock of
spare parts, freeing the funds for productive use elsewhere in the firm. But wait a
minute! The reason why the spare parts were purchased was to keep any down-time
resulting from a machine part breaking down as short as possible. If the parts are in
stock, no time is lost waiting to get them. If the supplier is overseas, procuring them
could easily imply a few weeks’ delay, or expensive air freighting. So lack of
adequate stocks of spare parts may result in prolonged down-time during which the
machine is ‘idle’. The loss of profit from the loss of output may far outweigh the cost
of funding adequate stocks of spares. Therefore, elimination of such seemingly ‘idle’
spares may not be cost-effective. The real problem is not one of being efficient in the
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sense of eliminating idle resources, but rather one of being effective in terms of the
operation of the firm as a whole. In this example, this translates itself into finding the
proper balance between the cost of the investment in stocks of spares and the cost of
machine down-time incurred if the firm is short of spares.

This same theme occurs with respect to productive capacity of all sorts — ma-
chine capacities, runway capacity at airports, or employee levels in service industries,
to name just a few. The difficult question to answer is: at what point is there real
excess capacity in terms of the overall costs for the organization as a whole, rather
than in terms of seeming ‘idleness’ over long periods of time?

Complementarity of efficiency and effectiveness

This discussion may have given the impression that efficiency is the enemy of effec-
tiveness. Far from it! It is only the narrow concern with efficiency at the exclusion of
the overall goals of the organization which is detrimental. True efficiency looks at the
overall goals. Hence the effectiveness of decisions and policies taken by the decision
makers is enhanced. The goals of the organization will be achieved at lower costs,
with fewer resources, or with increased benefits — in other words, more efficiently.
The two are thus complementary. Effectiveness deals with ‘doing the right thing’,
efficiency with ‘doing things right’.

Activity:

*  What actions on your part would make studying this text more efficient? (Ex-
ample: agree with your flatmate(s) not to be disturbed.)

* How would you judge that your studying of the text was effective?

2.3 Unplanned and counterintuitive outcomes

In all these cases we see a common theme: seemingly rational decisions are made on
the basis that ‘Action A will cause the desired outcome B to be realized.” But in add-
ition to B the decision also causes C, D, and E. Some of these outcomes are un-
intended and unpredicted, and may partially or wholly negate the sought-for econo-
mic or social benefits of the intended outcome B.

Responsible decision making clearly must consider the undesirable and/or addi-
tional beneficial effects of unplanned outcomes on the system as a whole. Con-
sideration of such outcomes may well sway the decision. A comprehensive systems
analysis is more likely to uncover most of the unplanned outcomes than a narrow
cause-and-effect analysis (see Section 2.4 for cause-and-effect thinking).

Some of the outcomes actually realized, both planned and unplanned, may be
‘counterintuitive’ — what happens appears at first glance to contradict what common
sense and intuition tell us should occur. Here are two examples.
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A production example

It is a generally accepted business principle that a firm should push those products
which offer the highest profit margin. Consider the following simple example: A firm
produces two products on the same assembly line as shown in Figure 2-1. Both cost
the same to produce, i.e. £90/unit, but product A has a profit margin of 50%, while
B only achieves 40%. (The profit margin is [profit/selling price] x 100%.)

Figure 2-1 A production situation.

Raw material cost Total cost Selling price  Demand/day
A: 2 hours/unit
£50/unit £90/unit
A : Production capacity: A £180/unit 3 units
Raw materials 8 hours/day Finished product
B | &0hor % B £150/unit 4 ynits
£70/unit £90/unit

B: 1 hour/unit

Given the limited demand for each product, it seems intuitively appealing that the
firm should produce as many of A as it can sell, i.e. four, and then use up the remain-
ing production capacity of 2 hours to produce two units of B. The daily profit is then
3 x£90 + 2 x £60 = £390.

Interestingly, in this example a reversal of the above business principle produces
a better result. Namely, the firm should produce as many as possible of the product
with the lower profit margin and only then use the remaining production capacity to
produce the one with the higher profit margin. The resulting output of four units of
B plus 2 units of A has a total profit of £420 — higher by £30.

This is a counterintuitive result. Why does it happen? The answer is simple. The
business principle ignores vital system interactions: in this case, the different profit
contribution per unit production capacity used of each product. Every hour of
capacity used by product B produces a profit of £60, while an hour of work on
product A only achieves £45.

The Hawthorne experiments

A famous example is given by experiments conducted around 1930 among workers
of the Hawthorne Works factory of the Western Electric Company in Illinois. A
group of workers were subjected to a number of successive changes in their work
environment to determine the effects on their performance or work output. One of
these experiments involved changing the light luminosity in their work space. As
expected by the researchers, improved work space lighting increased the productivity
of those workers affected, but contrary to expectations the control group who had not
benefited of any change also showed improved productivity. When the lighting was
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restored to its original level as part of further experiments, rather than causing a
decrease in productivity it resulted in a further increase. Both results were completely
counterintuitive. How could this be explained?

The explanation was found in the discovery by the researcher of what became
known as the ‘Hawthorne effect’ — an increase in worker productivity, produced by
the psychological stimulus of being singled out and made to feel important. Some-
body seemed to care about their lot, looking for how their work environment could
be improved — factors initially overlooked. This was perceived not only by the group
subjected to the changes, but also by the control group.

In conclusion, outcomes that at first seem counterintuitive are usually not
mysterious happenings. Most often, they can be explained by taking a sufficiently
comprehensive systems view.

Activity: For each of the three examples in Section 2.1 list:

» the planned desirable and undesirable outcomes (Example answer for the ‘emergency
services call centre’ in Section 1.1: low waiting time is a planned desirable outcome,
while idle staff is an planned undesirable outcome.)

* the unplanned desirable and undesirable outcomes (Example continued: low waiting
times will lead to a low rate of complaints against the service, which is desirable and
usually not planned and vice versa for high waiting times.)

* Can you identify any counterintuitive outcomes? (Example continued: long waiting
times or slow response rate may lead to an increase in the number of calls received.
Explanation: Some calls, such as fires or accidents, may trigger several repeated calls
if the waiting time increases.)

2.4 Reductionist and cause-and-effect thinking

How is it that, all too frequently, our decision-making process seems to be so singu-
larly linear? There is the desired outcome Y — here is action X which will cause Y
to happen! Russell L. Ackoff — a philosopher, operations researcher, and systems
thinker — gives us an answer in his paper ‘Science in the Systems Age’ [Operations
Research, May-June 1973]. He says that the intellectual foundations of the traditional
scientific model of thought are based on two major ideas. The first is reductionism:
the belief that everything in the world and every experience of it can be reduced,
decomposed, or disassembled into ultimately simple indivisible parts. Explaining the
behaviour of these parts and then aggregating these partial explanations is assumed
to be sufficient to allow us to understand and explain the behaviour of the system as
a whole.

Applied to problem solving, this translates into breaking a problem into a set of
simpler subproblems, solving each individually and then assembling their solutions
into an overall solution for the whole problem. ‘Division of labour’ and ‘organiz-
ational structure along functional lines’, such as finance, personnel, purchasing,
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manufacture, marketing, and R&D are clear manifestations of this. However, we
know that even if each is operated with the highest economic efficiency, the sum of
the individual solutions does not necessarily produce an overall solution that is best
for the system as a whole. The hospital example in Section 2.2 is an instance of this.

The second basic idea is that all phenomena are explainable by using cause-
and-effect relationships. A thing X is taken to be the cause of Y if X is both necessary
and sufficient for Y to happen. Hence, ‘cause X’ is all that is needed to explain
‘effect Y’.

If we view the world in this way, everything can be explained by decomposing it
into parts and looking for cause-and-effect relationships between the parts. But we
have seen in the examples above that it may be inadequate to examine the causal
relationships one by one. New relationships or properties may emerge through the
interaction between the various parts or aspects of a situation — so-called emergent
properties or relationships. Some of these are usually planned, while others may be
unexpected and counterintuitive. Furthermore, causal relationships may not be simply
one-way. There could be mutual causality or feedback between two things, i.e. X
affects Y, but is in turn affected by Y. The two are interdependent. Dealing with one
alone, while ignoring the other, may not achieve the desired results. For example,
poverty may result in poor health, which may in turn lead to further poverty. Dealing
with both simultaneously, rather than just with each individually, is likely to be much
more effective in improving both. Chapter 3 will pick up mutual causality and
feedback in more detail.

2.5 Systems thinking

From about 1940 on, a number of researchers from various scientific disciplines —
biology, mathematics, communication theory, and philosophy — started to recognize
that all things and events, and the experience of them, are parts of larger wholes. This
does not deny the importance of the individual elementary parts or events. But the
focus shifts from the parts to the wholes, namely to the systems to which the parts
belong. This gave rise to a new way of thinking — systems thinking. Something to
be explained is viewed as part of a larger whole, a system, and is explained in terms
of its role in that system.

This new mode of thought has immediate consequences for decision making
within a systems context, namely that for effective action in terms of the system as
a whole it may not be sufficient to use reductionist and cause-and-effect thinking by
studying the individual parts or aspects in isolation. In order to get a true picture, it
is essential to study their systemic role in the system.

However, this does not imply that we should discard reductionist and cause-and-effect
thinking in favour of systems thinking. Both approaches are in fact complementary. We
cannot conceive of parts if there is no system to which they belong, nor can we talk of a
whole unless there are constitutive elements that make up the whole. Reductionism gives
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attention to the details of each component, systems thinking to their systemic role in the
system. Each may ignore or miss crucial aspects. More often than not, both modes of
thinking are needed to gain a fuller understanding of a system. When we emphasis one,
the other is implied. They are like the object and its shadow.

The next chapter defines systems and studies various aspects and properties of
systems. Chapter 5 explores how to define a system and capture certain systems
aspects using diagrammatic methods.

Activity: Remember how you learned to drive a car. Analyse the learning process you went
through and list three tasks you mastered using:

* reductionist thinking (e.g. starting the motor),

» cause-and-effect thinking (e.g. pressing the brake pedal to slow down).

Give two examples of why mastering each task of driving a car separately is insufficient
for learning to drive safely.

2.6 Chapter highlights

* Today’s world in a modern society is becoming increasingly complex.

» Traditional rational thinking is still largely based on reductionist and cause-and-
effect modes. These may not be able to cope with complexity, leading to narrowly
focused, piece-meal decision making which may result in unplanned outcomes and
which from an overall point of view may be ineffective.

» Systems thinking takes a more comprehensive view, focussing on the whole and
trying to explain the role or behaviour of the parts in terms of the whole, rather
than the other way round.

» Systems thinking strives for effectiveness in terms of the system as a whole, rather
than narrow efficiency of its parts.

» Systems exhibit not only the planned and desired outputs, but also unplanned and
often undesirable outputs. Some outputs may seem counterintuitive.

Exercises

1. The University Energy Committee held a meeting discussing ways to save power. The
following argument between two committee members was overheard:

A: ‘Clearly, every light turned off means some power saved. Hence, one o